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Preface

Welcome to the Proceedings of ICCHP 2010!

We were proud to welcome
participants from more than 40
countries from all over the world
to this year’s ICCHP.

Since the late 1980s, it has
been ICCHP’s mission to support
and reflect development in the
field of “Assistive Technologies,”
eAccessibility and elnclusion.
With a focus on scientific quality,
ICCHP has become an important
reference in our field. The 2010

conference and this collection of papers once again fulfilled this mission.

The International Programme Committee, comprising 106 experts from all over the
world, selected 147 full and 44 short papers out of 328 abstracts submitted to [CCHP.
This acceptance ratio of about half of the submissions demonstrates our strict pursuit
of scientific quality both of the programme and in particular of the proceedings in
your hands.

An impressive number of experts agreed to organize “Special Thematic Sessions”
(STS) for ICCHP 2010. These STS help to bring the meeting into sharper focus in
several key areas. In turn, this deeper level of focus helps to collate a state of the art
and mainstream technical, social, cultural and political developments.

Our keynote speakers highlighted issues of outstanding importance, such as “Usable
Web Accessibility,” areas which can be seen as breakthroughs in our field, like the de-
velopment of 2D Braille displays allowing "Maintaining an Overview Through Your
Fingers,” and new and upcoming issues of interest for our field, like “Weak and Silent
Speech.” Additional keynote addresses included presentations from the European Com-
mission, UNESCO and ISO.

With an interesting workshop programme, meetings, an exhibition including pres-
entations and demonstrations of major software and assistive technology producers
and vendors, ICCHP once again provided the framework for an international meeting
place and a center of advanced information exchange.

ICCHP 2010 was held under the auspices of Heinz Fischer, President of the Fed-
eral Republic of Austria. We would also like to thank all supporters and sponsors.

Our special thanks go to those contributing toward putting this conference in place.

We thank the Austrian Computer Society for announcing and sponsoring the Ro-
land Wagner Award on Computers Helping People with Special Needs.

The Austrian Computer Society decided in September 2001 to endow this award in
honor of Roland Wagner, the founder of ICCHP.
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Preface

The Roland Wagner Award is a biannual award in the range of €3000. It will be
handed over on the occasion of ICCHP conferences.

Award Winners:

Award 0: Roland Wagner on the occasion of his 50th birthday, 2001

Award 1: WAI-W3C, ICCHP 2002 in Linz

Special Award 2003: A Min Tjoa, Vienna University of Technology on the
occasion of his 50™ birthday

Award 2: Paul Blenkhorn, University of Manchester, [CCHP 2004 in Paris
Award 3: Larry Scadden, National Science Foundation, ICCHP 2006 in Linz
Special Award 2006: Roland Traunmiiller, University of Linz

Award 4: George Kersher, Daisy Consortium

Once again we thank all those who helped in putting ICCHP in place and thereby
supporting the AT field and a better quality of life for people with disabilities. Special
thanks go to all our supporter and sponsors, displayed at:
http://www.icchp.org/sponsors.

July 2010 Klaus Miesenberger

Joachim Klaus
Arthur Karshmer
Wolfgang Zagler
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Methodological Considerations for Involving SpLLD
Practitioners and Specialists in Designing Interactive
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Abstract. User involvement in designing learning environments to support in-
dividuals with Specific Learning Difficulties (SpLDs) is essential, particularly
in inadequately examined languages such as Arabic. Three interactive systems
to support students with SpLDs, two for students with dyslexia and one for stu-
dents with dyscalculia were developed in a design-based research approach. In
this paper, we describe a number of user involvement issues that emerged in the
context of developing interactive learning systems for children with SpLDs in
Arabic-speaking target populations. Findings indicate that language, context
and culture emerge as challenges in creative and exploratory design approaches.
Some of the ways these challenges have been approached are outlined.

Keywords: SpLD, Dyslexia, Arabic Software.

1 Introduction

Design is often seen at the heart of software engineering, a practice directed at the
production of software systems. While research examining user involvement in
designing systems for people with special needs has yielded insights into methodo-
logical considerations, work on involving users with SpLDs has often focused on
design implications of tools or applications [1-3]. User involvement issues in design-
ing systems to support the learning of people with SpLDs are often ignored or
relegated to practicing software engineers in industry. This study sought to explore
how involving SpLD practitioners and specialists in the context of Arabic-speaking
populations can aid in the design of software that would be accommodating to varying
learner needs. The specific research questions posed in this study were: How can the
prior knowledge and experience of SpLD specialists be considered in the software
design process? And how can software designers elicit requirements effectively? In
this paper, we present a summary of the acquired experience in involving specialists
and practitioners in the design process of interactive learning systems for people with
SpLDs, particularly Arabic-language users, as an encouragement to others consider-
ing engaging in this challenging but rewarding process.

K. Miesenberger et al. (Eds.): ICCHP 2010, Part II, LNCS 6180, pp. 1 2010.
© Springer-Verlag Berlin Heidelberg 2010
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2 Method

For this study, we used a design-based research approach [4] to devise three interac-
tive learning systems. These systems were developed as learning support tools
through which students with SpL.Ds acquire skills, usually with the help of SpLDs
practitioners in what is often referred to as ‘resource rooms’ in the local context, spe-
cific to reading in the Arabic language or math.

Procedure. Two SpLD practitioners and one domain specialist in SpLDs were in-
volved, one for each system proposed. Sixteen groups of software engineering
students participated as designers of bespoke software systems; each group was com-
prised of 5 to 7 developers. The study was conducted for a period of four months
commencing with requirements discovery and ending with system deployment. Three
requirements’ discovery sessions were conducted; each involved the participation of
designers, researchers and the SpLD specialists to elicit the systems’ functional and
design requirements. Each session was composed of two parts: First, SpLD specialists
described their instructional design models and demonstrated their handmade artifacts
and tools used in resource rooms that have been shown to be effective in their field.
Following that, designers explored different ways of transferring these strategies and
artifacts into interactive systems by proposing ideas and eliciting the specialists’
views. Designers were also offered the opportunity to include innovative interactive
games supporting the teaching strategy. Iterative design allowed for some prototypes
to be reviewed by specialists and refined before deployment. At the end of the project,
specialists were involved in evaluating the functionality, accessibility, and usability of
the systems.

3 Results and Discussion

Three types of software systems were developed. Two programs focused on Dyslexia
in Arabic and one program focused on Dyscalculia with Eastern Arabic numerals.
These are described in turn (Fig. 1 shows an example of these interactive systems).

Interactive Systems
Dyslexia Dyscalculia

@ggg | yfmm

| &= wup

Arabic prefix Al & silent Arabic long & short vowels Math using Eastern Arabic
consonants (diacritics) numerals
7 systems,35 designers 4 systems, 27 designers 5 systems, 30 designers

Fig. 1. Types of interactive systems developed for Arabic-speaking children with Dyslexia and
Dyscalculia
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Table 1. Mapping user requirements to design elements in the software

User Requirement

Design Element

Artifacts were demonstrated to designers in
order to transform hands-on interaction (e.g.
placing an element on a physical tree ob-
ject) to an activity in the learning system.

Specialists described lessons and scenarios
that they use to support learning of concepts
to students (e.g. stories).

Considerations in how feedback is pre-
sented to students, especially when incorrect
responses are exhibited.

Avoid animations as they distract students
from the task at hand.

Specific considerations in how text is read
out-loud were demonstrated by a reading
from the SpLD practitioner that emphasizes
clear pronunciation, appropriate speed and
level of pitch. Following text with a reading
pacer (e.g. finger, ruler) was relevant to
some parts of the system.

The system needed to be used by students
without the need for assistance from spe-
cialists.

Games were designed with click-drag &
drop ways of interaction to simulate the
activity with immediate visual indications
reflecting the placement.

Transforming these stories and lessons
into instructional multimedia videos.

Feedback regarding incorrect answers was
positive and included visual cheerful
characters to encourage users to try again.

Animations were not incorporated in the
system. Static images of characters were
used and animated text was avoided.

Spoken text in the system was re-created
by designers based on the demo by practi-
tioners. Synchronization of highlighting
with spoken text was included to represent
reading pacers to keep users’ attention on
the text being read.

Usability was a key consideration. Instruc-
tions were offered visually and in audio
format as well as including videos demon-
strating help for specific tasks.

3.1 Interactive Learning Systems

The first program was the Raindrop Program for learning the ‘Al’ prefix for dyslexic
students. This program was to teach students how to discriminate between the ‘Al’ in
the two formats, either silent or spoken in Arabic texts depending on the context of
use. The second program was the Long & Short Vowel program for dyslexics. This
program was designed to teach students with dyslexia how to discriminate between
long vowels and short vowels as they are represented as diacritics in the Arabic lan-
guage. The third program was the Basic Maths program using Arabic numerals for
students with dyscalculia. This program focused on basic skills of addition and sub-
traction of 1-2 digit numbers in accordance with the 1* grade curriculum.

3.2 Understanding User Requirements

Creative solutions. Creativity was exhibited by designers in modifying the simple
tutorials and lessons that specialists presented in the requirements discovery sessions.
Some ideas were presented to specialists for feedback before further implementation
was considered.
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Cultural and language considerations. Selection of characters was a key design
consideration as the appearance and name need to be extracted from the local context.
This is essential for child engagement in the interactive learning system. Furthermore,
designers initially did not consider exact matching of spoken feedback to the text
appearing in the interface, which later on was highlighted by practitioners as an
important design element so that students with auditory or language processing
difficulties receive similar responses from the system. Another issue that emerged
was considering grammar rules of spoken language in auditory feedback; this was a
challenge for designers due to the complexity of the Modern Standard Language
(MSA) which is used in teaching that differs from the spoken Arabic used in general
populations.

4 Conclusion

This study has shown that the involvement of SpLD specialists in the design process
is essential for efficient transfer of domain knowledge, and that creativity and ex-
ploratory approaches can be effective when language, context and culture are taken
into consideration. Furthermore, the design based research method has been effective
in advancing the design, research and practice of supporting the learning of students
with SpLDs.
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Abstract. In this paper we describe different research projects involving users
with intellectual disabilities. All these projects aim to enhance daily life activi-
ties and make their social integration possible, as the use of interactive tech-
nologies plays a significant role in supporting their independence. The users’
participation throughout the design process was essential for achieving a usable
and accessible product. We conclude by underlying the importance of adopting
a user centred design methodology for the specific user group and the potential
of an adaptive system to improve their learning experience.

Keywords: Accessibility, Adaptability, Usability, e-learning, independent life.

1 Introduction

After many years of research and practice regarding the interaction between people
and machines, it is commonly agreed that user involvement is essential during the
design and the development phases of novel applications and services. When users are
drawn in, the solutions developed are expected to be more practical and address con-
crete user needs [10]. Nevertheless, developers and users are very often disconnected
from each other. This calls for research on how to integrate all users (each person
involved in the scenario, from carers to public agents, including also family and fel-
lowships) throughout the design lifecycle. This approach is especially relevant in
projects addressing users with special needs, where there is still a need for further
analysis and for exchanging different findings.

Research in advanced learning technologies has a positive impact on the quality of
life of disabled people since it can provide them with the means to increase their per-
sonal autonomy. In this sense, the CISVI (TSI-020301-2009-20), AMI4Inclusion
(TSI-020100-2008-322) and ACCEDO2.0 (TSI-040200-2009-137) [2] projects,
which we present in this paper, share a common challenge, helping people with intel-
lectual disabilities to easily undertake daily life activities. In these projects, we focus
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on the accessibility, usability, e-learning, e-mentoring and user modelling through
diverse implementations, developments and evaluations by following a design ap-
proach that focuses on the users. However, these projects address different scenarios:
from addressing basic activities for independent life [3] to training for insertion in the
workplace [13], and from enhancing the learning experience in an educational context
to creating a safe and accessible social network for recreation.

In this document, when referring to disability, we mainly focus on intellectual and
developmental dysfunctions that affect an individual’s social, conceptual and practical
skills. Most people with an intellectual disability, if diagnosed on time, can have the
opportunity to achieve a sufficient level of independence in everyday life. However
research towards supporting independent living for people with intellectual disabili-
ties is not so extensive. Within this target group, user needs vary widely, and there is a
very broad range of e-Accessibility and usability challenges to be addressed.

2 State of the Art

Technology offers new ways to overcome specific problems associated with intellec-
tual disability: it allows tutors to produce effective worksheets and provide an
organised environment, improving accuracy, presentation and thus motivation and
self-esteem [4]. However, specific intervention programmes have only been devel-
oped in the last 10 years (e.g. Hutinger, et al., [5]), making it difficult to assess these
results and the real capacity of people with intellectual disabilities. According to the
developers of online learning modules and games for individuals with Down syn-
drome [8] “taking the time to value and understand design from the user’s perspective
can chart unknown territory and yield transformational results”. In the same line,
several companies have used interactive tools to support workers with special needs:
task organization and communication devices are used as task reminders (Highmark
in USA, JobMatch in Australia), provide instructions (Cincinnati Children's Hospital)
or communication through images [1].

The research at the Rix Centre [12] showcases different projects that highlight the
potential of multimedia and ICT to enhance daily life. They promote different ways in
which people with learning disabilities can explore their personal options and make
informed choices, tell their own stories, using interactive media. They also propose
effective strategies for encouraging designers to produce websites that are accessible
to people with learning disabilities. An example of their work in this direction is a
web portal designed specifically with the intended users in mind. The findings from
the evaluation with users showed evidence of participant self-directed interest and
initiated use of web technologies [17]. A similar study [14] explored the development
of an alternative web browser for individuals with cognitive disabilities. They ob-
served how participants interacted with different versions of the browser in order to
find the optimal way to enhance their browsing experience.

Still far from being a universally adopted approach, many experimental projects
like these are starting to consider final users when developing technology intended for
people with intellectual disabilities. The majority of them do so mainly in the final
evaluation stages, while others involve them also in the design phase. We adopted this
latter approach, as we consider it has a greater potential for achieving usable and
accessible products.
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3 The Methodological Approach

According to ISO 13407 [6], before undertaking the design process, designers need to
understand and specify who the intended users are, what their goals and tasks are and
what is their context of use. The success of a product is based on this understanding,
where its usability determines the effectiveness, efficiency and satisfaction with which
specified users achieve specified goals in a particular environment [7]. The user-centred
design (UCD) approach places the user as the core of the solution’s development proc-
ess and establishes that “the needs of the users should dominate the design of the
system” [10]. Adopting a UCD approach helps to define the use of the product in the
context of a real situation, based not solely on the designer’s knowledge or appropriate
design guidelines, but on inquiries in the field that lead to identify the features that are
really necessary. This process implies iterative design and evaluation cycles, were initial
ideas are prototyped and tested in context to identify possible improvements.

When applying the methodology to our design contexts, we needed to address the
users’ different needs and practices which depended both on their individual charac-
teristics and on the approach taken by the different centres involved. A thorough
understanding of the users’ profile and the product context of use helped to define
functionalities and interactions for a suitable solution. The educators and profession-
als responsible for the user’s activities we were designing for represented our primary
source of information on the users and their context of use. As explained in the ‘Dis-
cussion’ section, field studies and methods were adapted and limited to the many
constraints which emerged during the project. Initial information was obtained from
the professionals and from observing the users’ activity in place focussing on: i) the
specific activities as well as the general behaviour in the centres; ii) the user abilities,
their potential and limitations; iii) tools they were familiar with or not.

With this initial knowledge, having the product specifically defined for each con-
text, it was possible to outline a first design of the interaction and its interface and
start adaptation it both to the users’ needs and preferences and to the technology and
accessibility constraints. After several adjustments, validated with the educators and
professionals of the centres, we tested a first working prototype with the final users.
We paid particular attention to how easy was it for them to i) interpret and manage
were the functionalities; ii) navigate the structure of the flow of actions for the users;
iii) understand was the content; and, iv) possible technical flaws.

Depending on the peculiarities of each project, at least one cycle of the iteration
design-evaluation was completed, with the results of the evaluation feeding improve-
ments in the prototype. The final product is intended to be sustainable, so that at the
end of the project each centre is able to use it and adapt its content to emerging activi-
ties and needs. Bellow, we describe the process carried out in three contexts of use:
basic daily activities (in a home-like environment), professional tasks (in the work-
place), and educational training (in the classroom).

4 R&D Work and Results

4.1 Daily Life Activities in Home-Like Environment

Within the CISVI project there are several Social Spaces for Innovation or ESdI related
to e-Inclusion, e-training and e-health [3]. In one of the ESdI we try to encourage
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independent living by learning daily life activities (ADL). This ESdI is developed
within the ATADES Association; one of its main objectives is coaching people with
intellectual disabilities in ADL. So far, such learning is based on templates and hand-
made cards, with adapted pictograms. The new approach to learning is to adapt this
methodology into technological support, as structured ADL learning units, via web
(through universal design standards, usability and accessibility). The first design itera-
tion involved using ICT for ADL support in the context of a mock apartment that
ATADES uses for ADL training (using traditional methods). Here, six users with
cognitive disability and a medium level of autonomy, together with 3 educators and 3
technologists were involved. We focussed on the ADL "Washing your hands" and
adapted the methodology used by ATADES incorporating technological support: i)
simple and sequential ADL steps; ii) different formats for the content including
adapted text and audio with verbalizations, graphical information with pictures and
adapted pictograms, browser buttons; iii) browsing support based on e-learning with
multimodal interfaces (i.e. touch screen, adapted mouse, switches, etc.).

A worksheet was designed to assess the performance of the users. The activity was
divided in sequential steps with different operational objectives, i.e. the successful
execution of each step with and without verbal support. At the same time, we also
verified the accomplishment of all the steps and registered the user’s attitude towards
the use of the device together with other observations. At the beginning, users learnt
the ADL activity from the educators verbally, without technology, and at the end of
the cycle, the ADL activity was learnt by users with technological support. Users paid
attention to the system, in most cases their performance in certain steps improved.
The response of some users was conditioned by the system’s behaviour but occasional
technological faults, acceptance and dexterity in the use of the technology (touch pad,
navigation, etc.) improved during the evaluation. In general, s added a motivating
factor for the acquisition of new knowledge and skills. As the users became familiar
with the interface and learnt the steps to carry out the ADL, they also felt motivated to
continue learning to enhance their autonomy.

4.2 Professional Tasks in the Workplace

In the same project (CISVI), another ESdI focussed on providing technological sup-
port for people with intellectual disabilities in their workplace [13]. It was developed
within and educational programme (Promentor Programme) that provides classroom
training for these future workers as well as continuous coaching during the working
period. Personal coachers are in charge of contacting the company and adapting the
workspace and tasks to the needs of the specific worker. They also provide workers
with tailored tools (notes, guides, and memorandum) which provide support during
their job activities.

The task of filing different types of documents was selected to be supported by a
notebook. A thorough design process was needed in order to adjust the content of the
currently used paper-based-support to the technological medium and to exploit its
interactive functionalities. A first proposal of the conceptual model for the netbook
interface was discussed together with the coacher. Then, we refined the task flow,
colour scheme, navigation, labels, and icons to suit the worker’s skills and needs.
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To test the prototype with the worker in a controlled environment, we introduced
her to the tool and let her navigate the interface freely and asked her to complete spe-
cific tasks. Apart from inviting her to comment on anything she liked, disliked or felt
was missing, at the end of each task we also asked her to evaluate specific features of
the interface. In this way, we were able to identify flaws and slips and adjust the pro-
totype to her real preferences and requirements. After an initial wariness, the user
started gaining confidence and familiarity with the tool and was able to appreciate its
innovative functionalities but also expressed concerns and suggestions for the follow-
ing implementation to evaluate in the context of the workplace.

4.3 Educational Training in the Classroom

The project AMI4INCLUSION is within the same Promentor programme. The con-
text is a two-year Higher Education course “Training for the Inclusion of Young Peo-
ple with Intellectual Disabilities in Working Environments” [11]. In this course,
groups of 15 students with intellectual disabilities, aged between 18 and 30, are
trained to enter working environments. The main purpose of the project is to develop
an e-training system that support workers with intellectual disabilities throughout
their professional development and enhance their inclusion.

We focussed on the organising tasks and filing module, one of the most common
tasks of their future jobs. At the beginning of the design process, we were able to
observe the teacher and the students during a class and have an insight of the context,
its challenges and potential. The groups are formed by a wide range of abilities and
disabilities; which demands a high level of flexibility and adaptation. Despite differ-
ences in individual skills, what is common in the whole group is their high motivation
to learn and achieve objectives. This attitude increases when using computers or tech-
nology devices, and makes them make an effort to concentrate and face the problems.

Through subsequent consultancy with teachers and coachers, we adapted the mod-
ule’s theoretical notions in a linear learning unit with additional interactive support.
Together with the learning unit, we implemented training exercises to rehearse the
concepts learnt, while also exploring the integration of a recommender system to
facilitate users' learning experience. The tool needed to provide professional and
adult-like graphic, simple instructions; visual consistencies; positive language; imme-
diate visual and audio feedback.

The first prototype was tested during a class. The interactive exercises were engag-
ing for everyone, despite their success in completion. Together with our observations
and the teachers’ comments, the students told us about their preferences, their diffi-
culties, and suggestions for improvement. All the information gathered from the first
evaluation filtered through usability and accessibility standards, fed the second design
cycle, where additional features were also included in the system and tested again.
Besides its educational value and support for delivering varied and tailor-made exer-
cises, the teachers noted its motivational power.

5 Discussions

These different case studies represent an interesting base for discussing the application
of UCD methods in different design contexts to achieve an effective and accessible



10 E. Mazzone et al.

product for users with intellectual disabilities. For the first case study the interaction
needed to be as simple and as detailed as possible without any space for ambiguity or
interpretations (i.e. shortcuts could have enabled a more agile interaction but were not
suitable for the specific context of use). In the second project the product needed to be
completely tailor-made to the individual user. The design followed a structure that
allowed modularity and adaptability to different requirements, but the final product
had to be customised for each user. Finally, in the last study, the solution needed to
support the needs of different users with varied profiles and abilities.

The solutions proposed for each context sprung from the successful involvement of
the users throughout the design process. The information needed for understanding
the context of use and user requirements was not always easy to access, was and had
to be sought indirectly. In the second case study, for example, it was not possible to
enter the workplace and observe their typical working day. In that case, detailed de-
scriptions of the working procedures, significant accounts, pictures of the different
working spaces, were all essential for gaining enough knowledge to design effective
solutions.

The role of the tutor and educator was crucial in all the studies. The person in
charge of the activity provided information on the users and the context of use; this
would have hardly been accessible otherwise. Direct contact with users with intellec-
tual disabilities also required special preparation: psycho-educational expertise is
required both to facilitate the communication with the users and to interpret their
answers, when evaluating interactions and collecting feedback.

Another important aspect that emerged from the studies is the potential for adapta-
bility. Educators and professionals can usually recognise the varying needs of the
users and immediately adjust their training practice to the specific situation. Although
far from substituting human presence, it is important to design the technology so that
it can dynamically respond to the contextual needs of the users based on determined
conditions and the users’ interaction. This adaptive system is also useful for the tutor,
providing real-time information on user interaction and allowing educators to make
the appropriate content and methodology adjustments.

6 Conclusions and Future Work

We consider that these studies and their results provide a useful example of how de-
sign based on direct users’ involvement is beneficial for the effectiveness of the prod-
uct for users with intellectual disabilities. Similarly, we have shown the importance of
having a solid understanding of usability and accessibility, as well as the strategies of
Internet use for people with disabilities.

In each project, the design approach had to be adapted to the specific users and the
context. From the experience in these three studies we can generalise some points that
we consider essential when designing usable and accessible solutions for users with
intellectual disabilities, and that, to some extent, are also beneficial in any design.
Amongst all the findings, we mention just a few: i) the contact with the users has to
be supported by a psycho-educational professional; ii) features that could be consid-
ered usable according to commonly applied principles need to be adjusted and tested
in each specific context of use; iii) the WAI Guidelines [15,16] and personalisation
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standards [7,8,9] implementation are essential for achieving the necessary flexibility
and adaptability; iv) users’ engagement is important for increasing the users’ motiva-
tion for completing the task and for their familiarisation and satisfaction with using
the product; vi) It is essential the participation of real experts in usability and accessi-
bility, to filter the perceptions expressed by users and even by other researchers; vii)
the system’s adaptability and flexibility is crucial as the specific user requirements are
changeable and very dependant both on unpredictable external and internal factors -
more than with most users. We also found particularly effective the use of the re-
commender system [13] to provide content tailored to the needs of this group of users.
Because users have changing needs, the recommender system can adjust the content
and learning experience to the user’s needs.

The expertise acquired with these previous studies is now being applied in the on-
going project ACCEDO 2.0. As mentioned earlier, the aim is to provide a safe and
accessible social network for users with intellectual disabilities, where they can easily
and safely share their ideas, news and files. This project shares the same design ap-
proach centred in the real needs of the users, where field studies and direct interaction
with the users will guide the directions of the design.
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Abstract. This article presents the objectives, methodology and results
of a project aimed at improving personal autonomy and adaptation to
the workplace of people with cognitive disabilities. These people may
have difficulties to be independent in various areas of life, especially at
the workplace. Many of these problems are related to issues such as time
control, independence in performing tasks, work habits, interpersonal
communication, etc. To promote autonomy in these areas, the tool GTT
(Time and Task Manager) has been developed. This is a software appli-
cation running on a mobile device (a mobile phone or PDA) aiming to
ease the adaptation to the workplace of people with cognitive disabilities
through tutoring tasks, major event management and strengthening of
key aspects of work.

Keywords: Workplace adaptation, personal autonomy, software tool,
cognitive disabilities, Personal Digital Assistant (PDA), mobile phone.

1 Introduction and State of the Art

The autonomy of people with disabilities is a key factor to ensure their integra-
tion into society. One way to maximize autonomy is work, and therefore, the
labor integration is considered to be highly related with welfare. Achieving and
maintaining employment enables benefits to the individual such as self-esteem
and independence [4/5].

Within the group of people with disabilities, those suffering from cognitive
limitations (mild or moderate) often have additional difficulties to get and keep
a job, either in the regular market or in the sheltered employment. Some of
these difficulties are related to issues such as difficulty in controlling time, lack
of independence in performing tasks, incorrect work habits or poor interpersonal
communication [7IIT].

The use of new technologies in supporting people with cognitive disabilities
is a resource used in recent years in various studies and by different entities.
New technologies, particularly in the field of computer science, have proven to
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be useful in areas such as cognitive rehabilitation, sensory stimulation, learning
literacy, alternative communication, adaptation to environments and situations
with the use of virtual reality, etc [QUTO/].

In this sense, portable devices such as PDAs and mobile phones are tools with
a high potential for supporting people with cognitive disabilities, for example, to
promote the reminiscence of events and activities and to carry out therapeutic
and rehabilitative tasks. The small size of these devices and their versatility
make them ideal for use in different areas of life, including work [I3IT2/T0].

However, the standard software and existing commercial applications for PDAs
and similar devices are generally not designed for that people with intellectual
disabilities can use them easily, as they present complex environments and imply
a high knowledge in the use of software. Several studies [SJI6/I5] have identified
the main parameters that must be taken into account when designing appropri-
ate software for people with cognitive disabilities: clear screens, consistent com-
mands and features from screen to screem, appropriate sequencing and pacing,
frequent feedback, combined use of pictures and audio prompts for navigation,
oversized buttons that mazximize the effectiveness of touch screen, linear designs
of software operation, error minimization features or customization options that
allow professionals to adapt the software to the unique needs of a variety of
end-users.

In absence of conventional software adapted to these requirements, it is often
necessary to design specific programs and environments for people with cognitive
disabilities suited to their characteristics and needs. Some examples of programs
that are designed with these objectives are the following:

— PEATTM [14]: a handheld computer system that provides cueing and schedul-
ing assistance for individuals with memory, attention, and cognitive disorders
related to a brain injury.

— MAPS (Memory Aiding Prompting System) [2]: prompting system on a
PDA platform for individuals with cognitive disabilities with an interface
for caregivers.

— Comunicador CPA [19]: Symbolic Communicator for PDA, that also allows
to generate routines and notices.

— SC@UT [I7]: Augmentative and alternative communication system that help
people with autism and other communication problems.

— TUTOR Project [18]: a tutoring system, that runs on a mobile phone and
its aim is to increase the autonomy of people with cognitive disabilities in
labour and daily life activities.

— AZAHAR [20]: a set of applications installed on a PDA, including a simplified
music player, a communicator, a graphic SMS editor and a tool to understand
the concept of time.

— AbleLink Handheld Solutions [2I]: Commercial tool for people who need
support in their daily activities by providing step-by-step task prompting
and scheduling support, combined with an easy to use desktop shell.

Most of these applications are directed toward areas related to ADL, rehabili-
tation, communication, location or spatial orientation. However, there are few
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applications aimed at the labour adaptation. At the workplace can be very use-
ful products that provide support in areas such as learning tasks, acquiring job
skills, risk prevention, etc.

It is therefore very important to develop tools that make easier the adapta-
tion to the workplace of people with intellectual disabilities and hence, enhance
their personal autonomy and quality of life [SII8I6]. To do this, the Instituto
de Biomecijaenica de Valencia (IBV) and the Asociaciijoen FEAPS para el em-
pleo (AFEM), have developed a software tool named GTT: Time and Task
Manager. GTT is a software application that can be implemented on a PDA
or a tactile mobile phone, which aims to promote autonomy in the workplace
for people with mild to moderate cognitive impairment. To do this, the software
offers to the worker a guide through the different tasks to be performed, notifies
important events and provides a strengthening of key aspects of work.

2 Methodology

To develop this application, a work plan divided into the following stages was
followed:

— Document review, about difficulties and solutions for adapting the workplace
and effects of technology in people with cognitive disabilities.

— Collect of information about tasks, problems and needs. To do this, sev-
eral workplaces (gardening, cleaning and laundry) were selected and visited,
performing focus groups and interviews with workers with intellectual dis-
abilities and their supervisors.

— Tool architecture design and programming of a prototype.

— Evaluation of the prototype in the workplaces selected.

— Tool redesign, based on the information provided by employees and super-
visors.

— Implementation and dissemination of the results.

3 Results

3.1 Prototype Evaluation

From the specifications obtained from the literature review, field study and dis-
cussion groups with technicians and supervisors, we made a first version of the
software GTT. This version was implemented in two different portable devices:
HP iPAQ 214 and ASUS P320 with the aim of testing for use in real situations.
The tests were performed with 8 workers with mild cognitive impairment and 4
supervisors, belonging to 4 different workplaces.

This evaluation was carried out in a living lab context:

— Training of supervisors and workers on the use of software and the PDA.
— Living lab phase:
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e Free use of software over a period of 2 months (1 month for each model
of PDA) in real working conditions (See Figure [II).

e Sending of regular information about: mistakes, usability, design and
suggestions for improvement.

e Panel discussion with supervisors and technicians in order to share the
results of the evaluation process.

Fig. 1. Evaluation of the prototype by a gardening worker

The main results obtained in the evaluation phase were:

— Positive rating from both workers and supervisors in regard to the usefulness
and usability of the application.
— Main issues and suggestions from supervisors:

e Simplify the process of installing the application on the PDA.

e Improve the usability of the management software.

e Modify the design of the application: avoid the ’childlike appearance’,
but maintaining the simplicity of use, since it is an application for adults
in work environments (See FigurdZ).

e Correction of errors in the transcription of accents, size of characters and
image display on the PDA.

— Main issues and suggestions from workers:

e Preference of a large PDA (in this case the HP iPAQ 214, compared to
the ASUS P320) because it is easier to manage the application with the
fingers (no need to use the pointer) and the text and images are best
viewed.

e Modify the size and location of scroll arrows and buttons for easier han-
dling.

e Change the way of presenting the text in the alarms to avoid errors when
combining the text with the time.
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Fig. 2. Initial design of the PDA application and further modification based on user
and supervisors preferences

3.2 GTT Software

Once the user testing was carried out, the final version of the software was
developed. The software GT'T is divided into two platforms:

— Desktop application. It is a PC program that helps to create and admin-
ister the content that will be subsequently provided to the worker.

— Portable application (See Figure B]). It is a software based on JAVA,
running on a PDA or mobile tactile device, which uses the generated files
in the desktop application. This is the application that will be used by the
worker.

On both platforms, GTT has three specific sections:

— ‘CizeeMO SE HACE’ (HOW IT IS DONE). Provides a tutorial on the var-
ious tasks to be performed by the worker. The PDA shows, step by step,
how to do a particular task. To do this, it uses a combination of text, images
and audio. The administrator can design the structure of tasks and subtasks

INFORMA-T PARA HOY

COMO SE HACE
L
L
L

Fig. 3. GTT — Screenshots of the portable application
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more appropriate for an individual worker. This module can also be used
as a personal communicator, composing messages that combine images and
audio.

— ‘PARA HOY’ (FOR TODAY). This is a tailored agenda that includes major
events that the worker has to remember in their workday. In the PDA the
different items are available for a particular day. At the time of the event,
an alarm notifies the employee of the event through a combination of text,
images or audio.

— ‘INFORMA-T’ (INFORM YOURSELF). This module may contain addi-
tional activities (eg questionnaires) to reinforce important aspects of work:
identification of places, equipment testing, prevention of occupational haz-
ards, etc.

This structure is initially designed for the working environment, although appli-
cations may be broader: home environment, activities of daily living, alternative
communication, etc. The PDA application is used by the disabled worker. There-
fore, the interface design and the structure include a number of specific features:

— Interface with very simple structure and easy navigation.
— Big buttons that make it possible to handle both the finger as the pointer.
— Feasibility to combine text, images and audio according to user requirements.

4 Conclussions and Further Work

The software has been tested on various sheltered employment centres, to assess
the usefulness of it, correct the existing defects and raise additional features for
future projects. Concerning these aspects, the conclusions were as follows:

— Both workers and supervisors have valued highly the application. The flex-
ibility of the software has allowed the adaptation to workers with different
needs and difficulties. Supervisors have highlighted an improvement in the
quality and speed of work and less need for training and consultations.

— It is important to develop materials, besides the software, adapted to both
workers with cognitive disability and their supervisors. These materials must
be useful not only to implement activities that may be used on GTT, but
also to elaborate other tasks related with learning, training and sensitization.
Some themes that are considered of high interest in order to develop materi-
als are: work risks prevention, ergonomic issues, use of machines and tools,
reinforcement of proper behavior or money management, among others.

— Finally, workers, supervisors and technicians have suggested ideas for increas-
ing the performance of GTT: record of activities, checklists, music player,
tutorials, etc. Many of these ideas will be developed throughout 2010.
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Abstract. Over the last decade, the basic skills to operate a computer (ICT skills)
are an essential requirement to participate in the current digital era. People not
possessing these skills are likely to miss access to education, entertainment, busi-
ness and social life. In particular for people with cognitive limitations, this is a
real threat. In the EasyICT project, we aimed at the development of a training
and assessment framework, supported by an on-line tool. Using this tool young-
sters with mental disabilities can be systematically tested for their ICT skills. As
a result, they receive a report and additional training material in order to improve
their skills.

1 Introduction

Over the last decade, ICT has become an essential part of our daily life. Hence, not
being able to operate a computer takes away the chances to participate in this new
digital society. This is in particular true for people with cognitive disabilities. Alterna-
tively, making these new technologies available for those target groups, will contribute
to full inclusion of these individuals in the contemporary society [1]]. Several reports
stress the impact on the social, economical and cultural development of different target
groups when having internet connection and being able to use it [2][3]. Despite of the
importance of possessing these ICT skills, there is almost no attention put focussing
on methods for the acquisition and measuring of ICT skills by persons with cognitive
disabilities. Hence, estimation of the needs is still purely empirical.

In our EasyICT project, we aim to address this problem. The goal is to formalise the
process of training and assessment of ICT skills for the envisioned target groups. We
focus on a very broad group of youngsters with cognitive disabilities between the age of
6 and 18. It is very important also to include those individuals who need full assistance
to perform computer tasks.

Furthermore, in order to easily integrate the framework into existing educational
systems, it is important that the realised framework fits into the different local European
educational models and is compatible with the European Computer Driving Licence
(ECDL) [4].

2 The Framework

In order to assess ICT skills, we categorised them in 4 main groups:

K. Miesenberger et al. (Eds.): ICCHP 2010, Part II, LNCS 6180, pp. 21424/2010.
(© Springer-Verlag Berlin Heidelberg 2010
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1. Managing the computer (identifying parts, handling mouse, ...)

2. Browsing the internet

3. Using e-mail

4. Using ICT to communicate in a safe, sensible and appropriate way

For each of these categories, the different aspects are identified. E.g. in the category
‘managing the computer’, one of the aspects is ‘hold the mouse steady’ or ‘click the
mouse once’. Per aspect, several test questions are developed.

An assessment is always performed in one-to-one set-up with a tutor and one can-
didate. There is no time limit to complete an exercise or test. A test session, however,
should not exceed one hour in order to avoid loss of concentration, but each test can be
re-entered at any later time in case the candidate should lose their concentration.

Whenever possible, candidates are able to use their own familiar PC, but if for some
practical reason a different PC has to be used, adaptations have to be made to come
as close as possible to the familiar environment (system software, browser, adapted
hardware, etc.).

In order to allow the test to bring a positive message to the candidate, the tutor
will only select those tests that the candidate will most probably be able to answer.
Immediately after the test, a certificate is provided for the candidate, listing all the skills
that have been assessed positively. Keeping a positive message in mind, skills that have
not been tested or achieved are not listed.

3 The Online Test Environment

3.1 Open Source Framework

Based upon the theoretical background and breakdown, acquired during the first part of
this project, an online environment has been created. This environment is built upon a
Dokeos e-learning platform [5]]. The open source nature of this platform allowed us to
easily add some additional functionality while removing other standard Dokeos func-
tions. In order to give a reader an impression of the implementation issues, in what
follows, we will shortly discuss some of those adaptations.

The final goal of the online test environment was to create a very easy to use tool
for teachers in special education. Hence, all unnecessary functions were removed or
disabled from the interface. Security of the children’s data is an important topic, but
not at a cost of penalising usability. An issue rises specifically when a child moves to
another class or changes to another tutor. The tool allows teachers to transfer children
to their own class, but obviously we must prevent them from moving arbitrary students.
The parents (or guardian) are considered as a thrusted actor: in order to complete the
transfer, the teacher needs a password. This password is printed on the certificate, which
is handed over by the first tutor to the parents. They have to present the certificate with
the password to the new teacher, who is instructed to change the password after the
transfer is completed.

As stated before, another important requirement when dealing with children with
intellectual disabilities, is that a tutor must be able to suspend a test at any arbitrary
time when concentration of the candidate appears to fade away. Afterwards, at any later
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time, one must be able to continue the test at the point where they left. Hence, when a
test is restarted, previous results are automatically reloaded.

We are potentially dealing with an enormous number of candidates being tested; this
was even the case in the pilot study that was running in five European countries. There-
fore, in order to keep the number of students on the overview page reasonably small,
teachers are able to deactivate one or more of their students. On the students overview
page, only the picture of active students is shown. This means that a test can only be
started for active students. A student, after being deactivated, can always be activated
again. Typically, students that no longer need to perform the test are deactivated by their
teacher.

Next, in the original Dokeos environment, scores where only shown numerically.
Tailoring the interface more to the living environment of our target group, an extension
has been made to visualise scores also in a graphical way, presenting a more attractive
way to both teacher and student.

Finally, within the scope of the European partnership in the EasyICT project, the
platform was also extended to allow each partner country to administer their own ques-
tions and students. This is an important feature request, as different countries may have
slightly different questions and tests.

3.2 Test Questions

According to the test categories as described in Section[2] we identified three types of
tests in the current pilot implementation:

1. Simulation test questions, including actions such as clicking and dragging. This test
is performed in a simulation exercise (Flash).

2. ‘In-application’ tests include actions such as ‘opening the browser’, mostly per-
formed by the candidate on their familiar desktop.

« Bewegen met de muls -
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Fig. 1. (a)An example of a simulation question where the candidate has to drag the head of the
cat into the right position. (b)Additional stimulating material for practicing moving the mouse,
using the WAI-NOT website[6].
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3. Finally, permanent evaluation tests are items that are observed during a longer ob-
servation period (e.g. appropriately handling the hardware).

Figure [I(a) shows an example of a simulation question, developed using Adobe Flash.
Animations are made based upon drawings made by the children themselves. Anima-
tions and sounds are added in order to make it more attractive.

Finally, based upon the results of a complete test session, the candidates’ profile is
generated. In contrast to the report generated for the candidates themselves, this report
is listing the acquired skills as well as the ones not yet acquired. Additionally, another
report is generated containing a list of additional material that can be used for further
development of the connected ICT skills. On the provided report, there is a list con-
sisting of publicly available exercises that can be found on the internet, motivating the
candidate and their tutor to start practicing on those particular skills (see figure[I(b)).

4 Conclusions and Future Work

In this paper we proposed the EasyICT project, an assessment framework and accom-
panying on-line assessment tool focussing on the assessment of the ICT skills of people
with cognitive disabilities. As a result, the candidates get a positive report on their cur-
rent skills, together with a personalised list in order to strengthen those skills. Currently
a pilot test in five European countries is being performed.
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Abstract. In this paper, we describe how eyetracking has been used in explora-
tory experiments to inform the design of screening tests for dyslexic students by
examining their eye gaze while reading Arabic texts. Findings reveal differ-
ences in the intensity of eye gaze and reading patterns between dyslexic readers
and non-dyslexic controls. Dyslexics consistently exhibited longer fixation du-
rations, shorter saccades, and more regressions. Moreover, results suggest that
eye movement patterns are a reflection of the cognitive processes occurring
during reading of texts in both Arabic deep and shallow orthographies. Appli-
cability of eye movement analysis in investigating the nature of the reading
problems and tailoring interventions to the particular needs of individuals with
dyslexia is discussed.

Keywords: Dyslexia, Eye tracking, Arabic, Learning Difficulties, SpLD.

1 Introduction

Dyslexia is a Specific Learning Difficulty (SpLD) characterized by difficulties in
reading, spelling, and writing. Research in dyslexia in Arabic has suggested that the
unique characteristics of the language (bi-directional script with diacritics represent-
ing short vowels) contribute to reading difficulties in different ways [1]. Arabic is
unique in terms of orthography and the use of diacritics in place of short vowels in
shallow orthographies (e.g. texts used in learning materials and children’s books),
which are omitted in mainstream texts (e.g. newspapers, web sites) resulting in what
is known as deep orthographies. Little is known about visual reading patterns in the
Arabic language. Research suggests that cognitive processing in reading Arabic de-
mands stronger visual spatial processing abilities [2]. The role of visual processing of
Arabic texts is especially important to understand the nature of problems that indi-
viduals with developmental dyslexia experience in reading.

Eyetracking has been around for more than one hundred years. Research using eye
tracking technologies can be categorized as interactive or diagnostic [3]. Reading
was the key diagnostic research domain for eyetracking; it has contributed to our
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understanding of how people read and how eyetracking measures are related to read-
ing difficulties [4]. A number of eye tracking measures have been shown to be indica-
tive of cognitive processes essential for reading. For example, backward saccades
have been linked to weakness in short term memory, and intensity of gaze (e.g. how
long an individual looks at a word) has been linked to the ease or difficulty associated
with processing the target element. For example, longer fixations suggest increased
difficulties in decoding and comprehending text by readers.

Over the past 30 years, abundant evidence has accumulated indicating that erratic
eye movements of people with dyslexia are a reflection of a language processing
deficit [4]. While recent advances have made eyetracking less obtrusive and accessi-
ble for research, most studies examined languages with Latin or non-alphabetic
scripts and very few studies have applied it to examine reading Arabic scripts. Dys-
lexia is known to vary between individuals as it affects people in different ways and
to varying degrees of severity; no two dyslexics are alike. The ability to screen dys-
lexic students by examining their reading patterns allows specialists to gain an insight
to the type of problems that they have in order to address the remedial educational
program accordingly.

In this paper, we describe how eyetracking was used to examine reading patterns of
students with dyslexia and propose a method of using this to inform the individual
learning support plans for specialists in SpLDs. Eye tracking can identify each stu-
dent's reading skill strengths and weaknesses, so that specialists spends less time and
effort on established skills and more time and support on areas of weakness, leading
to fast, effective learning.

2 Method

An eye tracking experiment was conducted to explore the relationship between eye
movement measures and reading patterns in Arabic scripts, and to inform the design
of screening programs. For this study, eye movements were recorded using a Tobii
x120 stand-alone eye tracker, with a sampling rate of 120 Hz and accuracy of 0.5
degrees. Freedom of head movement was 30x15x20cm at a viewing distance of
60cm.

2.1 Participants

Eight participants, 4 dyslexics and 4 non-dyslexic controls, took part in these explora-
tory experiments. Participants ranged in age between 10 to 12 years of age and were
in grade levels ranging between grades 4 and 6.

2.2 Procedure

Participants were tested individually. Sessions started with conducting a 5-point cali-
bration with the eye tracker. Following that, each participant completed one training
task and four experimental tasks. The four tasks involved reading an Arabic passage
at the third grade reading level, two of which were in deep orthography (no diacritics)
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and two in shallow orthography (with diacritics). Fonts used were similar to the fonts
used in children’s reading books. Mappings from letters to sound are more consistent
in the shallow orthography than the deep orthography. The reading was oral reading
as opposed to silent reading so that the number and type of errors can be ascertained.
Examples of a shallow orthography stimulus and a deep orthography stimulus with
fixations overlaid are shown in Figure 1. The red circles represent eye fixations; the
size of the circle is relative to the duration of the fixation. The red lines represent
saccades, rapid eye movements between fixations. The direction of reading is indi-
cated by the numbered sequence of fixations.

Shallow orthography Deep orthography

el dee 2l | e el Bgdn el
¢ o= Y} %n_aoJ g BN .QM—?—M SRR a)@gc._,

.;)_;.::; p G'u'i}“w k) cé'p.J_aa-;" 3 i}“j

Fig. 1. Stimuli with reading patterns overlaid

Analysis of reading patterns is based on quantitative data of eye gaze allocation in
different regions of the text. Regions include words, letters and diacritics for the
stimuli with shallow orthography and words and letters for the stimuli with deep
orthography. Reading errors were classified as either omissions or distortions. For
omissions, the report discussed with SpLD specialists would describe whether the
student fixated on the word/letter or not. For distortions and substitutions, we used
the classifications of Savage Stewart and Hill [5] as well as (1) phonological (2)
orthographic and (3) mixed and (4) unrelated category. Reading errors were further
linked to descriptions of eye gaze such as intensity of gaze (e.g. did the reader ex-
hibit intense fixations on the word suggesting difficulties in decoding text, did he/she
not fixate on the word at all).

3 Results and Discussion

Results revealed marked differences in the reading patterns of students with dyslexia
and controls in the context of Arabic text. An example demonstrating the variations in
reading patterns between dyslexic readers and non-dyslexic readers is presented in
Figures 2 and 3.
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Reader

Deep Arabic Orthography (without diacritics)

Non-Dyslexic

jjﬁh' ‘\S‘)Lm ® ‘);.J: adanll

Control
.5 _J}ltAj\ u*.b.\.l‘ <
2
Dyslexic Reader

o=

e STE ey

Fig. 2. Visual patterns in reading deep orthographies by dyslexic and non-dyslexic readers

Reader

Shallow Arabic Orthography (with diacritics)

Non-Dyslexic

Cuall g o i) and L)

Control
-0 R
L @O ke |
Dyslexic Reader =z

Fig. 3. Visual patterns in reading shallow orthographies by dyslexic and non-dyslexic readers




Towards an Interactive Screening Program for Developmental Dyslexia 29

3.1 Eye Movements in Reading

Table 1 describes the eye movement measures exhibited by dyslexic readers and non-
dyslexic readers. Each stimulus is listed in a column and the average is listed in the
last column. Dyslexics consistently exhibited more fixations, longer mean fixations in
reading and longer reading duration across all stimuli.

Table 1. Eye movement measures in reading Arabic texts by dyslexic and non-dyslexic readers

Stimuli
| ’ 3 4 Average
(Tree)  (Apple) (Sky) (Truth)
Reading time (in seconds)
Dyslexics 16.46 12.80 10.10 19.04 14.60
Non-Dyslexic Controls 6.69 7.23 5.54 5.62 6.27
Number of Fixations (count)
Dyslexics 49.25 39.75 33.50 65.50 47.00
Non-Dyslexic Controls 21.25 26.00 18.50 16.75 20.63
Mean Fixation Duration (in seconds)
Dyslexics 0.346 0.310 0.322 0.330 0.327
Non-Dyslexic Controls 0.249 0.276 0.292 0.300 0.279

Students with dyslexia exhibited more fixations and longer fixations than controls
suggesting increased difficulties in reading the text. Dyslexics also exhibited more
backward saccades in their reading patterns than non-dyslexics. This was especially
evident in the deep orthography in which readers need to understand the context of
the word in the sentence in order to deduce the correct diacritics essential for properly
pronouncing the Arabic words.

3.2 Reading Errors

Table 2 summarizes the number of errors that readers exhibited by participants in both
groups in reading the passages. These include repetitions, additions, transpositions,
omissions, substitutions. Examples of omissions and distortions are shown along with
the eye gaze patterns in Table 3.
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Table 2. Number of reading errors exhibited by participants (e.g. distortions, omissions)

Stimuli
1 2 3 4 Total
(Tree) (Apple) (Sky) (Truth)
Dyslexics 1 1 0 1 3
Non-Dyslexic Controls 7 9 7 4 27

Erratic patterns of eye movements were found in words that were distorted in pro-
nunciation (e.g. out-of-sequence). In omissions, patterns of erratic eye movements
preceding the element being omitted (e.g. letters or word) were exhibited. The second
error illustrated in Table 3 shows how fixations were clustered within the boxed area
in which the reader pronounced. It is noted that fixations were intense in this instance,
thus sizes of circles were kept constant to indicate sequence in the image; however
fixation duration in the boxed area suggests intense cognitive processing was exhib-
ited by the reader for decoding that element.

Dyslexics often add words in their reading that were not included in the script. It
was interesting to note that additions of words by dyslexic participants were linked
with patterns of a single relatively short fixation on the word before or after the in-
serted word, suggesting that the reader exhibit a sweep over the word and used con-
text to guess what the words were at that point. These are illustrated in the fourth error
described in Table 3.

While the notion of examining the fine details of eye movements in reading with
children was a high-cost low-yield endeavor a few decades ago, recent advances in
eye tracking technologies coupled with established theories of language processing
that help interpret eye movement data have changed this. Findings of these experi-
ments revealed the moment-to-moment cognitive processing activities of students
in reading. This highlighted difficulties that they encounter for learning support
specialists.

3.3 Profiles of Reading Problems

This data was presented to SpLD specialists in an accessible format such as video
segments of the session and summary reports of erratic eye movement patterns, read-
ing errors and possible interpretations to explore methods of profiling reading prob-
lems. This study’s findings enabled specialists to obtain an insight into the child’s
abilities and cognitive profile and consequently tailor the intervention according to
their reading difficulties. Insights obtained from this screening method can help the
specialists determine the weaknesses and strengths of the student and plan a remedial
program according to their profile.
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Table 3. Eamples of eye gaze patterns in errors exhibited in reading Arabic script

Word
pronounced by
dyslexic reader

Eye Gaze on Problematic

Error Description Words

Reversals were exhibited when ;Lu.d\
eye gaze examined letters out of i ‘ Reversal

1 sequence. In this example the ; @ Masaa (evening)
word pronounced by the reader 2 @ rather than

matched the sequence of eye gaze. Samaa (sky)

Omitting letters or words was Al
linked to patterns of repeated . .

2 backward saccades or re- ‘ } l : i‘ Letters beyond
examinations of areas prior to the C J 5 the green border
element that was omitted. = were omitted

In some substitutions exhibited by & °

3 readers, letters were examined out ---e' ,f°[ I‘ Uéﬂ.}
of sequence and with varying o Substitution
levels of intensity. "

. B ~ Sally 3
9% 4 A 2

L e Added ‘fi’
Additions were linked to patterns

4 of scanning or quick sweeps
across words.

O e PP
Jgled @ 9dl | M

4 Conclusion

In order to develop effective intervention and remedial programs for students with
reading difficulties, it important to understand the problems that they experience in
reading and identify the related cognitive difficulties. Recent advances in eye tracking
have made it more accessible to obtain an insight at a high level of elaboration. The
results of our comparative study between an experimental group and a control group
show that reading patterns vary and are indicative of the type of problems that readers
experience.
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From a research perspective, findings suggest links between eye movement pat-
terns and reading problems in Arabic. From a practical perspective, this study has
demonstrated the invaluable assistance eye tracking can offer for SpLD practitioners
in tailoring remedial programs for dyslexics according to their specific profile. This in
turn can inform the design of screening programs for developmental dyslexia in Ara-
bic. Ongoing work involves developing a coding scheme for developing a reading
problems’ profile for dyslexic students based on their eyetracking data. Future work
would explore which texts are effective in revealing dyslexic difficulties, validating
these with representative samples and developing a screening system for the various
reading levels.
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Abstract. This paper outlines the analysis and design stages of an interactive
multimedia environment for encouraging vocalization of people with autism.
We described the user-centered design approach for involving users in different
roles in the design of an Arabic interactive rehabilitation tool adapted to the
needs of speech therapy programs used in the local context. Needs analysis in-
cluded exploratory surveys and interviews conducted to understand how tech-
nology can help in encouraging the vocalization of children with autism. The
design stage involved iterative development with prototype evaluations with
specialists to refine system functionality and ensure the accessibility and usabil-
ity of the system. Insights from involving users in different roles are described.

Keywords: Autism, User-Centered Design, Vocalization, Arabic, Multimedia.

1 Introduction

Autism is a developmental disorder affecting social interaction and communication
abilities. Interactive multimedia environments are increasingly being used to help
individuals with such communication difficulties [e.g. 2]. Technology solutions have
been shown to be effective in supporting people with autism either directly or in re-
medial sessions with specialists [3]. However, much of the programs and technology
aids are designed with language and cultural considerations that vary considerably
from the needs and requirements of native Arabic-speaking users and thus are inade-
quate for use in the local context which consequently results in low adoption rates.
There is a lack of rehabilitation support for people with autism in Arabic-speaking
populations. Accurate prevalence of Autism Spectrum Disorders (ASD) in many
developing countries are limited, but it has been estimated at 18 per 10000 in Saudi
Arabia [1]. Previous research has examined various approaches and solutions to en-
courage vocalization of people on the autism spectrum [e.g. 2,3]. The Mediate project
involved developing a multimedia environment that aims to create a sensory dialogue
with users by integrating three different modalities, visual, sound and tactile [2]. The
spoken impact project involved designing an interactive program that responds to
vocalizations of autistic children with graphic visualizations [3]. Our study extends
investigatory work in the area, by probing deeper into social, cultural and language
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design considerations for the local Arabic context, identifying new issues that need to
be taken into account for the design of assistive technologies with Arabic interfaces
and creating a novel solution to address these limitations.

2 System Design and Development

We conducted several studies to gain a deeper understanding of the communication
challenges faced by people with autism and the professionals working to support
them in the local context. Interactive systems that respond to vocalizations with
multimedia visualizations and sounds (e.g. echo) were proposed and functionality
was explored.

2.1 Needs Analysis

The needs analysis of target users, individuals with autism and specialists in rehabili-
tation programs were carried out through background surveys and interviews with
parents of autistic children. Furthermore, usability and accessibility evaluations were
conducted on a selected sample of software programs developed for autism to identify
design considerations and understand the limitations of these programs for use in the
local context that need to be addressed by our system.

An exploratory survey was conducted to understand how technology can help in
encouraging the vocalization of children with Autism, and examine the types of inter-
active environments that attract and retain autistics’ attention (e.g. sound, shape, ani-
mation, motion). Surveys were distributed to 55 specialists in local rehabilitation
centers in Riyadh, which yielded 41 responses; a rather high response rate as special-
ists described how eager they were to participate to express their needs in terms of
technology support. Furthermore, surveys were posted online in Arabic discussion
forums for people with disabilities and support groups on social networks such as
Facebook and views of parents and caregivers were elicited. Results indicated vari-
ability in preferences, reflecting individual differences in this target population which
suggested that flexibility as a key feature in the system by enabling users to combine
and adjust system settings of visualization, animation and sound settings. Findings
also outlined the session data that is essential for specialists to keep track of progress
for children with autism, such as level of engagement, level of enjoyment, types of
utterances and quantitative measures of vocalizations.

2.2 Matching System Functionalities against Autistics’ Needs Analysis

In this phase, we took the information collected in the needs analysis phase, which
include the needs of children with autism, their caregivers and specialists supporting
them, the survey questionnaire results, and our review of autism software and put
that together in preparation for the design phase. This involved mapping key features
to users benefiting from these features, together with a justification of why these
features are relevant to specific users and whether they have been offered in similar
systems developed for other contexts and the reported effectiveness if available
(Table 1).
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Table 1. Examples of mapping user’s needs to system functionality

Characteristic / Requirement Users Functionality

Offering flexibility in the system design.
Idiosyncratic preferences Autistic Users can select the shape, animation path,
and habits individual backgrounds, and sound for adapting sessions

according to the individual’s preferences.

Rehab Accessible and usable interface for adjusting
Evoking a sense of specialists, the settings of the environment and adapting
engagement parents, the system’s response to the preferences of
caregivers the individual.
. Autistic Volume control and enabling users to select
Sensitivity to sound o . . .
individual specific audio responses (e.g. echo, music)

Qualitative measures are collected for each
session such as levels of engagement and
enjoyment, and types of utterances.
Quantitative measures of vocalizations are
mapped for analysis by speech therapists.

Progress tracking and

understanding an Rehab
individual’s profile of specialists
strengths and weaknesses

2.3 Design

In this phase, personas (types of users with common goals) were created to guide
the development of the system, scenarios of use were formulated, and system func-
tionality was determined. Functionality of the system was determined by using an
exploratory approach using findings from our exploratory survey with specialists in
rehabilitation centers, followed by a requirements discovery session conducted in a
workshop with specialists. Prototyping was conducted to test discrete functionalities
such as selecting graphics, adjusting sound settings, determining the type of anima-
tions in the multimedia environment.

2.3.1 Low-Fidelity Prototyping

Low-fidelity prototypes were examined in a hands-on session with speech therapists,
education and remedial program specialists in a local autism support center. In these
sessions, we explored how specialists in different domains envision the use of such
systems and examined the specific features that they consider essential for their con-
texts of use. We also explored implementation alternatives such as handheld devices,
full-immersion rooms, or large projection screens and elicited their views on the ef-
fectiveness of each alternative design.

2.3.2 High-Fidelity Prototyping

A high-fidelity prototype was demonstrated to target populations in a local sympo-
sium aimed at domain experts and rehabilitation specialists working with autistic
individuals. Reviews were focused on interaction with the system, configurations, and
scenarios of use in rehabilitation centers, particularly low functioning autistic
children.
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3 Conclusion

This paper describes the design and development of an interactive multimedia pro-
gram to encourage vocalization of children with autism. System development is un-
derway. The software will then be deployed with children with autism who receive
speech therapy sessions to help them with their communication skills. The final eval-
uation phase will assess the efficacy of the multimedia environment in encouraging
vocalization and communication in therapy programs.
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Abstract. Information and computer technology has grown rapidly and played
an essential role in our education, vocation, and daily life. However, for stu-
dents with intellectual disabilities, effective cursor control is challenged. The
purpose of this study is to investigate the performance of mouse control of 10
adolescents with intellectual disabilities compared with their aged peer. A
mouse proficiency assessment software was utilized to collect the data. The re-
sults indicated that the adolescents with intellectual disabilities who had mouse
using experience do not perform as efficient as their peers without disabilities,
although they could use the mouse with high accuracy rates. The adolescents
with intellectual disabilities spend less reaction time, longer total time and
movement time, larger ratio of PL/TA, more movement units to complete point-
ing and clicking tasks. The results provide essential reference for designers of
computer assisted learning software when developing e-learning material for
adolescents with intellectual disabilities.

Keywords: students with intellectual disabilities, pointing and clicking tasks,
cursor control.

1 Introduction

Information and computer technology has grown rapidly and played an essential role
in our education, vocation, and daily life. The skills of operating keyboards and point-
ing devices are prerequisite in successful academic learning and employment pursu-
ing. With the popularization of graphical user interface, pointing devices and cursor
control have become standard features of current computer system [1]. However, for
students with intellectual disabilities, effective cursor control is challenged, particu-
larly for those with severe impairments [2]. Li-Tsang, Yeung, and Hui-Chan found
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only around one third of the 353 adults with intellectual disabilities could successfully
use mouse to execute double clicking and dragging tasks (double clicking: 31.7%;
dragging: 38.8%) [3]. Lin, Chen, Chang, Yeh, and Meng found pupils with intellec-
tual disabilities performed worse than their aged matched peers [4]. The pupils with
intellectual disabilities executed the tasks less accurately especially when the targets
displayed in smaller size.

Studies in mouse performance have tended to focus on movement time and error
rate as the principal interests. However, these ‘gross measures’ have limited abilities
to describe the actual behaviors of the individual [1]. Accuracy and movement time
are only the outcome indicators of mouse proficiency, rather than the causes of the
performance difficulties. Mackenzie, Kauppinen, and Silfverberg proposed seven
kinematics parameters as measurement indicators, including target re-entry (TRE),
task axis crossing (TAC), movement direction change (MDC), orthogonal direction
change (ODC), movement variability (MV), movement error (ME), movement offset
(MO) [5]. Keates et al. [1] added two more parameters: missed click (MC) and ratio
of path length to task axis length (PL/TA). Meng et al., selected reaction time, move-
ment time, total path of trajectory, velocity, and movement unit(MU) as the parame-
ters to measure[6].

In addition, Fitts’ Law illustrated that size of the object and the distance of the
object decide the difficulty of task, named as index of difficulty (ID) [7]. ID could be
used to represent the size and distance of icons design on the user interface.

The purpose of this study is to investigate the performance of mouse control of
adolescents with intellectual disabilities compared with their aged peer. The accuracy,
total time, reaction time, movement time, adjusting time, rate of PL/TA, MU and
target re-entry (TRE) were selected as the parameters to represent the mouse operat-
ing performance in 4 different levels of IDs.

2 Methods

2.1 Participants

Twenty adolescents aged from 15 years 5 months to 16 years 9 months old (with an
average of 15 years 11 months old) were recruited from Neihu Vocational High
School in Taipei, Taiwan. The participants of experiment group were ten students
with intellectual disabilities who enrolled in the special education class. The partici-
pants of control group were recruited from the students of regular class at the same
school with the matched sex and age of the experiment group. The participants of
experiment group have to meet the following criteria: 1). with a diagnosis of mental
retardation; 2). without hearing, visual or physical impairments; 3). able to follow oral
instructions; 4). with computer experience with mouse; 5). able to maintain sufficient
attention for at least 20 minutes. The IQ scores, measured by WISC-III, of the ex-
periment group are revealed in Table 1.
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Table 1. The WISC-TII IQ scores of students with intellectual disabilities

Participant Verbal IQ Performance 1Q Full-scaled IQ
1 55 48 48
2 70 66 65
3 60 60 56
4 69 55 59
5 69 62 62
6 60 59 56
7 63 70 64
8 74 71 69
9 64 70 65
10 64 62 60
Mean 64.8 61.3 60.4
SD 5.71 7.32 6.02

2.2 Research Design

Two factors mixed design (2 x 4) were used to conduct the experiment. The between
subjects factor was group, and the within subject factor was ID. There are four IDs
generated from two distances (5 cm, 15cm) and two sizes of targets (1 cm, 1.5 cm).
The types of the task were ID1= 2.737 (5¢cm, 1.5 cm), ID2= 3.322 (5cm, 1 cm), ID3=
4.322 (15cm, 1.5 cm), ID4= 4.907 (15cm, 1 cm). The accuracy, total time, reaction
time, movement time, adjusting time, rate of PL/TA, movement units, and target re-
entry (TRE) were selected as the parameters to represent the mouse operating per-
formance for adolescents with and without intellectual disabilities. The definitions of
these parameters are described as followings:

Accuracy refers to the percentage of correct responses. A correct response is defined
as the participant moves the mouse cursor moving into the target area and clicks the
left button right in the target area. The follow parameters were calculated from the
correct responses only.

Total time is defined as the time the participants spent in completing a pointing and
clicking task. It will be equal to the sum of reaction time, movement time and the
adjusting time.

Reaction time (RT) is defined as the time from target display on the screen to the
beginning of cursor movement.

Movement time (MT) is defined as the time from the beginning of cursor movement
to the cursor reach the edge of a target.

Adjusting time (AT) is defined as the time it takes for the participants to adjust the
mouse cursors to successfully complete the required tasks once the cursors moving
into the target area.

Rate of PL/TA is defined as the actual length of the trajectory of the cursor movement
divides the distance of the task. The higher rate indicates the less efficiency of the
cursor movement.
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Movement units (MU) occur at the phase the cursor accelerates and decelerates.

Numbers of target re-entry (TRE) represents the numbers of cursor re-entry the tar-
get before clicking. The more the numbers of movement units and target re-entry
indicated the worse the mouse control.

2.3 Apparatus and Experimental Tasks

The pointing and clicking tasks were performed upon An ASUS PC with Celeron
D346 processor 3.06 GHz equipped with 15 inches LCD monitor. A self —developed
software, Computerized Assessment Tool (CAT), was used to measure and record the
performance of mouse pointing and clicking [8, 9]. All participants were asked to use
the same optical mouse to perform those pointing and clicking tasks. The tasks re-
quired the participants to move the mouse cursor to the target and click the left button
when the cursor is in the target. The tasks of four different levels of difficulties (ID1,
ID2, ID3, and ID4) displayed on the screen randomly. Each level of difficult includes
8 tasks of the same icon size and the same moving distance but in 8 directions (0°,
45°,90°, 135°, 180°, 225°, 270°, and 315°). Therefore, each participant performed 32
pointing and clicking tasks for the experiment. CAT system recorded all the parame-
ter automatically and ended when the 32 tasks were completed.

2.4 Experimental Procedure

The experiment was conducted individually in participants’ school computer lab.
Each participant was introduced the purpose of the evaluation and practiced to be
familiar with both the procedure and the tasks. Then in a formal testing process, the
participants were required to navigate the mouse cursor to the target and click as cor-
rectly and quickly as they could once the cursor was in the target.

2.5 Data Analysis

The means of the dependent variables, except accuracy, were calculated from the
correct response represented the individual’s performance. Two factors ANOVA with
mixed design was used to analyze the data. The simple main effect of the groups and
ID would be examined if the two factors interaction was significant. Otherwise, the
main effect of groups and ID would be examined separately. The SPSS 13.0 was used
to analyze the data. The multiple post hoc LSD tests were conducted to compare the
difference between two IDs if the simple main effect or main effect examinations
reach a statistical significance (p < .01).

3 Results

3.1 Accuracy

As the results disclosed in Table 2, the means of the accuracy for both group perform-
ing pointing and clicking tasks were over 96% across the four IDs, except that for
students with intellectual disabilities performed the ID2. The interaction between
group and task was not significant (F=1.328, p=0.275). Accuracy refers to the
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percentage of correct responses. A correct response is defined as the participant
moves the mouse cursor into the target area and clicks the left button right in the tar-
get area. The follow parameters were calculated only from the correct responses.

Table 2. The means and standard deviations of the performance in eight parameters for two
groups

Variable Group 1D, 1D, 1D; ID4 Total
Mean SD Mean SD Mean SD Mean SD Mean
Accuracy 1 1.000 0.000 0913 0.167 0976 0.051 0.964 0.058 0.963
2 0.976  0.051 0976  0.051 0976 0.051 0964 0.058 0.973
total 0.988 0.037 09445 0.124 0976 0.049 0.964 0.056 0.968
Total Time 1 1.387 0.128 1.397 0.126 1.625 0242 1567 0.114 1.494
2 1.160 0.132  1.124  0.096 1497 0.132 1377 0.171 1.290
total 1.274 0172 1261 0.177 1561 0201 1472 0.172 1.392
RT 1 0.118 0.057 0.145 0.057 0.156 0.101 0.128 0.069 0.137
2 0243 0.099 0.225 0.038 0271 0.150 0.247 0.078 0.247
total 0.180 0.102  0.185 0.062 0213 0.138 0.188 0.094 0.192
MT 1 0.654 0.091 0.733  0.120 0.871 0.197 0.879 0.156 0.784
2 0439 0.085 0433 0.084 0732 0.171 0.654 0.100 0.565
total 0.546 0.139 0583 0.184 0.802 0.193 0.766 0.172 0.674
CT 1 0.616 0.106 0519 0.080 0.598 0.162 0.559 0.072 0.573
2 0478 0.124 0466 0.076 0494 0.055 0476 0.131 0.479
total 0.547 0.133 0493 0.081 0546 0.130 0.518 0.112 0.526
R_Path/Dis 1 2334 0960 2.169 0476 1409 0.140 1457 0.345 1.842
2 1.618 0.251 1.431 0232 1258 0.133 1308 0.288 1.404
total 1976 0776  1.800 0.526 1.333 0.154 1.382 0319 1.623
MU 1 3338 0457 3240 0512 3959 0.644 3.857 0.545 3.599
2 2321 0417 2166 0383 2957 0.639 2779 0.922 2.556
total 2.829 0.673 2703 0.705 3458 0.809 3.318 0.922 3.077
TRE 1 0.288 0.221 0.195 0228 0.257 0.221 0.266 0.247 0.251
2 0.127 0.157  0.158 0.125 0.175 0.186 0.160 0.265 0.155

total 0.207 0204 0.176  0.180 0216  0.203 0.213 0.255 0.203

3.2 Total Time

The interaction effect was not significant (F=1.177, p=0.327). The results of simple
main effect testing indicated that students with intellectual disabilities and students
without intellectual disabilities performed differently in all four types of task
(F=20.338, p<0.001) (F=27.628, p<0.001). The students with intellectual disabilities
need longer time to complete all the tasks. For both groups, the results of post hoc
LSD tests demonstrated that except the conditions of ID1-ID2 and ID3- ID4, all other
four conditions were significantly different (Table 3). The participants, with intellec-
tual disabilities or not, spent more time in completing the tasks when the distance was
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longer no matter the sizes of targets. The results comply with the Fitts’ law showed
that a lawful relationship exists for the time taken to move to a target [7].

3.3 Reaction Time

The interaction effect was not significant (F=0.475, p=0.701). The main effect of
group was significant (F=14.719, p=0.001). The main effect of ID was not significant
(F=0.031, p=0.862). The students with intellectual disabilities spend less time to initi-
ate their mice than matched peer across all 4 IDs tasks. That means students with
intellectual disabilities may have poor impulse control, therefore, they initiate the
actions as soon as the target displayed.

Table 3. The p value of the post hoc LSD tests

Variable ID-ID, ID-D; ID-ID, ID,ID; ID,ID, ID;ID,

Total Time 0.636 0.000 0.000 0.000 0.000 0.065
MT 0.223 0.000 0.000 0.000 0.000 0.289
MU 0.259 0.000 0.006 0.000 0.001 0.508

3.4 Movement Time

The interaction effect was not significant (F=2.483, p=0.071). The results of simple
main effect testing indicated that students with intellectual disabilities and students
without intellectual disabilities performed differently (F=22.177, p<0.001) in all four
types of task (F=32.924, p<0.001). Students with intellectual disabilities take longer
movement times to complete the tasks in all four conditions. The results of post hoc
LSD tests disclosed that participants, with intellectual disabilities or not, spent more
times in completing the tasks when the distances were longer. The results were simi-
lar with the findings of Lin and his colleague (2009).

3.5 Adjusting Time

The interaction effect was not significant (F=0.628, p=0.600). The main effect of
group was significant (F=12.488, p=0.002). The main effect of ID was not significant
(F=1.327, p=0.274). The results indicated that students with intellectual disabilities
need longer time to adjust the mouse cursors when the coursers reaching the target
areas.

3.6 Rate of PL/TA

The interaction effect was not significant (F=3.399, p=0.024). The main effect of
group was significant (F=14.719, p=0.001). The students with intellectual disabilities
performed worse than matched peer on the mean. The main effect of ID was not sig-
nificant (F=5.950, p=0.025). The students with intellectual disabilities were not as
efficient as their aged peer in controlling mouse cursors by indicating the larger rates
of PL/TA, especially for those short distance tasks.
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3.7 Movement Units

The numbers of movement units represent the degrees of smoothness of cursor
movements. The interaction effect was not significant (F=0.030, p=0.993). The results
of simple main effect tests showed that both groups (F=36.116, p<0.001) performed
differently among the four types of task (F=10.935, p<0.001). The students with intel-
lectual disabilities were not as efficient as their aged peer in controlling mouse cursors
by indicating the more movement units in completing tasks.

3.8 Numbers of TRE

The interaction effect was not significant (F=0.428, p=0.734). The main effects of
group and ID were also not significant (F=2.188, p=0.156) (F=0.220, p=0.882). Lin et
al. found when the tasks were the same ID, the students with intellectual disabilities
had more overshoots in shorter distance but smaller target [4]. Furthermore, when the
targets were bigger, they had more TRE in longer distance; however, the performance
indicated no significant difference when the targets were small.

4 Conclusions

The results of this study indicated that the adolescents with intellectual disabilities
who had mouse using experience do not perform as efficient as their peers without
disabilities, although they could use the mouse with high accuracy rates. The adoles-
cents with intellectual disabilities spend less reaction time, longer total time and
movement time, larger ratio of PL/TA, more movement units to complete pointing
and clicking tasks.

Lin et al. [4] found that size of the target plays a significant role in affecting the
performance of mouse pointing and selecting for the students with intellectual dis-
abilities. However, we did not reach the same trend in current study. The participants
from Lin’s study were 5™ and 6™ graders from elementary school; and the participants
in current study are high school students. The effect of target size may diminish since
the age increase. Further studies may recruit the students with intellectual disabilities
with different ages and replicate the research with different levels of ID. The results
provide essential reference for designers of computer assisted learning software when
developing e-learning material for adolescents with intellectual disabilities.
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Abstract. In this paper we present the design of an application that helps people
with expressive aphasia to express their feelings and share information through
digital photographs. Our design is based on feedback from the therapist and per-
sons with aphasia and their partners. The preliminary prototypes are evaluated
with persons with aphasia and their partners. The concept is well accepted by
the aphasics and it could be easily used during therapy and post-therapy period.

Keywords: Aphasia, design, storytelling, digital photos, communication.

1 Introduction

As a human being we communicate with others and share several things such as past
events, feelings etc. Communicating verbally helps us to express our intention and
makes us understandable to others. However, not all people in our society are able to
express verbally such as people suffering from expressive aphasia. Aphasia is a lan-
guage disorder, causing people to become impaired to express through reading, writ-
ing or speaking [5]. Augmentative and Alternative communication (AAC) devices
have been built to help people with aphasia to communicate basic needs and wants.
AAC devices mostly utilize icons for communication. However, icons are limited to
express wide range of communication needs. Next to AACs new forms of communi-
cation support systems are emerging for people with aphasia [1].

Digital pictures or images contain much more information which are also a good
source of communication support if it can be utilized properly [2, 3]. Digital photos
have been utilized for several other purposes such as telling stories, as a cognitive
assistant [4, 6, 8]. However, most of these applications are not tested for aphasics who
have unique problems in reading, writing and or speaking. Moreover, how to utilize
digital photos to express wide range of communication needs such as ‘needs and
wants’ and also to ‘share information’ by utilizing computing technology have not
been explored particularly for aphasics. Therefore, we propose to design an applica-
tion by utilizing digital photos that serves two purposes: a) helps people with aphasia
for needs-based interaction and b) helps them to share information such as short sto-
ries. The designed application adds additional support such as a) categorized menus
based on ‘who’, ‘where’, ‘when’ and ‘what’ that are suitable for aphasics, and b) use
of digital pictures to create a context and convey a significant meaning to communica-
tion partners.

K. Miesenberger et al. (Eds.): ICCHP 2010, Part II, LNCS 6180, pp. 45 2010.
© Springer-Verlag Berlin Heidelberg 2010



46 T. Koppenol, A. Al Mahmud, and J.-B. Martens

2 Concept Design

We interviewed one speech therapist to understand how aphasics are diagnosed, how
and what communication aids they use. Based on the interview results a concept
called ‘Virtual World’ is created. We would like to enable aphasics to quickly create
their own pictures as unrestricted as possible to show to others. We used emoticons as
emotion play a facilitatory role in the production of communication in language-
impaired people [7]. Two variations of the ‘Virtual World’ concept were created.
Interface 1. The interface consists of one main page (Fig. 1-left). There are 4
buttons to open submenus for ‘Who’, ‘What’, “‘Where’ and ‘When’. On the right
side there is a bar to depict the emotion of the aphasic. All submenus are shown in
blue over the picture. After clicking on an image, the image appears on the
screen. In the “Where’ menu the aphasic can choose the background of the scene.
Through the ‘Who’ and ‘What’ the aphasic can select persons and objects
which are important for the picture. These can be dragged across the screen.
The time is given in words and can be changed through the ‘When’ menu.
The aphasic can alter the ‘emotion’-bar to approve a certain context.
Interface 2. The menu of interface 2 (fig. 1-right) is placed on the left side of the
screen and consists of two layers. The menu buttons consist of pictures and images
representing the submenu. When for instance the emotion menu is chosen, the ‘main
menu’ panel will be replaced by the ‘emotion menu’ panel. Instead of the abstract
emotion bar in Interface 1, the aphasic can import or delete ‘emoticons’. When the
aphasic wants to show the time he can click on the ‘Time’ button (the clock). The
time is indicated at the bottom of the screen and can be changed by pressing the left
arrow for earlier and the right arrow for later. The user may ask questions by clicking
on the question mark. A couple of questions appear on the screen. Thus the aphasic
can select a question to show to his conversation partner.

In both concepts, the digital device virtually depicts the user and an environment
with digital pictures. The user is able to display what he has experienced or what he
wants or is going to do. The user can import and drag real pictures of objects and
people.

Fig. 1. Interface 1 (left), Interface 2 (right)
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Feedback and redesign. Both versions were tested with the speech therapist. The
therapist appreciated the concepts as aphasics could be in control of the entire context.
Based on the therapist’s feedback the interface is redesigned (Fig. 2). New features in
the interface are the ‘story-telling’” and the ‘needs’ tool. In the story-menu the user can
select stored pictures and place them in the preferred order. In the needs-menu, com-
monly used or preferred needs are depicted. These can be direct questions or words.
The final interface is designed with Adobe Flash and ActionScript.

The interface was evaluated with a 65-year old man who had a mild form of ex-
pressive aphasia. According to him the program covered a sufficient amount of fea-
tures. The picture menu might be too complicated for some people with a severe form
of expressive aphasia. However, when the program is understood, it would be very
useful. Dragging people and objects is useful and can be learned. He mentioned that
aphasics would use the product at home with family just like photo-albums to show
their stories and communicate their experiences.

Insert Pictures:

LA | B M| | ==

s

Picture Story Load |want Water Hug Help

Fig. 2. Final prototype: main menu (left), need tool (middle), the story tool (right)

3 User Testing

Based on the feedback, two more refined final prototypes were evaluated with two
aphasics (P1 and P2) who were recruited through a local rehabilitation center. P1 had
a severe form of aphasia and P2 had a mild form of aphasia. First, we did an assess-
ment and collected background information about the participants. Later on, both
interfaces were demonstrated to the participants. Accordingly they were asked to
provide feedback such as likes and dislikes through yes/no questions. Family mem-
bers were also present during the feedback sessions and they were also asked to
comment on the interface.

From P1, we learned that both interfaces were very clear for him to understand.
Through the questionnaire he let us know that he could create a story and he could
express through the program. He would also be able to express his emotion and his
opinion. Moreover, he was sure that he would be able to ask relevant questions
through the interface. However, he thought that the ‘picture’ menu had too many
options to choose and menu buttons were too small. P2 mentioned that the product
was well designed and aphasics would be able to tell each other about their experi-
ences and they could communicate their needs. He appreciated the interface since it
might guide the aphasic in creating a picture. He thought that it would require some
time to learn the interface. However, aphasics would surely benefit from altering the
pictures by dragging and changing the captions.
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4 Discussion and Conclusion

Though two of the users would not require any communication device still they men-
tioned that people with expressive aphasia would benefit from this application. It
provides sufficient features in a way that the interface is not difficult to use. The
speech therapist also appreciated the concept. P2 mentioned that the prototype used a
combination of words and pictures and so it had the ability to help aphasics to support
their speech. The user with severe expressive aphasia (P1) thought that the interfaces
were not complex in use. This might be the down side of demonstrating a product.
Therefore future user tests should also cover the aspect of ‘trying out’.

From the early design phase proxy users evaluated the concept which was benefi-
cial. The design process was user-centered and based on iterative concept develop-
ment. The prototype used a combination of words and pictures and so it had the
ability to help aphasics to express wide range of needs. People with severe expressive
aphasia may benefit from the product’s innovative way of creating pictures and com-
municating needs, emotions and experiences. As a next step we intend to formally
evaluate the prototype with severe expressive aphasics.
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Abstract. We propose MarkerMouse, an inexpensive method for controlling
the mouse cursor using a web cam and a marker placed on the user’s forehead.
Two modes of cursor control were compared: position-control and velocity-
control. In position-control mode the cursor is positioned where the user's head
is pointing. In velocity-control mode the mouse cursor moves in a constant
speed in the direction the user’s head is pointing. In an experiment designed ac-
cording to ISO 9241-9, we found a mean throughput 1.61 bps in position-
control mode. Throughput was 34% less, or 1.07 bps, in velocity-control mode.
We explain how from the marker image we control the mouse cursor position
and reduce noise in our computations.

Keywords: User interfaces, cursor control, web cam, marker tracking, head po-
sition tracking, head-operated mouse, mouse emulation, ISO 9241-9.

1 Introduction

Interacting with desktop computers typically engages both hands of the user. This is
not a problem for most people, but for people with certain disabilities this scenario may
be untenable. Fortunately, there is considerable research on providing efficient access
to computers for disabled users. Several interesting technologies and solutions have
emerged such as blink-based text entry [7] and voice-based mouse cursor control [4].

People with severe disabilities who cannot use, or have limited use of, their hands
and who cannot speak might not be able to control an on-screen cursor. Sometimes
the only option is to use the motion of the head to control the cursor. However, com-
mercial solutions are typically expensive. Origin Instruments’ HeadMouse Extreme,
for example, costs about one thousand U.S. dollars (http://www.orin.com). A solution
that costs less would be highly desirable. A new method for head cursor control is
proposed in this paper.

Our proposed method does not require expensive hardware. It uses a common web
camera, a printout of a marker (Fig. 1a) mounted on the user’s forehead, and the soft-
ware to process the marker orientation and move the cursor. Notable, as well, is that
the user-to-computer interface is wireless, making it comfortable to use. We refer to
this head-mounted marker system for mouse cursor control as MarkerMouse.
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(b)
Fig. 1. MarkerMouse (a) printout (b) participant using MarkerMouse

The system is intended for people with restricted motor-control in the arms since
only head motion is required to move the mouse cursor. The rest of this paper is
organized as follows. In the next section, we review related work. Following this, we
describe our system and provide details on the interface and noise reduction algo-
rithm. Finally, we present an evaluation of our system, designed according to the
ISO 9241-9 standard for evaluating non-keyboard input devices [5].

2 Related Work

Most uses of head-mounted markers are in virtual worlds to connect the physical
position and movements of a real person with the virtual objects they interact with.
For example, Knoeflein et al. [6] used a head-mounted marker in a virtual world gam-
ing application. An IR marker was attached to a head-mounted camera and tracked to
determine the user’s head pose while playing ping-pong. Applications for cursor
control tend to use face and feature tracking, rather than makers [2, 11]. In these
applications, the focus is on the algorithms rather than the interaction. The use of a
head-mounted marker greatly simplifies the software, since the geometric features in
the marker are both precise and user-independent.

3 MarkerMouse

In this section, we describe the MarkerMouse interface, the position-control and ve-
locity-control modes of cursor control, button clicks, and noise reduction.

3.1 Interface Details

The MarkerMouse head-mounted marker system is simple to assemble. The user
simply prints the marker, positions it in some manner on her forehead, installs the
software, and performs a simple calibration procedure. The marker can be attached to
the user’s glasses, a hat, a bandana, or anything that might be comfortable.
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For MarkerMouse to work, the user must sit in front of a web camera so that the
marker on the user's forehead is clearly visible (Fig. 1b). The orientation of the
marker with respect to the camera when the user is looking straight at the monitor is
the “neutral orientation”. The neutral orientation is sampled and used in computing
the movement of the marker and, hence, the motion of the mouse cursor.

3.2 Image Processing

The software linking the marker orientation to mouse cursor movement processes the
marker image as input by the web camera. The first task is to compute the marker’s
normal vector in 3D space. Since the marker has a distinct, non-symmetric pattern on
a square background it is possible to take an image captured by the web camera and
retrieve the 3D plane on which the marker is sitting. By finding this plane, we calcu-
late the normal vector of the marker. This is the neutral orientation. When the marker
undergoes movement, we take the angle between the new normal vector and the neu-
tral orientation and use this to determine where to move the cursor. To compute the
marker’s normal vector we used a software library called NyARToolkit'.

3.3 Button Clicks

Our primary focus is on emulating mouse cursor control, apart from the functionality
of clicking. To emulate a mouse button click, our system uses any key press on the
system’s keyboard. For accessible computing, depending on the disability, users may
have enough manual facility to press a switch, for example using their hand. For
users with severe disabilities who are not able to use their arms, the mouse button
clicks can be emulated in different ways, for example, using blinks [7, 10], intentional
muscle contractions [1, 3] or a sip-and-puff straw [12].

Position-Control and Velocity-Control

We evaluated two different modes of cursor control: position-control and velocity-
control. In position-control mode, the marker orientation on the user’s head deter-
mines the final position of the cursor on the screen. For example, if the user looks
straight at the monitor the cursor will be in the center of the screen. If the user looks
left the cursor will be on the left side of the screen, and if he then looks straight ahead
again the cursor will be in the center again. This is similar to the operation of a stylus
on a tablet or a finger on a touchscreen.

In velocity-control mode, the head orientation determines the direction to move the
cursor. If the user looks straight at the monitor, the cursor is motionless. If the user
looks left the cursor starts moving left and continues moving left while the user con-
tinues to look left. Movement is initiated when the computed displacement is equiva-
lent to 200 pixels of mouse displacement. The rate of cursor movement is constant at
150 pixels per second. On the test system, this amounts to 10% horizontally and 16%
vertically of the display extent per second. In velocity-control mode, we constrained
the mouse movement to eight directions: up, down, left, right, and along the four
diagonals.

! Available from Virtual Worldlets (http://www.virtualworldlets.net/).
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3.4 Noise Reduction

Having the mouse cursor position directly dependent on the orientation of the marker
may cause the cursor to jump around due to camera noise and inaccuracies in comput-
ing the marker's transformation. We used two methods to minimize noise.

The first method uses dampening. Instead of using the marker's normal vector to
position the cursor directly, we compute the normal vector as a tentative cursor posi-
tion. For each step the cursor moves accordingly, but with added dampening, as
follows. Before the cursor is moved, a vector is computed in the direction of move-
ment. The length of the vector is the distance between the two positions. This vector
is multiplied by a dampening constant, D (0 < D < 1), and then the cursor takes a step
accordingly:

NewMousePos = MousePos + (TargetPos — MousePos) X D (1)

In our application, we set D to 0.5. For a large head movement, the cursor moves
relatively fast. For a small head movement, the cursor moves somewhat more slowly.
This helps reduce jitter in the cursor movement due to small variations in the compu-
tation of the marker's normal vector.

The second method uses a history of the mouse cursor position. Previous cursor
positions are recorded and used in computing the new position. Each new cursor
position was determined using the computed, new position averaged with the last 10
mouse positions. This sliding-average approach helps minimize big spikes in the
change of the marker's normal vector due to noise.

Applying these two methods together, the mouse cursor behaviour is more stable.

4 Method

While the design and initial testing of MarkerMouse system were promising, a proper
evaluation with a pool of participants is required to validate the design. Our experi-
mental evaluation tested how well participants could execute point-select tasks with
our MarkerMouse in each mode of cursor control. The evaluation also included a
generic mouse as a baseline condition.

Participants. Nine able-bodied participants were recruited from the local university
campus. Five were male, four female, Ages ranged from 22 to 27 years. All partici-
pants used a computer on a regular basis.

Apparatus (Hardware and Software). Participants worked on a Hewlett Packard
Pavilion dv7 laptop computer. The system includes an embedded web camera on the
top of the display. The resolution of the display was 1440 x 900 pixels. The operating
system was Microsoft Vista (Home Edition).

Two separate software utilities were used. For demonstrating MarkerMouse and to
provide participants the opportunity to practice, a simple program presenting an array
of circular targets was created. See Fig. 2a. The targets were of random diameters in
the range 30-80 pixels and were randomly scattered about the display. The targets
could be selected in any order. When a target was clicked on, the colour changed to
green to give visual feedback of a successful selection.
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(a) (b) e [

Fig. 2. Software (a) practice (b) ISO 9241-9 task #2

The experiment software was an implementation of task #2 in ISO 9241-9. See
Fig. 2b. Eight square targets were uniformly positioned around a layout circle with a
diameter of 600 pixels. Each target was 80 x 80 pixels. The participant first clicked on
the top target, then on the target directly opposite, then on the target next to the first
target, and so on around the layout circle. At any time, the target to select was high-
lighted. The target colour changed during selection. Selecting all targets was a “se-
quence”. This was repeated five times per mode of control.

Procedure. Participants sat in front of the laptop computer. The marker was put on
the participant’s forehead clearly visible to the web-cam. The participant was asked to
look straight into the screen and with a press of a button the current orientation of the
marker was saved. This orientation was the neutral orientation and was used for sys-
tem calibration. The calibration was done only once before each condition. Before
each condition, participants spent 10 minutes getting familiar with the head-mounted
marker using the practice software. For each condition, the participant was instructed
on how the mode of control worked and on what was expected. Testing started after
any button was pressed.

After the completion of all tests a questionnaire was handed to the participants to
solicit their impressions on the input modes. The questionnaire was based on response
items in ISO 9241-9 [5]. Each item had a rating from 1 to 5, as follows:

Smoothness during operation (1: very smooth — 5: very rough)

Mental effort required for operation 1: too low — 5: too high)

Accurate pointing (1: easy — 5: difficult)

Neck fatigue (1: none — 5: very high)

General comfort (1: very uncomfortable — 5: very comfortable)

Overall the input device was (1: very difficult to use — 5: very easy to use)

Experiment design. The experiment was a 3 x 5 within-subjects design, with the
following independent variables and levels:

Mode of control:  Position-control, Velocity-control, Generic Mouse
Sequence: 1,2,3,4,5

Participants were divided into three groups with the mode of control conditions ad-
ministered using a Latin square.
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The experiment included throughput as the dependent variable, as specified in
ISO 9241-9. Throughput, in bits per second (bps), is a composite measure combining
the speed and accuracy of participant responses. After each sequence of trials,
throughput was calculated using

Throughput = ID, | MT .(2)

MT is the mean movement time per trial over all trials in a sequence. ID, is the effec-
tive index of difficulty, computed as

ID,=logy(D/ W, + 1) 3)

where D is the distance in pixels between the two targets (600 pixels) and W, is the
width of the distribution of clicks. W,, is computed using

W,=4.133 X SD, “)

where SD, is the standard deviation in selection coordinates along the axis of ap-
proach. Details are provided in other papers [e.g., 9].

5 Results and Discussion

Throughput. As clearly seen in Fig. 3a, there was a significant effect of mode of
control on throughput (F5g = 555.7, p < .0001). Not surprisingly, the mouse per-
formed best. Its throughput of 4.42 bps is consistent with mouse results in other
ISO 9241-9 evaluations [9], thus validating our methodology.
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Fig. 3. Throughput (a) by mode of control (b) by sequence

The mean throughput for position-control movement of 1.61 bps was about 34%
higher than the throughput of 1.07 bps observed for velocity-control movement.
While substantially less than the throughput for the mouse, these figures are consis-
tent with throughput for other pointing devices, such as a joystick (1.8 bps; see [8]).

As the trials continued, the throughput for both the position-control and velocity-
control modes improved (Fig. 3b). After the first sequence, the position-control mode
did not improve much, but the throughput for the velocity-control mode kept increasing.
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Position-control mode produced better results because the mouse cursor went to
the target position determined by the marker orientation almost instantaneously. In
velocity-control mode, the mouse cursor had a constant speed (150 pixels/second).
This slowed velocity-control mode, as multiple iterations of move and adjust were
needed to position the cursor on the target.

Participant feedback. As MarkerMouse is intended for accessible computing and
testing was done with able-bodied participants, there was an expected bias favoring
the mouse. In comparing the two modes of control for MarkerMouse, participants
indicated an overall preference for the position-control mode, rating it better than
velocity-control mode for both neck fatigue and accurate pointing. Participants, how-
ever, gave slightly better scores to velocity-control mode for mental effort and
smoothness.

6 Conclusions

In this paper we introduced a new method of controlling a mouse cursor using a
marker placed on the user's forehead. Two methods of cursor control, position-control
and velocity-control, were compared along with a desktop mouse. The mean through-
puts for the position- and velocity-control modes were 1.61 bps and 1.07 bps, respec-
tively, compared to the desktop mouse mean throughput of 4.42 bps.

Noise in marker detection was a limitation for the position-control mode. Velocity-
control mode was less influenced by noise. However, because velocity-control is less
intuitive, velocity-control mode performed worse than position-control mode.

An improvement for position-control movement would be a better way to deal with
the marker detection noise, to improve precision and reduce jitter. This problem can
be approached from two directions: to have a more robust method for marker detec-
tion and marker orientation calculation, and to have a better smoothing algorithm that
minimizes noise after the orientation was computed.
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Abstract. We propose the use of triaxial acceleration sensors as in-
put devices for disabled persons. The use of accelerometers for interact-
ing with computer systems is explained. Different possible applications
are shown. Experiments with a commercially available sensor module
are presentated. Problems are discussed and future improvements are
suggested.

Keywords: triaxial acceleration sensor, input device, disabled persons.

1 Introduction

In our modern world we use computers for all sorts of communication. But there
is a small group of people in our society who can’t communicate with others
because of very strong disabilities. These people are often very clear in mind,
are able to see (and/or hear), but can’t use writing (or speech) for communication
with their surrounding world. They even can’t use computers for lack of suitable
input devices. Some of them have the possibility to move at least a few muscles,
even if they have not full control over them. We aim on a solution to detect single
movements of different parts of the human body in order to give these people
a possibility to interact with computers and communicate with their personal
carer. For this purpose we propose the use of triaxial acceleration sensors, which
are recently available in modern electronics.

2 Triaxial Acceleration Sensors

Nowadays many manufacturers of integrated circuits offer sensors for measuring
accelerations based on MEMS (MicroElectroMechanical Systems) technology.
By using micromechanical structures very small spring-mass systems are realized
[1]. They are manufactured in silicon wafers by micromachining technologies like
material deposition, patterning and etching. The moving mass and the springs
consist of silicon stripes only a few microns thick. The position of the mass,
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(a) (b)

Fig. 1. Triaxial sensor (a), schematic of 1D-sensor (b)

which relates to the actual acceleration, is measured by evaluating the differen-
tial capacitance between the mass and its surrounding. The generated signals
are amplified on the same chip by an integrated circuit. The measurement values
are available on external pins of the sensor either as analog or digital signals.
Recent innovations in micro manufacturing allow the production of triaxial sen-
sors which can measure the accelerations in all three perpendicular directions
of the space (x-y-z, Fig. [[) simultaneously. For each axis one output signal is
generated. Due to the acceleration of gravity the sum of the three outputs is
always 9.817=1g if the sensor is at rest.

3 Using Triaxial Acceleration Sensors as Input Devices

For using this type of sensor as input device, it is necessary to place the sensor
at a part of the body which still can be controlled by the disabled. Even if
the motor function is strongly handicapped and only small movements (jerks)
are possible, the sensor can be placed at these parts of the body in order to
detect motion. To successfully evaluate the motion signals it is sufficient if the
user is able to lightly shake or nod his head, lightly move one leg or arm, or
to move one finger or toe. Even the possibility to move the abdomen by deep
breathing might be sufficient. The direction, the strength, and the duration of
the movement is not critical, because it can be evaluated and configured by
software. The sensor delivers three measurement values for its acceleration in
the three axes. Interesting for the purpose of motion detection is the variation
of this acceleration a which is physically defined as the jerk j:

(1) = a

The motion detection is based on the calculation of the length of the jerk vector:

5)] = \/ (L) + (Ga0) + (Go00)

This calculation is carried out by a pc based software after reading the actual
measurement values from the sensor. If the jerk exceeds a predefined threshold
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a motion is detected and a signal is sent to the application software (Fig. Bh).
The resulting binary signal can then be used as an input to various software
applications. For example questions can be presentated on a screen which can
be answered with ‘yes’ or ‘no’. Another possibility is to present single letters on a
moving line where the user selects a desired letter by jiggling his arm thus writing
complete texts. For disabled persons who are able to lightly move more muscles
(e.g. an arm and two legs) more than one sensor can be used for generating
different input signals (e.g. ‘yes’ ‘no’, ‘up’ ‘down’ etc.). Using a triaxial sensor
gives the possibility to mount it at every part of the body independent of the
mounting direction. The motion is recognised in every direction of the three-
dimensional space.

4 Experiments and Results

For our experiments we used a JoyWarrior 24F8 module [2], manufactured by
Code Mercenaries (Fig. ). This ready-to-use module contains a SMB380 tri-
axial acceleration sensor from Bosch Sensortec [3] and an interface to the USB
port of a personal computer. One standard application of the module is the
measurement of seismic activities to take part in the Quake Catcher Network
from Stanford University. As in this application very small movements of the
earth are measured, the sensor fullfills the requirements concerning sensitivity
for detecing body motions by far. The module has been integrated in a small
housing, and attached to a hook-and-pile fastener in order to mount the sensor
on a leg or an arm for example. This keeps the mounting of the sensor easy.
Easy mounting is necessary, as often the personal carer of the disabled does not
have the technical background for special sensor mounting or configuration. To
test the sensor as input device, we built a software (EyEditor, Fig. Bb) which
offers single letters for selection. The letters move across the screen and one of
them is marked with a special color. If the length of the jerk vector exceeds
the threshold because of sensor movement, a signal is generated. The selected
letter is copied to the end of the previously written text, in order to build words
and sentences. For our experiments we have been supported by a disabled in
persistant vegetativ state who has tested our system. He has only gross motor
skills on his right arm, but nothing more. Therefore we mounted the sensor on
his right hand. He understood the handling of the system very quickly. After

(a) (b)

Fig. 2. JoyWarrior 24F8 in housing (a), wrist mounted (b)
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(a)

Fig. 3. Evaluation of the jerk, jiggling the hand (a), EyEditor test software (b)

a few minutes training he could write a complete sentence easily without help
of any other person. This was the first self written sentence about three years
after his accident. With one month training he was able to write letters of about
one page length. The handling and sensor mounting is easy and can be done by
the personal carer. This showed us, that using triaxial acceleration sensors has a
big potential assisting disabled persons in using computers. Therefore they could
give these persons the possibility to write on their own and even to communicate
with other people. By using more sensors the interactivity can be increased.

5 Conclusion

We proposed using triaxial acceleration sensors as input devices for disabled
persons. We could successfully show the use of a commercially available acceler-
ation sensor module for entering texts in a computer system and giving disabled
persons a chance to communicate with their environment. The sensors can be
used to detect motion of arms, legs, head and other parts of the human body,
thus interacting with a computer system by lightly moving some muscles. The
main advantage of using triaxial sensors lies in the direction independency of
movement and mounting position. In future work we will try to extend our
demonstration system to use more than one sensor. We also aim on controlling
mouse movements and clicks by using three or four sensors together.
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Abstract. People with disabilities such as Parkinson’s, Holmess or other
disease have difficulty operating conventional joysticks because of the
tremor. This paper will present a study of the joystick control for the
minimization of this tremor. For this minimization, different types filter
and control were study and compared. These controls were tested in a
wheelchair laboratory to see the behavior of the wheelchair with difer-
ents inputs. Simulation results were presented to show the tremor cancel
as well as the performance of the control development. With this results
is possible to develop new products for people with special needs and to
develop better controls for people with tremor hand.

Keywords: wheelchair, dynamics, vehicle model, tremor, control.

1 Introduction

Wheelchairs are an integral part of the lives of people with different kinds of
motor impairments and the joystick is the primary control interface between a
person with disability and an electric powered wheelchair [1] [2]. Unfortunately,
some users of the power wheelchair have some disease that makes difficulty to
operate a conventional joystick because of the vibration in the movements, manly
in the hand. These involuntary vibrations are known as tremor.

The normal tremor, commonly known as physiological tremor, shows very
small amplitudes and high frequencies (greater than 8Hz) and does not represent
a serious problem for most of the daily activities in human life. Although, the
pathological tremor is much slower, occurring in frequency of 4 - 7 Hz (half
of normal), and oscillation amplitude is also significantly higher causing very
uncomfortable distortion to purposeful movements [3].

The purpose of this study is to develop a joystick control interface for power
wheelchair, providing safe and an effective control to people with several disabil-
ities, improving precision in human-machine control. Thus to cancel or minimize
the tremor was implemented different types of filters in Matlab® and was tested
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in a virtual laboratory for wheelchair [2]. Combining the virtual lab with the
control of joystick was possible to visualize the wheelchair behavior. The result
of this work is extremely important in new future studies and with the knowl-
edge of the tremor is possible to develop a new and better joystick or other
products to help people with special needs providing a safe and effective control
for electric power wheelchair.

2 State of the Art

In recent works, there have been studies in the use of signal filtering for tremor
attenuation, primarily dealing with pathological tremor [4] [5]. However, there
are innumerable types of filters, they can be linear or non-linear depending of
the system. Thus knowledge about the filter is necessary to properly design them
for a specific application.

Most of the studies in this tremor area involves a finite impulse response
linear equalizers trained on tremor recordings [4], or linear low-pass filtering,
or bandstop filtering approaches [5], which aim to attenuate the full frequency
band of tremor, while passing frequencies below 1 or 2 Hz, which are assumed
to be voluntary. Also others linear filters are successful in attenuating tremor in
many applications such as the adaptive filter and fuzzy filter [6], [7], [1].

Recently, Riviere and Thakor [7] have implemented a notch adaptive filter
to improve the skills of people with tremor disability when using computer pen
inputs. Riley and Rosen [5] have shown that using low-pass filters in joystick-
based systems, can sometimes improve tracking performance of people affected
by intention tremor.

Riley and Rosen [5] also have shown that in some cases, depending on the
cutoff frequency and the specific subject, low-pass filters can degrade or have
no effect on performance. Their final conclusion claims the need for subject-
customized filter design. Diciano’s work [13] have evaluated the performance of
the filter (WFLC - Weighted frequency Fourier Linear Combiner) applied in
wheelchair joysticks, but unsatisfactory results have presented.

Another work in this area is the mouse adapter. A assistive adapter is inserted
between the mouse and the computer providing a digital motion-smoothing fil-
tering, rejection of inadvertent mouse button clicks. This adapdter is based on
an imaging stabilization used in some camera and is designed to work with any
computer and operationg system.[10]

3 Tremor and Joystick Signal

For the implementation of the tremor was used the Matlab® program, where the
tremor signal was considered as a noise signal, sinusoid signal. The test was made
using the frequency variation between 2 Hz - 12 Hz, to cover the major tremors
since the tremor due to the Holmess disease varies from 2 Hz - 5 Hz, Parkinson’s
range from 3 Hz - 6 Hz, essential tremor is 4 Hz - 10 Hz and physiological tremor
varies from 8 Hz - 12 Hz [8].
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Normally in power wheelchair are used two types of joystick: digital and analog
joystick. The signals generated from these joysticks are added with the tremor
noise and the resultant signal passes through the filter or another system to
eliminate the noise, as can be seen from figure 1.

Tremor Noise
Desired Input /~\__ Real Input ..( Filter or control system | Signal Output
-y N

Fig. 1. Flowchart of signal of the joystick system

Figure 2 shows the signals adopted for the controls tests. Two types of signal
were used one to represent the digital joystick and another the analog joystick.
In gray line with an asterisk is the desired signal, in gray line is the tremor noise
and the black is the real signal, which is the desired signal plus the noise. Figure
2-A shows the signal for digital joystick and in B shows for analog joystick.

—%— desired

tremor
real

—#+— desired
tremor
real

B

Fig. 2. Error signal (Input signal): A - Digital input and B - Analog Input

4 Tremor Cancelling Models

The first study in cancelling tremor was the mean of the input signal. The mean
filter is the simplest type of low-pass filter. Mean filtering is a simple, intuitive
and easy to implement method and it is used to also to reduce noise in images.

A second study was using other types of low-pass filter. Low-pass filters are
filters that pass low-frequency signals but attenuate signals with higher frequen-
cies than the cutoff frequency. The Matlab® presents different types of low-
pass as the Elliptic, Butterworth and Chebyshev. The Butterworth filter has a
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smooth passband response and more gradual out-of-band attenuation, whereas
the Chebyshev filter has a ripple passband response and a steeper out-of-band
attenuation. Because of the frequency and the linear response was used the But-
terworth filter.

Figure 3 shows the output signal with the mean and the low-pass filter for the
inputs presented in figure 2. From simulation was noticed that in the frequency
between 2 Hz and 3 Hz the low-pass filter doesn’t work, but with higher fre-
quencies it works but suffers phase delay. The idea of applying low-pass filters is
motivated by the fact that tremor is inherently characterized by frequency com-
ponents higher than those of the desired movement. However, there is not an
a priori reason why the best filter has to be low-pass. Although low-pass filters
can smooth tremorous signals, their effectiveness relies on the assumption that
all the high frequency components are undesirable [4].

low pass filter

Fig. 3. Output signal using the mean and a low pass filter for a tremor with 6Hz: A -
Output of digital signal and B - Output of analog signal

Another filter studied was an adaptive filter. An adaptive noise canceller is a
filter that self-optimizes online through exposure to an input signal, adjusting
its parameters according to a learning algorithm [9] and has an added benefit
because tremor is not always constant. The advantage of the adaptive filter is to
suppress only the tremor frequency and reduce distortion of intentional signals.

The principle of cancellation is to obtain an estimate of the interfering signal
and subtract that from the corrupted signal. In this principle are two input to
the canceller: primary and reference. The primary input is the corrupted signal,
is the desired signal plus the noise, the reference input is originated from the
noise [11]. Figure 4 shows an adaptive filter, it can be seen that the output
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Fig. 4. Output signal using the Adaptive Filtering with 6Hz tremor: A - Digital and
B - Analog

{— — Input
Fuzzy

LANAMARANAY)

Fig. 5. Output Signal using the Fuzzy Filtering with 6Hz tremor: A - Digital and B -
Analog

signal was similar of the desired input showed in figure 2. In this case was used
as a reference noise a similar signal of the tremor noise for each, but if adopted
another reference noise the output signal will be different.

And lastly was studied the Fuzzy Filter. Fuzzy logic rules are applied to
suppress erratic hand movements and extract the intended motion from the
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joystick. The procedure to obtain the fuzzy adaptive model of the adaptive fuzzy
is composed of the four steps. The first is analyze the system to be modeled to
understand its behavior, the second is obtain an input/output training dataset
from a wellknown model, the third is define the membership functions type
to be used, the fourth is define the inference method and last is optimize the
fuzzy model obtained using the membership functions to improve fuzzy model
performance. [12]

Figure 5 shows the simulation of fuzzy filter, in the both cases was used the
same rules. The rules were generated in function of the noise tremor. In digital
output can be noticed that the signal in the edge of the rectangle appears a
sinusoid, this happened because was used the sinusoid noise to make the rules.
This fuzzy model was obtained using the Matlab Fuzzy Logic Toolbox.

5 Simulation and Results

Attaching a joystick on a computer was possible to test the filters studied. For
this test was used a Microsoft Joystick which allowed simulation of the two types
of joystick, the analog and digital.

Figure 6 shows the positions of the joystick with and without low-pass filter,
these positions are represented by circles with different marks. The descontinous
groove ball is the position fix, in digital joystick was developed a control that
fix the desired input for some seconds. The black circle is the position after the
low-pass filter and the continous groove is the real position of the joystick. As
can be seen in figure [l the tremor in the y direction, in the both simulation,
the black circle stay between the position varieties and in the digital joystick the
descontinous circle stay in the desired position. These joysticks were implemented
in the virtual lab of the wheelchair as showed in figure 7.

During the simulation, the wheelchair follows the commands made from the
joystick, but was noticed some delay in response of the wheelchair. This may
have happened because of the delay of the filter itself or because of the dynamic
behavior of the own wheelchair. In the graphic of the force inputs can be seen
that the oscillation tends some position as was emphasized in the figure 7 by a
rectangle.

Fig. 6. Joystick test applying a tremor. A - Digital and B - Analog joystick.
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Fig. 8. Simulation Test of Digital Joystick

The simulation in figure 8 shows a wheelchair following the commands coming
from the joystick and shows elimination of tremor in some frequency. In the
graphic of the force inputs can be seen that the oscillation tends a constant in
some times.

6 Conclusion

The study has promising results in cancelling tremor applied in joystick. With
the help of the virtual lab was possible to visualize the behavior of the wheelchair
using the controller joystick. The low-pass filter eliminated the tremor and it is
also easy to be implemented in a microcontroller than other as the adaptive and
fuzzy filter. Just in some case with low frequency the result of the low-pass filter
was not satisfactory. And with some filter, as adaptive and fuzzy, the joystick
parameters should adjusted case by case to extract intended motion from the
joystick.

In the cases of low frequency should be made a deeper study to eliminate
this tremor through a mechanic way instead of filters and this mechanical form
can be a slack in the lever of the joystick or a new concept of joystick taking
into account ergonomic factors. Thus the future work includes the ergonomic
design and experimental verification. Consequently, this paper is an important
contribution regarding mobility and independence of people with special needs.
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Abstract. Although rehabilitation robotics have been used for helping disabled
persons in various areas of disability, such as stroke rehabilitation, very little re-
search has been done with the brain injured persons and robotics. This paper
discusses the implementation of a simple model, which consists of brain body
interface, a computer, an interface program and an electronic circuit to interface
the computer to a robotic arm. This was an exploratory research that was car-
ried out that allowed a brain-injured person to do simple tasks using robotic
arms. This paper also looks at rehabilitation robotics both past and present. The
paper goes on to explore the new avenues available to enhance this exploratory
research. In this paper, we take the brain body interface communications a step
further where the brain injured persons will not only communicate but will also
be able to do simple tasks.

Keywords: Rehabilitation, Robot, Brain Injury, Cyberlink™, Brain Body Inter-
face, Brain Computer Interface.

1 Introduction

The word ‘Robot’ come originally from a play in 1923 with the meaning a ‘slave
worker’ (from the 1923 play Rossum’s Universal Robots). The early uses of robots
were mechanical devices using gears and levers. The advent of computers and the fast
and furious new technology has given the robots the capability to perform sophisti-
cated tasks others than mundane routine jobs. Robots are in action in the Military,
Health sector, Manufacturing, Space exploration, Mining etc. If asked to describe a
robot many people would describe something from a science fiction, our mental im-
ages are guided more by science fiction than science reality. The reality is probably a
car assembly robot rather than the evil Dalek of Dr Who. Originally most robots were
used as tools in a manufacturing environment, whether spraying, welding or assem-
bling. These are normally referred to as assembly robots. It has long been realised
that, while robotics will continue to have a vital role in the manufacturing industry,
the areas for growth lie in applications in "unstructured and hostile environments".
Many applications in an unstructured environment are "service" applications. Service
robots have for a while been used for tasks at home such as cleaning, cutting the lawn,
etc. Also hazardous environments such as searching underwater, within a nuclear
reactor, the making safe of bombs and mines.
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Over the past 20 years there has been much research in the area of ‘advanced robot-
ics’. The precision of a medical robot is claimed to be even better than a skilled sur-
geon (www.prosurgics.com). In addition to surgery, robotic technology can be used in
several ways to benefit people with disabilities. Although there are many potential
benefits for the disabled user, there are also very strong requirements and compro-
mises, which must be considered in integrating the robotic arm with the wheelchair.
Robots are being used in places such as Japan for caring for the physically handi-
capped people. These robots do the daily routine chaos thus taking the burden away
from the careers and also saving a lot of money. The operators control these mobile
robots through the Internet and mobile phones (Yoshiyuki et al., 2000). The new trend
in robotics is to control robots remote using the Internet or mobile phone.

1.1 Rehabilitation Robotics from Past to Present

Tzika and team claim (2008) that the brain has the ability to regain function through
rehabilitative exercises following a stroke also that the brain is malleable, even six
months or more after a stroke, which is a longer period of time than previously
thought. This gives hope to people who have had strokes, their families and the reha-
bilitative specialists who treat those (Tzika ef al., 2008).

The first referenced rehabilitation manipulator was the CASE manipulator built in
the early 1960, which could move the user's paralysed arm (Kim and Cook, 1985).
Mid 1970 saw the next stage of rehabilitation robotics in the form of a workstation
based system designed by Roesler with five degree of freedom manipulator was
placed in a specially adapted desktop environment, using rotating shelf units (Roesler
et al., 1978). Another early workstation system was that of Seamone and Schmeisser.
The arm of this system was based around an electrically powered prosthetic arm,
mounted on a horizontal track. Various items of equipment (e.g. telephone, book rest,
computer discs) were laid out on the simple but cleverly designed workstation table
and could be manipulated by the arm using pre-programmed commands (Seamone
and Schmeisser, 1986). Mason and Peizer (1978), developed the first ever robot arm
mounted to a wheelchair, potentially offering much greater freedom than a work-
station mounted system. The four degree of freedom arm and its novel telescoping
design allowed it to reach to the floor or the ceiling (Hillman, 2003). Some more
examples (Hillman et al., 2002a):

e Desk based system - "Wolfson" robot - for the desk based activities;

e Trolley mounted system - "Wessex" robot - requires a carer to move a trolley-based
manipulator around from one room to another;

e Wheelchair mounted system - "Weston" robot - shares many common components
with the trolley-mounted system, but mounted to a wheelchair.

All the rehabilitation robots mentioned above needed some type of motoring ability to
manipulate such as a switch or joy stick and utilise the robot for carrying out various
tasks. However the brain injured quadriplegic community was not catered by the de-
velopers of the rehabilitation robots above. This paper looks at the possibility of cater-
ing for this group of brain injured quadriplegic individuals to use rehabilitation robots
for similar usage. The results of an exploratory study carried out using a robotic arm
and bio-potentials from the forehead of a brain injured user is used an example of what
could be done to cater for this group of brain injured quadriplegic individuals.
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2 Designing for the Brain Injured

There are several areas where a robotic device might assist a disabled person, here are
some examples (Hillman et al., 2002b):

Eating and drinking (Fig.1);

Personal hygiene, such as washing, shaving;

Work and leisure, such as handling papers, books or videos (Fig.2);

Access, such as opening doors, operating light switches or lift buttons;

Reaching and moving, such as reaching down to pick up an item off the floor or
reaching up to get an item off of a shelf.

Fig. 2. Work and leisure, such as handling papers, books or videos

As for the mechanical construction of attaching a robotic extension to a wheelchair
there are different requirements in comparison to either a desktop or mobile system.
Mounting a robotic extension into a desktop provides a "workstation" based approach,
and all the items to be manipulated are placed within a known area of reach. The
mobile approach is similar since the trolley-mounted robotic extension is intended to
interact with objects at a number of different workstations (Hillman et al., 2002b).
Another choice of construction will be an agent architecture in which the agent must
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operate without hindering the user’s ability to take direct action when he/she will
choose (Hillman et al., 2002b).

3 Robots for Quadriplegic Brain Injured

Not all users with special needs can use a mouse, trackball, and keyboard or have the
ability to speak to a speech recognition system. So we need a device that provides
communication capabilities for those who cannot use any of the regular input devices
(Gnanayutham and George, 2007 and 2009) such as:

e HeadMouse™ - using wireless optical sensor that transforms head movement into
cursor movement on the screen;

e Tonguepoint™ - a system mounted on mouth piece;

e Eye Tracker™ - a system that allows the monitoring of both the conscious and
unconscious gaze

All the devices above have their advantages and disadvantages. A user with cerebral
palsy will not have good motor abilities to operate the ‘Tonguepoint™’. A user with
spinal vertebrate fusion may not be able to turn his or head and the HeadMouse™ will
be of no use to this user.

Fig. 3. Cyberlink the Brain Computer Interface used in this research

At present one of the brain computer interface devices that can cater for the quad-
riplegic brain injured individual is the Cyberlink™ (Fig. 3) because it uses a combina-
tion of bio-potentials. ‘Cyberlink™” can be used as a technology that combines eye
movement, eye blink, facial muscle and brain wave bio-potentials detected at the
user’s forehead to generate a mouse input that can be used for communicating. Cyber-
link™ uses the forehead as non-invasive site, for convenience and also because it has
a rich variety of bio-potentials. The signals for communications are obtained by at-
taching probes on the forehead of the patients. It is 3 silver/silver chloride contact
electrodes (i.e. non-invasive), which are placed on a headband that picks up EEG
(brain wave), EMG (muscle movement wave) and EOG (Eye ball movement) signals
when applied on the forehead. These are then fed into an amplifier box and then to
the mouse port, so the computer just sees the device as a mouse, which, is used to
control the cursor. The main signals used are due to muscle movement, only about
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10% is due to thought processes (Brain wave). We used the Cyberlink™ to communi-
cate with the brain injured persons to get basic yes/no answers (Gnanayutham and
George, 2009a). This time we want to go a step further and make the brain injured
user perform simple tasks using a robotic arm (Doherty et al., 2003, Gnanayutham et
al., 2001).

The model for operating the robotic arm using the brain body interface consisted of
following components:

1. A Cyberlink™ brain body actuated control technology system that connects to the
computer via the serial port;

2. A computer with a parallel port and serial port free. An Interface program written
in Visual Basic™ to operate the functions of the robotic arm;

3. An Electronic circuit to read the parallel port of the computer and operate the mo-
tors that manipulate the robotic arm;

4. A robotic arm (Super Armatron™) that is operated using a series of motors.
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Fig. 4. Model for operating the robotic arm

Arm Left

Starting Area

Arm Right

Claw Close

Claw Open

Fig. 5. Interface Program
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The Fig. 4, shows the model for operating the robotic arm using the brain body inter-
face. The computer needed one serial port for the Cyberlink™ and a parallel port for
the electronic circuit that interfaced the computer with the robotic arm. The Cyberlink
probes were attached to the forehead of the user and the other end of the Cyberlink
was connected to the serial port of the computer (Gnanayutham et al., 2001).

The computer had a program written in Microsoft Visual Basic 6.0™, which had
six paths for controlling the robotic arm (Fig. 5). The paths ended up in one of these
functions, arm go up, arm down, arm left, arm right, open claw and close claw. When
one of these six functions were triggered, the program sent a binary code to the paral-
lel port, which drove one of the motors to carry out what was requested by the user.
The Electronic circuit used in the above setup is shown below.

Computer Decoder Switches Motors Joints

Motor
Power
Supply

Fig. 6. Electronic Circuit

In Fig. 6, we see the block diagram of the electronic circuit that was used. The out-
put from the parallel port was decoded and used for switching transistors. The transis-
tors switched the motors on and off in either direction. The mechanical side of the
circuit included aligning shafts and making sure there were no vibrations.

The robotic arm described in this section was developed and used as a live demon-
stration at the ICCIT'2001 conference in New Jersey where a quadriplegic individual
picked up a cup to his mouth to show, how we can use a brain body interface and
operate a robotic arm. Since then the researchers have concentrated on mainly com-
munication, recreation and controlling the environment using brain body interfaces
(Gnanayutham et al., 2009b). Now the researchers feel it’s time to help this group of
the disabled who perhaps need robotics than other motor impaired individuals. There
is one previous successful research carried out by Felzer, and Freisleben (2002) but
no commercial product has come out of that piece of research. At present work is
carried out at University of Essex also on navigating a wheel chair using bio-
potentials (Chen et al., 20007, Lai et al., 2009).

4 Summary and Conclusions

This paper indicated the various choices of rehabilitation robots that are available in
the market, used mainly for stroke rehabilitation and other disability where the user is
able manipulate a mouse, switch or a joystick. This paper also tackled the area of
giving this sophisticated and powerful robot as a tool for the brain injured who
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perhaps need it more than any other category of people. Robots have been in science
fiction for many years and but now we can extend these robots to the brain injured
quadriplegics personnel by using their bio-potentials as the input instead of a me-
chanical switch, mouse or a joy stick. This exciting new research is going to change
many a brain-injured person’s life and set them on the path of rehabilitation.
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Abstract. Activities of daily living present difficulties to children with upper
extremity disabilities. Among the activities, handwriting is considered essential
to the children, and occupational therapy is important for them to adapt to the
required motor skills. In this paper, a virtual-reality based system is developed
for training fine motor skills in the context of writing Chinese characters. A
haptic device equipped with a pen-like stylus is employed as user interface.
Haptic cues in the form of feedback forces are provided through the device to
drag the child's hand towards the correct path and direction. Real-time quantita-
tive measurements can be recorded to allow for data analysis and performance
tracking.

Keywords: hand rehabilitation, motor skills, virtual reality, haptic feedback,
Chinese handwriting.

1 Introduction

To children with upper extremity disabilities, hand rehabilitation plays a key role to
improve their motor skills and to help them coping with activities of daily living
(ADL). This is important to enhance their self-care ability and thereby creating a
stronger sense of independence. Among various ADL, handwriting is considered
essential to children since they may spend up to 60% of their school time in handwrit-
ing [1]. Handwriting competency is also important for children to build self-esteem
and achieve success in school [2, 3]. Legible handwriting, however, is luxurious to
children with upper extremity disabilities, e.g. children with motor impairment due to
cerebral palsy.

To facilitate the training of fine motor skills required for handwriting, this paper
presents a virtual-reality (VR) based rehabilitation method in the context of writing
Chinese characters. Instead of conventional computer mouse or keyboard, natural user
interface is employed for children to practise handwriting by holding a pen-like haptic
device. Haptic cues in the form of feedback forces are provided through the haptic
device to drag the child's hand towards the correct path and direction. The children's
performance is recordable automatically in real time. Since a generic personal
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computer and a low-cost desktop haptic device are only used, it is anticipated that the
proposed method can become an affordable rehabilitation approach. The interactive
system enables self-learning with minimal guidance from teachers or occupational
therapists, making it promising to reduce caregivers' workload. Besides, the computer-
game-like settings can motivate the children to participate in rehabilitative training.

2 Related Work

VR technology has been capitalized to develop new training methodologies and as-
sessment methods for rehabilitation purposes [4, S]. For example, many VR applica-
tions have been developed for hand rehabilitation after stroke [6, 7] and brain lesions
[8]. Applications developed for handwriting training [9-11] and assessing motor abili-
ties of upper limbs [12] have also been realized. In the system developed by Mullins
et al., user's hand is controlled through the motions to form English characters but
then the user plays a rather passive role in the process [9]. Pernalete et al. use their
system to improve English handwriting indirectly, where the children do not perform
handwriting but virtual labyrinth tasks with the system [10]. The target users of Teo's
Chinese handwriting training system are people without upper extremity [11]. While
stereographic display is provided, it indeed complicates the training task and presents
extra difficulty for disabled children with cerebral palsy.

In these applications, haptic devices are employed for the benefit of rehabilitation
since the sense of touch is an important perception channel. Research has shown that
hand-eye coordination is improved by the presence of force feedback in rehabilitation
[13]. Force feedback is also found to be helpful to disabled people whose motor skills
are lost partially but their sense of touch remained [14]. The haptic devices are able to
measure the position and orientation of user's movements continuously during reha-
bilitative training while feedback forces are provided at the same time [7, 12, 15].
Kinematic and dynamic motor abilities of upper limbs can thus be tracked quantita-
tively for objective performance evaluation [12, 16]. Furthermore, a versatile system
capable of conducting several manual dexterity assessment methods adopted in occu-
pational therapy has been implemented with haptic devices [14].

3 The Virtual Handwriting Trainer

The target users of the proposed VR rehabilitation system are children with upper
extremity disability. It is used for training fine motor skills in the context of writing
Chinese characters. The major hardware involved is a generic personal computer
system and a haptic device equipped with a pen-like stylus. A virtual environment is
created in which children are guided by visual and haptic cues to practise handwrit-
ing. The children write with a virtual pen by manoeuvring the stylus of a haptic de-
vice and watch the formation of the corresponding characters on the computer screen.
The position of the virtual pen tip is recorded continuously and automatically by the
system. The system simulates the scenario of real handwriting on paper so that it is
natural and intuitive for virtual writing, where the tip of the stylus is moved horizon-
tally to make contact with a virtual flat planar surface.
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Guideline (yellow)

Pen tip
(red dot)

Starting point
(green dot)

Background image of the Chinese character

Haptic device

Stylus

Fig. 1. Handwriting training guided by visual and haptic cues

The visual and haptic cues provided by the virtual environment are generated in
real time in response to the actions of the children. As shown on the top of Fig. 1,
visual cues in the form of green dot and yellow line are overlaid on each stroke of the
character to indicate respectively the starting point of a stroke and the correct path to
draw the stroke. A red dot is used to indicate the position of the virtual pen tip. At the
bottom of Fig. 1, the child maneuvers the haptic device's stylus in a way similar to
holding a real pen. The tip of the stylus corresponds to the tip of the virtual pen,
which is displayed on the screen as a red dot. Feedback forces are transmitted to and
perceived by the child's hand through the stylus. These forces include the reaction
force exerted on the hand by the virtual planar writing surface, so that the pen tip does
not go below the surface. Artificial forces are also computed on the fly to guide the
user in the course of virtual handwriting. User performance can be assessed quantita-
tively and objectively by referring to the timing data of character writing, as well as
the location and locus of the virtual pen tip.

The proposed method has been implemented with a 17-inch Hewlett-Packard note-
book computer with Intel Core 2 Duo T7500 2.2GHz CPU, 2G DDR2 RAM and
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Nvidia Quadro FX 1600 512MB display card. The haptic device employed is the
Phantom® Omni® manufactured by the SensAble Technologies Incorporated. The
device has 6 degrees-of-freedom input (position and orientation of the stylus end-
point) and 3 degrees-of-freedom output (feedback force). In this study, only the posi-
tion data of the stylus are used as inputs to the software.

3.1 Visual Cues

Chinese character is composed of strokes. To write a character, the strokes are drawn
in a specific sequence to form the character. In the proposed method, training begins
by showing the image of the complete character at the background. For each stroke,
yellow guideline is displayed and superimposed on top of the background image.
The yellow guidelines, displayed sequentially according to the stroke order, serve as
visual cues to hint and guide the user to draw the strokes one by one in the correct
sequence. The situation is shown in Fig. 2. Note that the figure illustrates a simple
case where the guidelines consist of one single line segment only. In general, the
guideline for drawing a stroke may be defined by a concatenation of line segments,
especially for curly stroke. The example given in Fig. 3 demonstrates that a guideline
of two line segments is required for drawing the first stroke of the Chinese character
"good".

To begin drawing a stroke, the virtual pen tip (red dot) is moved to make contact
with the starting point (green dot). After that, the child is supposed to move the
red dot along the yellow guideline until reaching the other end to emulate real
handwriting.

Starting ’ Guideline

%.: i E point. ! ;
Starting* gl Guideline

point

opeemmaniile 0 Geeeesailb.

Fig. 2. Visual cues to guide the writing of first (left) and second stroke (right) of the Chinese
character "three"

First
segment

Second
segment

Fig. 3. The two-segment guideline for the first stroke of the Chinese character "good"



A Rehabilitation Method with Visual and Haptic Guidance for Children 81

3.2 Defining the Guidelines

The guideline for each stroke of a character is obtained by manually identifying the
coordinates of the starting point and the end point of the constituting line segments for
each guideline. The segments are defined sequentially according to the stroke order
and the way that the strokes are drawn, which are then encoded and stored in a file.
To facilitate this manual process, a software widget is developed to enable the defini-
tion of appropriate segments of the guideline for drawing a stroke, by using a com-
puter mouse to click at the end points the required guidelines. Following the stroke
order, the coordinates associated with the guidelines for individual strokes are stored
in sequence and saved as an XML file. Refer to the character shown in Fig. 3. It is
composed of six strokes and the corresponding XML file defining the stroke orders
and the coordinates of the associated guidelines are shown below. The two segments
of the guideline for the first stroke are defined in lines 3-5 of the XML file. Similarly,
the guidelines for drawing the second, fourth and fifth stroke also contains two seg-
ments, while the other guidelines contain one segment only.

1. <Character strokes="6">

2 <Stroke id="0" points="3">

3 <Point id="0" x="3.200000" y="8.100000" />
4. <Point id="1" x="2.500000" y="4.400000" />
5. <Point id="2" x="4.500000" y="2.500000" />
6 </Stroke>

7 <Stroke id="1" points="3">

8. <Point id="0" x="4.300000" y="6.400000" />
9. <Point id="1" x="3.800000" y="4.000000" />
10. <Point id="2" x="2.200000" y="2.400000" />
11. </Stroke>

12. <Stroke 1d="2" points="2">

13. <Point id="0" x="1.500000" y="5.100000" />
14. <Point id="1" x="5.000000" y="5.900000" />
15. </Stroke>

16. <Stroke 1d="3" points="3">

17. <Point id="0" x="5.300000" y="7.500000" />
18. <Point id="1" x="7.700000" y="8.000000" />
19. <Point id="2" x="6.700000" y="6.500000" />
20. </Stroke>

21. <Stroke i1d="4" points="3">

22. <Point id="0" x="6.500000" y="6.300000" />
23. <Point id="1" x="6.600000" y="1.800000" />
24 <Point id="2" x="5.800000" y="2.300000" />
25. </Stroke>

26. <Stroke 1d="5" points="2">

27. <Point id="0" x="4.900000" y="4.900000" />
28. <Point id="1" x="8.800000" y="5.400000" />
29. </Stroke>

30. </Character>
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3.3 Haptic Cues

In the course of guided writing, haptic cues are also provided simultaneously. Forces
are generated to assist the user by forcing the pen tip to move along the guidelines. If
the pen tip deviates from the guideline, leaving the writing surface, or moving away
from the guideline laterally, forces are produced to pull it back to the guideline. These
forces are generated on the fly to drive the haptic device and eventually transmitted to
the user. In the VR system, two kinds of haptic cues are provided. First, dragging
forces are generated, after the user has reached the starting point, to move the virtual
pen tip from the starting point of a guideline towards its end. If the user moves the
pen tip away from a guideline, guiding forces are computed to pull it back to the
guideline. The situations are depicted schematically in Fig. 4.

guideline

pen tip /

dragging force

pen tip
. guideline

¢ guiding force /
O !

Fig. 4. Dragging force (top) and guiding force (bottom)

The difficulty of rehabilitative training can therefore be graded by removing the
amount of haptic cues provided at different stages of the training. For example, both
dragging and guiding forces can be provided at the beginning and then guiding forces
are only made available, and finally, all haptic cues are removed to allow user to move
freely on the virtual writing surface. The developed VR system can provide quantita-
tive metrics to evaluate user's performance during the course of handwriting. The time
elapsed to complete writing a character can be measured for manual dexterity analysis.
Shorter completion time suggests better hand-eye coordination. The location and tra-
jectory of the pen tip are also recorded to give a visual overview regarding how well a
user can in keeping the pen tip within the guidelines when writing a character.

4 Conclusion and Future Work

The paper proposes a rehabilitative training approach for children with upper extremity
disability to practise fine motor skills and hand-eye coordination through force-guided
handwriting. Visual and haptic cues are generated in real time to guide the user to write
in correct ways. The amount of haptic cues can be adjusted according to the degree of
disability and the learning progress. Children's performance can be measured with
quantitative measures and conveniently recorded for progress monitoring. The method
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has the potential to serve as an assessment tool in conjunction with conventional ap-
proaches to evaluate hand dexterity in a more comprehensive manner.

A pilot study is being conducted to evaluate the feasibility of the proposed rehabili-
tative training method. The purposes are (i) to conduct a preliminary study to deter-
mine whether the proposed method can help improving hand dexterity of disabled
children, and (ii) to identify issues and rooms for further enhancement in order to
make it practical for use as a routine training rehabilitation exercise. In the study,
subjects are arranged to attend several training sessions and instructed to use the pro-
posed VR system to practise Chinese handwriting with the haptic device. Visual guid-
ance is provided throughout the study while force guidance is graded by gradually
removing the haptic cues to increase the difficulty. Their performance is assessed by
making reference to the legibility of handwriting on paper with a pencil, and the
amount of time the children spend on writing the test characters without force guid-
ance. Initial evaluation shows that the subjects are interested in the VR rehabilitation
method. The method is able to help the children to understand the correct stroke order
in writing a Chinese character and the legibility appears to improve in some cases.
Further investigation will be required to improve the design of the VR system and the
training scheme.
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Abstract. A brain computer interface (BCI) using steady state visual evoked
potentials (SSVEP) is presented. EEG was derived from 3 subjects to test the
suitability of SSVEPs for robot control. To calculate features and to classify the
EEG data Minimum Energy and Fast Fourier Transformation (FFT) with linear
discriminant analysis (LDA) were used. Finally the change rate (fluctuation of
the classification result) and the majority weight of the analysis algorithms were
calculated to increase the robustness and to provide a zero-class classification.
The implementation was tested with a robot that was able to move forward,
backward, to the left and to the right and to stop. A high accuracy was achieved
for all commands. Of special interest is that the robot stopped with high reliabil-
ity if the subject did not watch at the stimulation LEDs and therefore success-
fully zero-class recognition was implemented.

Keywords: SSVEP, BCI, robot control.

1 Introduction

A brain computer interface (BCI) is a new way of communication between humans
and computers [1]. With a BCI a person ideally does not have to make use of the
common output pathways of peripheral nerves and muscles. A BCI-system provides a
completely new output pathway and this is perhaps the only way a person can express
himself if he/she suffers on disorders like amyotrophic lateral sclerosis (ALS), brain-
stem stroke, brain or spinal cord injury or other diseases which impair the function of
the common output pathways which are responsible for the control of muscles or im-
pair the muscles itself [1]. In such a case one possibility is to work with the electrical
brainwaves of the person. These are measured with the well-known electroencephalo-
graphy (EEG), which was primarily used for clinical purposes. For a BCI the EEG is
amplified and fed into a personal computer which is under certain circumstances and
with appropriate algorithms able to process the data and to give the person a new kind
of communication channel.

For the proposed BCI a neurological phenomenon called steady state visual evoked
potential (SSVEP) is utilized. A visual evoked potential (VEP) is an electrical poten-
tial-difference, which can be derived from the scalp after a visual stimulus, for example
a flash-light. VEPs after stimuli with a frequency < 3.5 Hz are called “transient”
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VEPs. If the stimulation frequency is > 3.5 Hz they are called “steady state” VEPs be-
cause the individual responses overlap and result a quasi-sinusoid oscillation with the
same frequency as the stimulus [2]. The goal is to detect this frequency reliably with
high accuracy and furthermore to detect when the frequency is not present, thus when
the person does not look at the stimulus. The later one is a very challenging task in BCI
systems. The paper will introduce signal processing methods that allow answering
these questions.

2 Methods

Three healthy subjects participated in the BCI experiment and performed first the
training and then the testing procedure. The training procedure starts with a 20 second
brake to have baseline EEG activity. Then each light is flashing sequentially for 14 s
with 6 s breaks in between. This loop is repeated 3 times. The test procedure layout
looks identical with the only exception that the each light is flashing three times in
random order.

flash LED group SlEl,

arrow LED

Fig. 1. The layout of the LED stimulation box and a subject wearing an electrode cap with
mounted electrodes. The electrodes are connected to the biosignal amplifier g.USBamp (g.tec
medical engineering GmbH, Austria). The robot is located on the right side of the picture,
besides the bottle.

The SSVEP stimulation is realized with a 12x12cm box (see Figure 1) equipped
with four LED-groups containing three LEDs each. Each LED has a diameter of 8
mm and according to the manufacturer a light intensity of 1500 mcd. A semitranspar-
ent foil was put over the LEDs to make them look like one compact light source.
Additionally four arrow LEDs were added to indicate the index the user has to look at
to train the BCI system. The LEDs are controlled by a microcontroller connected to
the computer via USB. The accuracy of the produced frequencies has been validated
using a digital oscilloscope. The measured maximum frequency error is < 0.025 Hz at
room temperature.

The EEG-data is derived with eight gold electrodes placed mostly over visual cor-
tex on positions POz, PO3, PO4, PO7, POS, O1, O2 and Oz of the international 10-20
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system. The reference electrode was placed at the right earlobe and a ground electrode
at position FPz. Abrasive gel was applied to make sure that impedances were below 5
kQ. The electrodes were connected to EEG-amplifier g.USBamp (g.tec medical engi-
neering GmbH, Austria) which fed the signals over a USB connection into a personal
computer. EEG data were recorded with a sampling rate of 256 Hz. The bandpass was
set to 0.5 to 60 Hz and the notch filter was set to 50 Hz.

The EEG data is analyzed with several feature extraction and classification meth-
ods resulting in a classification output for each method. Each classifier has a discrete
output in the form of a number (1, 2, 3 and 4) that corresponds to a certain LED.
Finally in the last processing stage, the change rate/majority weight analysis step adds
a 0 to this set of outputs. The device driver of the robot transforms these five numbers
semantically to driving commands (0-stop, 1-forward, 2-right, 3-backward, 4-left) and
sends them to robot, which moves and gives the feedback to the user.

The four LEDs are flickering with different frequencies (10, 11, 12 and 13 Hz).
These frequencies have been chosen in preceding off-line tests and showed good
performance for the test subjects and are also known from literature to give good
accuracy [4].

All the components of the BCI system are shown in Figure 2. EEG data are re-
corded with a sampling rate of 256 Hz. The overall process (core system in Figure 2)
works with 2-second windows (512 samples) with an overlap of 448 samples and
consists of four steps: pre-processing, feature extraction, classification and change
rate/majority weight analysis. These three steps are executed four times a second to
have a new output every 250 ms. The paradigm controls the stimulation.

In the pre-processing step Laplacian derivations are calculated. Each Laplacian
derivation is composed of one center signal X, and an arbitrary number n > 1 of side
signals Xs;,i =1,..,n which are arranged symmetrically around the center signal.
These signals are then combined to a new signal ¥; = n - X; — (Xs; + -+ + X ,,) where j
is the index of the derivation.

. EEG
Subject core system
A Pre- Ch. rate/
g & Amplifier = Classification
2l 3 processing maj. weight
S| £
g’;r 2 e Paradigm
o] Stimulator 9
Robot <€ Device driver

Fig. 2. BCI-system

Two different methods are used to calculate features of the EEG data. One is the
minimum energy approach (ME), which was published by O. Friman et.al. in 2007 [4]
and requires no training. This algorithm is fed with raw EEG-data channels since it
selects the best combination of channels by itself. First of all the EEG-data gets
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“cleaned” of potential SSVEP-signals. This is done by projecting artificial oscillations
with stimulation frequencies and harmonics onto the orthogonal complement of the
EEG-signals. After that operation the signals contain just the unwanted noise. Now a
weight vector is generated, which has the property of combining the channels in a
way, that the outcome has minimal energy. Now SSVEP detection is done utilizing a
test statistic which calculates the ratio between the signal with an estimated SSVEP-
response and the signal where no visual stimulus is present. This is done for all stimu-
lation frequencies and all EEG-channels. The output of this classifier is the index of
the frequency with the highest signal/noise ratio.

As second method a Fast Fourier Transformation (FFT) and linear discriminant
analysis (LDA) using the Laplacian derivations is used. First of all the incoming data
gets transformed to the frequency spectrum with a 1024-point FFT. A feature vector
is extracted by taking the values of the stimulation frequencies and their 1% and 2™
harmonics. With these feature vectors a weight/bias vector must be generated for each
user in a training procedure. When the training was completed successfully the LDA
classifier can then be used to classify new feature vectors to one of the stimulation
frequency indices. In the model used for the experiments described in this paper four
ME classification units and four FFT+LDA classification units were used with differ-
ent EEG channels as inputs.

The last step is a procedure called change rate/majority weight analysis. By having
multiple classification units configured with slightly different input data there will be
in general random classification results on noise input. This effect is used on one side
to produce a zero decision when the outputs of the classifiers are changing heavily
and are very different. On the other side a low change rate and a high majority weight
(the number of classifications of the different algorithms which are pointing in the
same direction) can be used to strengthen the robustness of the decision. Calculation
is made on the last second. Default thresholds of 0.25 for change rate and 0.75 (1 — all
outputs are pointing into the same direction) for majority weight were used.

The first step of the procedure is to look at the change rate. If it is above the
threshold the procedure returns a final classification result of 0 which corresponds to
stop the robot. Otherwise, if it is below the threshold the next step is to look at the
majority weight. If this is above the threshold the majority is taken as final result, oth-
erwise the final output is again 0. The final classification is then sent to the device
controller and the robot.

3 Results

Table 1 shows the results of the testing phase. The error rate includes the whole data
set which means that also the breaks were classified to test the null classification
when the subject was not looking at the lights to stop the robot.

Subject 1 for example had an overall error rate of 22.7%. This error breaks down in
58.5% with no decision (robot stopped where SSVEP stimulation actually happened)
and 41.5% of wrong decisions (where the chosen class was wrong, unconcerned if
there had been stimulation or not)

There exists of course a delay between the target classification and the real output
of the BCI. This is caused on one hand by the data collection for the 2-second analysis
window of the classifiers and on the other hand by the change rate/majority analysis
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section which collects four classification outputs for its calculations, thus needs
1 second. Smaller delays like the physiological delay of SSVEP itself, from percep-
tion of the stimulus until the potential is measurable, or delays between sending the
“stimulation on/off” signal from the computer to the microcontroller of the stimula-
tion box, have been unattended here. This gives in total a delay of 3 seconds. To
get an idea how the error looks if this delay is disregarded the final classification
result was shifted backwards for 768 samples. For online processing this would theo-
retically mean that at the time of analysis the time windows of the system would al-
ready be filled with appropriate EEG data. This gives a more objective view to the
classification quality itself. As you can see on the right side of Table 1 subject 1 had
an overall error rate of 9.5% with a fraction of 28.3% of wrong classifications. An
error of 9.5% seems to be high, but it includes also the breaks between the stimula-
tions. In total 1088 classifications were made during one run: 20 sec + (15 + 7 secs) *
3 runs * 4 LEDS * 4 decisions/sec =1088 decisions per experiment. Out of the 1088
decisions only 28 wrong classifications were made during the whole experiment
including the breaks.

Table 1. Results of SSVEP tests for 3 subjects. The error is calculated by comparing the target
with the actual classification. The table shows the results without delay (target and actual clas-
sification are directly compared) and with a 3 seconds delay (the actual classification has a
delay of about 3 seconds and therefore the target was shifted forward for the comparison). The
overall error splits up into two subcategories of errors. No decision: no majority could be found
for one class. Wrong class: the classification result was not equal to the target classification.

Without delay With 3 seconds delay
No No
Error [%]  decision Wrong  Error [%]  decision Wrong
Subject ME+LDA [%] class [%] ME+LDA [%] class [%]
S1 22,7 58,5 41,5 9,5 71,7 28,3
S2 35,7 77,9 22,1 23,5 92,7 73
S3 28,7 63,8 36,2 18,9 75,0 25,0
Mean 29,0 66,7 33,3 17,3 79,8 20,2

4 Discussion

A BCI system based on SSVEPs was presented which delivers a continuous com-
mand stream and has a robust zero-classification mechanism. Three subjects partici-
pated in tests and achieved an average error rate of 29%. Of these errors 66.7% on
average are zero-class errors where the robot remains stopped and executed no wrong
command. Thus the average percentage of wrong commands seen for the whole
experiments was 9.7%. This is a great performance for controlling the movement of a
robot including the zero class.

In future test runs it is necessary to evaluate other parameter configurations (source
derivations, electrode positions, analysis window lengths, feature extraction proce-
dures, thresholds for change rate/majority analysis) to optimize the error rates and the
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delay. This is important for providing fast feedback to the user to give him a precise
and crisp feeling of robot control.

Further tests will use a predefined route that must be followed with the robot to ob-
serve performance parameters such as duration, excursions, behaviour of the test per-
son when looking between box and feedback of the robot, ... That would not only give
an impression of the error rate, but also of the usability of the system.

It would also be very interesting to test the performance of a computer screen
stimulator and compare it to the LED stimulator. In some other test runs partly other
electrode positions were used which lay below position Oz. Experiments showed that
this yields to a further improvement. Furthermore tests have shown that for some sub-
jects LDA had superior performance and for other subjects ME worked better. Further
experiments are needed to optimize this configuration.

Acknowledgement

This work was funded by EC projects SM4all and Brainable.

References

1. Wolpaw, J.R., Birbaumer, N., McFarland, D.J., Pfurtscheller, G., Vaughan, T.: Brain-
computer interfaces for communication and control. Clinical Neurophysiology, 113,
767--791, (2002)

2. Paulus, W.: Elektroretinographie (ERG) und visuell evozierte Potenziale (VEP). In:
Buchner, H., Noth, J. (eds.) Evozierte Potenziale, neurovegetative Diagnostik,
Okulographie: Methodik und klinische Anwendungen, pp. 57--65, Thieme, Stuttgart - New
York, (2005)

3. Lagerlund, T.D.: EEG Source Localization (Model-Dependent and Model-Independent Me-
thods). In: Niedermeyer, E., Silva, F.L. (eds.) Electroencephalography: Basic Principles,
Clinical Applications, and Related Fields, pp. 829--844, Lippincott Williams & Wilkins,
Baltimore, (2004)

4. Friman, O., Volosyak, I., Graser, A.: Multiple channel detection of Steady-State Visual
Evoked Potentials for brain-Computer interfaces. IEEE Transactions on Biomedical Engi-
neering, 54, 742--750, (2007)



Text Composing Software for Disabled People,
Using Blink and Motion Detection

Philipp Hofmann, Matthias S6llner, and Josef P&sl

University of Applied Sciences Amberg-Weiden,
Faculty of Electrical Engineering and Information Technology,
Kaiser-Wilhelm-Ring 23, D-92224 Amberg, Germany
philipp.h@vr-web.de, {m.soellner, j.poesl}Chaw-aw.de
http://www.haw-aw.de

Abstract. We presentate a pc software to give disabled persons the
possibility of writing texts without mouse and keyboard. Single letters
and words are presented, scrolling over the screen. The suggested words
are chosen from a self-learning database by frequency of their use. Al-
though different kinds of binary input signals can be used, we focused on
blink detection for choosing letters and words. Algorithms based on Haar
Cascades are used for finding the eyes. We aim on low-cost realisation,
therefore a state-of-the-art Windows based computer and a commercially
available webcam is used. As an alternative input device we used a accel-
eration sensor for motion detection. We could successfully demonstrate
quick text writing with different test persons.

Keywords: text composing, blink detection, acceleration sensor,
OpenCV, disabled persons.

1 Introduction

Composing texts is one of a few essentials for disabled persons to communicate
with their sourrounding. Often they can’t speek or write without special equip-
ment. There are already some systems on the market composing texts by the
use of personal computers. But more often they are either very inflexible in con-
figuration or dedicated to a small subgroup of disableds with special handicaps.
Sometimes special skills are still necessary, for example many existing systems
try to interpret the movements of the pupil by triangulation and use a virtual
keyboard for letter selection. There are many handicapped persons who can’t
use such systems because of their limited field of view or a malfunction of their
eye axes. Therefore triangulation will not work for them. Furthermore such sys-
tems are often not affordable for the disableds or their families if they are not
financed by a health insurance which is not a matter of course. In our work we
focused on building a low-cost system which can be controlled only by blinking
the eyes or by motion detection using a triaxal acceleration sensor. Other input
devices generating binary input signals can be used, too.

K. Miesenberger et al. (Eds.): ICCHP 2010, Part II, LNCS 6180, pp. 91 2010.
© Springer-Verlag Berlin Heidelberg 2010
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2 Editor Based on Binary Input Signals

We implemented a computer software for composing texts totally controlled by
one or a few binary input signals. Due to the constricted field of view of some
disableds, we decided not to implement a virtual keyboard. Instead of that, our
software (EyEditor, Fig. [ll) suggests letters and words, scrolling over the screen
comparable to a newsticker. The user is able to select letters, words or some
other control actions by generating binary input signals.

As signals we used eye blinks or jerks of some parts of the body. The screen
is divided horizontally in three areas. In the lower part, the composed text is
shown. In the upper and middle line two scrolling tickers are displayed. They
present the suggested letters (fisrst line) and words (second line). In each line
one of the items is marked with a different color and can be selected by the
user. The connection of a binary input signal to either of the two scrolling lines
can be configured. We implemented a simple event triggered interface in order

Fig. 1. Output window of text editor with scrolling lines

Fig. 2. Using different binary input signals
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Table 1. Words in database beginning with ‘mo’

motor

monday

money

mobile
mother

QYN DN | DN

to use different types of sensors (Fig. [2). In our work we used blink detection
for selecting letters [1, 2] and motion detection for selecting words [3]. Also
other combinations of signals can be used. Blinking the left eye for letters and
blinking the right eye for words is possible by using only one webcam. With two
acceleration sensors it would be possible to select letters by tipping a toe and
selecting words by nodding the head for example.

Using a database in the background the order of the suggested letters and
words is based on the frequency of their occurrence. The system is self teaching
as the occurence counter of a word is increased when a user writes a word
several times. The likelihood of a letter is calculated from the already written
letters of a word and the frequency of occurence in the database. For example,
if a user has written the two letters ‘mo’, the database is searched for words
with this beginning. The search result could look like table [[l For every word
a counter in the database exists. The frequency of the third letter is summed
up. In this example the letter ‘t’ has a total count of seven, therefore it is
presented before the letter ‘n’ with a frequency of six. The first presented letters
therefore would be ‘t’, ‘n’” and ‘b’ in this specific order. They are followed by all
other letters of the alphabet with lower frequency. Letters with same rate are
presentated in alphabetical order. In the second line the words are sorted by their
frequency (here: ‘mother monday mobile money motor*). This algorithm gives
the possibility to write words and sentences very fast, because the vocabulary of
the user is mapped into a database after some time of usage.

From time to time some special symbols (e.g. ‘@ A’) are presented in the first
line. If the user selects one of these symbols some special functions are shown up
in the second line. The presented words in the second line are then exchanged
either through special characters like punctuation marks or by control phrases
like ‘Print Text, New Text, Delete Letter’. After selecting one of these options,
words are suggested again. In this way the user can write special characters or
trigger special functions like printing the written text.

3 Blink Detection as Input Signal

In order to generate binary input signals from eye blinks image capturing and
processing is necessary. We used a cheap standard webcam for capturing the im-
ages to keep the system low-cost. To process the sequences of pictures and detect
blinks, algorithms based on the open source libraries OpenCV and EmguCV are
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Fig. 3. Finding the eyes

=N

Fig. 4. Finding the pupil by edge detection

used. For blink detection we first try to find a head in a picture by using Haar
cascades [4, 5]. Executing this algorithm results in a few areas, which may con-
tain a human head. To decide which area to use, the algorithm is applied to two
successive frames. As they differ in image noise the algorithm generates different
results for nearly the same images. The detected regions of the two frames are
compared with each other. If the same area is found in both frames we use it to
search the eyes.

Therefore we subdivide this region similar to the geometry of a human face
and use Haar cascades on the parts were the two eyes are likely to be. The regions
of the face containing forehead, mouth and chin don’t have to be searched. To
improve accuracy the eye finding is done on a number of sequential frames,
comparing the resulting regions concerning size and local placement (Fig. [3).
This results in two areas, one for the left and one for the right eye.

To find the pupil in an eye region edge detection algorithms are applied (Fig. H)
as huge differences in color between iris and sclera exist. In figure @ found edges
are marked with a circle. The edges are used to caclulate the middle of the eye
(the position of the pupil). For people wearing glasses, we found that template
matching is more reliable, because with edge detection points laying on the
glasses are often misdetected. For using template matching the software needs
to be trained with images of the user’s eye.
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Blink Evaluation
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Fig. 5. Evaluation of blinks

To increase speed the search of head and eyes is only done when necessary,
for example at program start or when the eye position is lost. If we already have
found the two eyes, we try to track them by the Lucas-Canade algorithm as this
is much faster.

Taking the actual and a past frame and comparing the intensity of the pixels
surrounding the pupil, blinks are captured (Fig.[H). To distinguish an intended
blinking from a moistening eyelid reflex the user has to blink twice for generating
an input signal. In future we plan to distinguish also on duration of the eye
closing, as this may be also a parameter to decide if it is an inteded blink or not.

4 Motion Detection as Input Signal

For generating input signals by motion of the human body a triaxial acceleration
sensor is used. The high sensitivity of the sensor in all three directions of the
space is ideal for motion detection. The sensor has to be mounted on the specific
part of the body, which the user is capable to move. This can be an arm or a
leg, but also the head or even a toe. Evaluation of the jerk in all three directions
generates the required trigger signal. This can be considered as an addon but
also as an replacement of the blink detection to control the Editor. For example,
letters can be selected by blinking and words can be selected by moving the
hand. The use of a triaxial sensor as input device is discussed in more detail in
a further paper of the authors [3]. We have successfully used this technique for
writing texts with our editor software.

5 Experiments and Results

We built a complete system for our tests, which is shown in figure [l The com-
puter system is set up on a small wagon and equiped with webcam, motion sensor
and printer. The monitor is mounted on a swivel arm for easy positioning.

Different experiments for evaluating the software have been carried out. We
could successfully show that entering texts with the proposed software is easy
and quick. Probands could easily write whole sentences and even complete pages
without much training. Some improvements have to be done in writing numbers
or complete phrases.

For evaluation of our blink detection we considered people with different hair
color, hair length, face profile and some wearing glasses. Also we used different
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Fig. 6. Text writer system with camera, sensor and printer

lighting conditions and different computer hardware. By doing a series of exper-
iments we found, that for people wearing glasses template maching for finding
the pupils should be used, otherwise edge detection works better. If the sur-
rounding is too dark, detection speed decreases and more errors arise. Normal
room lighting is suffient, some additional lighting would improve detection re-
sults. Concerning speed we can say, it is best to use a state-of-the-art personal
computer (quad core), as slower computers didn’t manage the calculations in
realtime.

Using the acceleration sensor showed more reliable results, as in this case
wrong detected signals nearly didn’t occur. Also it seems to be preferable to
use a motion sensors in combination with the blink detection, as blinking for
selecting letters seems to be more stressful for the user than shaking a limb.
The user becomes tired more quickly. So we propose to use signals generated by
blinking for selecting words from line two, and the motion sensor for selecting
letters from line one.

6 Conclusion

In our work we could demonstrate that our software is suitable for composing
texts by eye blinking or motion detection. By using more than one input device,
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writing speed could be increased. Our method is suitable for disabled people
who can blink controlled like healthy ones or for people who are able to move
some muscles. It is possible to extend our editor software by other sensors and
input methods which generate binary input signals. Acoustic detectors may be
considered. Also it is possible to change the user interface fitting special needs
of the disabled individual. Mailing functions will be added in the near future, in
order to give the possibility to get in touch with the surrounding world.

References

1. Morris, T., Blenkhorn, P., Zaidi, F.: Blink detection for real-time eye track-
ing. Journal of Network and Computer Applications (JNCA) 25, 129-143 (2002),
doi:10.1006/jnca.2002

2. Chau, M., Betke, M.: Real Time Eye Tracking and Blink Detection with USB Cam-
eras. In: Boston University Computer Science, Technical Report No. 2005-12 (2005)

3. Séllner, M., Hofmann, P., Pésl, J.: Using Triaxial Acceleration Sensors as Input
Devices for Disabled Persons. In: ICCHP 2010, Computers Helping People with
Special Needs Springer, Berlin (2010)

4. Schmidt, A., Kasinski, A.: The Performance of the Haar Cascade Classifiers Applied
to the Face and Eyes Detection. In: Computer Recognition Systems 2, pp. 816-823.
Springer, Heidelberg (2007), doi:10.1007/978-3-540-75175-5_101

5. Wilson, P.I., Fernandez, J.: Facial feature detection using Haar classifiers. Journal
of Computing Sciences in Colleges 21(4), 127-133 (2006); ISSN:1937-4771



Augmented and Alternative Communication System
Based on Dasher Application and an Accelerometer

Isabel Gémez, Pablo Anaya, Rafael Cabrera, Alberto J. Molina,
Octavio Rivera, and Manuel Merino

Electronic Technology Department, Universidad de Sevilla, Spain
{igomez,almolina}@us.es, {pjanaya,rcabreraac}@gmail.com,
{octavio,manmermon}@dte.us.es

Abstract. This paper describes a system composed by predictive text input
software called “Dasher” and a hardware used to connect an accelerometer to
the computer. The main goal of this work is to allow people with motor dis-
abilities to have a flexible and cheap way to communicate. The accelerometer
can be placed on any body part depending on user preferences. For this reason
calibration functionality has been added to dasher software. The calibration
process is easy and requires only some minutes but it is necessary in order to
allow system can be used in different ways. Tests have been carried out by plac-
ing the accelerometer on the head. A rate of 26 words per minute is reached.

Keywords: dasher, accelerometer, open and flexible system, text input.

1 The R & D or Application Idea

The objective of this research project is to study dasher and its possibilities when it is
handled by an accelerometer.

Dasher is a text input system which incorporate prediction' [1]. The system infers
the most probable next characters, calculating the use frequency through a training
text. During the program execution, letters move from the right to the center of the
screen. Those letters are shown in color boxes which size depends on the probability
of its occurrence (Figure 1). Dasher has different modes of operation: 2-D continuous
input; 1-D continuous input; discrete input. This allows that different input devices
could be used.

In 2-D mode, both values are used to move the cursor on the screen, and the speed
depends on the relative position of the cursor respect to center. In 1-D mode, there is
only one input, midrange values of the input control the zooming direction, values
towards the extreme of the available range allow the user to zoom out and pause. In
discrete input mode Dasher zoom in depends on which region the user select.

The accelerometer used for this application has two axis so 2-D mode of Dasher is
possible. The system may be used by users with the ability to make small movements
with any body part. Therefore, users with motor impairments who cannot use the
standard keyboard and mouse are the main beneficiaries of this system.

! Dasher is free open source software.

K. Miesenberger et al. (Eds.): ICCHP 2010, Part I, LNCS 6180, pp. 981103,[2010.
© Springer-Verlag Berlin Heidelberg 2010



Augmented and Alternative Communication System 99

fany sentence can be writ

Fig. 1. Example of using Dasher. Here it can be observed the most probable words that can be
formed with the selected letters.

2 The State of the Art in This Area

Several uses of Dasher with different input devices can be found in [1]. It can be used
with a device based in breath in 1-D mode [2]. In discrete mode, it can be used in dif-
ferent ways depending on the number of input buttons [3]. In the 2-D mode it can be
used with eye tracking systems based on image processing [4]. Some proposal about
the use of dasher with a Brain computer Interface system can be found in [5, 6] but
results are not good, the conclusion is that at the moment another alternatives are
preferable.

Accelerometers can be applied in Assistive Technology in different ways. In [7, 8]
they are used in rehabilitation systems. In [7] an automatic head position monitoring
system is designed for control the recovery process after an ophthalmological opera-
tion. In [8] accelerometers and gyroscopes are settled in wrists and ankles to detect
the appropriate movements in a designed system for tele-rehabilitation.

In [9, 10] accelerometers are placed on the head, they are used for computer access
proposal. The systems described are complex because the whole computer control is
pursued.

In [11] effectiveness and reliability as an interaction device is evaluate when accel-
erometer is placed in a handheld device. The advantage of using this kind of interac-
tion is that one of the user's hands is free and the device's tiny screen is totally visible.

It has been found that the use of dasher with accelerometers is limited to handheld
devices [1]. Our proposal is different because we use a computer with the accelerome-
ter located on any body part.

3 The Methodology Used

3.1 System Architecture

In figure 2 is shown the system architecture. The first component is the accelerometer.
An ADXL322 was used for this purpose. This device is a low cost, low power,
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complete dual-axis accelerometer with signal conditioned voltage outputs, which is all
on a single monolithic IC. The product measures acceleration with a full-scale range
of +2¢. The ADXL322 is an ultra small package (4 x 4 x 1.45 mm LFCSP).

Amplification and filtering board is connected to the accelerometer; the aim of this
board is to eliminate quick and undesirable movements and it allows the system to
work with a reduced angle range what increments system usability. The microcontrol-
ler-based system reads the accelerometer x-y coordinates and communicates that
acceleration to a PC. Another function of this system is to perform digital signal
processing. In order to increment the system effectiveness, we have programmed a
moving average filter. Arduino has been used for implementing this system. Arduino
is an open-source electronics prototyping platform based on flexible, easy-to-use
hardware and software [12]. It is based on the Atmel Atmega328 microcontroller. The
last element is the personal computer where dasher is installed.

x-y coordinates | Fication |X-Y coordinates | 0 i
Accelerometer " Arr:ip::l_iiica!mn ™ Microcontroller [ ]
PR NS Based System '

" Power Supply Board | Power Supply

Fig. 2. System Architecture

3.2 Software Analysis and Design

Our aim in this work is the analysis of Dasher software to connect any kind of input
device. The first step is to connect the accelerometer. In our very case, we are work-
ing in biosignal processing and we have as a main target the use of electromyography
and electrooculography to control this text input software.

The first attempt was connecting dasher using socket as it was the most flexible op-
tion. Furthermore it is assumed that the software is ready for a configuration of this
kind of input. However, the option above described is not implemented. Instead,
we edited the dasher code to make it read an emulated serial port. In this way, the
accelerometer reading is done via an USB port. Once the data has been obtained, it is
necessary to adapt them to the values that Dasher uses to place the cursor on the
screen: timing, scaling and adapting to screen resolution.

The accelerometer can be placed on anywhere depending on the user’s preferences.
For this purpose a calibration function was added to the Dasher code. (Fig.3).

The calibration process is easy and requires only a few minutes but it is necessary
in order to allow the system to be used by different users. The user is asked to execute
a circle movement in the widest way he is able to.

3.3 System Testing

The tests were carried out by placing the accelerometer on the head. In Figure 4 we
can see the actual set up. We will be using WPM (word per minute) as our unit to
measure the efficiency tests results.
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Fig. 3. Calibration Menu

Fig. 4. Test System

Three non disable users (two experts and one novice) introduced a dictation text
using the system; the system was trained with another text (the training test). Tests are
performed in three cases depending on the characteristics of the training text: 1. with-
out training text (untrained system) 2. text that doesn't match to dictation text, 3. text
that is well matched to the dictation text.

A training text of 400 words and a dictation text of 40 words were used. A user is
considered a novice when has not used the system previously, on the other hand an
user reaches the expert grade with few uses of the system.

4 Results

The more the machine trains the more it “learns” and the users become more familiar
with the usage of the application. Proficiency is achieved by increasing the usage time
of the system with a text that the user is getting into. (See table 1).
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Table 1. Results measured in WPM

Training cases Expertl Expert2 Novice
Untrained 2,6 3,4 2
Not matched 4,8 5,33 3,69
Matched 17,33 26 13

As we can see in [2], these are the results obtained when using Dasher with other
types of input devices. For gaze use, these ranges go from 15 to 25 WPM, for driving
with breathing 8 to 17 WPM and finally with the actual mouse which goes between
25 and 35 WPM. Therefore the results obtained with the accelerometer are within the
range of those that can be achieved with other devices.

5 Conclusion and Planned Activities

In this paper it has presented the design and testing of a very low cost system that
enables the communication to a disabled user. The system is uses a user-friendly in-
terface and the user acquires a high level of expertise in a short period of time. Tests
have been conducted with able-bodied users but we are working to test the system
with disabled users and we hope to present the result of these tests in the final version
of this application.

Two lines are opened as planned activities:

1. Connect Dasher with input devices based on biosignals.
2. Study the use of accelerometers in tele-rehabilitation systems design.

Acknowledgements. This project has been carried out within the framework of a
research program: (p08-TIC-3631) — Multimodal Wireless interface funded by the
Regional Government of Andalusia.
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Abstract. In this paper we propose a novel interaction technique to use with a
prediction list. Our aim is to optimize the use of this assistive aid. A prediction
list is generally used to reduce effort by presenting a list of candidate words that
may continue the prefix of the user. However, this technique presents a disad-
vantage: sometimes the word that the user is aiming to write is not presented in
the list. The user has to continue his typing manually. Our technique allows the
user to click on any letter in a word of the list so that the substring from this let-
ter is inserted in the text. We also present the experiments carried out to com-
pare our system to the classical list.

Keywords: Soft keyboard, interaction, word list prediction, motor disabled
people.

1 Introduction

People with severe motor disabilities (like myopathy, cerebral palsy, musculoskeletal
disorders, etc.), have difficulties using physical keyboards. Generally, they are
obliged to use on-screen virtual keyboards. Two main types of interaction are possi-
ble: selecting characters (or others items) thanks to a pointing device such as mouse,
trackball, eye tracking, etc. ; or using an automatic cursor which successively high-
lights each key. The user hits on a single switch input device when reaching the
desired key. However, in both cases, text input is often slower than with a physical
keyboard. To remedy this problem, many solutions have been tested since the early
80s. The most popular solution used is the word list near the keyboard and containing
words most likely (cf. Fig. 1).

There are different kinds of prediction lists: those which are displayed in a fixed
list as UKO-II [1], or close to the cursor in the soft keyboard, like PoBox [2] (cf. Fig.
2) or displayed in a popup which appears nearly the writing cursor [3]. Moreover,
these lists could be used with pointing devices [2,4] or with a scanning system [5].
These lists are coupled to a word (or text) prediction system. These systems are also
the subject of many researches — in particular in speech processing [6,7].

However, whatever the prediction system used, all user interfaces connected to a
word prediction system allow the user to select a whole word, but not a prefix of a
word. The user has to complete the text entry until the aimed word is displayed in the
list. The present paper focuses on this problem of interaction in the word list: the

K. Miesenberger et al. (Eds.): ICCHP 2010, Part I, LNCS 6180, pp. 1044111] 2010.
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selection of prefix. To remedy this shortcoming, we have implemented a technique
(called WordTree) which allows the user to select a part of the word in the list, and to
insert the selected substring in the text.

This paper introduces a technique that allows the user to select a substring of a
word displayed in a list with a pointing device. After the description of the principle
and of the architecture of this system, we will present the results of the experiments.
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Fig. 2. Prediction list of the PoBox [2]

2 WordTree

2.1 Principle

Consider the situation where the aimed word is not shown in the list. The user has
then to continue his writing, waiting for his word in the list, and sometimes the user
has to complete it manually. Our idea is to conceive a new interaction technique with
the prediction list to help the user find his word faster. This technique, called Word-
Tree, allows the user to select a substring of the word, without being forced to select
the whole word. Once any other word is listed and contains part of his word, he can
select this substring so he can accelerate his typing.

Each character in the listed word is represented by a clickable node (cf. Fig. 3).
When a node is clicked, the substring containing all the nodes between the root and
the selected node is inserted into the text. For example, if the user wants to write the
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word "complex", he starts typing "co" on the keyboard. A list of candidate words is
displayed. For some reason, (i.e. a low probability of this word in the prediction sys-
tem), suppose that the word "complex" is not shown in the list. Instead we have the
word "complete". In order to advance in his text, the user can click on the first ‘e’ of
the word "complete" (cf. Fig. 3) and the string "mple" is inserted in the text. In this
way, the user can reduce the number of operations and consequently increase his text
input speed.

COMFORT
COMMITTEE
COMMON
COMPANY
COMPARISON
COMPETITION
coMP LE[TE

Fig. 3. WordTree interface

2.2 Architecture

WordTree is divided into three modules: the soft keyboard, the prediction system and
the presentation of predicted words. Our contribution is on the presentation interface.
This modular architecture allows to easily adapt our system to any type of soft
keyboard. Its advantage comes from the fact that it is independent of the prediction
algorithm: it can be used with any prediction system.

2.3 Prediction System Used

In this study, WordTree is allied to a prediction system based on a lexicographic tree
constructed from a set of words (dictionary). The tree is composed of 364,370 words.
Each word is represented by a path from the root to a leaf of the tree, in which each
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Fig. 4. Lexicographical tree with words: able, about, after, again, against, clock, cloth, cold,
colour
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character is a node of the tree (cf. Fig. 4Fehler! Verweisquelle konnte nicht
gefunden werden.). Two words with the same prefix use the same initial path to
avoid creating too many new nodes. For words which are prefixes for other words, a
special leaf “end word” was created (black circle on the Fig. 4). Each arc of the tree is
weighted: when a word is added, the system inserts each character in its place by
crossing the tree according to what was already entered. The arcs between nodes
which are crossed are incremented by 1.

When the user enters a prefix, the system classifies the characters which can suc-
ceed according to their probability of appearance (the biggest the value of the arc is,
the more the character has chance to appear). This weight will let it sort the predicted
words in the list according to their probability defined by their weights.

3 Method

We hypothesized that WordTree would allow reducing the number of clicks necessary
for the text entry. Moreover, if the user has less operation to be performed, we believe
it will accelerate its text input speed. A first simulation shown that this technique can
theoretically reduce the number of clicks by 25% [8].

This study was undertaken to evaluate WordTree. Since QWERTY is the most
common layout, we included both layouts in the study.

3.1 Participants

Eight male volunteers with severe motor disabilities participated in this experiment.
They were all regular users of desktop computers with QWERTY soft keyboards.

3.2 Apparatus

The experiment software was developed with Java SE 6. Each subject used his own
PC and pointing devices to interact with the soft keyboard. Three of them used a clas-
sical mouse and the five others pointed with a trackball.

3.3 Design

Each session consists of two exercises of copy on a QWERTY keyboard only with the
26 characters of the Latin alphabet and the space bar (cf. Fig. 6): one of the two with
the classical system (cf. Fig. 5 on left) and the second one with WordTree (cf. Fig. 5 on
right). WordTree, as well as the classical list, are using the same prediction algorithm
described above. There was a training session for each exercise before the first session.

Subjects had to copy out 30 of the most usually used words (215 characters), which
were the same for the two exercises and each session. Subjects were instructed to
proceed as quickly and as accurately as possible. Each subject attended 10 sessions
over a period of 8 to 10 days. Sessions were spaced by no less than three hours and by
no more than two days. We used a counterbalanced, within-subjects design.

The independent variable was the type of word prediction list, either classical list
or WordTree. Dependent variables were text entry speed (character per second -
CPS), keystroke per character (KSPC) and error rate.
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Fig. 6. Experiment screen with classical list

3.4 Procedure

The word to be copied was presented on a line, and the word being typed by the user
appeared on the line below. The text entry errors were not displayed on the screen.
Instead there was a visual and audio feedback signaling the error and the strip did not
move until the subject entered the right character. At the end of each word, the par-
ticipant had to hit the space bar.

4 Results and Discussion

The statistical results are presented in this section and were analysed using the
ANalysis Of VAriance (ANOVA) test.

4.1 Text Entry Speed

The analysis of those results (cf. Table 1) shows that our hypothesis was confirmed.
In fact, we can see a reduction of the number of operations needed to be done with
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WordTree compared with the classical list. On average, KSPC measure is equal to
0.825 with the classical list, whereas it is only 0.663 with WordTree. Thus WordTree
reduces the number of keystrokes on average by 19,6% (F(1, 158)=13344,
p<0,0001).

Moreover, this reduction of keystrokes causes an improvement of the text input
speed with WordTree. On average, participants entered 0,566 characters per second
with the classical list, whereas they entered 0,604 characters per second with Word-
Tree. Thus they gain on average 6.7% of time with WordTree compared with classical
list (F(1, 158)=7.7142, p=0.00614). The Fig. 7 shows that sessions have no impact on
the difference of performance between classical list and WordTree. Both technique
increase equally. There is no significant technique-by-session interaction (F(9,
140)=,17419, p=,99635).

Table 1. Performance with the different techniques

KSPC CPS
Classical list 0.825 0.566
WordTree 0.663 0.604

—3= Technigue classical list
“%- Technigue WordTree

08

07

0.6

CPS

05

0.4

0.3

S1 s2 S3 S4 Sh S6 s7 S8 89 S10
session

Fig. 7. Text entry speed by technique and session

To conclude in text entry speed, Fig. 8 shows that device used by participants has
no impact on the text entry speed (F(1, 156)=0.00715, p=0.93272).

4.2 Error Rate

During the exercises, when the current character differed from the expected character,
the error was recorded. The average of error rate was 2,42% for the classical list and
2% with the WordTree system (F(3, 138)=670.51, and p<0.0001).
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Fig. 8. Text input speed by techniques and devices

5 Conclusion

In this article, we presented a new interaction technique to be used in a list of pre-
dicted words. Unlike the classical list where the user is obliged to select an entire
word in the list, the user can click on any character of a word in the WordTree list.
The system selects the substring of this word from its root to the clicked node or char-
acter. The selected substring is then inserted into the text.

We also presented the results of the evaluation conducted with 8 disabled people.
The results reported by our experiments show that the WordTree system can be bene-
ficial and advantageous for text entry compared to the classical list of prediction. In
fact, we have obtained a significant text entry speed augmentation and an important
reduction of the number of operations necessary for entering a word. Thus, with
WordTree, a given word could be entered with a less number of interactions, and
less moving trough the keystrokes of the keyboard. This task was so tiring for both
disabled and non-disabled people.
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Abstract. We recently presented a new soft keyboard: SpreadKey. The key-
board is based on a QWERTY layout and dynamically recycles the needless
characters. The needless characters are determines by a predictive system
in function of the previous input characters. The recycling aims at providing
several times the characters with a high probability to be typed. This article re-
sume the concept of SpreadKey and explain the experimentation we conduct to
evaluate its. The experimental results show that SpreadKey is an interesting so-
lution to assist motor impaired users (with motor impairment of the superior
limbs) in the text input task.

Keywords: Text entry, Fitts’ law, soft keyboard, assistive technology.

1 Introduction

Many motor impaired users of the superior limbs are not able to use a standard physi-
cal keyboard. For the more severe impairment, the last issue to input text is using
single switch keyboards such as Sibylle [1] or FOCL [2]. But many of the other users
are able to interact with a soft keyboard through a mouse or a trackball. However,
according to the Fitts’ law [3], several researches [4,5] demonstrated that the imple-
mentation of the QWERTY keyboard as soft keyboard is not an optimized way to
input text through a pointing device. They proposed alternative layout [4,5] aiming
at reducing the distances covered by the cursor or ambiguous keyboards [6,7] aiming
at both reducing the distance and increasing the keys.

But, even if they potentially improved by 40% [4] the performances of an expert
user, we observed that these new layouts are not easily adopted. Two main reasons
explain it. On the one hand, users are accustomed to use the QWERTY for a long
time and switching to a new soft keyboard involve a learning cost. During the learn-
ing period, the user must overpass a frustrating inefficiency. On the other hand, the
QWERTY keyboard is the cultural reference implemented in every system. Conse-
quently, the user of an alternative soft keyboard remains in contact with the
QWERTY when he leaves is personal ambient.

Based on these observations, we recently proposed and presented a new soft
keyboard: SpreadKey [8]. The keyboard display a QWERTY layout dynamically
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optimized according to the input context. After each keystroke, the keyboard replaces
the characters with a very low probability to be input by a character with a high prob-
ability of occurrence. The algorithm aims at increasing the key size for characters
with high probability of occurrence by aggregating several keys displaying these
characters and to reduce the distance covered by the cursor. But it keeps the
QWERTY structure as reference.

In a first step [8], we evaluated the theoretical keyboard performances toward the
Fitts’ law [3]. We calculated the lower and upper-bound [9]. However, this theoretical
evaluation neglects cognitive impact due to the dynamic changes. We consequently
initiated an experimental evaluation of the keyboard. This article presents the results
of this evaluation.

In this article, we resume the concepts of SpreadKey and the conclusions of the
theoretical evaluation. Then, we present our experimental protocol and, finally, we
describe and analyze the results of this experimentation.

2 SpreadKey Concepts

SpreadKey targets two principal objectives: At first, it tends to reduce the distances
covered by the cursor. Like KeyGlass [10], SpreadKey aims at providing new keys
displaying the most probable character near the cursor. At second, like FishEye Key-
board [11], SpreadKey tends to increase the key sizes in order to ease the pointing.

The keyboard is based on a standard layout (QWERTY) and uses a prediction sys-
tem to classify the characters by probability of occurrence. The characters with a very
low probability (closed to 0) to be typed are replaced by characters with high prob-
ability to be typed. The recycling algorithm tends to:

- Insert new occurrences of the high probable characters between the last
pressed key and the key containing normally the high probable character (cf.
figure 1). The end is to reduce the distance covered by the cursor.

- Aggregate new occurrences of the high probable characters in the neighbor-
hood of the key containing normally the high probable character (cf. figure 2).
The aim is to increase the size of the targets.

Thus, in several situations, mainly for the input of the end of words, the whole key-
board is recycled in one or two large keys. In these contexts, the probability for the
last pressed key being recycled with the next required key becomes very high. It de-
creases considerably the distance covered by the pointing device.

Nevertheless, in order to prevent from prediction errors (words from a foreign lan-
guage, names or acronyms etc.), SpreadKey provides two alternative interactions (a
long-press or a flick in direction of the top-left corner of the key) to override the pre-
diction and to access to a replaced character. The substitution of an improbable char-
acter aims at creating an aggregation of keys providing the same character (equivalent
to a key with a higher size).

Consequently, after each stroke, the keyboard layout is dynamically adapted ac-
cording to the new context (cf. Figure 3). However, each character remains accessible
at its own place enabling the user to anticipate the next stroke. The characters are
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E|R E|R E[R E|E
DI|F > [o]: D|F —> |k|e
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Fig. 1. The recycling algorithm tends to Fig. 2. The recycling algorithm tends to
insert new occurrences of characters with a  aggregate new occurrences of the high prob-
high probability to be typed between the able characters in the neighborhood of the
next key pressed and the key that normally keys that normally contains the characters
contains this character

Fig. 3. SpreadKey is based on a QWERTY keyboard. But, after the input of the prefix “E”, the
characters W, E, Z, Y, I, O and K are improbable in English. So, they have been replaced by the
characters S, T or N that get the higher probability of occurrence. Nevertheless, the original
characters remain accessible by a long-press or a flick.

accessible through standard, ambiguous keys (for character with a very low probabil-
ity to be input and is remapped), or aggregations of keys (if the character get a high
probability to be input).

In a first step, we compared the theoretical performances of SpreadKey with the
theoretical performance of the QWERTY soft keyboard [8]. We calculated the theo-
retical performances of QWERTY according to the Soukoreff and Mackenzie meth-
odology [9]. Because of the dynamicity of the SpreadKey layout, we could not use the
same calculus to obtain the SpreadKey’s performances.

To establish the SpreadKey’s theoretical performances, we simulated the input of a
large set of texts. During the simulation, we measured the text input speed according
to the Fitts’ law [3] (adapted by Mackenzie [12] for HMI) and measured the distance
theoretically covered by the cursor.

We calculated the two values with different parameters for the Fitts’ law. These
different parameters emulated different levels of motor impairment.

The results were very encouraging (cf. table 1). In comparison with QWERTY,
SpreadKey should reduce the distance covered by the cursor (about 45%) and reduce
significantly the input time (between 35% and 50%). The simulation with different
parameters for the Fitts’ law showed that the ratio should increase according to the
user impairment. The more the motor impairment is severe, the more SpreadKey
should be efficient.
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Table 1. Theoretical input speed results. The bandwidth characterizes the handicap impairment.
5 correspond to a normal user, 0.5 correspond to very severe motor impairment.

Bandwidth 0.5 1 2 3 4 5

SpreadKey/Qwerty 50.9 | 52.2 | 54.8 | 57.9 | 61.2 | 64.5
input time (%)
WPM SpreadKey 5.5 | 10.8 | 20.5|29.2|36.7 | 43.5

However, the model used to calculate the input time does not take into account
cognitive perturbations due to dynamic changes. So the results must be confirmed by
experimental evaluations.

3 Experimentation

The aim of the experimentation was to evaluate the performances of SpreadKey
with motor impaired users. According to the result of the simulation and pre-
experimentation, we hypothesized that SpreadKey would allow reducing the distance
covered by the pointer, increasing the key size and improve the input speed.

3.1 Participants and Apparatus

Six male volunteers with severe motor impairment of the superior limbs participated
to this experiment. They are all regular users of desktop computers with QWERTY
soft keyboards and interact with computer through a trackball.

The experiment environment is the new version of the plate-form E-Assist [13] de-
veloped in Java. The platform proposes an XML language to model the keyboards
behavior and a set of components to create experimentations. The keyboards are ren-
dered with the library IntNovate [14]. The schedule of the experimentation: sessions,
order of exercises, user groups are equally modeled as an XML scenario.

Each subject used a desktop computer and a trackball to interact with the soft key-
boards during the experiment.

We created manually a sentence et to be entered. The sentence set contains 30 sen-
tences in the user’s native language. The sentences respect the character and digram
frequencies of the language with a high level of correlation (97% for the character
frequency and 91% for the digram).

3.2 Design

Each subject attended 10 sessions over a period of 5 days (two sessions per day).
Sessions were spaced by no less than three hours. Each session consists in two exer-
cises of copy: an exercise with a QWERTY soft keyboard reduced to the 26 Latin
alphabetic keys and the space, and the second one with SpreadKey. There was a train-
ing session for each exercise before the first session.

The users were divided in two groups. A group began the first session with
QWERTY, and the other group by SpreadKey. The users alternated the order of the
exercises between each session.

Subjects had to copy out the sentences contained in the sentence set. They were the
same for the two exercises and for every session. Subjects were instructed to proceed
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as quickly and as accurately as possible. The independent variable was the type of
keyboard, either QWERTY or SpreadKey. Dependent variables were text entry speed
in character per second (CPS), distance covered by the pointer and error rate.

The sentence to be copied was presented in a strip (cf. figure 4), and the sentence
being typed by the user appeared in a strip below. The text entry errors were not dis-
played on the screen. Instead there was a visual and audio feedback signaling the error
and the strip did not move until the subject entered the right character. At the end of
each sentence, the participant had to hit the space bar.

example of sentence input during the session ’

Fig. 4. Experimentation platform

4 Results and Discussion

The statistical results (cf. figure 5) are presented in this section and were analysed
using the ANalysis Of VAriance (ANOVA) test. Data show that the order in which
the exercises were performed had no impact on the results.

4.1 Distance

On average, the distance is equal to 213 pixels with the QWERTY keyboard, whereas
it is only 138 pixels with SpreadKey (cf. figure 6). Thus SpreadKey reduces the
distance on average by 35% (F(1, 2398)=3227.3, p<0.0001). The distance is 8.5%
superior to the distance expected in the simulation with QWERTY and 3.6% superior
with SpreadKey. Consequently, the benefice is proportionally superior to the benefice
expected during the simulation (about 35% against about 30%). It illustrates that
SpreadKey reduces the distance between the targets and, by increasing the target size,
we observed that it diminishes the overshoot of the target during the pointing.

4.2 Text Entry Speed

On average (cf. figure 7), participants entered 0.87 characters per second (10.44 wpm)
with the QWERTY keyboard, whereas they entered 1.09 characters per second with
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SpreadKey (13.08 wpm). Thus they gain on average 20% of time with SpreadKey
compared with QWERTY keyboard (F(1, 2397)=723.92, p<0.001).

Even if, the input speed with SpreadKey is higher than the input speed obtained
with QWERTY, this value remains significantly lower than the value expected toward
the simulation. Two main reasons explain these results. At first even if the user can
anticipate a move toward the next stroke because every character remain accessible at
its own place, the users confirmed that the dynamic changes perturb this anticipation.
At second, the users explained that, many times, they preferred not to anticipate the
move toward the next stroke and targeted the nearest key. They explained that this
strategy was less efficient (considering the input speed) but more comfortable.
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The users mentioned too that the bounds of the aggregation of keys displaying the
same character were not easily identified and expressed the necessity to identify
graphically a group of keys displaying the same character.

4.3 Error Rate

Because SpreadKey increases the target sizes and reduces the distances covered by
the pointing device, SpreadKey ease the pointing and we expected a lower error rate
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with SpreadKey than with QWERTY. The results contradicted this hypothesis. The
average of error rate was 1.5% for the QWERTY keyboard and 2% with SpreadKey
(F(1, 2398)=720.92, and p<0.0001).

The users’ comments, confirmed by a discrete analysis of errors, shows that a lot of
errors are due to the users’ anticipation of the next stroke toward the remapping algo-
rithm. We identified the two main scenarios generating errors.

The first scenario is the input of two identical characters consecutively: a user must
input two ‘R’; in the current input context the ‘E’ is remapped as ‘R’; to input the ‘R’,
the user presses the ‘E’ remapped as ‘R’ and correctly input the first ‘R’; in the new
current input context, the ‘E’ is not remapped as ‘R’ anymore but the user anticipated
the second click and presses the key ‘E’ a second time generating an error.

The second scenario is the input of some long words termination: for instance, the
user wants to input the word “anticipation”; he inputs the prefix ‘antici’; the only
possibility in English is now to input a ‘P’, so, the whole keyboard is now remapped
with “P”; the user pressed any key to input ‘P’; now the only possibility is to input a
‘A’; the whole is remapped with ‘A’, then with “T’; But after the input of ‘anticipat’,
different alternatives appear: ‘anticipatOry’, ‘anticipatlon’, ‘anticipatE’; Encouraged
by the three previous inputs, the user tends to anticipate the next click before under-
standing that the key is not necessarily remapped with the good character anymore.

5 Conclusion and Future Works

After a theoretical evaluation of SpreadKey, we proceed to an experimental evalua-
tion involving users, motor impaired of the superior limbs.

Even if the performances were lower than the performances expected toward the
input time, the experimentation confirmed the good capabilities of SpreadKey to help
our users in the text input task. By increasing the key size and reducing the distance
covered by the cursor, SpreadKey turns the input easier and less tiring physically.

However, the experimentation highlighted two main problems increasing the cog-
nitive charge of the user. At first, the remapping algorithm induces users’ errors in
some identified contexts (cf. previous section). At second, the graphical representa-
tions of aggregation of key displaying the same character do not ease the analysis of
changes operated during the remapping.

Our future works will lead us to solve these problems by adding visual clues.
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Abstract. Text entry is an important and prerequisite skill for people to utilize
the computer information technology; however, people with severe physical
disabilities need appropriated text entry system to interact with computer. The
authors designed a text entry system which integrated on-screen keyboarding
and encoding technique. Furthermore, this integrated text entry system provided
learning strategy and on-screen keyboard layout adaption tools. This study also
introduced the effect of the application of this text entry system on two clients
with severe physical disabilities. The results demonstrated that the text entry
system benefited the clients.

Keywords: text entry, severe physical disabilities, on-screen keyboard, encod-
ing technique.

1 Introduction

Text entry is essential for people to utilize the computer information technology in
performing their daily routine. However, for people with severe physical disabilities,
their physical impairments make text entry difficult and thus obstruct their use of
computer technology.

Various kinds of alternative text entry devices and software are available for the
people with severe physical disabilities. On-screen keyboard and encoding system are
two popular text entry systems. Both commercial and research-based on-screen
keyboards provide multiple and flexible access solutions for user with various
restrictions of motor control [1]. Encoding system is also regarded as an efficient text
entry for those with better motor control capability [2].

Though assistive devices and software ease the difficulties that physically-impaired
users experience in interacting with computers, constraints abound with previous
systems. Based on the authors’ analysis, there are three limitations at least. First,
though most on-screen keyboards offer flexible layout settings, none of them provide
assessment tool to help detect the proper size of layout for the client. Thus, service
provider is required to do the detecting manually and unsystematically. Second, since
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no encoding system embeds learning strategy to assist the user in using the device,
extensive practice is required of novice users to become familiar with the mapping
codes of each character before they can generate the text. Third, no system has
considered the dynamic needs of a client. For instance, current alternative text entry
systems do not integrate on-screen keyboard and encoding system. Therefore, a client
with degenerating motor control capability who no longer could use encoding system
would have no choice but to learn a new on-screen keyboarding system later. Given
the important approach of “Design for Dynamic Diversity” [3], the alternative text
entry system should also attend to the client’s individual needs. Besides, the text entry
system needs to embed assessment and learning strategy so as to facilitate the clinical
professionals in their work of providing proper environment to the clients. To address
the above issues, the current study aims to develop an innovative text entry system to
remedy the constraints and inadequacy of the popular on-screen keyboards and
encoding systems mentioned above.

2 The Text Entry System

This system adopted the idea of “Design for Dynamic Diversity”. Aside from the
popular multiple selection methods (pointing-and-click, dwell, scanning), resizable
layout, and flexible layout arrangement, this system integrated on-screen keyboard
and encoding system into a single but flexible text entry system: an on-screen key-
board software as well as a numeric encoding text entry system when plugged in a
numeric-based keypad or switches. To determine the proper size of the on-screen
layout, the system is equipped with a layout adaptation evaluation program. Further-
more, the system employs visual prompt strategy to help the novice users to use nu-
meric encoding system without spending lengthy time learning the rules of numeric
combination.

2.1 The Layout Adaptation Evaluation Program

Layout size is very important when considering movement speed and accuracy simul-
taneously, as illustrated by Fitts’ Law [4]. The text entry system incorporated a layout
adaptation testing program based on the binary search tree algorithm to determine the
appropriate layout. The use could choose proper layout size from seven different
layout sizes: 740%, 650%, 560%, 470%, 3807, 2907, and 200” pixels in a 1024 * 768 reso-
lution. A layout with a middle size (470%470 pixels) was given in the initial test. A
smaller layout was presented when the initial test result reached the criterion of 90%
accuracy. On the contrary, a larger layout was offered when the user cannot reach this
criterion.

The layout of adaptation evaluation program was shown in Figure 1. The purpose
of testing in each layout was to detect: 1) the reachable range [pressing keys sequen-
tially: x, (, 1, b, (, x, 1, (, b, 1, x, b, x], 2) the accuracy of clicking the single key
[pressing keys sequentially : n, o, k, I, o, n, k, o, I, k, n, I, n],and the adjacent
keys[pressing keys sequentially : g, k, 5, 9, k, g, 5, k, 9, 5, g, 9, g]. The procedure was
repeated until an appropriate layout size for the user was found. On average, the ap-
propriate layout for the user could be found after three or four rounds of test.
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Fig. 1. The snapshot of the layout adaptation Fig. 2. The layout of the on-screen keyboard
evaluation program with alphabetical layout

2.2 The Encoding Text Entry System

In order to ease the novice user of his/her learning load , each character was repre-
sented by two Arabic numerals to make the mapping rule consistent in the encoding
text entry system (ETE system). As the alphabetic layout shown in Figure 2, each
character was generated by two numerals based-on the numeric keypad. For instance,
the letter ‘a’ was generated when the number ‘4’ and ‘7’ are pressed in order. The ‘0’
was used as a cancel key when a typing error occurred.
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Fig. 3. The visual prompt layout of the encoding text entry system

Meanwhile, the visual prompt strategy provided an additional support. As Figure 3
showed, the visual prompts provided navigation mapping codes on the layout when
the system was activated. The cues of number codes liberated the users from having
to learn or memorize the mapping rule while training them to naturally and intuitively
follow the mapping codes with practice. Moreover, such a design also served as a way
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to notify the user either that he/she can proceed to press the next key or that he/she
should modify the first key pressed wrong. In conclusion, the keyboard layout pro-
vided immediate visual feedback to the user’s key pressing by highlighting specific
areas or target keys.

3 Applications

Two severely physically-impaired adolescents in need of a more effective text entry
system experimented on the use of this integrated system. Both obtained individual-
ized support and performed effectively.

3.1 Application on Client with Osteogenesis Imperfecta

Amy was a female with osteogenesis imperfecta. Owing to her weak hand coordina-
tion, she cannot operate conventional keyboards well. She used the point-and-click
selection method with her left hand; however, the text entry performance was poor.
Though having three years computer experience for the purposes of leisure, she was
not familiar with the QWERTY layout yet.

The experiment started with conducting layout adaptation evaluation program to
detect a proper layout for her. The result indicated that level 3 (470* 470 pixels in a
1024 * 768 resolution) was the proper layout size. Her performance was 4.8 charac-
ters per minute (CPM) originally. Amy generated 5.6 CPM at the first trial by using
the integrated text entry system. The performance sped up to 20.6 CPM with about 2
% error rate after the fifteen trials. For more detail about the research, interested read-
ers may refer to our previous study [5].

3.2 Application on Client with Muscular Dystrophy

3.2.1 Participant’s Profile

A 12-year-old sixth grader at a special education elementary school in Taiwan, Dora
was diagnosed with muscular dystrophy and had two years computer experience for
the purposes of education and leisure activities. The fact that she could only use her
left index finger to control conventional keyboards and that she was not familiar with
the QWERTY layout made it a difficult task for her to produce effective interaction
with computers. Nonetheless, with instructions, she could type English letters; how-
ever, it remained challenging for her to perform the Shift key to type capital letters
and punctuation marks.

3.2.2 Intervention
In the process of developing appropriate computer access for the participant, her char-
acteristics should be taken into consideration. Prior to the intervention, the motor
controls of Dora were assessed by the scale of computer access assessment [6].
The authors suggested Dora use a numeric keypad as an adaptive device (as shown in
Figure 4).

The alternating treatments design, a type of single-subject design [7], was employed
to compare the effectiveness of Dora’s original text entry system with ETE system.
Accuracy and speed performance were explored in the performance of text entry task.
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Numbers of correct characters per minute (CPM) in each session represented the speed.
Accuracy referred to the percentage of correct keystrokes in total trials. The interven-
tion included three phases: 1) baseline, 2) comparison, and 3) final.

In the comparison phase, the participant was required to administer three sessions
per week, each session consisting 45 minutes. To reduce the sequence effect of the
two systems, the sequence of the devices alternated in each session. The 45-minute
session started with a 5-minute practice for the first text entry system, and then she
took a test in the following 5 minutes. Afterwards, she took a 5-minute break. Next,
the participant went to the next text entry system, repeating the same process as was
in the first method. Finally, in a sequential manner, the participant first conducted a
5- minute test using the first device and then the second device, with a five-minute
interval break in between. The comparison phase terminated when the performance of
both systems ceased to improve over 15% in three continuous sessions.

Fig. 4. The settings of the two text entry systems for Dora

The experiment used an Acer laptop with a Pentium M 730 Processor 1.5G, 512
MB of RAM, and a 15-inch monitor with 1024x768 pixels for the two keyboarding
conditions. The text entry system and a keyboarding performance evaluation (KPE)
program were installed in the laptop. The KPE program was utilized to generate the
target stimuli and to collect the keystroke and time data. It displayed one English
letter or punctuation mark on the screen at one time. Dora was instructed to press the
matching key on the QWERTY keyboard or ETE system as quickly as possible.
When the character was generated by pressing the key on either keyboard, the next
target character displayed. The KPE system recorded the response time and accepted
the selection without feedback. The KPE system automatically ended when the time
was up.

3.2.3 Results

The CPM performance for Dora was shown in Figure 5. The first trial of the
QWERTY keyboard was 17.3 CPM in the baseline. However, the speed increased to
26.9 CPM by the 8th trial. The CPM mean in the baseline was 24.5, showing a grad-
ual improvement in performance (Z=2.52, p<.01). However, the last three points
showed practically zero slope, which indexed that Dora entered the comparison phase.
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Fig. 5. The typing speed of the two text entry systems during the three phases for Dora

In the comparison phase, the CPM continued to improve from 27.9 to 41.5 CPM with
positive trend. The mean of this phase was 36.6 CPM. The slope changed signifi-
cantly (z=4.45, p<.01). The mean for the last three trails (40.9 CPM) was 1.43 times
as fast as the first three trials (28.7 CPM).

Dora generated 11.5 CPM during the first trial of the coded text entry system. Her
performance displayed steady improvement and, by the 13th trial, she achieved the rate
of 39.1 CPM on D3 on-screen keyboard, reflecting that her performance enhanced by
D3 keyboard exceeded that by the QWERTY keyboard. The mean of this phase was
33.4 CPM. The mean of the last three trials (44.5 CPM) was 3.13 times as fast as the
first three trials (14.2 CPM). The slope of the phase changed significantly (z=4.68,
p<.01) for D3 on-screen keyboard. Since the final three trials were stable, the compari-
son phase was terminated at session 29. Although the mean of the first three trials of
coded text entry system was only 49.5% of the QWERTY, the mean of the last three
trials was 1.09 times as fast as that of the QWERTY. In the final phase, Amy typed
45.0 CPM while the performance was stable and no trend was observed.

Dora’s accuracy in using both keyboards remained consistent across the phases. As
Figure 6 indicates, the mean for accuracy was 97.7% during baseline. The trend and
slope of the phases were virtually zero. The accuracy for QWERTY keyboarding
during the comparison phase remained high (mean=98.3%). The mean of the first
three trials was 97.6% and the last three trails was 98.0%. The change of the slope
was insignificant (Z value of C-statistic=.84).

For D3 on-screen keyboard, the accuracy of the first trial was 95.9% during the
comparison phase. The mean of the first three trails was 97.6% while the last three
trials was 98.7%. The mean of the phase was 98.3% with no significant slope change
(Z=-.35). The accuracy of D3 on-screen keyboard maintained high in the final phase
(mean=98.1%).
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Fig. 6. The accuracy of the two text entry systems during the three phases for Dora

4 Discussions and Conclusions

The current study introduced an innovative text entry system that not only integrated
both an on-screen keyboard and an encoding system, but also embedded a layout
adaptation evaluation program which granted the options of the on-screen keyboard
setting and a visual prompt strategy to encoding text entry system. The effects of the
application on two clients of varied disabilities demonstrated the benefits of the em-
bedding design.

Based on the findings of this study, three conclusions can be drawn: 1) Embedding
visual prompts could facilitate the user experience as he/she employed encoding text
entry system to successfully learn mapping codes of each character. 2) The layout
adaptation evaluation program could assist the clinical professionals in detecting the
proper size of the on-screen keyboard for those who could select the key directly. 3)
The single integrated system could meet the diverse needs of the clients with severe
physical disabilities.

Design for Dynamic Diversity is an ideal philosophy for device design. In compli-
ance with the philosophy, it is essential that the user’s performance be manually
evaluated and the setting be adjusted, which creates complex tasks for clinic profes-
sionals. Based on the findings of this research, it is advised that the text entry system
embed the auto detection function which could record the user’s performance and
then accordingly provide adjusting suggestions. Besides, although the visual prompts
are effective for use of ETE system without requiring users to learn mapping codes in
advance, the effect of memorizing codes was not explored in this paper. The future
system might provide fading strategy after the user could type correctly with visual
prompts further.
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Abstract. This paper introduces a single-key text entry application for
users with severe physical impairments. The tool combines the idea of
a scanning ambiguous keyboard (which promises unusually high entry
rates) with intentional muscle contractions as input signals (which re-
quire much less physical effort compared to key presses). In addition to
the program architecture, the paper presents the results of several eval-
uations with participants with and without disabilities. An entry speed
of 6.59 wpm was achieved.

Keywords: Human-computer interaction, scanning, ambiguous key-
boards, intentional muscle contractions.

1 Introduction

Persons with physical disabilities are often unable to use a standard keyboard
when interacting with a computer. Therefore, text-based communication typ-
ically involves an alternative input method, often relying on scanning. With
scanning, the computer “suggests” an action (e.g., the selection of a character)
by cyclically highlighting through a set of options with a scan delay T (typically
in the range 0.5 s to 2.0 s). The user selects the highlighted option by issuing a
selection marker (which means, for example, pressing a single key or actuating
a physical switch).

Unfortunately, while demanding less physical effort, scanning systems are usu-
ally prohibitively slow — considerably slower than keyboard-based text entry.
Therefore, entering text is often cumbersome for physically disabled users with
the consequence that communication methods requiring fast typing (e.g., In-
ternet chat) are not possible. A fast one-key input device could tremendously
improve the quality of life for physically disabled users by empowering them to
participate in a world of communication opportunities formerly denied to them.

This work builds the idea of a scanning ambiguous keyboard (SAK) — as pre-
sented in ref. [I] — into a fully-implemented system. The SAK approach considers
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multiple selections in a single scan step, which promises unusually high entry
rates. However, SAK designs generally work only for words in a known list — a
dictionary. Our system addresses this using a spell mode to add new words to
the dictionary. In addition, the scanning approach is combined with the input
signals in [2], i.e., intentional muscle contractions, to further reduce the required
physical effort.

The resulting software application — dubbed Qanti for “Quick Ambiguous
Non-standard Text Input” — is a tool specifically for persons with severe physical
disabilities, allowing the user to effortlessly enter text in an acceptable amount of
time. After reviewing approaches to one-key text entry in the literature in section
Bl the Qantisolution is described in section[3l The system’s practical effectiveness
will be demonstrated in several small-scale usability studies in section [l The
paper concludes with a summary and a look at future work.

2 Known Approaches

Making computers accessible to physically disabled users is challenging for at least
two reasons. First, using a computer is virtually impossible without entering text
—and alternative text entry applications (with a small number of keys or input sig-
nals) are therefore needed (e.g., [3]). Second, reducing the number of keys to rep-
resent the 26 letters of the alphabet (plus certain “special” characters like space,
dash, apostrophe or various punctuation) brings about special challenges [45].

To confront these challenges, numerous acceleration techniques supplementing
the scanning idea [6] have been developed. A straightforward idea is to reduce
the scan delay, as a shorter delay increases the speed. But there is a trade-off:
very short delays cause erroneous or missed selections, reducing the entry rate.
The approach of Simpson and Koester [7] tries to cope with this problem by
dynamically adapting the scan delay (“on the fly”) based on user performance.

Another idea is to use word completion (e.g., [8]), where the computer tries
to “guess” a word based on the characters entered so far. Displaying a list of
candidate words and offering a mechanism to select the desired candidate early
helps save “keystrokes” (i.e., selections). However, constantly having to inspect
the candidate list also increases the cognitive load on the user.

As text entry progresses, selectable options might increase in likelihood com-
pared to alternatives (according to syntactic or semantic considerations). The sys-
tem described by Wandmacher et al. [9] takes advantage of this by dynamically
reordering the scanned options, so that more likely options are selected faster.

The solution presented here reduces the number of steps in a scan cycle by
associating more than one character to a single virtual key (also [I0]). The ac-
tual words belonging to the key sequences are computed using dictionary-based
disambiguation.

3 Software Tool

The text entry application Qanti is depicted in fig. [l It divides the screen into
four areas: the sequence selection area on the upper left, an output area on the
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Fig. 1. Specialized writing tool Qanti

upper right showing the text entered so far, an information area on the lower
left, and a large 4 x 4 scanning board on the lower right.

3.1 Typical Operation

Entering a word typically involves three phases: a sequence selection phase, a
candidate selection phase, and a finalization phase. First, the user enters a se-
quence consisting of the linearly scanned virtual keys in the sequence selection
area by issuing intentional contractions as selection markers. Each of the first
three keys is associated with approximately one third of the alphabet (in anal-
ogy to a phone keypad where most keys are associated with three letters). An
important property of this phase is that the scanning timer is reset after each
selection with the highlight persisting on the current key. As a consequence, the
user can make multiple selections during a single scan step — which makes the
method enormously fast.

The program responds to each selection of a “character key” by determin-
ing all candidate words matching (and completing!) the current sequence in a
frequency-ordered dictionary. The 16 most frequent candidates are displayed in
the information area (in alphabetic order) and on the virtual keys of the two-
dimensional board (ordered by frequency). If the desired word is among those
presented, the user can switch to the next phase by selecting the fourth virtual
key in the sequence selection area. After the selection of the intended candidate
(using conventional row-column scanning), the user is prompted to finalize the
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word by choosing a modifier (which adds a space, comma, or period at the end
or capitalizes the first character).

Note that the candidates are not placed in a “row-oriented” but in a “diagonal-
oriented” order on the 2d-keyboard (seen from the button indexes in fig.[Il). The
reason for this is the selection time required using row-column scanning — for
instance, selecting the third button in row 1 (which would be the position of
candidate 3 in “row-oriented” order) takes longer than selecting the first button
in row 2 (the “row-oriented” position of candidate 5)!

Finally, a feature of the software is its multilingual support. The user may
choose either English or German. This choice affects the output strings used
throughout the program, the pre-loaded dictionary, and the selectable characters,
for instance, “umlauts” when using German.

3.2 Menu Mode

In addition to typical word selection, the user can enter a menu mode by se-
lecting the fourth “sequence key” without prior selection of a “character key”
(i.e., without any other selections in the same scan cycle). The menu options
include reseting the current sequence, configuring the scan delay, or invoking
a conventional row-column scanning keyboard for entering “out of dictionary”
words.

Another option launches an automated test protocol which randomly selects
phrases from a phrase set supplied to the program, displays the phrases in the
output area, and records the time for the user to copy the phrases.

After starting the test, an additional timer is displayed (not shown in fig. [I])
together with the phrase to be copied. The user then has the opportunity to
study the phrase and “plan ahead”, because the timer is halted until the next
input signal. When the user is finished transcribing the phrase, he/she can add a
newline character. Qanti responds to that by computing the current entry speed
— in words per minute (wpm) — etc., writing the statistics to disk, and displaying
the next phrase to be copied (with the timer again suspended until the user
issues another input signal).

3.3 Input Signals

As already mentioned, the software supports intentional muscle contractions
as input signals. The operation of the program relies on scanning through a
number of options, and to make a selection in this context, the user just issues
tiny contractions of a single muscle of choice.

To detect those contractions, the activity of the muscle in question — indirectly
recorded with the help of a piezo element — is constantly compared to a user-
dependent threshold. Exceeding this sensitivity threshold triggers a contraction
event and, thus, a selection.

The prototypical configuration — utilized in the evaluation studies in the next
section — is tailored to the brow muscle, i.e., it involves a piezo pressed against
the eyebrow by means of an elastic sports headband. The study participants



132 T. Felzer et al.

therefore merely needed to raise the eyebrow (or to frown), in order to produce
selection markers.

4 Empirical Data

The program is particularly powerful concerning long and frequently used words.
For instance, Qantiallows the user to enter the 14-character string “International ”
(including the trailing space) in less than 12 seconds. This is of course a non-
typical, very advantageous example, yet it shows that peak velocities of more than
1 character per second (i.e., more than 12 wpm) are possible in theory.

The practical aspects of Qanti were tested through three studies: a pilot study
with one subject diagnosed with Friedreich’s Ataxia (FA), an attempted (but not
completed) test with two subjects with Spinal Muscular Atrophy (SMA), and a
usability study involving five able-bodied users. Each participant was male and
between 22 and 39 years old.

The task of all eight subjects was to copy phrases — as quickly and accurately
as possible (correcting errors if noticed) — presented at random from a phrase
set supplied to the program. It was ensured that each unique word in the phrase
set was also in the program’s dictionary. The phrase set consisted of 56 common
German sayings and proverbs with an average length of 56.2 characters (ranging
from 31 to 81) — some typical examples are shown in fig.

Es wird nichts so heifl gegessen, wie es gekocht wird.

Whichst das Gras im Januar, so wéchst es schlecht im ganzen Jahr.
Was du heute kannst besorgen, das verschiebe nicht auf morgen.
Wer anderen eine Grube gréabt, fallt selbst hinein.

Wovon man nicht sprechen kann, dariiber muss man schweigen.

Fig. 2. Sample phrases used in the evaluations

The FA patient in the pilot study has used a wheelchair for more than 20 years
and has considerable motor problems. However, his usual method of entering text
involves a standard keyboard at a typing rate of typically 3 — 6 wpm. He has
participated in a number of empirical studies concerning alternative text entry
and intentional muscle contractions. He was even familiar with Qanti, so he was a
perfect choice to do some initial tests and verify that the software runs smoothly
(the purpose of the pilot study).

The task was to enter five blocks consisting of three phrases each, using the
participant’s preferred scan delay (1000 ms). To avoid over-exertion, rest inter-
vals of at least five minutes were inserted between blocks, and the test protocol
described in the previous section provided for additional pauses between indi-
vidual phrases. The average entry speed achieved in the five blocks is illustrated
in fig. Bh).

The participant indicated that he was quite satisfied with this result (around
2.5 wpm), which was close to the lower bound of his usual typing speed — yet
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Fig. 3. Entry speed (in wpm) achieved in the evaluation studies: a) Pilot study with
one participant with FA (using a scan delay of 1000 ms); b) usability study with five
able-bodied participants (the scan delay was 1000 ms in block 1 and decreased by 50
ms per block, finishing at 500 ms in block 11)

requiring only a fraction of the physical effort (raising the eyebrow versus manual
typing). In addition, he proceeded to achieve even higher rates with extended
training.

After the successful pilot study, the program was considered ready for evalu-
ation by members of the target population. Two participants with SMA (both
not able to enter text manually at all) volunteered for this evaluation. The plan
was to explain the program and to have them try the input concept in two ini-
tial sessions (one for each) and to have them copy an indetermined number of
phrases (as many as they would like) in timed test sessions.

The participants were both able to produce intentional muscle contractions
and to use those to operate the program in the individual initial session. Each
of them proved this by spelling his first name with the row-column scanning
keyboard as well as adding it to the program’s dictionary and subsequently
retrieving it using the three-phase word selection process detailed above. Unfor-
tunately, due to medical problems which emerged on that day (not caused by
the use of Qanti), the actual tests had to be canceled.

The participants for the third study were recruited among the students of
the Technische Universitdt Darmstadt. Again, the testing was divided into two
parts for each subject. At first, the participants were introduced to the software.
Afterwards, they engaged in a session containing up to 11 blocks. Each block
consisted of three sentences taken from the phrase set mentioned above. The
difference between the successive blocks was the scan delay decreasing by 50
ms per block, starting at 1000 ms. The users’ task was to copy the presented
sentences and proceed from one block to the next until they were not able to
keep up with the scan delay.

Fig.Bb) shows the entry speeds of the participants plotted against the blocks,
which corresponds to a decreasing scan delay. The differences between the single
sentences within the blocks of the individual participants are not shown — the
values in the chart represent an overall average. It is evident in the chart that
the entry speed is increasing with decreasing scan delay. Starting at 2.22 wpm
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at 1000 ms, the average speed increases to 6.59 wpm at 500 ms (block 11) due
to the shorter waiting intervals. At the same time, the standard deviation (rep-
resented by the error bars in the figure) is rising with the blocks. This is caused
by the increased concentration required. Some participants had problems in con-
centrating at lower scan delays, while others were able to raise their entry speed
even more, because they were able to retain their concentration. In addition to
that, the participants aborted the test when they were not able to keep up with
the delay. The first participant aborted the test after accomplishing the 700 ms
block, the next two after the 650 ms block. The remaining two aborted after
550 ms and 500 ms. So the last block of the chart does not have an error bar,
because it relies on the results of one participant only.

Another interesting result is the number of sentences entered correctly. This
number increased with the decreasing scan delay at the beginning of the study
due to learning effects of the participants (increasing from 2.4 correct sentences at
1000 ms to 3.0 correct sentences at 850 ms). It decreased to 2.0 correct sentences
at 650 ms, because the participants had to concentrate more to keep up with
the scan delay. At delays between 600 ms and 500 ms, it was increasing again
due to the fact that only the most proficient participants were able to continue
with short delays.

5 Conclusion and Future Work

A tool for fast but effortless text entry designed for persons with severe phys-
ical disabilities has been introduced. The software makes use of scanning and
thus allows users to enter text with a single input signal — an intentional muscle
contraction. Entering a word typically involves producing a sequence of three
“character keys” — each ambiguously representing about one-third of the al-
phabet — and selecting the desired candidate from a list of words matching or
extending the entered sequence within the program’s dictionary.

Empirical data collected in several evaluation studies confirm the practical
usefulness of the approach. The resulting entry rates ranged from 2.5 to 6.5
wpm, which is quite competitive for a scanning program, given that Qanti is a
ready-to-use system supporting error correction and out-of-dictionary words.

The achievable entry rate heavily depends on the dictionary used by the sys-
tem, so updating this dictionary yields a huge potential for future work. In this
respect, it is planned to automatically extract a personalized corpus from text
files already written by the user. Another idea for future work is to integrate
Qanti into higher-level software — for example, the scanning-based telephony
application of ref. [I1] — as a universal text entry sub-system.

Acknowledgments. This work is partially supported by DFG grant FE 936/3-2
“The AID package — An Alternative Input Device based on intentional muscle
contractions”.
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Abstract. This paper presents a prototype single-switch scanning system with a
four-key ambiguous keyboard. The keyboard consists of only three keys for
letters and an additional key for editing and extra functions. The letter-to-key
assignment is based on the shapes of lowercase consonants, and vowels are al-
phabetically distributed among the keys. An adaptation of the "one-key with
disambiguation" algorithm has been used to increase text entry speed. The sys-
tem has been implemented for Spanish language.

Keywords: Ambiguous Keyboards, Scanning Systems, Text Entry, AAC.

1 Introduction

People with severe motor disabilities usually require scanning systems (ScS) to enter
text into a computer or even to communicate with other people. Traditional ScS
are based on a scan matrix with one character per cell. We present in this paper a
single-switch ScS prototype with an ambiguous virtual keyboard and a predictive
disambiguation algorithm. The keyboard layout is based on what we have called CGA
(Character Graphic Association), a new, easy-to-learn way to assign letters to keys
depending on the consonants' shape. The keyboard presents only 3 keys for letters and
one extra key for editing and extra functions. Predictive disambiguation algorithms
are typically used in mobile phones and we adapted the "one-key with disambigua-
tion" algorithm to a single switch ScS with ambiguous keyboards, as described in [1].
Using this algorithm requires one keystroke per letter and another to select the desired
word in the list of proposed words.

The use of ambiguous keyboards in ScS is not new. In the literature we can find
several ScS using different layouts styles: abc layouts such as SAK [2], optimized
layouts such as AKKO [3] or even graphical layouts such as UniGlyph [4]. Other
common ambiguous keyboards used in cell phones follow QWERTY ordering. The
user interface and the use of extra keys are different for each proposal.

Having several letters on each key makes it necessary to use a method to indicate
to the system the intended character or word the user wants to enter. The most used
disambiguating proposals in mobile phones are multitap, two-keys, and one-key with
disambiguation, as described in [5]. The first two are non-predictive methods and
the last one is a predictive method based on a dictionary. Most ScS with ambiguous

K. Miesenberger et al. (Eds.): ICCHP 2010, Part I, LNCS 6180, pp. 136/-1392010.
© Springer-Verlag Berlin Heidelberg 2010
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keyboards use predictive methods. In [6] we also propose an adaptation of the multi-
tap method to ScS.

2 The Prototype

2.1 CGA Layouts

CGA represents a new way to assign letters to keys and allows us to generate key-
board families with two, three and four keys. We group the consonants that share the
same position with respect to the lines on ruled paper, when letters are handwritten on
the lines. As shown in Fig. 1, these groups are: (1) consonants exceeding the top line
(b, 4, f, h, k, 1, t); (2) consonants between the lines (¢, m, n, 1, s, v, w, X, z); and (3)
consonants exceeding the bottom line (g, j, p, q, y). This classification of letters is
quite intuitive and very easy to learn and remember. In order to improve performance,
vowels are treated in a different way: (1) only consecutive alphabetically-ordered
vowels can be assigned to a key; and (2) the keyboard must be able to display the five
vowels in strict alphabetical order. The layout in the prototype, named CGA3-122", is
shown in Fig. 2 and follows our CGA criteria.

2.2 Disambiguation Algorithm and User Interface

The disambiguation algorithm used is the Word Level Disambiguation Mode, similar
to the "one-key with disambiguation" used in mobile phones but adapted to the single-
switch ScS, as described in [1]. It uses neither a separate key for space nor one for the
"next" function typically used in the disambiguation process. Both keys are replaced
by a combination of automatic and inverse scanning and the allowance of long and
short presses of the switch. Text entry is accomplished through two phases. The first
phase (or cell selection phase) is equivalent to the action of pressing the keys on a
"physical" keyboard, but using automatic scanning. The cursor advances to the next
cell each scan period using automatic scanning and the user presses the switch once
for each letter of a word, except the last one. Fig. 2 shows the cell selection phase
window, and the user is typing the Spanish word "pescado” (fish). The sequence of
cells selected (code sequence) is 122213 for the first 6 letters of that word. Entering
the last letter is done by keeping the switch pressed when the desired cell is high-
lighted. This tells the system that this was the last letter in the word, and a space will
be added after the word disambiguation. In the later example, the last letter for
"pescado” is "0", so the user keeps the switch pressed when the cell on the right is
highlighted (corresponding to code 3). Then the second phase (disambiguation phase)
starts (Fig. 3). The words in the dictionary that share the same sequence of selected
cells (code) are shown one after another, the most probable one first, by using inverse
scanning on a wide key replacing the CGA layout (Fig. 4). The selection of a word is
done by releasing the switch when the desired word appears on the key. Then the

" CGA3-122 is the given name for the 122nd layout in our three-key family list of keyboards.
2 Numbers represent the selected cells for each letter of the word: 1 for the cell on the left, 2 for
the middle one, and 3 for the cell on the right.
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word is accepted and a new word can be typed again. The word dictionary consists of
the 11,000 most frequently used words in Spanish.

The prototype implements basic editing functions such as "delete character" or
"delete word". In the cell selection phase window when the key labeled as "Borrar"
("delete" in Spanish) is selected, another window presents functions to delete a char-
acter or a word, and also implements a text to speech characteristic to read aloud the
typed phrase.

& Comunicador AGC Predictivo Q@@

Comunicador AGC Predictivo

(&H H | = | = | F]
Borrar Acerca de
bdfhkit CMNrSYWXZ gipay
Fig. 1. Icons representing groups of Fig. 2. Main window (cell selection phase)
consonants
& Comunicador AGC Predictivo E@E|
Comunicador AGC Predictive
privado
] pescado
privado pensado
Acerca de ol glo
Fig. 3. Disambiguation phase Fig. 4. Word Selection

3 Discussion

The use of CGA layouts is very convenient for people with motor disabilities and
presents the following advantages: it is easy to learn and remember; simple icons
represent the set of consonants in each cell; and keyboards have very few keys. One
of the advantages of CGA keyboards is the ability to generate different layouts simply
by assigning vowels to other keys. This way it is possible to find a layout with better
performance when using another linguistic model, another disambiguation method, or
even for other languages with Latin alphabets. Reduced devices implementing predic-
tive algorithms usually require the use of a key for the "space" character and another



A Prototype Scanning System with an Ambiguous Keyboard 139

to select the desired word ("Next" key). The proposed algorithm avoids the use of
both keys although other implementations with other disambiguation algorithms may
require them. Although this prototype has been implemented for the Spanish lan-
guage, performance prediction for expert users has been done with the linguistic
model and parameters described in [1], concluding a text entry speed of 16.6 wpm [7].

4 Conclusions and Planned Lines of Research

This prototype ScS combines an easy-to-learn ambiguous keyboard and a predictive
disambiguation method. The expected advantages are a low learning time and a faster
text entry rate mainly due to the reduction of the number of scan cycles to reach the
cells during scanning and the use of prediction.

We are currently working in two areas: (a) adapting a character level algorithm
similar to multitap which is described in [1] and [6]; and (b) incorporating other char-
acters such as numbers and punctuation items. We have also planned to conduct
experimental tests with users.

Acknowledgments. This study has been partly funded by Cétedra Telefénica - UPV.
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Abstract. Ambiguous keyboards can be used instead of scan matrices in
Scanning Systems in order to increase the text entry rate. We present a novel al-
ternative to assigning letters to keys by taking into consideration the shapes of
lowercase letters in order to create simple layouts, leading to families of key-
boards with 2, 3 and 4 keys. We have chosen the best 3-key layout using a
single switch scanning system and a word level disambiguation algorithm with
a 10,911 word dictionary and we have tested it. We predict 16.6 wpm for an
expert user with a 0.5 second scan period.

Keywords: Ambiguous Keyboards, Scanning Systems, Text Entry, AAC.

1 Introduction

Keyboards with fewer keys than characters (ambiguous keyboards) can be used in-
stead of scan matrices in Scanning Systems (ScS) in order to increase the text entry
rate. Different arrangements of characters produce different layouts, trying to com-
bine ease of learning and performance. We present a novel alternative to assigning
letters to keys by taking into consideration their graphical characteristics in order to
create simple layouts. We named it CGA (Character Graphical Association). We then
analyze the performance of a 3-key CGA layout named CGA3-122" when used in a
single-switch ScS with predictive disambiguation as described in [1].

The use of ambiguous keyboards in ScS is not new. In the literature we can find
several ScS using different layouts styles: abc layouts such as SAK [2] (Fig. 1), opti-
mized layouts such as AKKO [3] (Fig. 2) or even graphical layouts such as UniGlyph
[4] (Fig. 3). Other common ambiguous keyboards used in cell phones follow
QWERTY ordering. The user interface and the use of extra keys are different for each
proposal. Having several letters on each key makes it necessary to use a procedure to
indicate to the system the intended character or word the user wants to enter. The
most used disambiguating proposals in mobile phones are multitap, two-keys, and
one-key with disambiguation, as described in [5]. The first two are non-predictive
methods and the last one is a predictive method based on a dictionary. Most ScS with

' CGA3-122 is the given name for the 122nd layout in our 3-key family list of keyboards.
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ambiguous keyboards use predictive methods. In [6] we also propose an adaptation of
the multitap method to ScS.

1.1 CGA Layouts

CGA represents a new way to assign letters to keys and allows us to generate keyboard
families with two, three and four keys. We group the consonants that share the same
position with respect to the lines on ruled paper, when letters are handwritten on the
lines (Fig. 4). These groups are: (1) consonants exceeding the top line (b, d, h, k, 1, t);
(2) consonants between the lines (c, m, n, 1, s, v, W, X, z); and (3) consonants exceeding
the bottom line (g, j, p, g, y). This classification of letters is quite intuitive because it is
easy to associate a letter with its drawing when using appropriate icons on top of the
keys (Fig. 5). When handwritten, the "f" letter exceeds both lines. Performance reasons
should be taken into consideration for choosing group 1 or 3 (Fig. 5).

bjkno adfpqg ceghi
ABCDEFGH IJKLMNOP QRSTUVWXYZ SUVWX - Imyz

Fig. 1. SAK layout Fig. 2. AKKO layout
bdfhkI1t
[\fll()}[—J CmnNnrsvwxz
(AKMNRVWXYZ) (BCDGOPQS) (EFHIJLTU) g j p q y
Fig. 3. UniGlyph layout Fig. 4. Groups of consonants

‘ o

x| F/ =
F Sl

(Group 1) (Group 2) (Group 3)

Fig. 5. Icons representing groups of consonants Fig. 6. Several CGA layouts

‘ e

Vowels should be treated in a different way because all of them belong to group 2
and the sum of their frequencies in English represents more than 26% of all possible
character frequencies. In order to improve performance, it is necessary to distribute
the vowels among different keys. The following requirements should be fulfilled in
order to make it easier for users to learn the layout: (1) only consecutive alphabeti-
cally-ordered vowels can be assigned to a key; and (2) the keyboard must be able to
display the five vowels in strict alphabetical order. Fig. 6 shows some examples of
four, three and two-key layouts with the vowels printed on the keys. CGA3-122 is the
3-key layout shown in Fig. 6, with "f" letter in group 1.
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2 Methods

The research is done using the word-level disambiguation proposal in [1]. Using a
combination of automatic/inverse scanning and short/long keypresses avoids the need
for separate keys for the space character and the next function (typical in predictive
disambiguation modes). The operation of this proposal is composed of two phases.
The first one is the cell selection phase. Using automatic scanning, the user presses
the switch when the desired cell is highlighted. This is done for all the characters in a
word except for the last one. For the last letter, the user presses and keeps the switch
pressed, indicating to the system that the word is finished. Then, the disambiguation
phase starts, presenting the suggested words one after another using inverse scanning.
When the desired word is shown, the user releases the switch and the word followed
by a space is entered into the system. The word-frequency list used is the same as
described in [1] and also the order in which cells are scanned according to their prob-
abilities. Considering keystrokes both the action of pressing the switch and cursor
movements, a parameter that comprises all kinds of keystrokes is ny or average
weighted number of keystrokes per word (Equation 1) [1], where ny(w) is the
weighted number of keystrokes in word w, and p(w) its probability. Additionally, wg,
we, and w; are the weights for the scan cycles, the short and the long presses of the
switch respectively, and ng, nc and n; are the average values of the respective number
of keystrokes.

My :anw(w)'p(w)zws'”s+Wc'”c+WL'nL' (D

Text entry rate in wpm (words per minute) can be obtained from Equation 2 [1],
where T is the scan period.

wpm=60/(T -n,). )

3 Results and Discussion

The estimated text entry rate for the proposed keyboard CGA3-122 is 16.6 wpm,
taking into consideration the following assumptions: a scan period of 0.5 seconds and
the weights used in [1], i.e. ws=1, wc=0.5 and w;=1. If we consider the ScS with the
same disambiguation algorithm but we replace CGA3-122 layout with other 3-key
layouts and keep all the parameters constant, we obtain the following rates: (15.1wpm
for the SAK layout), (15.6 wpm for the AKKO layout) and (15.6 wpm for the
UniGlyph layout). CGA3-122 presents the best performance among the 3-key layouts
studied for this particular ScS. This is mainly due to the reduced number of key-
strokes in phase 1 compared to other layouts that mainly try to minimize the number
of keystrokes in the disambiguation phase [7].

The use of CGA layouts is very convenient for people with motor disabilities and
presents the following advantages: it is easy to learn and remember; simple icons
represent the set of consonants in each cell; and keyboards have very few keys. The
ability to generate different layouts allows us to find a layout with better performance
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when using another linguistic model, another disambiguation method, or even for
other languages with Latin alphabets.

4 Lines of Research

We have planned several lines of research in two main areas. The first area is related
to using other disambiguation modes, and the incorporation of other characters such
as numbers and punctuation items. The second area is focused on conducting some
experimental tests with users in order to study the system usability and to validate the
analytical results.
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Abstract. This paper focuses on metacognition and reading comprehension
processes in hearing impaired students, as deafness causes a number of linguis-
tic difficulties, affecting the comprehension and production of written text and
reducing interest in reading. Then a web tool called Gym2Learn is described
and the results of a single-subject-design are discussed. In conclusion, the
effects of this system on deaf students’ learning performance are highlighted.

Keywords: Hearing impaired, Web tool, Metacognition.

1 Introduction

Deaf people communicate using sign language which exploits a visual-gestual com-
munication channel, particularly suited to their experiences of the world. Since the
deaf have never been immersed in the so called "sound bath", the mixture of sounds,
words and speech in the surrounding environment, they are lacking in knowledge
about the "acoustic" world. They make up for this with sight, which also serves as a
tool for acquiring knowledge, decoding reality and communicating. Consequently, the
deaf mostly learn through vision and they also think using visual images and mental
representations of their observations, opinions and views.

The use of spoken language does not reflect the style of knowledge or communica-
tion of deaf people, and this leads to severe difficulties in producing and understand-
ing written language. Their inability to use acoustic memory means that the deaf have
to learn a language without listening to it and this often makes it difficult for them to
understand and produce spoken and written language. As far as reading comprehen-
sion is concerned, it can be defined as the convergence of two components: decoding
and linguistic comprehension [1], where decoding refers to 'efficient word recogni-
tion, and linguistic comprehension is "the ability to take semantic information at the
word level and derive sentence and discourse interpretations” [2].

Consequently, reading difficulties can be due to decoding problems, comprehen-
sion problems or to the interaction between the two aspects. Decoding and linguistic
comprehension are both necessary to read but depend on different skills, in particular
decoding skill is closely related to phonological skill while linguistic comprehension
depends upon general language skill [3].
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The literature on this topic has shown that the reading comprehension skill of deaf
children is very low; specific research on reading skills of deaf students between 8
and 18 years of age detected a leveling off at the third — fourth grade [4,5,6,7,8,9].

The ability to identify the words is one of the main aspects determining reading
comprehension. Nevertheless deaf children cannot access the spoken language and
phonetic information, foreclosing in this way the identification of words based on
phonemic skills [10,11].

Since in our society information is conveyed by means of the acoustic channel or
the written language which present difficulties for deaf people, it is evident that a
wide gap exist between people with normal hearing and the deaf. Of course, the diffi-
culties of text comprehension persist in online reading too.

During the last few years, the new communication technologies have opened up
many possibilities for the deaf to improve their life style.

The Communications Committee of the European Union states that “ICT plays a
key role in the daily activities of any person. Whether it is employment, education,
leisure, or at home, ICT is present in the form of computers, telephones and TV
equipment. With the development of technology and the convergence of new plat-
forms, these devices will play an increasing role in our daily activities. Many new and
complex services are being offered through them. Access for people with disabilities
to the Information Society is crucial for their integration and participation and their
development as citizens with equal rights”.

2 Deaf and Technology: The System Gym2Learn

Technology can effectively help people with disabilities to be fully integrated into
social life and there is a close link between machines and human wellbeing.

In particular, with regards to the reading skills of deaf students, various technologi-
cal tools have been developed which aim to meet their specific needs.

However, the development of technology for deaf people is mainly focused on im-
proving their ability to communicate with each other, on enhancing their linguistic
knowledge and, at school level, on improving their competences and skills, but it does
not take into consideration aspects outside the linguistic sphere.

Our work, instead, focuses on specific aspects of text comprehension and autono-
mous learning, using both traditional and technological educational tools.

In this framework, at the Institute for Educational Technology of the Italian CNR,
we have developed Gym2Learn [12], a system to support online learning, based on a
new annotation tool on web pages, which is easy for deaf people to use as well and
has some features particularly suited to their needs.

Gym2Learn is a Mozilla Firefox browser add-on, extending the standard function-
alities and allowing students to apply web annotations. The innovative aspect of the
system is the process of creating notes linked to the application of cognitive strategies
for text comprehension (recalling previous knowledge: formulating hypotheses and
verifying them during surfing: asking and answering questions to verify comprehen-
sion: identifying important parts of the text). The system first trains the students in
these strategies and then supports them in applying the strategies during online study
and surfing.
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The training area has been developed as a web site in which students do hyper-
texual exercises and learn the strategies indicated above, becoming familiar with their
main characteristics, the procedures for applying them and the context in which they
are most effective.

The phase of web surfing, called the execution phase, offers students the opportu-
nity to apply the strategies learned during the training phase. The student, through a
simple graphical interface, can add his notes on web pages whose structure is isomor-
phic to the strategy selected. For example, when the student posts a note related to the
strategy of "previous knowledge", the system asks him to describe the content he
already knows and which he wants to link to an element of the page selected for the
annotation.

The overall purpose of the annotation procedure is to give more importance to the
student's cognitive and metacognitive processes than to the content of the annotation.

The activation of cognitive and metacognitive processes, in fact, assumes a key
role in the processes of elaboration of the contents and has a positive influence on the
student's performance.

The first release of the Gym2Learn system provided only a textual channel in the
annotation mechanism.

After the first testing session with deaf students in a secondary school in Palermo,
the results of which are soon to be published, it was decided to extend the functional-
ities of the system and include a new annotation mechanism with audio and video
channels. This new multimodal approach makes it possible to target students with
disabilities, providing them with a flexible system which caters for different learning
styles and allows students to customize their learning activities according to their
cognitive potential.

From a technical point of view, Gym2Learn is based on a client-server architecture
consisting of a server for storing notes, a streaming server for managing audio and
video resources and a client extension of the Firefox browser to access the system
functionalities.

The annotations are modeled as a class of metadata. For the implementation of this
architecture, the system adopts Annotea and extends the RDF Schema with the intro-
duction of a specific namespace characterized by 4 types of annotation corresponding
to the comprehension strategies implemented.

Each cognitive strategy is a type of annotation modeled according to an RDF
schema in order to store properties about the strategy. This connection between com-
prehension strategy and type of annotation is implemented by extending the RDF
schema with the metadata related to the properties of each comprehension strategy. In
this way the action of creating an annotation corresponds to a specific comprehension
strategy exercise that the student activates by selecting some texts on the document
and using the pop-up menu to trigger the specific function.

In particular, in the case of deaf subjects, the use of the Gym2Learn video channel
represents a new form of web annotation that can be defined as "Lis Annotation for
Web Learning" (LAWL). In this approach, the deaf student can take notes using the
linguistic channel that he likes best, by means of a video recording in LIS that corre-
sponds to a specific cognitive strategy, in which he has been trained and supported by
the ICT tool.
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Gym2Learn can help students become autonomous during study and free online
consultation, providing strategies that enable the user to make the most of his own
capabilities and the various opportunities on offer on the web.

3 A Case Study

3.1 The Profile

Emilia is a 17 year old student with a profound bilateral neurosensorial hearing defi-
ciency; her parents are deaf and they use the Italian Sign Language (ISL) to commu-
nicate. Emilia attends the fourth class of secondary school supported by a Personal
Communication Assistant (PCA) and she speaks ISL as L1. Her scholastic perform-
ance is adequate and her favourite subjects are maths and art history.

She has the typical difficulties of hearing impaired (HI) students and in particular
she shows problems in decoding, comprehension and in oral and written communica-
tion. Nevertheless, teachers did not schedule an individual curriculum path for Emilia
that has enriched the planned learning goals with good results.

As far as the social area is concerned, Emilia is well integrated in the class, and has
high motivation and a positive attitude to socialization. She uses the different accom-
modations easily and she likes the Internet very much, especially for chatting with
other deaf friends. She has no difficulty in working autonomously, although she pre-
fers asking her sign language interpreter to help her communicate with teachers and
classmates because this is simpler and more convenient.

3.2 The Work Plan

The experimental phase was subdivided into ten sessions, one per week, each lasting
ninety minutes; a sign language interpreter helped Emilia in carrying out the activities.

The first session aimed to familiarize her with the research team and the objectives
of the study. For this purpose the team interviewed Emilia to find out about her study
methods and specific learning habits and difficulties; she also completed two different
questionnaires as described below.

During the second session, the researchers showed Emilia the Gym2Learn system
and explained its theoretical background, focusing her attention on the importance of
metacognitive strategies for learning both in traditional and online environments.

During this phase Emilia became familiar with the system and she was also
supported in understanding how to use it correctly.

Then, three sessions focused on training in metacognitive strategies supported by
Gym2Learn. As described above, in this area Emilia did some exercises to learn,
directly online, the implemented metacognitive strategies and the ways for applying
them effectively.

Afterwards, Emilia was engaged in three executive sessions during which she used
the Gym2Learn functionalities to apply the strategies learned in the previous training
phase for studying curricular topics. At the beginning of the activity, Emilia accessed
a web page containing the task, the web resources to use and the instructions for pro-
ducing a final piece of work which was later used to evaluate the activity.
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The topic of study was global warming, including the causes, effects and solutions
to this problem. During the navigation phase she could surf both suggested websites
and websites of her own choosing, deciding how and when to adopt one or more of
the text comprehension strategies.

The last session aimed to post test and evaluate whether the system had been useful
in improving Emilia’s online reading comprehension and metacognitive awareness in
the use of cognitive strategies.

3.3 The Measure of Metacognitive Skills

The metacognitive skills were measured by the questionnaire Prova di Metacompren-
sione (PM) designed by Pazzaglia [10] to assess the metacognitive factors activated
during reading and comprehension of a text. It consists of 34 questions which focus
on the following areas (Tab. 1):

Table 1. Number of items in each area of the PM questionnaire

Area No. Items
Knowledge of reading aims 8
Comprehension Check 8
Knowledge of strategies 8
Sensitivity to text 8

Most items have multiple choice answers and the student is asked to express her
opinions about the reading aims, to identify the most effective strategy to carry out
reading tasks, to judge the complexity of the text and the type of literary genre to
which it belongs. In this study, we used the total score of the PM scale.

3.4 Self-evaluation of Metacognitive Skills

The total score of the MSI questionnaire was calculated to measure the increase of
self-evaluation in metacognitive skills.

The MSI consists of 13 items subdivided into four areas (recalling previous knowl-
edge; formulating hypotheses and verifying them during surfing; asking and answer-
ing questions to verify comprehension; identifying important parts of the text). For
each item, the student must select one of four possible answers to best describe the
most useful comprehension strategy.

4 Results

The results of the tests showed that the student was able to evaluate both positively
and negatively the task she was performing but that she was unaware of the control
and evaluation mechanisms she was using. Moreover, Emilia has sufficient command
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of reading comprehension skills but is hampered in applying them by her disability. It
should be pointed out that while Emilia was performing the tests she made some mis-
takes which can be explained with reference to the context of deafness as a specific
life situation that also influences learning. In the MSI test, item number 4, “For good
reading comprehension, it is a good idea:

— To read the text again to make sure that all the words are pronounced correctly.
— To ask for help with difficult words.

— To copy all the words in bold and italic.

— To evaluate if I have answered correctly.”

Emilia responded “To ask for help with difficult words”, although the correct answer
was “To verify whether I have responded correctly to the questions”; in the same way,
for item 7 where the question was the same, she responded: “To Ignore/skip words I
do not know” while the correct answer was “To formulate hypotheses to guide my
reading”. These responses must be considered in the context of a deaf person who
has difficulty understanding the meaning of a written text due to poor command of
oral language because teaching strategies are focused on morphology and on the or-
thoepical emission of speech rather than on the meaning of words.

During the training phase, Emilia experienced difficulties in understanding descrip-
tions, assignments, and evaluation tasks due to limitations in her vocabulary. In the
evaluation it was therefore necessary to separate the accuracy of the task performed
from the quality of the text produced. In fact difficulty in developing inferences, de-
tecting inconsistencies, understanding differences between apparently similar infor-
mation and interpreting metaphorical messages or idioms sometimes led the student to
carry out the task inadequately from the point of view of content.

In performing the tasks, the student used the annotation system Gym2Learn cor-
rectly and applied the strategies she had learned, thus showing she understood their
relevance and the functionalities of the system.

When she was using the system it was necessary to separate the evaluation of the
task performance from the quality of the text produced. The notes she added, while
containing errors of content and form, were correct with respect to the strategies she
used. In particular Emilia preferred using the strategy "Asking questions".

The functionality provided by the system for creating video annotation meant that
the supporting activity of the LIS interpreter was marginalized and favored the self-
regulated study of contents.

Emilia only used the video annotation a few times during the experimental tests
because she seemed a little embarrassed to be videotaped while taking notes. This
difficulty decreased over time, as she was able to use the system at home and did not
require the assistance of the interpreter.

A comparison between the two MSI tests revealed that the student modified her
initial responses only in a few cases; in fact items 4 and 7, before mentioned, were not
changed, showing that the student continues to use the dependent strategies for meta-
comprehension.

It is significant that, compared to the pre-test, with respect to item 8, Emilia said
that "For a better understanding of the text, it is a good idea: to copy the graphics and
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tables that I find interesting."This answer seems to prove that the subject has been
influenced by the use of the computer and the system. In the pre-test Emilia answered
correctly, referring to the ability, to "ask myself questions". In the post-test, however,
she seems to have responded as a result of what she had learned using the computer,
or rather that you can copy diagrams and charts in order to better understand a topic.

5 Discussion and Conclusions

As a result of this brief experience of an ICT application with an HI student, it is im-
portant to discuss some of the qualitative outcomes. First, the post-test results highlight
that at the end of the experiment E. had acquired greater autonomy when she read texts
online. Thanks to the annotation functionalities of the Gym2Learn system, E. seems to
be more confident and reflexive even when texts are difficult to comprehend.

She reported enthusiastically that by using the system she could search for and col-
lect online information more easily and that her level of awareness when she used
cognitive strategies was higher. In particular, of all the cognitive strategies imple-
mented in the system to support reading comprehension, she favored the predicting and
planning ones; in her opinion these strategies are very useful for achieving a specific
goal of comprehension. At the same time, she discussed with researchers the impor-
tance of images and simulation because they are more stimulating and intuitive and, in
particular, she was very surprised when a sign language interpreter appeared to accom-
plish the goal of assisting her in understanding texts she read. Her level of attention
and concentration seems to have improved, thus reducing the support of the PCA.

It is important to note that, since the written production is influenced by the sign
language interpreter, the errors made in adding notes must be contextualized and are
not therefore to be attributed to cognitive deficits.

Although we are aware of the limited scope of this study, it seems reasonable to
conclude that the use of Gym2Learn with deaf students can facilitate the development
of personal autonomy and motivation to study, and promote the monitoring of strate-
gies to apply in different tasks and in self-evaluation. The educational needs of deaf
students cannot be separated from an increase in their ability to play an active role in
studying and processing content, as the need is not just "to know", but also to rein-
force self-esteem and a positive perception of individual limits.

Besides, it was expected or assumed that through repeated practice E. would learn
these skills better and apply them to the new texts she read. Moreover, repeated prac-
tice of using the skills would enable her to internalize them, so they would become
part of her reading repertoire.

Today, many of the technologies that are becoming increasingly available in the
classroom are suitable for adaptation for hearing impaired (HI) students. Additionally,
many newer technologies have become accessible and are provided through the
school and these can enhance an HI student’s educational program.

The system described above could be extended and made available to students with
special needs so that these students are no longer isolated within the classroom, pro-
viding an inclusive environment in which education takes into account the specific
needs of all the students.
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Abstract. A previously proposed system for extracting target objects
displayed during lectures by using demonstrative words and phrases and
pointing gestures has now been evaluated. The system identifies pointing
gestures by analyzing the trajectory of the stick pointer and extracts the
objects to which the speaker points. The extracted objects are displayed
on the transcriber’s monitor at a remote location, thereby helping the
transcriber to translate the demonstrative word or phrase into a short
description of the object. Testing using video of an actual lecture showed
that the system had a recall rate of 85.7% and precision of 84.8%. Testing
using two extracted scenes showed that transcribers replaced significantly
more demonstrative words with short descriptions of the target objects
when the extracted objects were displayed on the transcriber’s screen. A
transcriber using this system can thus transcribe speech more easily and
produce more meaningful transcriptions for hearing-impaired listeners.

1 Introduction

Hearing-impaired students need complementary technologies that aid their
speech understanding in lecture. Examples of such technologies are sign lan-
guage interpretation, note-taking assistance, and PC captioning, which is already
in use at several universities in Japan. A technology currently being developed
for use at the university level is remote speech transcription. Kato et al. investi-
gated the information required by a remote transcriber and ways to display that
information on the transcriber’s monitor[I]. In the approach they developed,
content keywords are displayed on the monitor to aid the transcriber. Miyoshi
et al. are developing a remote real-time captioning system[2] that sends audio-
visual signals from a classroom to a remote location where captionists type in
real time. The system uses the “re-speak” method in which a captionist listens
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to the instructor and then repeats what the instructor said[3]. The re-spoken
speech is clear and distinct, so the recognition rate is high in the subsequent au-
tomatic speech recognition. Another technology that has captured much interest
is real-time speech recognition. Wald and Bain, for example, are developing an
automatic speech recognition system for universal access to communication and
learning[4].

During a lecture, a university instructor will often project slides on a screen
and point to different objects on them to clarify the explanation. When the in-
structor indicates a particular object or group of objects, he or she will typical
utter a demonstrative word or phrase such as “this” and “these lines.” Tran-
scribing these demonstrative words and phrases remotely and then displaying
them on a screen in the classroom can take several seconds (~ 10 s). Since the
instructor will likely finish pointing to the object before the demonstrative word
or phrase is displayed, the students may have trouble connecting the subsequent
explanation to the object that was indicated. Transcribers are typically aware
of this problem and thus generally try to translate the demonstrative word or
phrase into a short description of the object, which can be a difficult task, par-
ticularly if the transcriber did not see the target object. Previous research on
identifying the target object includes analyzing the relationship between the
pointing gesture and the motion of the stick pointer[5] and analyzing the rela-
tionships among the location and locus of the pointer end, the type of object, the
position and orientation of the instructor, and the pointing gesture using sensors
to detect the position and direction of the pointer and the position and orien-
tation of the instructor[6]. None of the previous research included consideration
of the demonstrative words or phrases uttered.

The system we are developing identifies the objects pointed to by the instruc-
tor along with the corresponding demonstrative words and phrases[J8]. The
identified objects are extracted and displayed on the transcriber’s monitor to
help in translating the word or phrase into a short description of the object. We
have now evaluated our system using two experiments, one to evaluate object
extraction performance and one to evaluate the usefulness of displaying the ex-
tracted objects on the transcriber’s monitor. They showed that the system has
high object extraction performance and that it significantly improves transcriber
performance.

2 Identifying Target Objects

2.1 Recorded Audio and Visual Signals

With our system, a microphone is placed on the instructor’s lapel and a high-
definition video camera is placed in the back of the lecture room (Figure [IJ).
The sound signals are captured at a 16-bit/48-kHz sampling frequency, and the
video signals have a 1440x 1080 pixel size. The frame rate of the video signal is
down-sampled at 10 Hz.
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Fig. 1. System configuration in lecture room: (a) top view, (b) front view; dotted
rectangle in (b) indicates image capture area

Table 1. Trajectory classifications

Category Conditions

Point More than half the points are extracted, and all the points are
inside a small square.

Line More than half the points are extracted, and all the points fall on
a narrow line.

Other More than half the points are extracted, but neither the point nor
line conditions are met.

Ellipse More than half the points are extracted, the point and line condi-
tions are not met, and the trajectory surrounds an object.

Indeterminate|Less than half the points are extracted.

2.2 Extracting Pointing Gestures

The pointing gestures are extracted by focusing on the trajectory of the end
of the stick pointer. The trajectory can generally be classified as a point, line,
or ellipse. “Point” is when the instructor points to a specific location, “line” is
when the instructor traces a line, and “ellipse” is when the instructor traces a
curve around an object.

The system extracts the end of the pointer from five sequential frames and
classifies the trajectory as point, line, other, ellipse, or indeterminate, as shown
in Table[Il

If the trajectory is classified as a point, line, other, or circle, the system
concludes that the instructor pointed to an object. It then displays the target
object and the corresponding demonstrative word or phrase on the transcriber’s
monitor to help him or her translate the word or phrase into a short description
of the object.

2.3 Detecting Demonstrative Phrases

The demonstrative phrases are detected using speech recognition technology,
specifically the Julius speech recognition engine 3.5. Investigation of audio sig-
nals recorded for an instructor revealed that the demonstrative phrases tended
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to be spoken after a pause or a pause followed by a filler. We thus modified
the probability settings of the language model so that it would recognize more
demonstrative phrases in these situations. We also tuned the beam width, the
language model weight, and the word insertion penalty. With these modifica-
tions, the system had a recall rate of the demonstrative word recognition of 91%
and a precision of 71%.

2.4 Combining Pointing Gesture with Demonstrative Word or
Phrase

The pointing gesture is combined with the demonstrative word or phrase to
extract the target object. Investigation of the relationship between pointing ges-
tures and demonstrative words and phrases using recorded video showed that
the utterance of a demonstrative word or phrase occurs between 1.5 seconds
before the start time and the end time of the pointing gesture. The formula for
combining the pointing gesture with the demonstrative word or phrase is

tgs — 1.5 < tgs < tge, (1)

where tg4(s) and tg.(s) are the start and end times of the gesture, respectively,
and t4s(s) is the start time of the utterance of the demonstrative word or phrase.

2.5 Extracting Object(s) Corresponding to Demonstrative Word or
Phrase

After combing the pointing gesture with the demonstrative word or phrase, the
system extracts the corresponding object(s) using the following rules.

— If the trajectory is classified as “point,” extract the object nearest the point.
— If the trajectory is classified as “line,” extract all objects slightly above the
line.

If the trajectory is classified as “other,” extract all objects along the trajec-
tory.

If the trajectory is classified as “ellipse,” extract all objects surrounded by
the trajectory.

The system extracts an image of the target object(s) and draws the trajectory
of the pointer on the image, which is displayed on the transcriber’s monitor.
Figure[2lshows an example of the system in use. The instructor had said, “These
are z(n), which are discrete-time signals,” while pointing to the bottom-left of
the slide and moving the pointer in a circular manner. The system extracted
this part of the slide and displayed it as shown at the bottom left. Subsequently,
the instructor said, “These are z transformations of (n)” while pointing at the
equation with the pointer and not moving it around. The system extracted this
equation and displayed it next to the previously extracted part.
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Fig. 2. Extraction of target objects: top part is image captured by camera and bottom
part is image extracted for transcriber

3 Evaluation

3.1 Detection Rate

We conducted an experiment using audio-visual signals recorded during a 65-min
lecture in which there were 189 pointing gestures with corresponding demonstra-
tive words and phrases.

The result of the speech recognition is used as the time trigger in Eq[I for
object extraction. The ¢4 is the true time detected by a person.

The system extracted 191 target objects from the video recording of the lec-
ture. Table [2] shows the results.

3.2 Evaluation by Transcribers

We also conducted an experiment in which transcribers evaluated the usefulness
of the object extraction and display. We showed the transcribers clipped lecture
scenes containing brief pointing gestures, each with a corresponding demonstra-
tive word or phrase. They were told to transcribe the words spoken and to replace
the demonstrative words and phrases with a short description of the target ob-
jects. We showed them two scenes. The details of the scenes are summarized in
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Table 2. Results for target object extraction

no. of pointing gestures with demonstrative words or phrases 189
no. of extracted objects 191
no. of correct extractions 162
no. of incorrect extractions 27
no. of excess extractions 2

recall rate

85.7% (162/189)

157

precision 84.8% (162/191)
Table 3. Two scenes used for transcriber evaluation
scene A|[scene B
duration 3m 40s|3m 558

no. of words to be transcribed

15 17

no. of demonstrative words to be replaced 5

5

Table 4. Number of words transcribed: A and B with + means the transcriber was
shown the extracted objects; A and B without + means the transcriber was not shown
the extracted objects

trans. with without
1st: scene A+ | 1 |60% (9/15)| 47% (8/17)
2nd: scene B 2 [60% (9/15)] 59%(10/17)
3 |47% (7/15)] 47% (8/17)
1st: scene B 4 |73%(11/15)| 59%(10/17)
2nd: scene A+| 5 [60% (9/15)| 53% (7/17)
6 |53% (8/15)] 41% (5/17)
1st: scene A 7 65%(11/17)| 33% (5/15)
ond: scene B+| 8 [53% (9/17)] 33% (5/15)
9 [59%(10/17)] 40% (6/15)
Tst: scene B+ | 10 [88%(15/17)| 60% (9/15)
2nd: scene A | 11 [47% (8/17)| 47% (7/15)
12 |32%(14/17)| 33% (5/15)

Table[Bl As transcribers, we recruited 12 graduate students who could type very
quickly and who would understand the content of the lecture.

We first gave the transcribers a transcript of the scenes and allowed them
one minute to study it. We then grouped them into four groups. Each group
viewed the scenes in a different combination of scene order and extracted object
display (on or off), as shown in the first column of Table[dl The number of words
transcribed is summarized in Table [, and the number of demonstrative words
replaced with a short description of the target object is summarized in Table [Bl
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Table 5. Number of demonstrative words replaced

trans.| with without
1st: scene A+ | 1 [40%(2/5)] 20%(1/5)
2nd: scene B 2 160%(3/5) 0%(0/5)
3 [A0%(2/5)]  40%(2/5)
1st: scene B 4 |180%(4/5)] 20%(1/5)
2nd: scene A+| 5 [60%(3/5)] 20%(1/5)
6 [60%(3/5)] 40%(2/5)
1st: scene A 7 |60%(3/5)| 40%(2/5)
ond: scene B+[ 8 [80%(4/5)]  20%(1/5)
9 |40%(2/5) 0%(0/5)
Ist: scene B+ | 10 |80%(4/5)]  60%(3/5)
2nd: scene A 11 [60%(3/5)] 40%(2/5)
12 [80%(4/5)] 20%(1/5)

4 Discussion

The system achieved high performance (recall rate of 85.7% and precision of
84.8%) because it classifies the pointing gesture on the basis of the pointer’s
trajectory and then extracts the target object(s) on the basis of the classification.

The system did not extract 27 of the target objects. Some were among several
objects indicated by a single one-point gesture combined with the word “these.”
Others were miss-combined with a demonstrative word or phrase. The extraction
of two objects when the instructor was not pointing at anything was due to the
pointer accidentally passing in front of the slide.

The transcriber evaluation showed that the transcribers could transcribe more
words when watching both the lecture and the extracted objects than when
watching the lecture only. They could also replace more demonstrative words
with a short description of the object. A Wilcoxon signed-rank test showed
that both results were significant at the 1% level. These results show that the
proposed system can help transcribers replace demonstrative words and phrases
with short descriptions of target objects.

5 Conclusion

A previously reported system extracts displayed objects corresponding to demon-
strative words and phrases for use in remote transcription. The system identifies
pointing gestures by analyzing the trajectory of the stick pointer and extracts
the objects to which the speaker points. The extracted objects are displayed
on the transcriber’s monitor, thereby helping the transcriber to translate the
demonstrative words and phrases into short descriptions of the objects.

We have now experimentally evaluated this system by using video of an actual
lecture. The objects were extracted with a recall rate of 85.7% and a precision
of 84.8%. We also experimentally evaluated its usefulness to transcribers by
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using two extracted scenes. When the extracted objects were displayed on their
screens, the transcribers replaced significantly more demonstrative words with
short descriptions of the target objects. A transcriber using this system can thus
transcribe speech more easily and produce more meaningful transcriptions for
hearing-impaired listeners.

We are now working on reducing the incorrect extraction rate and the number
of excess extractions. This involves improving the method used to estimate the
pointing gesture, the method used to integrate the pointing gesture with the
demonstrative word or phrase, and the method used to extract the target objects.
We will then evaluate the system in a field test.

This research is partly supported by a KAKENHI Grant-in-Aid for Young
Scientists (B) (21700577) from the Ministry of Education, Culture, Sports, Sci-
ence and Technology of Japan and by the Telecommunications Advancement
Foundation.
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Abstract. Availability of real-time speech transcription anywhere, any-
time, represents a potentially life-changing opportunity for the hearing-
impaired to improve their communication capability. We present e-Scribe,
a prototype web-based online centre for real-time speech transcription for
the hearing-impaired, which provides ubiquitous access to speech tran-
scription utilizing contemporary communication technologies.

Keywords: Hearing-Impaired, Real-Time Text, Voice over IP.

1 Introduction

Speech plays a basic role in communication between people, in education, in
sharing ideas and in maintaining social contacts. The hearing-impaired have
to challenge communications barriers in a mostly hearing-capable society. This
barrier is especially serious when communicating with authorities or courts of law
where inability to understand is a major obstacle. According to Czech law [I§],
hearing-impaired citizens have the right to choose a communication system that
matches their needs. Today, this law is impossible to put in practice. One of the
goals of the e-Scribe project, a joint activity with the Czech Union of the Deaf,
is to remedy this situation. It may be overcome by using on-the-spot real-time
speech transcription. Services of fast typists or sign-language interpreters may
be employed. The concept of physically present transcribers is used for example
in the project of the Czech Union of the Deaf: ”Simultaneous transcription of
speech” [I7]. However, there is great shortage of educated transcribers, costs
of these services are high and they are restricted to the particular location,
therefore they can be offered to a limited amount of users only. An alternative
is using Automated Speech Recognition systems (ASRs). Yet, ASRs are limited
in recognition accuracy, especially of colloquial speech and of difficult national
languages such as Czech.

The main contribution of the e-Scribe system is in designing a prototype
centre for ubiquitous, cost-effective real-time speech transcription, first using
human transcribers and later combining ASR with human error-correctors to

K. Miesenberger et al. (Eds.): ICCHP 2010, Part II, LNCS 6180, pp. 160 2010.
© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. e-Scribe Overview. Speakers’s voice is transmitted via Voice over IP (VoIP)
or telephony to the online transcription centre. The voice is transcribed by quick typist
using MS Word®, which is available via web form on the server. The transcripted
speech is displayed on a projection screen at the conference using a web browser con-
nected to the server. However, the transcription is available from any location with
Internet connectivity.

automate the process of transcription (see Figure 1). The goal of the project
is to set up an online transcription centre for the hearing-impaired, technically
based on IP telephony and displaying the transcription online on a web page.

2 e-Scribe and Related Work

Using telephony for the deaf or hard-of-hearing has been possible by using text-
phones known as Telephone Devices for the Deaf (TDDs) [7]. The disadvantage
of TDDs is that both communicating users must have these textphones - yet only
few hearing people own TDDs. For communicating with the hearing people, the
Typetalk relay [14] could be used. The Short Messaging System is probably
the greatest innovation in telephony for deaf people, but it can still not replace
the real time flow of text, so to use SMS for longer transcription is impossible.
The topic of automated transcription can be explored from many points of
view. An interesting enhancement in using ASR is the so-called captionist (tran-
scriptionist) [3], [5] which is a person who re-speaks the speech that has to be
transcribed, resulting in more intelligible and less noisy input for the ASR sys-
tem. Experiments show [3] that re-speaking may significantly increase ASR effi-
ciency. However, such a system needs at least one trained person for re-speaking
the ASR input. ASR systems can be applied for example in instant messaging
where the lower accuracy of transcription (about 10 % word error rate) [1], [5]
has no fatal effect in understanding of sentence context. This approach is not
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convenient when the transcription is supposed to be exploited in more public
actions like lectures or technical meetings etc. where exact understanding is re-
quired. An interesting way to deal with transcription accuracy is complementing
the ASR system with a person capable of error-correcting [4] of the ASR output.
This can be done directly during the automated speech recognition. If it is not
possible to do the correction immediately it can be done ex-post with the help of
lecture audio record if necessary. Similar research in ASR for university lecture
rooms is being carried out by the Liberated Learning Project (LLP) [I5],[8]. The
goal of LLP is enabling students with hearing impairment to access university
lectures. In cooperation with LLP, IBM develops the ViaScribe [16] software
that is specifically designed for real-time captioning.

The Villanova University Speech Transcriber (VUST) [0] was designed to im-
prove the accessibility of computer science lectures using real-time speech recog-
nition software. The VUST system is based on client-server architecture and
consists of three major components: speech recognition, a dictionary enhance-
ment tool, and a transcription distribution application. It is accessible locally
via a wireless microphone in the classroom. In contrast, the e-Scribe is a ubiq-
uitous system accessible from wide range of communication equipments such as
laptops, PDAs, mobile or ordinary phones and real-time captioning is supported
by skilled stenographers from the online transcription centre.

The idea of a ubiquitously available transcription tool was introduced in
ScribedMe: Evaluating a Mobile Sound Transcription Tool for the Deaf [2]. Upon
pressing a button on a Scribe4Me PDA, the last 30 seconds of sound is uploaded,
transcribed and sent back as a text message The SMS communication presents
a potential problem in interactivity due to the potentially significant delay. Ad-
ditionally, the 30 seconds transcription is severely limiting. With today’s mobile
phones or PDAs,; e-Scribe aspires to provide a real-time ubiquitous captioning
via the phone web browser.

3 Implementation and Architecture

The currently operational e-Scribe solution is based on remote transcription
carried out by quick typists. Voice is transmitted by VolP telephony from the
venue of the conference for the hearing-impaired (or another event) to the online
centre, and then anywhere to the transcriber. Transcription is carried out by
the specially trained typists who use a large list of abbreviations which are
expanded into words or sentences. The typists are currently using Microsoft
Word® software, due to historic, familiarity and performance reasons. Using
MS Word® for textual input was one of their basic conditions for developing
the application for transcription because for transcribers this environment is
familiar and they are accustomed to specific layout, use of abbreviations and
well-known behavior.

For the e-Scribe system MS Word® does not fulfill the requirements well due
to the long delay when characters are transmitted. We are currently developing

a web-based text editor simulating the behavior of MS Word® according to
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Fig. 2. e-Scribe Architecture. The core of the system, which represents the commu-
nication part of the project, is the software PBX Asterisk (Private Branch Exchange)
[20]. The other block is the Transcription server which cooperates with the Apache web
server [2I]. Access to the system is possible from ordinary telephones, mobile phones
but also from hardware SIP [II] telephones and software clients. The easiest way to
access the system is using a web phone which makes the entire system available through
the web browser interface, without necessity of any installation or configuration.

the requirements of transcribers. At this time we have designed a web applica-
tion for testing purposes capable of text transmission, backward text editing,
changeable text window, adjustable burst of characters to send, etc.. However,
user transcriptions are currently still performed in MS Word®.

The e-Scribe system is now successfully implemented and tested at lectures
for the hearing-impaired students at CTU in Prague and it was also used at
several public presentation events (e.g. the e-Scribe Press Conference in January
2010). The transcription system is available on the website [19] of the e-Scribe
project and we are preparing to start official performance testing. The overall
solution architecture is described in Fig.

In IP telephony, Quality of Service is a frequent topic of discussion. Generally,
in transcription systems it is very important to reach high-quality and reliable
data flow to avoid information loss between speaker and transcriber. This de-
mand requires not only a good internet connection, but also an errorless software
chain and reliable hardware, if used. It is necessary to conduct testing in the of
form e.g. conversation tests which examine the whole communication chain and
stability of software, hardware phones or of any other devices involved.
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Fig. 3. Total delay from pressing a key to its displaying on a screen (450 values, mean
and 5th and 95th percentile)

4 Performance Evaluation

In the process of transcription there are generally two main parameters for eval-
uation. The first parameter is the accuracy of the transcription. In the human-
based transcription, this parameter depends on experience and dexterity of the
typist. The second parameter is the delay between pressing a key and its display-
ing on a monitor or a projecting screen. To demonstrate the differences between
situations where the typist is physically present and situations where he or she
works remotely using the eScribe system, we prepared an experiment. We ob-
served the total delay from pressing a key to its displaying on a screen. The
delay was measured by evaluating the video record (25 frames/second) of keys
pressing and displaying the transcription on the web page.

The experiment was carried out on a Windows-based laptop with MS Word®
and a web browser. For video recording, the SW tool CamStudio [23] was used
and the record was analyzed by the VirtualDub 1.9.8 [24]. The test was per-
formed outside of the local network where the eScribe server is placed.

The total delay T consists of three partial delays:

Tr=Tw+1Tn+T1Tp . (1)
The Ty parameter represents the delay caused by MS Word® (time between
pressing a key and sending it to the network) and due to native features of MS
Word® the maximum is 1 second. The T'n parameter represents the Round Trip
Time of the network and it was measured by the network debugging tool PING.
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Table 1. Statistical evaluation
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Fig. 4. Delay distribution

The parameter Tp represents delay caused by periodical refreshing of the web
page with transcription. The refresh rate was set up to 550 ms in our experiment.
The transcription was made by an averagely skilled typist, to whom an article
of approximately 450 characters was dictated via VolIP telephony.

The average observed delay was 0.89 seconds with standard deviation 0.38
seconds. The delay distribution is depictured in Fig. @ and the statistical pa-
rameters are summarized in Tab.[Il The delay variation is caused especially by
the fact that the transcripted text is displayed in batches (corresponding to the
amount of characters which the typist types during 1 second), but each character
is compared with an individual key pressing.

In the presented experiment we have evaluated the architecture for online web-
based transcription. Although according to the subjective experience of test users
the total delay is still acceptable, it does not fulfill the requirements of the ITU-
T.140 [25] recommendation for multimedia application text conversation speci-
fying that a maximum buffering time may be 500 ms (300 ms recommended).
It is evident that the crucial delay is caused by MS Word®. To reduce this, we

are developing a web based editor simulating the MS Word® environment.
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5 Future Work

The emphasis will be henceforth paid on ubiquitous web-based access. The cur-
rent e-Scribe system is based on the standard client-server architecture using
the open source Asterisk software [20] and the proprietary transcription appli-
cation. The future goal is to propose the architecture and build a prototype of a
universal web-based services, portable across various common mobile terminals,
providing access to these assistive voice services to the handicapped anytime and
anywhere, based on the emerging paradigm of Cloud Computing.

We will also integrate both voice and transcribed text into Asterisk using
Real-Time Text (RTT) [13]. RTT is generally streaming text that is sent and re-
ceived on a character-by-character basis and its benefits are summarized in [9]. In
the Internet environment, RTT is represented by RFC 4103 [10] known as ToIP
(Text over IP). The Session Initiation Protocol (SIP) [II] and the Real-Time
Transport Protocol (RTP) [12] is used in ToIP for real-time text transmission.
The TolIP framework is designed to be compatible with VoIP and Video over
IP environments and could be implemented in current communication IP sys-
tems such as SW PBX Asterisk. With using VoIP and TolP, a universal and
standardized interface for interconnecting with the current and future ASR sys-
tems will be created, which is the main goal of the project. But because current
speech-recognition software was found to be unsuitable for live transcription
of speech (especially for national languages such as Czech), the transcription
will be based on ASR software in co-operation with online human error correc-
tors. This will make the transcription more cost-efficient and accessible to more
hearing-impaired.

6 Conclusion

The widely accessible online transcription centre enables to provide services to
much larger community of the hearing-impaired people. Remote transcription
can offer this service with lower cost than if the typist were physically present at
the conference or another event for the hearing-impaired people. This implies the
amount of ”transcripted actions” can be increased. Thanks to the online tran-
scription, communication barriers will be minimized and cultural, educational,
social or other events could be accessible for the hearing-impaired. Online tran-
scription may also be used for communication with authorities or courts of law,
where inability to understand is one of the most significant problems, or, thanks
to its ubiquitous availability, eventually in day-to-day communication. Thanks
to the e-Scribe system, communication barriers will be reduced and quality of
life of the hearing-impaired people will improve dramatically.

Acknowledgments. The e-Scribe project is generously sponsored by Vodafone
Foundation Czech Republic [22].
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Abstract. Sports are important in the life of deaf, as well as hearing persons, on
physical, social and mental levels. However, despite that there exist many deaf
sports organization in the world, the announcement of sports’ results and actu-
alities is still done by written or vocal languages. In this context, we propose a
Web based application to edit and diffuse sports news in sign languages. The
system uses the technology of avatar and it is based on WebSign kernel devel-
oped by our research Laboratory of Technologies of Information and Commu-
nication (UTIC). Information is broadcasted using MMS containing video on
sign languages and also published in SportSign’s Web site.

Keywords: Sport, Deaf, Sign Language.

1 Introduction

Deaf persons meet real problems to know sports results unless they are not looking to
TV or not present on site as stadiums. Many deaf persons are interested to know news
and sport results of their clubs or their national teams as well as important sport events
as the Olympic Games and international tournaments of football. However, a big prob-
lem of accessibility to the information arises. Due to the large number of illiterate deaf
[11], 80% of deaf person around the world in 2003 (accordingly to the World Federa-
tion of Deaf [12]), the access to the textual information is still difficult. In fact, medias
presenting this kind of news in sign languages are very rare. It is the same situation
concerning systems for translating in real-time textual sport news into sign languages.
However, for some important competitions, like the football world cup or the Olympic
Games, obtaining the results in real time (or in a short period of time) is important.
Remark that there are some IT solutions proposing the diffusion of sport news in tex-
tual mode via SMS which are inaccessible for the majority of deaf persons.

In this context, we present in this paper a new system which allows the edition of
sports results and actualities in sign languages. Results are diffused in a web site or
via MMS to allow real time sign language news’ broadcasting. The system is based
on web technologies and it uses WebSign [5] service to translate textual content to
sign languages.
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This paper is organized as follows: the second section presents the importance of
sports for deaf and the efforts done to consolidate sport culture in deaf community.
The third section describes the platform SportSign allowing the elaboration of sports
news in sign language using a friendly of use interface. In addition, it illustrates the
architecture of the platform and how we can make and broadcast MMS containing
sign language news. We conclude the paper by a conclusion.

2 State of the Art

During our survey of the literature, we have not found websites or others information
systems dedicated to diffuse sporting events and news in sign languages. Although,
there exist several websites for deaf sporting which enclose only textual contents. For
this purpose, we emphasis in this section the importance of sport in deaf life and we
present the state of the art related to existing technologies for diffusing actualities and
sport news in sign languages.

2.1 Sport and Deaf

Thanks to the efforts of civil society, to media coverage, to political and public will-
ing, considering how people with disabilities can effectively access to services
becomes more and more popular and demand of social integration of people with
disabilities is increased, including the sporting world. In this context, introducing
sporting in the life of the deaf occurred initially during the 20th century. The deafness
or hearing impairment is a full or partial inability to detect or perceive at least some
frequencies of sound. During the last hundred of years, there is no specialized sport-
ing for deaf. However, many sports are based essentially on sounds as signals. As
deaf people have entered the sport world, various terms have evolved to represent
their involvement as perceived by the able-bodied sport in the world.

On one level, deaf sport can defined as sport in which deaf players compete. On
another level, deaf sport should be viewed from a cultural perspective. As noted
above, there has been a sharp increase in the range of so-called DPOs [1] “Disability
People’s Organizations” that have engaged in lobbying for the sport. These DPOs are
too active, as an example the International Committee of Sports for the Deaf who
organizes the Deaflymipcs, and presents a web portal that contains the results and
actualities. However, for an illiterate deaf, it is impossible to read and follow results
in absence of an expert who translates them in the sign language.

For this reasons, many techniques focus to find a solution that allows deaf persons
to follow the latest results.

The next section presents some techniques developed to allow deaf persons to fol-
low sports results and actualities. We present, in particular, two techniques present in
the literature that make news and actualities more accessible. The first technique is
the subtitles for video and audio content and the second is a video player embedded
into web portals and containing a video sequence that translates text to sign language
by an expert or deaf persons.
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2.2 Using Subtitles in Video Contents

TV and video streaming on the web present a very important source of information
and news. However, they are not accessible for deaf persons, particularly the results
of sporting events.

In this context, a first technique allows deaf people to understand video sequences
by adding subtitles. The subtitles must be synchronized with video and contain more
information and coloration. For this reason, Microsoft developed the SAMI language
[2]. A SAMI file can be created with a simple text editor. It has the extension “.smi”
and the same name as the video sequence file. Then, to play video, we have just to put
into Windows Media Player the video file and the SAMI file. The subtitles will be
therefore synchronized with the video. Furthermore, another subtitling language has
been proposed by the Italian Alessio Corticci based on SMIL language [3]. The SMIL
file worked only in FLV player. Remark that, this solution makes video streaming
more accessible and understandable for deaf who can read and write but not for illit-
erate deaf persons.

2.3 Video Based Solutions

The second solution used in some websites for deaf persons presents sport results in
sign language via FLV player playing the sign language’s translation of textual con-
tent of actualities. The translation is made by an expert or by a deaf person. For ex-
ample, the official website of UK deaf sport [4] presents some sports results through
FLV player in the right section of the web page (see figure 1).

Fig. 1. UK Deaf Sport Official Website

In fact, this solution makes textual news and sports results accessible for deaf peo-
ple but its inconvenient that it requires experts in sign language for recording the
translation. In addition, there are too many websites for deaf sports which present the
information in textual format due to the cost of the video based solution. For instance,
the Deaflympics official website, does not contain any alternative in order to make
textual content accessible for illiterate deaf person.
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In order to provide solutions to the inconvenient mentioned above, and to make
news and sports results accessible to all deaf persons, our solution is based mainly on
avatar technology. This solution is described in next section.

2.4 Avatar Based Technology

Many websites translate their textual content to video sequences in sign languages.
However, this technique has many limits. The first one is the difficulty and the cost of
video storage and interpretation. The second is that any update on textual content
needs to restore all video sequence. In addition, the transmission of video is a band-
width consuming. As a new technology, many developers and researchers prefers to
use avatar based approaches and virtual reality to cover the gapes of video systems.

The WebSign kernel [5] developed within our research laboratory UTIC is based
on the avatar technology, allowing the interpretation of a text in natural language to
sign language in real time. This interpretation is built through a dictionary of words
stored in a database.

The creation of sign language words in the dictionary may be made in an incre-
mental manner by users who propose signs. The words which make up the dictionary
are validated by an expert in sign language. And as the sign language is not universal,
the Websign toolkit offers a multi-community approach.

Technically, the WebSign kernel integrates a player of signs based on avatar inter-
pretation which analysis the SML files (Sign Modeling Language) [6] and generates
movements. The SML file is in fact an XML file that codes the movements of ges-
tures of the avatar. WebSign is based on a Web-service architecture which allows
remote service for sign language translation. This web service can be used by deaf
accessible applications. For instance, we have opted to use this service by our applica-
tion to generate signed contents of sport results.

3 SportSign Service Platform

In order to contribute in the consolidation of sport culture within deaf people commu-
nity, we have developed a new sport portal, called SportSign, which offers actualities
in sign language. SportSign is an application allowing deaf people to follow up the
latest sports actualities and results via MMS messages and/or via the website. Our
application offers mainly an environment to create, broadcast and consult various
sports results in sign language animated by WebSign’s avatar. These results can be
published via the Web using FLV technology or via multimedia messages MMS for
cellular phones.

3.1 Our Contribution

SportSign is a web portal which aims at publishing sports news using two main new
technologies blended together (Web and MMS). The home page of the portal (see
figure 2) contains an FLV player animating a welcome message in sign language. In
addition, a navigation bar composed of a label and an image description for making
the menus more understandable and accessible. It encloses also, a textual zone pre-
senting the latest sporting results. In order to make textual menus more accessible for
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deaf persons, a graphical area containing a set of images, representing the finger spell-
ing of mouse pointed menus, will be shown.

All news are represented in sign language using FLV contents. Although, The
SportSign portal requires that the guests of the web site register in order to watch the
video sequences. The registration does not need too many information, just the name,
the password and an email address. Such information can help us to make statistics
about connecting users and to send them newsletters containing SportSign updates
and events.

0 Sport Sign Service ESSTT - UTIC

Sport for deafs

O FLV player

® Navigation Bar
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de signes. 1l st int2gré comme module au projet ("  __ ...

Fig. 2. SportSign home page

3.2 Technical Architecture

Thanks to the evolution of web technologies, new views of web architecture have
appeared, like web services [8]. The web becomes a net of services connected to-
gether via remote procedures. Following this view, we have built our system using
principally Web-Services architecture. The proposed architecture is based on three
main services: the first is a service for translating texts to sign language (WebSign
Service), the second is dedicated to transform SML description of sign into video
based signed sentences and the third is used to send MMS containing the generated
video using telecom provider service and the MM7 protocol [9].

As shown in figure 3, the SportSign platform is based on distributed architec-
ture which allows updating and modifying each module independently. In addi-
tion, this design allows the exploitation of each service in another project or other
purposes.

As illustrated in the figure above, the information is published in two different
ways: the first is the web and the second is the MMS. The two techniques need that
the video content has to be available in the server. These contents are generated by the



174

A. Othman, O. El Ghoul, and M. Jemni

administrator by means of an editor (described in the next section). When the admin-
istrator creates the news, SportSign invokes the remote procedure of WebSign service
in order to retrieve an SML description of the corresponding sign. The next step
consists to transform SML description into two video formats containing signed sen-
tences (The FLV format, dedicated to the web, and the 3GP format, dedicated to the
MMS). The generation of video based signed content from SML is a hard task and
needs several minutes of computation. For this reason, it is more appropriate to be
executed on a separated machine (as a web-service). Once the videos are generated,
SportSign will automatically update the list of news in the website and broadcast
MMS to the mobile phones of subscribed people.

WebSign Service

MMS Service

Create
and send
MMS

Video making service

3D avatar h

SportSign
Web Site

FLV Format
Video

sequence

3GP Format

Fig. 3. Sport Sign architecture overview
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Fig. 4. Sport results editor
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3.3 News Editor

Sport news and results are built by the administrator thanks to an easy of use editor
(see figure 4). Its interface is also a Web based technology and it is accessible only for
the administrator. In the first step, the administrator has to choose the type of sport
which concerns the actuality: football, basketball and so on. According to the selected
type of sport the system displays the list of information that should be edited.

For example, if the selected sport is football, the editor displays some graphical
components allowing the administrator to choose the two teams and to write the num-
ber of goals scored by each team. According to the result, the video generator service
can make the avatar with the shirt of the winner team.

In addition, the editor allows writing a short description of the event which will be
shown as textual information dedicated to literate deaf. Finally the administrator
should specify if this event will be broadcasted by MMS to subscribed members or not.

When the administrator validates the written event, the system starts the process of
video generation and publishes automatically a short video containing the game result
in sign language.

4 Conclusion

In this paper, we presented a new application for monitoring and publishing of sports
results based on WebSign kernel. The originality of this tool is the generation and
dissemination in real time of sports results via the web and cell phones. And this
contributes also in making the web and mobile phones more accessible to the deaf
community. This platform has been tested via a telecom provider in Tunisia and it
will be soon available online. As future perspective, we plan to extend this platform to
cover different kind of news such as economy and news concerning deaf associations.
In addition, we plan to add the notion of multi-communities, allowed by WebSign
Kernel, because sign language is not universal.
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Abstract. Although manual transcription and captioning can increase the acces-
sibility of multimedia for deaf students it is rarely provided in educational
contexts in the UK due to the cost and shortage of highly skilled and trained ste-
nographers. Speech recognition has the potential to reduce the cost and increase
the availability of captioning if it could satisfy accuracy and readability re-
quirements. This paper discusses how Synote, a web application for annotating
and captioning multimedia, can enhance learning for all students and how, find-
ing ways to improve the accuracy and readability of automatic captioning, can
encourage its widespread adoption and so greatly benefit disabled students.

1 Introduction

Text transcriptions of the spoken word can benefit deaf people and also anyone who
needs to review what has been said (e.g. at lectures, presentations, meetings etc.) The
provision of synchronized text captions (subtitles) and images with audio and video
enables all their different communication qualities and strengths to be available as
appropriate for different contexts, content, tasks, learning styles, learning preferences
and learning differences. For example, text can reduce the memory demands of
spoken language; speech can better express subtle emotions; while images can com-
municate moods, relationships and complex information holistically. Deaf learners
and non-native speakers may be particularly disadvantaged if multimedia involving
speech is not captioned while visually impaired learners may be disadvantaged if
accessible text or spoken descriptions of visual information is not available. Multime-
dia has become technically easier to create (e.g. recording lectures) but while users
can easily bookmark, search, link to, or tag the WHOLE of a podcast or video re-
cording available on the web they cannot easily find, or associate their notes or re-
sources with, PART of that recording. As an analogy, users would clearly find a text
book difficult to use if it had no contents page, index or page numbers and they
couldn’t insert a bookmark or annotation. Therefore the growing amount of knowl-
edge available in multimedia formats has yet to achieve the level of interconnection
and manipulation achieved for text documents via the World Wide Web and so realize
the exciting opportunities for learning. This paper discusses how captioning has the
potential to enhance learning for all students through making multimedia web re-
sources (e.g. podcasts, vodcasts, etc.) easier to access, search, manage, and exploit for
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learners, teachers and other users through supporting the creation of synchronised
transcripts, notes, bookmarks, tags, links and images. The paper also argues that the
availability of accurate automatic captioning using speech recognition (SR) will en-
courage the widespread adoption of this technology and so also greatly benefit
disabled students. Research has confirmed the importance of captions for searching
recordings and reading the transcripts and the value of also being able to personally
annotate the recordings (e.g. bookmarks, notes and tags) and search these annotations
[1], [2], [3], [4]. Speech recognition has been demonstrated to provide a cost-effective
way of automatically creating accessible text captions and transcripts synchronised
with audio and video and so allowing audio visual material to be manipulated through
searching and browsing the text [5]. Although real-time captioning using phonetic
keyboards can provide an accurate live transcription for deaf people, it is often not
available because of the cost and shortage of highly skilled and trained stenographers
[6]. Real-time SR is required for deaf and hard of hearing students and non native
speakers whereas non real-time SR may often suffice for others and will provide more
time for processing allowing for more accurate methods of SR to be used. Available
SR systems (e.g. Dragon, ViaVoice [7]) can be adjusted to provide the fastest recog-
nition (e.g. real-time) or to provide a slower but more accurate text output. It is possi-
ble therefore to provide fast but less accurate real-time recognition in a lecture and
then later replace the transcript with one produced using slower but more accurate non
real-time recognition. A study of the use of SR captioning in classrooms [8] showed
that students with disabilities liked the fact they were not the only people to benefit
from the technology as it drew the entire class into a collective learning experience
and so making the recording and captioning of lectures standard procedure in univer-
sities would be of great benefit.

2 User Needs

User needs analysis has identified many benefits of annotating multimedia recordings
in the ways proposed in this paper. It will for example enable learners to: search text
transcripts, slides and notes and then replay recordings from that point; read captions
to support learning style preference, deafness, or second language; read text descrip-
tions of visual information (in videos and/or slides); use the transcript of lectures to
support their understanding of text books and academic articles if they find the more
colloquial style of transcribed text easier to follow than an academic written style;
insert a bookmark in a recording so as to be able to continue later from where they left
off; link to sections of recordings from other resources (e.g. documents, web pages
etc.) or share these sections with others; tag and highlight sections of re-
cordings/transcripts they don’t understand fully so they can revisit them later for
clarification; annotate recordings with notes and URLSs of related resources (e.g. docu-
ments, websites etc.) at specific places in a recording to clarify issues and support
revision; tag recordings using their own terms as a personal index. It will also enable
teachers/lecturers to: index their recordings using syllabus topic tags; provide syn-
chronized slides and text captions to accompany podcasts; provide text descriptions
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for visually impaired students of visual information; identify topics needing further
clarification from the pattern of learners’ ‘not understood’ tags; provide feedback on
learner-created recordings of presentations; ask learners to annotate recordings to
provide evidence of their group contributions; analyse unstructured tags learners use
(folksonomy) to help create structured tags (ontology); tag recordings with URLSs of
related resources (e.g. documents, websites etc.); link to and use sections of existing
multimedia without having to edit the recording. While some proprietary existing
systems can synchronise students’ notes with teachers’ presentations and recordings,
they do not provide captioning (e.g. Tegrity [9]). Since no existing technology was
found to satisfy all the identified user needs it was decided it was therefore necessary
to develop Synote, a new web application that: Works with web multimedia and
stores annotations separately in XML format; Synchronises captions, images, tags,
links, notes and bookmarks; Enables users to add and search for annotations quickly
and easily; Supports private or shared annotations; Is accessible to people with any
disability.

3 Automatic Speech Recognition Captioning

Commercially available SR software (e.g. Dragon, ViaVoice) is unsuitable for tran-
scription of speech in lectures as without the dictation of punctuation it produces a
continuous unbroken stream of text that is very difficult to read or comprehend. Lib-
erated Learning (LL) and IBM therefore developed ViaScribe [10] [11] as a SR appli-
cation that automatically formats synchronized real-time text captions from speech
with a visual indication of pauses. Detailed feedback from students, and lecturers [8]
showed that this approach enhanced teaching and learning if the text transcription was
reasonably accurate (e.g. <15% word error rate). Similar results have been reported by
others using the Microsoft SR Engine [12] or Dragon [13]. To improve accuracy and
understanding of SR captions an application RealTimeEdit was developed to enable
corrections of SR captions to be made in real-time [14]. IBM has also recently devel-
oped a speaker independent recognition engine, Attila [15] that can that can be hosted
on the web, interfaced with other applications and used to transcribe, edit and display
recordings created in a wide range of multimedia file formats. The Attila speech rec-
ognition system has only available a US and not a UK English voice and language
model and has no simple facility for adding vocabulary or training to individual users’
voices and so typically gives word error rates between 15% - 30% for UK speakers
using headset microphones. This however compares well with the National Institutes
of Standards (NIST) Speech Group reported WER of 28% for individual head
mounted microphones in lectures [16]. For speech recognition systems to be able to
transcribe lectures more accurately in addition to having ‘local’ (e.g. UK) language
and voice models they need to be designed for education rather than for dictation. For
example they need to: Be speaker independent with a speaker dependent training
facility; Be customisable for different subject domains; Cope with low quality speech
signals and background noise; Recognise or ignore partial words (e.g. hesitations) or
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“fillers’ (e.g. ‘um’, ‘er’). Commercial rates for manually transcribing and synchronis-
ing a lecture recording are typically around £2/minute [17] (rates vary dependent on
quality and quantity) and so it would cost about £90 for transcribing and synchronis-
ing a 45 minute class. For speech recognition to be used it must therefore cost less
than this including licensing, server and maintenance costs. Manual correction of
errors will also be required if 100% accuracy is to be achieved. One possible sustain-
able approach to obtaining accurate transcriptions could be to devise a system where
students in the classes themselves corrected errors they found in the transcript, either
voluntarily or through being paid or through being given academic credit.

4 Synote Annotation System

A multimedia annotation system called Synote [18] that meets the identified require-
ments has been developed (supported by the JISC [19]) ) and trialed (supported by
Netd4Voice [20] ), providing multimedia recordings synchronized with transcripts,
slides images and bookmarks (called ‘Synmarks’ and containing titles, tags, notes,
and links) [21]. Synmarks can also be used to provide information about sounds or
tone of voice or emotions or synchronised links to videos of sign language transla-
tions. Synote has been integrated with Attila to simplify automatic transcription.
Figures 1 & 2 show examples of Synote’s interface while Figure 3 provides a system
overview. When the recording is played the currently spoken words are shown high-
lighted in the transcript. Selecting a Synmark, transcript word or slide image moves
the recording to the corresponding time. Synote also enables searching of the tran-
scripts, Synmarks and PowerPoint slide titles, notes and text content. Users can also
synchronise, or transcribe transcripts by hand if they don’t have access to suitable SR
software that automatically transcribes and synchronises speech and text. Synote is
currently being used by teachers and students in universities throughout the world.
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Since 2007 Dr Wald has used Synote with over 40 recordings of his lectures with
synchronised transcripts and slides for his teaching of approximately 200 students on
5 undergraduate and postgraduate modules in The University of Southampton’s
School of Electronics and Computer Science (ECS). At the time of writing there are
over 500 recordings available on Synote (most with synchronised transcripts) for
teachers and students to use for teaching and learning. These include guest lectures
presented by leaders in their field. Questionnaires and interviews with students and
teachers who have used Synote have shown that both students and teachers like the
system and have found it enhances learning and teaching and would like more re-
cordings of classes to be made available in this way. In the University of Southamp-
ton School of Electronics and Computer Science (ECS) 5 classes with approximately
200 students (two 1 year BSc classes, one 3™ year BSc class and two Masters Degree
classes) were surveyed, with 101 students filling in questionnaires about their experi-
ence with Synote. The questionnaire results showed that Synote’s design to support a
wide range of browsers was justified and appreciated with 54% using Internet
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Explorer, 31% using FireFox, 12% using Google Chrome and 3% using Safari. The
results also confirmed that Synote was easy to use as over 80% of the respondents
didn’t need to read or listen to the Synote guides and rated Synote as 4 or 5 on a 5
point scale of ease of use with the remaining percentage rating it as 3. The design of
Synote to provide synchronised slides, video, audio and transcripts was also appreci-
ated with over 80% respondents rating Synote as 4 or 5 for being useful overall as
well as its slides, video and audio and transcript also each being useful with averages
ratings of between 4.1 and 4.5. A slightly smaller percentage rated the Synmark op-
tion and the print out option as being useful with an average of 3.7 and 3.3 respec-
tively on the 5 point scale used. One student commented that since there was no
experience in using these facilities they were not being used but if Synote was used
regularly then it would become second nature to use all these facilities. Ninety seven
percent of the students wanted all their lectures to be presented on Synote. Forty four
students in two of these five classes identified in more detail how using Synote af-
fected their learning by indicating whether Synote improved or reduced or provided
no change in the aspects of their learning shown in Table 1.

Table 1. Affect on Learning

improve no change reduce
learning 95% 5% 0%
attention 61% 34% 5%
motivation 50% 50% 0%
efficiency 77% 23% 0%
enjoyment 66% 32% 3%
results 69% 31% 0%
notetaking 53% 30% 18%
attendance 13% 45% 42%

A few students commented that some students’ notetaking skills might not develop
if all classes were recorded and presented on Synote. Some students commented that
if they were ill or had serious problems they would in the past normally still have
tried to come in to classes because they were worried they would get behind in their
work and would be unable to catch up, whereas with Synote they could stay at home
and get well secure in the knowledge that they would not miss anything as they could
learn using the Synote recording. This is clearly an important issue during flu epidem-
ics. Students stated that it was important that that ALL lectures were recorded so they
didn’t find that the one lecture they missed hadn’t been recorded. Of these 44 students
37% identified themselves as native speakers, 26% as fluent, 28% as having good
language knowledge and 9% as having little language knowledge Non native speak-
ers in particularly commented how valuable Synote was for them as it was sometimes
difficult to understand lecturers’ speech and note-taking in a foreign language was
very difficult for them. One commented that they could get words not understood in
the transcript translated by Google. Of these 44 students 7% identified themselves as
having hearing disabilities, 2% visual disabilities, 11% learning disabilities and 7%
other disabilities. Two overseas students wrote “Synote gives a very clear under-
standing of module ...It was very useful for me especially as I am a non English
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native speaker” and “I think Synote is a very good way to listen to lectures. If for
example we miss the lecture we can actually listen to it in our own time or if we didn't
really understand the lecture we can go back to it and listen to it carefully. I also like
the highlighted part whenever the lecturer speaks on the text so we can't actually get
lost within long texts.” Other students wrote “Synote is very useful for students in
general, I think at present all they need is to get used to something like Synote. It will
then become second nature” and “Synote is the best system I have ever seen for as-
sistive technology it is very useful for me to understand what the lecturer taught after
class I hope all school majors could integrate this system thanks”. Synote is used and
valued by all students so non native speakers and disabled students feel more included
and don’t need to walk to the front of the class to ask the teacher if they can record the
lecture on their personal digital recorder. Also the quality of recording from a
teacher’s wireless headworn microphone is significantly better than from small per-
sonal digital recorders placed at the front of the class. Students did not like retyping
handwritten notes they had taken in class into Synote after the recording had been
uploaded and so Synote has recently been enhanced so that synchronised notes taken
live in class on mobiles or laptops using Twitter [22] [23] can be automatically up-
loaded into Synote. Google announced in November 2009 that they plan to use speech
recognition to caption YouTube videos; a feature that has been available for nearly
two years for students using Synote.

5 Conclusion

This paper has put forward the following premises and arguments: Real-time caption-
ing can support deaf students and non native speakers; Transcripts obtained from
captioning, can support disabled students who find difficulty taking notes (e.g. dys-
lexic, motor impaired, visually impaired, hearing impaired etc.); Manual real-time
captioning using stenographers is expensive and there is a shortage of people trained
to undertake this task; If captioning was seen to provide a great benefit to ALL stu-
dents then the cost of captioning per student benefiting would decrease; If automatic
captioning using SR could help provide captions of the required accuracy then this
would help overcome the shortage of stenographers; An application such as Synote
that encouraged universities to caption all audio and video recordings in order to en-
hance the learning and teaching benefits of multimedia recordings provides great
benefit to deaf and disabled students and non native speakers. Currently available
commercial SR systems (e.g. Microsoft, Nuance) do not however make a synchro-
nised transcript output available to the user as the text and speech are only temporar-
ily available in a proprietary synchronized format for correction purposes.
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Abstract. A basic knowledge of English is indispensable nowadays. While
there are many courses for hearing people, there are few aimed at deaf people
who use a national sign language as their first or preferred language. This paper
describes “SignOnOne”, a two-year Grundtvig project which is a follow-up to
“SignOn!” (Internet English for the Deaf). “SignOnOne” teaches English for
beginners with sign language as language of instruction. This allows the deaf
users to access the course directly (the written language of their country is often
a first foreign language). The target group are deaf adults, who can use the
course in class but also explore English on their own. This online course will be
accessible free-of-charge via the Internet homepage of the project without any
log-in or download.

Keywords: sign language, deaf and hearing-impaired people, e-learning, acces-
sibility, ICT, multimedia, deaf bilingualism, EFL.

1 Introduction: State of the Art and Application Idea

English is the modern “lingua franca” — without a working knowledge of English, the
access to a lot of information and international opportunities is barred. This holds
especially for deaf people who use their national sign language as first or preferred
language. For them, English is — at best — a second language, often even a third
language after the national written language of their home country.

Although there are many English courses for beginners available, most of them do
not fulfil the needs of deaf learners. There are few English courses for deaf people (a
rare case of how to adapt an English textbook for the use by deaf students is Hejlova
[1]). Modern language teaching has shifted from the traditional grammar-translation
method to focusing mainly on communication skills like speaking and listening,
thereby inadvertently more or less excluding everybody who is unable to do so:

Macurova [2], for example, argues that the most important aspect of teaching lan-
guage to deaf students is the fact that they cannot hear — something that is so simple
that it is usually not really taken into consideration.

The deaf — defined by Macurova as “hearing impaired persons who are unable
(even with hearing aids) to identify phonemes of a spoken language” [3] are barred
from the acoustic channel (including teaching aids like audio CDs, MP3 files, videos
with sound), therefore any information needs to be presented in a visual way. They

K. Miesenberger et al. (Eds.): ICCHP 2010, Part I, LNCS 6180, pp. 1854192| 2010.
© Springer-Verlag Berlin Heidelberg 2010
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cannot learn any spoken language by simply acquiring it during everyday communi-
cation and interaction. This fact — in contrast to current teaching methods — lessens the
importance of spoken language and emphasizes the use of written texts. Macurova
stresses this conclusion of research into the teaching of the deaf, namely that “think-
ing and making oneself understood is more important than speech performance — and
that the development of literacy of the deaf is ultimately more important than the
development of spoken language.” [4]. In our opinion, this means that English learn-
ing should at least start with written language, taught with sign language as language
of instruction. By using sign language videos, deaf learners can access the informa-
tion directly. There is no danger of misunderstanding something because of transla-
tions from one written language into another one (as often even the written language
of their home country is a second language for the deaf). Because there is no language
difficulty, it gives them the option to work with the course on their own, without the
presence of a teacher. Furthermore, the use of sign language respects their preferences
and their culture.

2 The “SignOn!” Method: Written Text and Sign Language

The first step towards sign language based learning for the deaf was the “SignOn!”
project (Socrates Lingua Action 2, 2004-2007), which was aimed at deaf adults with
basic English skills. The outcome of “SignOn!” is a multimedia course for Internet
and international English. This online course is accessible via the project homepage
(www.sign-on.eu). It comprises ten lesson texts dealing with Internet and deaf topics.
These “Main Texts” give an overview of the topics and introduce the most important
words and phrases. There is no specific order in which to work through the texts; the
navigation within the course is completely up to the users themselves.

Next to the written text, sign language translations are available in video form
throughout the course, both in the national sign languages of the seven partner coun-
tries (Austria, Finland, Iceland, the Netherlands, Norway, Spain and the United King-
dom) and partially also in International Sign. When entering the course, the users
have to choose a sign language first; they can switch to another one at any time. They
can select between different “tabs” for different kinds of translations: sign language
videos are available for the complete texts, single sentences and difficult words and
phrases (selected by the deaf team members of the project partners), as well as for the
introduction to the course.

The users can also test their skills with interactive exercises or look up brief signed
grammar explanations (because the target group are intermediate/advanced learners,
these explanations are not all-encompassing, but rather summaries of the most impor-
tant points). A more detailed description of the program can be found in Hilzensauer
and Skant [5].

2.1 The Results of “SignOn!”

The feedback to “SignOn!” showed good acceptance by the users as well as an unex-
pected additional bonus: as the users can choose between different sign language
translations, the program may also be used to learn signs or phrases from other sign
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languages. One fact that emerged during the dissemination was the urgent need for a
course for beginners. Both potential deaf users and teachers of the deaf argued that
“SignOn!” — as an intermediate course — was too difficult for complete beginners and
that they would like to have a basic English course using the same method.

3 The “SignOn!” Method for Beginners: “SignOnOne”’

The results of the feedback to “SignOn!” led to a follow-up project, “SignOnOne”
(2008-2010), which is an English course for deaf adults without any knowledge of
English at all. There were some changes in the partner consortium: Finland, the Neth-
erlands and the United Kingdom had to leave due to other commitments, while the
Czech Republic and Hungary were new additions. Austria is the coordinator of both
projects, while Norway is responsible for the programming. The project has been
funded with the support of the Grundtvig programme of the European Union and the
Austrian Federal Ministry for Education, Arts and Culture.

3.1 Basic Design of “SignOnOne”’

The basic structure of the course with ten lessons centering on the “Main Texts” was
kept. The navigation is still free, although it is strongly recommended to work through
the lessons in the order in which they are presented as the lessons build on each other.
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Spring is the first season of the year. There are three months in spring: March,
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brown bunny. She thinks it is the Easter Bunny. The children and the parents .

wish each other "Happy Easter!"
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levels nav Page 1of 4 >

Fig. 1. Demo version: “Main Text” of Lesson 3

The contents of the ten lessons were developed in close cooperation with the deaf
team members of each partner country. The lesson texts do not contain an ongoing
story, but the lessons are loosely connected through the same protagonists: a family with
some deaf family members as well as their friends and relatives. The topics — again
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chosen by the deaf collaborators — deal with basic situations like introducing your-
self to someone, weather and seasons, free time activities, etc. They teach the basic
vocabulary necessary to be able to function in everyday life as well as special words
and phrases connected to the topics (approximately 1000 words for the whole
course).

The design with six “tabs” — retained from “SignOn!” with a few small changes —
enables the users to identify consecutively smaller units within the texts and to form
and check their own hypotheses regarding their meaning.

The first tab is an innovation; instead of the translation of the whole text it gives a
visual representation of the content of each sentence — if the users click on any sen-
tence in a lesson text, they will get an animation which allows them to identify the
most important cognitive concepts within this sentence. These animations are inde-
pendent from any specific language, whether written or signed.
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Easter is in March or April. On Easter Sunday, Carol and Peter hide chocolate eggs
in the garden. Anna and Mark run around looking for the eggs. Kate sees a little
brown bunny. She thinks it is the Easter Bunny. The children and the parents
wish each other "Happy Easter!”
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Fig. 2. Example for an animation (the three months in spring)

The second tab contains a signed translation of each sentence, the third and fourth
the translation of each word or phrase respectively (alternatively, if a direct translation
is impossible, a signed explanation). The users may select the sign language by click-
ing on the flag of the respective country. There is a translation for every word in the
text, even for those which make up a phrase, so that the learners can compare
the meaning of single words with the different meaning given by the phrase. All the
words and phrases can also be found in an alphabetical word list. The grammar terms
used in the grammar explanations will also be translated and/or explained in sign
language. This will help the learners to understand these terms and enable them to
work with grammar books.
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Via the “grammar” tab, the user has access to grammar tables and signed grammar
explanations. The grammar will be presented as visually as possible, e.g. using a flip
chart with examples in the videos.
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Fig. 3. Example for a signed grammar explanation, using tables and a flip chart

A separate “grammar reference” gives an overview of all the grammar phenomena
the users will encounter throughout the course. Although less detailed than the gram-
mar explanations within the individual lessons, the users will find here tables and
examples in a logically structured menu which allows for quick and easy orientation.

The last tab, “Exercises”, contains video exercises, e.g. matching a sign with the
respective written English word, cloze tests, and arranging the words of a sentence or
the letters of a word in the correct order (with the help of the signed translation). The
exercises contain sign language videos and/or pictures to make them visually more
interesting. The instructions for the exercises are available in both written and signed
form: by clicking on the question mark behind the English instructions the user opens
a new window for the sign language video. So if the users want to repeat an exercise
or are already familiar with this exercise type, they are not forced to watch the same
video over and over again. There are no explicit grades; the users are simply told
whether their answers were correct or not by using visual symbols like a green
checkmark, a red X or an emoticon. The number of correct answers is not stored;
neither is the number of mistakes.

A special feature of “SignOnOne” is what we nicknamed the “Talking Head”:
while “SignOn!” did not use any audio, the new course includes videos of the face of
a native British speaker pronouncing all the sentences, words and phrases. This was
included because the deaf are interested in the correct pronunciation — as the English
pronunciation often differs widely from the written form and can be confusing, they
would have trouble understanding other people or talking in English themselves. Deaf
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users can use these videos to lip-read English, while hard-of-hearing users might even
be able to work with the actual sound files. At the moment, this feature is activated by
clicking on the button with a Smiley on it; the Smiley will be changed to a picture of
lips or the lower half of a face (the exact symbol is still being debated by the deaf
collaborators).

Close exercises
Wh s
Back to exercises menu

Click on the correct word to fill the gap

» talked

» showed

» entered

Steven _ _ _ Peter his computer.

4 Pagezofs P

Fig. 4. Example for an exercise with a sign language video (cloze test)

“SignOnOne” will also include a signed help which is divided into two parts: the
first one is an introduction which welcomes the users to “SignOnOne” and gives a
general explanation of the contents and how to work with the course. The second part
explains the different features in detail; the respective sign language videos can also
be called up separately if the users want to look up some specific information. This
help mode will probably be accessed via a help button; the exact way of doing this is
still being discussed by the partners.

3.2 Technical Background

Originally, we had planned to re-use the HTML program from “SignOn!” for “Sign-
OnOne”, but — following a proposal by the Norwegian partners — we decided on new
programming in Flash ActionScript instead, which should be working with all com-
mon web browsers.

An important issue was that we wanted to have an option to extend the program to
include additional texts or sign languages and the programming had to allow for this.
Therefore all the texts and the linking information are stored in external text files and
XML files. The linking has to be the same for every sign language and all the sign
language video files for each country are contained in a single folder. This makes it
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quite easy to reuse the interface with different texts and video files. The grammar and
the exercises are programmed in Flash; for reusing these, some knowledge of Flash is
necessary.

3.3 The Results of “SignOnOne” So Far

After the first half of the project duration, the first five lessons of “SignOnOne” are
already finished and implemented in a demo website. This shows that the methodo-
logical concept can be realised in practice. The partners are now working on the sec-
ond half of the contents (the contents are mostly finished and the filming of the sign
language videos has already begun). The first dissemination activities during which
the demo website was presented have shown great interest in the finished product.

4 The Impact of “SignOn!” and “SignOnOne”’

The unique approach of both “SignOn” courses is that they try to give the learners the
freedom to experiment with language on their own. Although we recommend using
“SignOnOne” as a course for beginners together with a teacher, the deaf students can
try to understand the texts, learn new words and phrases or do the exercises on their
own. Besides, we believe like Schumaker [6] “that students become more interested
in their own development in English when they assume the responsibility for their
own learning.” People have different learning needs and learning strategies, therefore
the course allows them to proceed on their own as much as possible. They can spend
as much time as they want to on each part of the program. Each step may be repeated
as often as they like without having to fear that they will get bad marks for making
mistakes or advancing too slowly.

Furthermore, “SignOnOne” will provide teachers with the opportunity to use an
English course for deaf beginners which was specifically developed for this target
group. The participation of deaf team members from each partner country guarantees
a permanent deaf perspective; these are courses designed by deaf people for other
deaf people and not something conceived by hearing people according to their
preferences.

5 Conclusion and Planned Activities

Both “SignOn” courses can be accessed via their Internet address. They are free of
charge and very easy to handle — the users do not need to download and install any-
thing and they do not need any computer skills other than clicking on buttons or using
the menu of the video player. They are also anonymous: there is no log-in necessary
and the program does not keep track of what the users are doing. We decided to avoid
the usual design with entrance exams, tests and grades because this is too reminiscent
of school and might deter the deaf users.

Due to the Flash programming, it will be possible to add new contents or new sign
languages to “SignOnOne” without advanced programming skills. If other countries
should be interested in this course (there have already been first requests), they only
have to provide the sign language videos and to adapt the grammar explanations to
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their own written language. It will also allow us and any other interested parties to
develop new lessons at any time. While “SignOnOne” teaches only the basics and
“SignOn!” the special terminology needed for the Internet and international commu-
nication, the final result should be a complete English course for the deaf — one that
enables them to learn English through their own national sign language so that they
can understand written (and maybe even spoken) English and write it themselves.

Although this is a beginning, the scope of “SignOn!” and “SignOnOne” is still too
narrow — in order to provide deaf people with the same chances as hearing people,
they need access to the same amount of information as the latter. This means that
complete courses for hearing people would have to be adapted with the “SignOn”
method to make them barrier-free.
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Abstract. This paper presents the design and implementation issues of a tool
for the annotation of sign language based on speech recognition. It is at his first
version of stable development and it was designed within the Automatic
Translation into Sign Languages (ATLAS) project. The tool can be used to
gather data from the language for corpus creation and stores information in a
Multilanguage Multimedia Archive. The objective is to create a corpus of
Italian Sign Language for supporting an automatic translation system that
visualizes signs by means of a virtual character. The tool allows the user to
search for media content related to signs and stores metadata about the
translation and annotation processes.

Keywords: Accessibility, Sign Language, Annotation, Language Formal
Representation, Annotation Editor.

1 Introduction

Deaf people represent 0.1% of the Italian population (about 50,000), however, 10% of
the Italian population suffers from relevant hearing impairment [1]. This percentage is
increasing of 4%-6% every year. Severe deafness represents about 25%-30% of the
cause of invalidity (500,000 deaf in Italy).

The integration difficulties of persons who were born deaf or acquired deafness in
the first years of life are higher, because they could not acquire the knowledge of the
spoken language. It is reported that just a small percentage of the deaf persons has an
acceptable knowledge of the written Italian language. Sign Languages allow deaf
children to acquire a full cognitive development within their community composed of
hearing people and deaf persons. Such cognitive development represents the basic
prerequisite to a full access to the education, the culture, and the inclusion in working
and social environments.

The depicted scenario makes evident the relevance of the availability of a low cost
system to cover, in a sustainable way, the increasing request of a wide range of
services including Italian Sign Language contents.
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Many projects targets sign language visualization and more in general accessibility
to deaf people, and an increase of interest in this research field is reported in the last
years. DePaul University ASL synthesizer allows the visualization of signs in ASL
[2], Signspeak [3] targets sign language recognition and translation, the DICTA-Sign
project targets sign language recognition and synthesis. are examples of such projects.
As demonstrated by the results of some international projects [4][5], virtual character
based solutions are generally accepted by the deaf community and while some works
revealed that this technology could give a satisfying level of understandability [6],
additional work has to be done to improve the translation quality, in order to provide a
sign language translation resorting to its grammar. Younger people are very interested
in this technology, since it offers a new possibility of being included in the global
community: a natural evolution of a process started by computers, the internet, and
mobile phones. To implement a virtual character that signs as similar as possible to a
real human, it is necessary to study the language by a technical and linguistic point of
view. These studies will be based on a corpus of sentences in Italian Language and
Italian Sign Language (LIS) created by movies of signing humans. It is well known
that data gathering through annotation of these movies is a complex and hard task. For
this reason the use of tools to provide assistance to the operator can be useful and
improves quality in annotation. Several tools for video annotation are present and
freely downloadable from the internet, such as ELAN [7] or ANVIL [8]. They are
mature and useful in several research areas. It is possible to annotate Sign Language
videos with them but to our knowledge no tool targeting Sign Language annotation is
available. In this paper we present a tool, called ATLAS Advanced LIS Editor for
Annotation (A’LEA). It has been designed for the annotation task and built around
Sign Language annotation needs. It implements features to aid the operator in the
annotation task. In chapter 2 we describe the analysis of LIS that we performed and
that is on the basis of the tool. In chapter 3 a description of the tool is provided. In
section 4 a description of the annotation methodology is given with an example. The
paper concludes with future developments.

2 About Data: The Analysis of Language

The availability of a corpus is a necessary requisite for any research study that has the
objective of gathering linguistic resources. Various Corpora exists for many spoken
languages and some work has been done for sign languages. To our knowledge no
corpus of LIS actually exists and sign language, even if it is a real language with its
own grammar and morphology, has a not well-established reference grammar. The
creation of a corpus is therefore needed for linguistic research purposes and has been
started within the Automatic TransLAtion into Sign Languages project (ATLAS) [9].
The ATLAS project targets the development of a platform for the automatic
translation from Italian to LIS in the weather forecasts domain. This is a relatively
new domain for sign language since it suffers from a considerable lack of lexicon.
Texts are prepared resorting to a real weather forecasts Italian texts corpus and
terms that are not present in sign language are detected. Moreover a lexicon of such
terms has been created that includes video recordings of the single signs. Video
translations have been provided including these signs in utterances. From the analysis
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of these videos, was possible to identify peculiarities of LIS in standard signs and in
weather forecasts new signs. The analysis of the video has been performed from the
linguistic point of view and from the animation point of view. By this analysis a
considerable number of grammar phenomena was detected. These phenomena
allowed us to code sign elements and to build a formal language that conveys both
linguistic and visualization information. This is called ATLAS Extended Written
Italian Sign Language (AEWLIS). A description of the ISL peculiarities and of the
corpus construction methodology is out of the scope of this paper but it is important to
point out that A’LEA is built on the AEWLIS definition.

3 The System Architecture

In figure 1 the system architecture is shown. A’LEA is a web application, so that is
possible to annotate by simply connecting to a website. This allows what we define a
“distributed annotation” as an evolution of the collaborative annotation that uses peer
to peer technology [10]. Many users can take effort of the same media content and
produce an annotation. The system stores user information and ranks it on the base of
his experience as annotation operators and on other criteria such as: experience as a
linguist, LIS knowledge level, computer skills, etc...

Annotated
Text

Athar

> Sentence Annotation

Sentence
Segmentation

Speech to text ‘ Video | ‘ AEWLIS | | Lexicon |

T

i Multilanguage Multimedia Archive \
User

Fig. 1. Annotation Tool Architecture

A’LEA takes effort of a speech to text recognizer. If the user is a LIS expert, he
can load the video content and just “speak” the lemmas as he sees them in the video.
The output is a sort of written LIS that can be loaded by the sentence segmentation
module. This produces the single sentence to be loaded by the Sentence Annotation
Module (SAM). This is the core of A’LEA, it loads the segmented sentences and
provides a web interface for the operator to perform annotation. A screenshot of the
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Sentence Annotation Module (SAM) is provided in figure 2. SAM loads the video
information and allows the user to performs the following operations:

— Sentence modification (lemmas additions and deletions, order changes),

— Lemma tagging (association with attributes proper of the AEWLIS specification
and format),

— Linking to lexicon resources (linking each lemmas to a sign in the LIS dictionary).

o |

D Rad: NATID L0 IDRad:NAIIDL: 1 D Rad: NAIDL:2 1D Rad !

Fig. 2. Sentence Annotation example

Each of these operation implies a continuous interfacing with the Multilanguage
Multimedia Archive (MMA). The annotation is performed by modifying the sentence
and by tagging the lemmas. As a consequence the annotation is at the level of
sentence defined as a concatenation of utterances, and at the level of lemmas. The
third operation takes effort of the first consistent online LIS dictionary that has been
built within the ATLAS project. It is based on the Radutzky Dictionary [11], that has
been digitalized through a custom user interface and stored in the MMA. For each
coded sign it stores a video and a short example of the sign usage. This information is
available online through A’LEA. As we pointed out in chapter 2 the AEWLIS
formalism has a strong visualization component that allows the user to describe the
sign that he can see in the video. Therefore it is possible to specify the position in
which each sign is performed even with respect of the other signs (called entities in
the signer’s space). The A’LEA will help the user in this complex task by providing
an image of the signer (referred as Avatar in picture 1) with coordinate points in the
signer’s space. This feature will be embedded in the Sentence Annotation Module.

4 Annotation Methodology

A’LEA takes as input a text file, that can be produced by the speech recognizer or
eventually loaded by the user. The tool provides also manual text insertion, in this
way a LIS expert can write the lemmas that he sees in the video directly in a text box.
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The input text is analyzed by means of a morphological analyzer [12] and the relevant
lemmas are properly pointed out. In the following we have an example in which the
text in input is “La mela ¢ sopra il tavolo” (the apple is on the table). The
correspondent analysis is performed as shown in the table below.

Table 1. Annotation example of the italian sentence for “the apple is on the table”

Italian La mela ¢ sopra il tavolo
Position 1 2 3 4 5 6
Step 0 LA MELA ESSERE  SOPRA 1L TAVOLO
Candidate for Yes No No No Yes No
deletion
Step 1 MELA SOPRA TAVOLO
Step 2 MELA TAVOLO SOPRA
Step 3 Topic Focus

Agent(3) Location(3)

The morphological analyzer extracts useful information (i.e. number and syntactic
role) on the lemmas, that have impact on the signing act. By means of the syntactic
role some lemmas are identified as candidates for the deletion as they will not
constitute signing elements on the basis of the ISL grammar. Notice that the verbs are
not candidates but in this case “essere (to be)” will be manually deleted in step 1. In
this step all the candidates are automatically deleted. In step 2 the lemmas are
manually shifted by the user according to the signing act that is showed on the video.
In step 3 lemmas attribute are added. The attribute are the same specified in the
AEWLIS formalism. In table 1 two of them are reported:

— The Topicalization, which is necessary for the identification of the main element of
the sentence. The corpus creation phase revealed that the order of the elements in
the sentence changes in sign language and, even if the standard form is SUBJECT-
OBJECT-VERB, this phenomenon can be found in ASL as well. Hence in some
cases we have the same sentence signed in different ways by different deaf
persons. It became clear that is necessary to identify what is the topic and the focus
as it influences the signing act, in particular topicalization is realized with use of
non manual component in correspondence of the topic.

— The Thematic Role, which is useful to identify semantic relations between the
element of the sentence. This attribute is important to build the scene, that is
locating the entities in the scene, where entity is an abstract element that becomes a
concrete sign within the scene (including classifier). In some cases entities are
placeholders to manage signs movements in the space.

The signed sentence could have more entities than the number of lemmas present in
the annotated sentence after step 3. In this case it is possible to add those elements
according to the LIS grammar. Hence, the output AEWLIS sentence will result as
reported in table 2.
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Table 2. Annotation example with additional lemmas

Italian La mela ¢ sopra il tavolo

Position 1 2 3 4

Step 2 MELA TAVOLO CLASS(plane) HANDSHAPE (C)
Step 3 Topic Focus

Agent(3) Location(3)
Place_top(3)

This is a more accurate annotation. In LIS the “SOPRA” lemma which means “is
on”, is signed by first placing a classifier representing plane things in the neutral
space with the left hand, then by performing the “C” handshape (that is the
handshape used to perform the “MELA” —apple sign) with the right hand and by
placing it on the classifier. Thus the iconicity is resolved by physically placing the
apple on the table. This can be annotated with a lemma of type “classifier” and a
lemma of type “handshape”. In the step 3 the location attribute is added. This
specifies that the lemma in position 4 is spatially placed on the top of the lemma in
position 3.

The annotation performed in the example above is just a partial annotation with
respect of the amount of attributes defined in the AEWLIS formalism. It includes,
among others, facial expressions, hands specification (left, right, both), residual (a
frequent phenomenon in which the signer keeps the hands stopped at the end of one
sign while signing with the other hand), movements of the body, etc... The AEWLIS
formalism is still under refinement since new LIS phenomena and peculiarities about
its grammar are constantly found.

5 Conclusion and Future Developments

In this paper we presented a new tool for the annotation of videos completely sign
language oriented. The advantages of using this tool are several. It speeds up the
annotation by acquiring the lemmas through a speech to text module. It automatically
parses this input and provides an interface in which the user can easily insert the
attributes of each lemma from a linguistic and visualization point of view. We also
introduced the paradigm of distributed annotation brought up by the web based
architecture. Future developments include the customization and integration of the
speech to text recognizer, the development and integration of the sign position and
trajectory input module and the performance trials. An attempt will be made to train
the recognizer in order to identify the other special kind of lemmas (i.e. handshape or
classifier, see section 4), by means of keywords. This feature can be extended to
automatically add non-manual features like facial expressions These can be conducted
by different users with different backgrounds and annotation timings and accuracy
can be measured. Comparisons with different annotation tools can be performed to
detect problems and possible improvements.



A Web Based Platform for Sign Language Corpus Creation 199

References

1. Medical Survey,
http://www.numedionline.it/numedi/document/comairs.html

2. Schnepp, J.: Towards Computerized Synthesis of Nonmanual Signals in American Sign
Language. In: DePaul CTI Research Symposium (CTIRS) & Midwest Software
Engineering Conference (MSEC), Chicago, Illinois (2006)

3. http://www.signspeak.eu/en/index.html

4. Efthimiou, E., et al.: Sign Language Recognition, Generation, and Modeling: A Research
Effort with Applications in Deaf Communication. In: Proceedings of UAHCI 2009/HCI
2009. LNCS, vol. 5614, pp. 21-30. Springer, Heidelberg (2009)

5. Signing Science Dictionary homepage, http://signsci.terc.edu/

6. Igi, S., et al.: Sign language synthesis for mobile environments. In: Proc. of the 11th
International Conference in Central Europe on Computer Graphics, Visualization and
Computer Vision (February 2003)

7. Brugman, H., Russel, A.: Annotating multi-media / multi-modal resources with ELAN. In:
4th International Conference on Language Resources and Evaluation, pp. 2065-2068.
European Language Resources Association, Paris (2004)

8. Kipp, M.: Anvil - A Generic Annotation Tool for Multimodal Dialogue. In: Proceedings of
the 7th European Conference on Speech Communication and Technology (Eurospeech),
pp. 1367-1370 (2001)

9. http://www.atlas.polito.it

10. Brugman, H., Crasborn, O.A., Russel, A.: Collaborative annotation of sign language data
with peer-to-peer technology. In: 4th International Conference on Language Resources and
Evaluation, pp. 213-216. European Language Resources Association, Paris (2004)

11. Mason Perkins Deafness Fund. Dizionario Bilingue Elementare della Lingua dei Segni
Italiana LIS. (Ed.) Kappa. Rome, Italy (2001) (in Italian)

12. Pianta, E., Girardi, C., Zanoli, R.: The TextPro tool suite. In: Proceedings of LREC, 6th

edition of the Language Resources and Evaluation Conference, Marrakech, Morocco
(2008)



Context Analysis of Universal Communication through
Local Sign Languages Applying Multivariate Analysis

1 . . 2 .. .
Naotsune Hosono' , Hiromitsu Inoue?, and Yuji Nagashima®

'Oki Consulting Solutions Co., Ltd.,
4-11-15 Shibaura, Minato-ku, Tokyo 108-8551 Japan
2 Chiba Prefectural University of Health Sciences
? Kogakuin University
hosono903@oki.com

Abstract. This paper discusses universal communication with ICONs or picto-
grams in the field of assistive technology (AT) with human centred design
(HCD) and context analysis by Persona model. Typical two personas are cre-
ated as a deaf person in an emergency and a travelling woman from Hongkong.
Then scenarios like diary are written and about 40 words are selected as mini-
mum communication words in the dialogue. Several local sign languages of re-
lated selected words are referred in order to investigate universal signs. For this
purpose a sensory evaluation method with multivariate analysis is applied. The
outcome is plotted on one plane with relationships of subjects and samples of
several local sign languages. Through proposed method by sensory evaluation,
the relationship between fundamental words and local sign languages are ini-
tially explained.

Keywords: assistive technology (AT), human centred design (HCD), context of
use, Persona model, sign language.

1 Introduction

This research was started in order to investigate the context of universal communica-
tion through local sign languages applying Multivariate Analysis (MVA).

One of the authors visited Rio de Janeiro in 2005 with a deaf Japanese colleague
to attend the International Conference on Universal Design organized by Adaptive
Environments, now renamed as Institute for Human Centred Design. Although Japa-
nese sign language is quite different from the Brazilian one, deaf attendees were in-
stantly creating signs and quickly communicating with each other. After observing
this situation, the original research idea was conceived to find some common signs
that will form a fundamental communication method with pictograms and icons for
not only the deaf but also foreign travelers as well.

This research is supported and funded by SCOPE (Strategic Information and
Communications R&D Promotion Program) project organized by Ministry of Internal
Affairs and Communications (MIC) of Japan.
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2 Background

Recent discussions in the field of ergonomics are focused on Human Centred Design
(HCD) especially with regard to usability and accessibility of products [1]. The con-
cept became an international standard as ISO 13407: 1998 Human-centred design
processes for interactive systems, and now is under review as to be ISO 9241 Part
210. It has been applied to the development processes by many manufacturers bring-
ing with it the innovative concept of making production plans and designs not from
product resources (seeds) but from user requirements (needs).

HCD is based on the context of use and now standardized as ISO 9241 Part 11:
1998, Ergonomic requirements for office work with visual display terminals (VDTs) -
Guidance on usability. The context of use is organized by four factors as user, prod-
uct, task and environment in use. The research scope covers not only linguistic studies
of sign language but also HCD with context of use.

3 Determining the Context

Based on the concept described above, two context situations have initially been cho-
sen. Alan Cooper proposed the Persona Model [2] related to HCD where several
situation representing Personas are imaginably created in order to simulate and find
how they will behave under a certain context. This method is highly accepted by
modern companies in creating new product plans and has been applied to service
science as well.

Appling this method, the first phase is to create two Personas. The first one is a
deaf person in a situation where he suffers a sudden illness while commuting in the
morning, and is carried to the hospital by ambulance. The second one is a woman who
lives in Hong Kong and has to visit Tokyo on business. Afterwards, she will enjoy
some free time in the locales of Japan.

The second phase is to create diary like scenarios to describe their daily life. These
scenarios mainly pay attention to the dialogues between the Persona and those people
surrounding them. The concept of the dialogue is referred to ISO 9241 Part 10: 1996,
Ergonomic requirements for office work with visual display terminals (VDTs) -- Dia-
logue principles. The first scenario of the deaf person in an emergency consists of
about 600 words (equivalent to 3000 Japanese characters) and second with the travel-
ing woman about 1700 words (equivalent to 8500 characters). Two scenarios were
created from discussions with three colleagues utilizing the Brain Storming Method.

The third phase is to select words that are fundamentally essential to the dialogues
of the scenarios. 37 words were selected and categorized as follows:

+ Ten greeting words that trigger the initial dialogues:
thank you, hello, good-bye, indeed, yes, no, I am deaf, do not understand, sorry,
please do.

+ The next step of the dialogues start commonly with seven interrogative pronoun
words:

where 7, how much ?, how many ?, when ?, what ?, which one ?, Who ?.

12 associated reply words for the inquired interrogative pronouns are:

toilet, country, numeric (0, 1, 2, 3, 5, 10), yesterday, today, tomorrow, name.
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Three essential adjectives are found in the scenario:
painful, different, expensive.

Five essential verbs are:

want to, go, come, buy, reserve.

Looking at the dialogues in the scenarios under the selected context, the hardest proc-
ess is initiating the dialogue. In modern times, people are worried about security.
They are extremely cautious when approached by an unfamiliar person. Staffs at ho-
tels or railway stations are not upset since they are used to receiving inquires from
strangers, however dialogues are harder to start on the open streets. Several interjec-
tions are included to assist the initiation of dialogues. This research is focused upon
dialogues with several participants and referring to observations from the viewpoints
of the provider and the receiver.

From the aspect of dialogues, the seven fundamentals interrogative pronoun words
are as “where?, how much?, how many?, when?, what?, which one?, who?”. The
word “why?” is excluded from the first experiment since it results in a broad array of
answers. Reviewing the dialogues, common answers to the interrogative pronouns
tend to be replied by just a collection of single nouns.

Noun such as an “apple” is easy to engage in a conversation by simply showing its
picture or photo. There is a well known booklet for this purpose titled “point it” [3]
which is sold at not only bookshops but also tourist offices for the benefit of foreign
travelers. On the other hand, complicated conversations and proper nouns are better
expressed as written messages. Abstract nouns such as “beauty” or “simplicity” are
often related to adjectives, and their expressions are an issue. In addition, numeric
variations are quite often used in normal conversations. Numbers such as Zero, One,
Two, Five, and Ten are selected at the first experiment and longer numbers will be
written in messages.

Adjectives, similar to abstract nouns, are also difficult to express and “painful”,
“different” and “high” are included in the first experiment.

4 Experiments

The research is initially focused upon pictograms to make dialogues since the funda-
mentals of sign language are “shape”, “position” and “direction”. This research refer-
ences to a collection of figures consists of seven local sign languages [4] whose
author is a deaf architect, gave overwhelming support to the research by supplying
and permitting reference to the database. The seven local sign languages are of
American, British, Chinese, French, Korean, Japanese, and Spanish.

In the experiment, subjects are first shown an expression with the collection of fig-
ures consists of seven local sign languages. Then subjects are asked to imagine what
message is explained from those signs. After subjects are informed of the sign mean-
ing, they are requested to vote with 19 tokens which of the seven different local sign
language expressions best coincides with their image. They are permitted to put up to
seven tokens for one sign language expression (Fig. 1). This sensory evaluation
method can easily make relative comparisons between the seven expressions of local
sign languages and is more applicable than the ordering method or pair comparison
method [5].
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Then the correspondence analysis of Multivariate Analysis (MVA) by statistic
Software, Statistical Package for Social Science (SPSS) [6] is applied. The outcome is
plotted with two axes of first and second eigenvalues. The advantage of the analysis is
that the similar features of subjects and samples, in this case local sign languages, are
to be plotted closely on a plane. The first experiment subjects are 13 people in their
20’s including nine science course students, four humanity course students. Some
have experience living overseas.

After voting by the tokens, all the subjects are asked of their confidence level with
Semantic Differential (SD) method.

Fig. 1. A view of sensory evaluation method by subjects

5 Conclusion and Discussions

This paper discusses a method to extract the summarized expression of several local
sign languages in order to draw pictograms or icons by applying the sensory evalua-
tion with MV A. This method is valid in practice since Japanese and Korean sign lan-
guages are similar by historical background, and in fact and they are plotted close to
each other. In the characteristics of correspondence analysis, the subjects who have
general and standard ideas are positioned in the centre, whereas those who have ex-
treme or specialized ideas are positioned away from the centre. The center crossing
point of the first and second eigenvalues is gravity point or average point.

The result plots of “when?” are all positioned relatively close forming cluster pat-
tern (Fig. 2). This is because it must be easy to initiate the dialog with the expression of
a wristwatch. The plots of “hello” are positioned into two cluster patterns with Ameri-
can, British and Spanish in one, and Chinese, Korean and Japanese in the other. The
plots of “painful” are positioned into three cluster patterns with American and Spanish
in one, British and French in a second, and Chinese, Korean and Japanese in a third.
Subjects with overseas experience tend to be positioned relatively in the middle.
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Through the proposed method, the relationship between selected words and local
sign languages are initially explained by sensory evaluation of the subjects. They
chose several favorable sign language expressions. The next step is for designers to
draw pictograms or icons referring to those outcomes. Then under the cycle of HCD,
for future designers summarized by the sensory evaluation mentioned above will be
performed adding the newly designed pictograms. When the summarized one to be
designed by the outcome is positioned in the middle of the clusters then it is represen-
tative of the clusters. The acquisition of user experience is to include it as a design
guideline for context of emergency and traveling situations.
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Fig. 2. The result plots by MVA of “When?”
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Abstract. This paper describes the development of a 3D continuous sign lan-
guage recognition system. Since many systems like WebSign[1], Vsigns[2] and
eSign[3] are using Web3D standards to generate 3D signing avatars, 3D signed
sentences are becoming common. Hidden Markov Models is the most used
method to recognize sign language from video-based scenes, but in our case,
since we are dealing with well formatted 3D scenes based on H-anim and X3D
standards, Hidden Markov Models (HMM) is a too costly double stochastic
process. We present a novel approach for sign language recognition using
Longest Common Subsequence method. Our recognition experiments were
based on a 500 signs lexicon and reach 99 % of accuracy.

Keywords: Sign Language, X3D/VRML, Gesture recognition, Web3D scenes,
H-Anim, Virtual reality.

1 Introduction

Sign language is the natural language of deaf. It is a visual-gestural language which
makes it different from spoken language but serves the same function. Sign language
is the main way for deaf to communicate, in this context; many projects have been
developed to make information accessible to deaf. We can mention WebSign[1]
which can generate automatically a 3D signing avatar from a written text. Websign is
developed by the research laboratory of technologies of information and communica-
tion (UTIC).

Sign language enables deaf people to communicate throw a visual receive channel
and a gestural transmission channel which makes this language able to transmit simul-
taneous information. Moreover, Cuxac [4] showed that Sign Language (SL) uses
iconicity which enables deaf to describe objects or actions while signing. SL is not a
universal language; many different languages have been involved regionally as, e.g.,
FSL (French Sign Language) in France or ASL (American Sign Language) in the
United States. To sign a word, five parameters might be combined. These are hand
shape, hand orientation, location, hand motion and facial expression.

Grammar of sign language is different from spoken language. The structure of a
spoken sentence is linear, one word followed by another. Whereas in sign language,
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simultaneous structures regularly exist. At the syntactic level, sign language is not as
strict as spoken language and the OSV ' order is the most commonly used order.

This paper presents a novel approach to recognize Sign Language from Web3D
based scenes. Our method is an adaptation of Longest Common Subsequence (LCS)
algorithm which is commonly used for approximate string matching purposes. Our
experiments showed that our systems reach up to 99% of accuracy using a dictionary
of 500 signed words.

The paper is organized as follows. Section 2 summarizes the aspects of signing
avatars systems. In section 3 we review the main difficulties encountered during the
recognition process and we illustrate the architecture of our recognition system. In
section 4, we outline a summary of what has been done in the field of sign language
recognition from video-based scenes. Section 5 presents the main contribution of this
paper which consists on the adaptation of the LCS algorithm to recognize sign lan-
guage from Web3D based scenes. Experimental results are presented in section 6.
Finally, the section 7 brings out the conclusion.

2 Signing Avatars Systems

Since the standardization of 3D signing avatars modeling by Web3D consortium[5],
many systems have carried out the automatic Sign Language generation from a writ-
ten text. Web3D Signing avatars are modeled using the H-Anim [6] working group
specifications that give a relevant method to describe the skeleton architecture and
hierarchy. The animation of theses humanoids is rendered according to the X3D
specifications [7] that implement a high layer on the VRML (Virtual Reality Markup
Language) code.
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Fig. 1. Architecture of a signing avatar system

.

3 Related Difficulties and Proposed System Architecture

Although our system is not video-based, we encounter almost the same difficulties.
Some of them are related to Sign language itself and others are related to the

! Object Subject Verb : common order used in sign language.
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technology used to generate signs. Here are the most relevant problems that we en-
countered during the recognition process:

e 3D Scenes to be parsed may contain formatting mistakes caused by failures to meet
H-anim and X3D standards.

e In sign language, for the same signed word, we can find different rotation values
for a given join®.

e In sign language there are no explicit indications for the beginning and the end of
gesture, indeed, the gesture segmentation is the most difficult task that we should
consider.

The figure 2 shows the architecture of our system which is based on 3 modules. Every
module carries on a part of the recognition process to lead finally to a written text
recognized from a 3D scene. The recognition is based on an X3D signed dictionary.

X3D Signing avatar

X3D/VRML parser

|Nested array {Joins an
rotation values)

Motion detectionand ¢
normalization

Continuous
motion sequence

Segmentation and <
recognition (Longest common
subsequence method) [:

Written Text

\ 4

A

X3D signs dictionnary « Bonjour»

Fig. 2. Proposed system architecture

4 Related Work in the Field of Sign Language Recognition

Sign language recognition has been attempted since several years [15]. In 1997 Vo-
gler and Metaxas [8] described a system for Continuous ASL recognition based on
53-Sign vocabulary. Vogler and Metaxas performed two experiments, both with
97 test sentences: one, without grammar and another with incorporated bi-gram

% Join or articulation of a part of the body ex: r_shoulder.
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probabilities. Recognition accuracy ranges from 92.1% up to 95.8% depending in the
grammar used. In 1998, Starner [9] proposed a HMM-based recognition system. It
recognizes 40 words with 91.3% accuracy.

These video-based systems used signal and image processing techniques to match
and tokenize signs like HMM (Hidden Markov Models) which is a double stochastic
process based on transition matrix and probabilities. The recognition process can be
performed with a Baum-Welch algorithm or a Viterbi algorithm as described by
Rabiner [10].

In our case, as WebSign dictionary is composed by more than 1200 signed words,
probabilistic methods like HMM become a costly task. Moreover, X3D signs are well
formatted and form a rich alphabet. Thus, we are no longer dealing with simple states
but with 3D rotation values. In this context, the originality of our contribution consists
on using string matching and patterns recognition methods, especially an adapted
version of the Longest Common Subsequence algorithm (LCS).

5 Sign Language Recognition Using the L.CS Method

5.1 Motion Detection Algorithm

The following algorithm allows us to extract all information about animated joins in a
Web3D scene about over time. An example of result is shown in table 1.

Program Fetch_Rotations (X3D scene)
For each (OrientationInterpolator)
For each (TimeSensor)
Find Correponding ROUTE
RotationsArray[joint]<- ROUTE [toNode]
For each TimeSlot T
RotationArray[Time]<- T
RotationArray[Value]<- KeyValue
End For
End For
End For
Return RotationArray

End.

The above algorithm runs after validation of a scene, the table below shows a portion
of a returned array by our algorithm. For every time slot, we obtain all rotation values
of the avatar’s animated joins. To represent 3D rotations, we adopt the representation
described in [11] based on quaternion (x,y,z,w).



Toward Automatic Sign Language Recognition from Web3D Based Scenes 209

Table 1. Extracted motion sequence using Fetch_Rotation Algorithm

JointName r_elbow
RotationValue | X Y Z \%
-0.498537 | 1.092814 -0.108278 1.955234
JointName r_index1
RotationValue | X Y Z \%
0.5 -12.37785 | 0.000000 0.000000 0.161756

5.2 Sign Language Segmentation and LCS Problem

The extracted data represents a sequence of 3D keyframes where we have to find out
the signed words using a dictionary. Known that scenes to be processed are issued
from different systems, the number of keyframes and their rotation values could be
different from those recorded in our dictionary. Thus, our problem is similar to the
Longest Common Subsequence (LCS) problem [12] where:

e The scene to be processed is the Text: T[KeyFrame,,...KeyFrame,], where key-
frames are the returned 3D rotation values by our Fetch_Rotations algorithm.

e The Signed word (recorded in the dictionary) to search in the scene is the pattern :
P[KeyFrame,,..,.KeyFrame,,]

e Every KeyFrame belongs to Y alphabet . % = {Tetvows letbows Twrists bwrists -+ }

Q =3 | o J@be Q Q
| PO | .

. WEist x.elhow z. ehbow z.index z.elhow f 3+ 15 1 wxist
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Fig. 3. Adapting the LCS problem to Sign Language

5.3 Multi-dimensional Scaling for 3D Key-Frames Comparison

Our approach is based on dynamic programming. This paradigm needs to find a way
how to compare 3D keyframes because we no longer compare simple alphabet letters.
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For this purpose, we used Multidimensional Scaling[13] to quantify similarities be-
tween 3D keyframes precisely a generalized form of Minkowski distance of order 4
[14] . This allows us to compute the distance between a KeyFramel and a KeyFrame2
using the formula below.

\#
1

Minkowski distance of order 4 = E Z S ,i
After calculating the Minkowski distance we have just to convert it into a similarity
rate called MinkowskiSimilarity with the formula below :

MinkowskiSimilarity =dmax-dmax/dmax Where dmax=(4*2n4)14 = 8.881

For example, if use the formula above to compare the two following keyframes,

— Keyframel (from the scene) : 1_shoulder (3.00, 2.00, 00.00, 01.00)
— Keyframe2 (from the signed word) : I_shoulder (3.00, 2.50, 99.00, 01.20)

We obtain,

MinkowskySimilarity = ( 8.881-0.7)/8.881 =0.92118

The rate of similarity between two keyframes, can be used as a threshold beyond
which the keyframes are considered as similar. Hence, we use this rate to adapt the
LCS algorithm to sign language recognition.

5.4 Adapting the LCS Algorithm

In this section we adapt the Longest Common Subsequence method. X is a signed
word recorded in the dictionary and Y is the scene that contains a signed sentence.
We apply the dynamic programming to find out the LCS(X, Y). If the length of re-
turned LCS is equal to the length of X then the word exists in the scene.

o X=[r_wrist(000 1), r_elbow(0.5000.5), r_index(1111)]
o Y= [r_wrist(0 0 0 1), r_elbow(0.50 0 0.5), r_elbow( 00 10), r_index(1 11 1),
r_elbow(0.1 00 -1.3), r_wrist(0000 ), 1_wrist(1.5001) ].

To solve the LCS problem we proceed in two steps as follows:

1. Distance matrix computing using the following adapted formula :

0 ifi=00rj=0
T[i,j] = Tli—1,j—1]+1 if i >0and j > 0and Similarity (x;,y;) = threshold
max {T[i —1,j],c[i,j — 1]} if i >0and j > 0 and Similarity (x;,y;) < threshold

2. The second step consists on performing a back-trace to find the LCS(X,Y). We
adapted the backtrace algorithm so that it can use similarity as well. Te algorithm
takes the scene Y of length n, the pattern X of length n and the distance matrix T
computed in the previous step. The table 2 shows the way our algorithm works on
the example given previously where the pattern r_wrist, r_elbow, r_index was in-
deed found.



Toward Automatic Sign Language Recognition from Web3D Based Scenes 211

Program TraceBack Modified (x,m,y,n,T)
i€ m-1;j€n-1; k€T[m-1, n-1] -1
While i>0 and j>0 Do

IF T[i,j] = T[i-1,7-11+1 && MinkowskiSimi-
larity(x,,y;) >= threshold

wk€ xi;
i€i-1; j€j-1 ;k€k-1

Else IF T[i-1,3j]>T[I,j-1] Then i€i-1 Else

j€<i-1
Return w
Table 2. Illustration of the Back-Trace algorithm
1 0 1 2 3 4 3 G
z wrist z_elbow £z elbow | z_index z_elbow z wrist 1 wrist
0001 | 0300053)| 0010 1111 | 010013 | 0000 15001
-1 0 0 ] ] 0 0 0 0
0 | _wast 0001 0 1 1 1
1 | z elbow | 050005 0 2 2 2
2| gindex | 1111 0 i 44— 3 a+— 3

6 Experimental Results

Our system was tested using a 500 signed words dictionary. The figure 4 shows the
recognition performance. The first curve shows that the recognition process takes
quite a long time according to the length of the used dictionary and the length of the
scene as well. The second curve shows that recognition accuracy varies according to
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Fig. 4. Performance of the proposed system
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the threshold of accepted similarity between keyframes. As shown in the second
curve, we can reach 100 % accuracy if the scenes we are processing are generated
from our own dictionary. Tests have been performed on a machine with 1Gb of
R.A.M and a 1,73 Ghz processor.

7 Conclusion

In this paper, we brought out the fact that signing avatars systems like are becoming
increasingly common. We came up with a novel approach to recognize sign language
from scenes generated with this kind of systems. We built a system able to detect
motion and recognize signed words inside the 3D scenes. Our method is an adaptation
of the LCS algorithm commonly used for approximate string matching problems.
Experimental results were very encouraging since we reach 99% of accuracy, even if
the execution time is an aspect that we should work on in the future.
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Abstract. With the wide spread of smart mobile phones equipped with advanced
processing power among deaf people, the need for utilizing these devices to
serve the deaf people requirements is becoming an evolving research trend. In
this paper we present the idea of a portable Arabic sign language translator for
mobile phones to convert typed Arabic text to sign language animation using 3D
signer avatar. This will empower people with hearing disability by using their
mobile phones to bridge the divide between them and the hearing people.

Keywords: Sign Language, Arabic Language, Mobile phones, Hearing Im-
paired, Usability.

1 Introduction

Deaf and hard of hearing people constitute approximately 70 million worldwide and
around 17 millions in the Arab world'. The biggest challenge that faces those deaf
people on a daily basis is communication. This makes sign language a very important
communication media for them. Sign language is "a language based on movement of
hands, arms, body, and facial expressions to create gestures that communicate a per-
son’s thoughts" [5].

For Arab people with hearing disabilities, the first, natural, and spontaneity lan-
guage is the sign language and the written Arabic language is considered a second
language for them [1]. This fact led to reading and writing deficiencies among the
Arab deaf community. Some deaf people are facing difficulties in understanding the
written text and in writing well formed sentences in their own. When a deaf person
tries to read Arabic text, (s)he finds difficulties in understanding it [1]. To overcome
this problem, technology can be put into use to bridge the communication gap be-
tween deaf and non-deaf people.

With the advent of smart mobile phones equipped with powerful processing power
similar somehow to personal computers capabilities, many people in the deaf com-
munity use these devices for basic communication matters such as sending text mes-
sages and e-mails. However, these small and powerful devices can be further utilized
to function as a portable translation machines.

In this paper we introduce the idea of a portable Arabic sign language program for
mobile phones that converts Arabic text to Arabic sign language. One benefit of using

! World Federation of the Deaf, http://www.wfdeaf.org/
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such a program is to help the Arab deaf community break communication barriers
with the outside world and to have a translation program with them anytime and
anywhere.

Our translation program is specialized in text to sign language translation only, where
text is inputted in the form of formal Arabic language and then translated to unified
Arabic sign language that adheres to the Arabic Dictionary of Gestures for the Deaf.

This paper begins by shedding the light on some endeavors for utilizing mobile
phones for sign language translation. It will then go on presenting the implementation
and evaluation of our translation program. Finally, the paper concludes with high-
lighting our program limitations and future remarks.

2 Related Work

There are communication barriers between the deaf and the hearing world. From our
understanding of such problems, many projects have been implemented to recruit
technology to meet the needs of deaf people. These projects have different goals,
some were educational to help in learning deaf sign language, and others were media-
tors for translating text and speech into sign language and vice versa. However, most
of these systems were PC-based, little have been developed to leverage the power of
the new breed of mobile phones.

For example, a recent research project called "the Sign Language MMS to Make
Cell Phones Accessible to the Deaf and Hard-of-hearing Community" has been car-
ried out in Tunisia in 2007 [3]. This project describes a new software module which
allows automatic transformation of a textual message to an MMS containing the
translation of the message’s content to sign language in order to communicate with
deaf people via cell phones. This transformation happens in two steps: first, a genera-
tion of 3D animation of an avatar, by the use of the WebSign web service. The gener-
ated 3D animation is transformed by MMSSign server to an MMS containing a 3GP
video sequence which sends it to the server of the telecom operator [3].

The disadvantage of this project is that the translation system resides on a server
not on the mobile phone. Another disadvantage is that the receiver does not see the
original translated text on his/her mobile phone; this will not help the hearing com-
munity who are interested in learning the Sign Language. Finally, the system is costly
besides it will not be effective in low bandwidth networks.

Similarly, Halawani [2] proposed the implementation of an Arabic Sign Language
Translation System on Mobile Devices. The proposed system consist of four main
parts: 1) Mobile device player that allows the user to input the text and to view the
animation, 2) the Text translator tool that supports the translation of text in each phase
of the communication process, 3) the Matching tool that establish comparison and
matching of text and sign, and 4) the sign language that is stored in the Sign Anima-
tion Database.

The main difference between Halawani's system and our proposed system is in the
connection to a web server. Halawani's system needs a connection to a web server to
operate while our system does not need this connection [2].

On the other hand, Ldpez et al. [4] described in their paper a special format for de-
fining and storing sign language symbols for a virtual 3D human avatar over mobile
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devices. This new format has been designed to be used in mobile devices with low
storage capacity and low graphic resources. Yet, no evaluations were undertaken by
the research team to prove the effectiveness of their technique.

Finally, Ahmed and Seong [5] have tested the feasibility of writing and reading
text messages in sign language as an alternative communication mean besides SMS.
The empirical evaluation results affirmed that the test subjects preferred Sign Writing
against SMS as the communication mean. In our program we will not use Sign writ-
ing for translation; instead we will rely on inputted Arabic text and let our program
translate it to sign language.

Given the previously mentioned research, our proposed program will overcome the
limitations of [2] and [3] and benefit from the idea presented in [4]. Next we will
detail our system architectural design and its implementation.

3 System Overview

Our system was developed using J2ME language, a stripped-down version of Java,
suitable for small devices with limited capabilities.

The system consists of two processes, namely: translation and presentation, and
four resources files, to act as a dictionary for the translation (Fig. 1).
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Fig. 1. System Architecture of the Portable Arabic Sign language Program for Mobile Phones

3.1 Translation Process

In the translation process we used the sliding window technique to handle the occur-
rence of compound words. When translating from Arabic text to Arabic sign language
three cases are encountered: compound words which correspond to compound sign
representation, single words which correspond to one or more sign language represen-
tation and single words that do not have a corresponding sign gesture such as proper
names, in this case they can be finger spelled.
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A sliding window search is performed by sliding a window of length two words
along the text then locating these words in the compound resource file. If the com-
pound word was found, the two words are inserted in a processed text queue as one
object and the window is moved to the word after the compound. However if the
compound was not found, the first word is classified as a simple word and inserted in
the processed text queue, then the window is moved to the second word to be the first
word in the sliding window and so on.

In order to deal with the morphological nature of the Arabic language, the transla-
tion process uses the general Arabic grammar rules to turn an Arabic noun or verb to
its root. The morphology process takes into consideration the mobile phones space
and power limitations and at the same time provides a sufficient way to analyze the
inputted text by using if-statements with immediate return-statements once the word
was found. Therefore, our technique used to handle Arabic grammar will require less
space and less processing time than using readymade grammar analysis tools that
require very large space for their embedded databases which will not be sufficient to
use on mobile phones.

3.2 Presentation and Animation Process

The second process is the presentation and animation process. We used the coordinate
technique to animate the 3D signer avatar via the Mobile 3D Graphics API (M3G) to
minimize the memory space required for the animation process. This technique is
appropriate for mobile memory constraints.

As for storing the words with their corresponding sign movements, we used re-
source files as a replacement for databases. Resource files are Unicode safe and take
small space compared to database systems. Also, reading and dealing with resource
files by MIDP (Mobile Information Device Profile) applications is easier and faster
than dealing with text files, which helps us to gain more optimization.

In our system we created four resource files: stem, compound, character, and
movement files. The stem file contains a list of words, the compound file contains a
list of compound words, the character file contains a list of letters and numbers, and
the movements file contains the movement information associated with each sign
number. Each stem, compound, and character has a sign number to relate it with the
corresponding movements. Each sign number is equivalent to the word’s order in the
resource files.

To further optimize the space requirements of our application, the user interface
(UI) includes only the basic options a user would need (Fig. 2), that is:

1. Translation [%e> 5]: It translates a single word/sentence from Arabic text to
Arabic sign language.

. Replay [32\e]]: It replays the sign language translation animation.

. Slow Replay [4k sle]]: It replays the animation in a slower speed.

. Return [¢ s>_]: It enables the user to go back to the previous window.

. Return to main window [%ui )l 4ciall ¢ s JM1]: Tt enables the user to go back to
the main window.

. Spelling [*>¢3]: Finger spell Arabic text to Arabic sign language.

. The dictionary [s<&]: The user can browse the content of the resource files to
lookup the sign gesture of a single word or a compound word or a letter.

W B W
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Fig. 2. On the left the UI of our program, on the right the 3D signer Avatar representing the
first alphabet of the Arabic language

4 Evaluation

To grade the program usability and measure the user satisfaction, we assigned a group
of users some tasks to evaluate our program. We then used the System Usability Scale
(SUS) which is a Likert scale-based questionnaire made to grade the usability of sys-
tems and its results are used to calculate a score between 0 and 100, where 100 indi-
cating “best” usability [6].

Table 1. SUS Survey

Items in the SUS survey

1. I think that I would like to use this system frequently.

2. I found the system unnecessarily complex.

3. I thought the system was easy to use.

4.1 think that I would need the support of a technical person to be able to use this
system.

5.1 found the various functions in this system were well integrated.

6. I thought there was too much inconsistency in this system.

7. 1 would imagine that most people would learn to use this system very quickly.

8. I found the system very cumbersome to use.

9. 1 felt very confident using the system.

10. I needed to learn a lot of things before I could get going with this system.
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The SUS survey is a ten-item scale which gives a global view of the subjective as-
sessments of the system usability. These items are shown in Table 1.

The SUS survey was distributed among five users consisting of deaf and non-deaf
people. They were asked to rate each item from O to 4, where O indicates strongly
disagree and 4 indicates strongly agree.

Table 2 below shows each user total score and the average of their scores.

Table 2. SUS Scores

User ID User status User Score

User#1 Deaf 97.5

User#2 Deaf 80

User#3 Deaf 95

User#4 Non-deaf 92.5

User#5 Non-deaf 90

Average =91
100
80
60

M score
40
20
T T T T D
user #5 user #4 user#3 user#2 user#1

Fig. 3. SUS Scores
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From the obtained results we can find that our system has a high SUS score, which
indicate a high user satisfaction toward using our program. However the disadvantage
of our program that was commented by the test users was that, the program did not
show the facial expressions and body motions, which are very important in the repre-
sentation of some of the words.

5 Conclusion and Future Work

In this paper we presented the implementation and evaluation of a novel mobile phone
application that translates Arabic text into unified Arabic Sign Language. The main
users of our system are people with hearing disabilities besides non-deaf people who
are interested in learning Arabic sign language.

In order to translate Arabic text to Arabic sign language correctly, the entered text
should be well formatted and free of syntactical errors.

The avatar that interprets the Arabic Sign Language is created using three dimen-
sional mesh to give the user the impression of a human-like signer.

Even though our system has achieved a high score in System Usability Scale
(SUS) evaluation, yet, the limitation of our system can be listed as follows:

e Limited number of characters allowed in a translated sentence (only 50 char-
acters),

e Limited number of words in the dictionaries (resource files), and

e The translation processes do not take sentence semantics into consideration;
in fact this is one of the open research topics in Arabic natural language
processing.

The future improvements of our system will include: expanding the dictionary to
include more Arabic words, and representing face and body expressions.

Finally, it is worth mentioning that our software works only on devices that support
Java ME APIs, specifically M3G API which is JSR 184 specification.

An alpha version of the software can be downloaded from the following link
http://jump.fm/DXWFH.
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Abstract. In this paper, we introduce a new approach to the integration of sign
language on the Web. Written information is presented by a Sign Language In-
terpreter Module (SLI Module). The improvement in comparison to state-of-
the-art solutions on the Web is that our sign language video has a transparent
background and is shown over the existing web page. The end user can activate
the video playback by clicking on an interactive icon. The mechanism also pro-
vides a simplified approach to enable accessibility requirements of existing web
pages. In addition, the subtitles are stored externally in the Timed Text Author-
ing Format (TTAF), which is a candidate for recommendation by the W3C
community. Empirical results from our evaluation study showed that the proto-
type was well accepted and was pleasant to use.

Keywords: Web, Multimedia, Video, Sign Language, Subtitles, Deaf, Hard of
hearing, Human—Computer Interaction (HCI), Usability Engineering.

1 Introduction

The World Wide Web (the Web) has evolved to become an interactive multimedia
environment. However, information for the broader population is mainly provided as
written text, static images or static videos. The existing accessibility guidelines for
rich material on the Web (Web Content Accessibility Guidelines, International Tele-
communication Union and International Organization for Standardization) are unfor-
tunately too general and inappropriate for the specific needs of users with disabilities,
such as deaf people who use sign language as their first language and consider the
national language as their second language. The areas of difficulty for deaf people
include a possible lack of reading and writing abilities. Based on research studies,
many have a low level of literacy and a poor understanding of wording. For this rea-
son, the written information on the Web should alternately be presented with videos
of sign language interpreters.
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In this paper, based on our extensive research on the needs and requirements of the
deaf and hard of hearing community [1], we introduce the next prototype of Sign Lan-
guage Interpreter Module (SLI Module), which considers the following four aspects:

(a) Providing accessibility feature for deaf and hard of hearing to existing web pages;
(b) Inclusion of various form of information (video, audio and subtitles);

(c) Applying subtitling Timed-Text Authoring Format [22]; and

(d) Cross-platform browser Flash Player plug-in.

2 Background and Related Work

The existing solutions on the Web, for example SMILE [2], ShowSounds [3], Signing
Web [4], ATBG [5], SignOn [6], History of the Deaf [7] and Signing Savvy for
American Sign Language [8], use various Flash player plug-ins, which are, in most
cases, embedded at a predefined web page location. In this way, web designers have
to acknowledge the sign language video location while designing web pages. Existing
informative websites, which do not consider accessibility recommendations, fre-
quently contain text, images and photos which expand throughout the whole page,
leaving no space for the additional sign language video. The previous work, within
other research and projects, suggests that for deaf people who use sign language as
their first language, a similar idea has not yet been implemented. Because of its sim-
plicity and appropriateness of usage the solution could be integrated into "WCAG
Guidelines" for the needs of deaf and hard of hearing people. Currently, the Web
Content Accessibility Guidelines definition states that "using clear and simple lan-
guage also benefits people whose first language differs from your own, particularly
those people who communicate primarily with sign language" [9], and does not yet
determine that the transparent video should be used, which would solve the problem
of rapid and easy integration of sign language videos. The main question arising here
is how to provide accessible web pages to deaf and hard of hearing web users with
sign language videos and subtitles in an effective way, without redesigning entire
website from scratch or drastically changing the layout?

3 The Sign Language Interpreter Module

The initial idea was to provide the deaf and hard of hearing with a new approach for
easy and rapid access to information, tailored to their needs, while not discriminating
against other users (non-signers). Past research has shown that deaf signer users, who
use sign language as a first and desired language, are often helpless and become con-
fused when searching for information on web pages [7][10]. The deaf and hard-of-
hearing population is already familiar with a powerful media channel, the television.
In comparison to the Web conceptuality, it is more dynamically driven and visual. For
deaf and hard of hearing television viewers, the original video and audio is streamed
in the background while the sign language interpreter is layered over with additional
subtitling. Our proposal for providing accessibility to web pages is the Sign Language
Interpreter Module (SLI Module) [11], which presents an addition in WCAG 2.0
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(Guideline 1.4 Distinguishable: "Make it easier for users to see and hear content
including separating foreground from background" [9]). In this segment, one can find
instructions and guidelines for colour, audio, contrast, resize and images of text.
However, it does not provide instructions and guidelines for the sign language video,
which occurs mainly in Guideline 1.2 Time-based Media: "Provide alternatives for
time based media, which is designed to access to time-based and synchronized media
on the Web". The SLI Module uses a custom Flash player (SLI Player), which acts as
a wrapper of various modalities: a video of a sign language interpreter, audio transla-
tions and written translations as subtitles (Fig.1). The video is shown over the web
page with a transparent background and video playback controls (a button for hid-
ing/terminating the video is also provided).

AUDIO SUBTITLES

WEB PAGE

VIDEO

SLI MODULE

Fig. 1. Inclusions of SLI Module: video, audio, subtitles integrated into a web page

3.1 Video Preparation Phase

The starting phase is the video and audio preparation. The deaf and hard of hearing
who use sign language require the best possible video quality in order to focus on the
details, such as finger movements for the sign language and lip movements for
lip-reading. Therefore, the quality of the video can only be assured by using a high
quality digital video camera. The video of the sign language interpreter should be
recorded in front of a green background. There are some regulations for interpreter’s
clothing (for example, black clothes) which provide the contrast between the person
standing and the background. The lighting of the recorded subject is also of great
importance. The video recorded on the computer must be uncompressed and in origi-
nal size. For multimedia container we have used the uncompressed Audio Video
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Interleave (AVI), with a resolution of 750 x 567 and 25 frames per second (fps), with
48 kHz audio and 32-bit sampling. The video was then imported into the modelling
software, where the Color Key effect was used to remove the green background and
soften the edges between the object and the background. This procedure and the use
of the Shockwave Flash (SWF) format has resulted in the high quality of the video,
presenting the moves of the interpreter clearly enough for the users to see the facial
mimicry and to focus on the fingers without a blurry image.

In post-production of the video preparation phase, the result appears as video with a
transparent background (non-opaque). The video is then converted to a Flash .FLV
format. The audio of a qualified person reading the transcript was recorded additionally.

3.2 Custom Flash Player as a Wrapper

Adobe reported that the Flash Player plug-in was installed on 99% of Internet-enabled
desktop computers worldwide [12]. There are not many Flash players on the market
that support TTAF. JW FLV Player [13], which is a free solution for non-commercial
purposes and the ccPlayer [14] were initially investigated. Some of the main reasons
why we developed a custom Flash player included implementation-flexibility (layer-
ing approach and customization of user interface) and proprietary-independence,
which were crucial points for further improvement of the graphical user interface
based on evaluation studies with deaf and hard of hearing participants. ccPlayer uses a
component called CCforFlash for displaying captions with Flash video and audio
content. These captions are stored in external files formatted in the TTAF. The SLI
Player uses the Adobe Flash FLVPlaybackCaptioning component (version 2.5) for
handling subtitles. The component supports Timed-Text (TT) tags for captioning
XML files. The style of font and timing are defined by predefined tags. The limitation
is the text outline attribute (#£s:textOutline), which is used to “specify a style property
that defines a text outline effect to apply to glyphs that are selected for glyph areas
generated by content flowed into a region”. To date, this functionality has been
enlisted as a non-supported attribute by Adobe Flash Live Docs [15]. The same effect
of text outline can be accomplished through the programming language ActionScript
3.0, which is based on ECMAScript, the international standardized programming
language for scripting. SLI Player uses this approach and correctly renders the subti-
tles' appearance; fonts are displayed as white, surrounded by black outline (like on
television).

3.2 Authoring Timed-Text Subtitles

There are not yet many free tools for authoring subtitles in the TTAF. The present
online solutions did not meet our requirements for authoring subtitles. For example,
YouTube Captions [16], Overstream [17] and DotSub [18] provide subtitling solu-
tions but with the restriction that the videos are hosted on their web servers. One of
the online authoring tools that does not need hosted videos is the SubtitleHorse [19],
which is a Flash-based subtitle editor, generating subtitles in various formats, includ-
ing TT. There are also a few offline applications. Media Access Generator (MAGpie)
[20] is a free closed-captioning tool, which is designed to produce and synchronize
information for QuickTime™ player. Since the latest version 2.5 of MAGpie does not
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support FLV video types, and we found the usage was unfriendly and unnecessarily
complicated (no automated process), we investigated another free authoring tool. The
Subtitle Workshop [21] from UruWorks is an application for synchronizing subtitles
with the video and generating subtitles in all kind of formats. It provides playback
FLV video types. The authoring process is quite simple. Although the TTAF export
future is enabled, it does not work in the present version (4.0 beta). For this reason,
we have implemented the SLI Parser, which is an automated PHP script for convert-
ing .SRT subtitling formats to . XML TTAF. The SLI Parser adds also styling-tags for
the outline effect, described in Section 3.2. The workflow of producing the TTAF
subtitles is presented in Fig. 2.

FLV |— || Subtitle —+ SRT |—  SLIParser — XML

Workshop

Fig. 2. Workflow of TTAF. The .FLV video is imported into Subtitle Workshop where the
synchronization process with the video playback is done. The output file is the .SRT format and
contains time-stamps with text. Next, the SLI Parser converts this file to compliant TTAF.

4 The Study

4.1 Participants

Thirty-one deaf and hard of hearing students (age range 15-21 with an average age of
17.8 years) from the Ljubljana School for the Deaf and hard of hearing participated in
our study to evaluate the prototype. Seven of the thirty-one pupils were in elementary
school and twenty of them were in secondary school. There were 23 males and 8
females. 11 were deaf, 14 were hard of hearing, 5 had a speech disorder and one with
autism. 14 of them rated their sign language proficiency as excellent, 12 as good and
5 as poor. 18 participants used the Internet daily, 12 occasionally and one never. A
user and task analysis was conducted, where data were collected using simultaneous
verbal translations with sign language interpreters, note taking and pre/post study
questionnaires.

4.2 Experimental Design

The aims of the experiment were to examine the end-users feedback of the prototype.
It was also used to evaluate satisfaction, acceptance and ease of use among deaf and
hard of hearing users. The test subjects were gathered in a controlled environment
where the prototype was applied - a mock-up of a real website scenario was designed.
Participants were shown a demonstration on the purposes and the various usages and
functionalities before the experiment. The test subjects were requested to examine a
video (5 minutes long), and as reinforcement training, they were allowed to explore
the system alone for an additional 10 minutes. At the end of the session, there was a
questionnaire about video preferences. Participants were asked to rank the quality of
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their experiences using a 5-point Likert scale ranging from »strongly disagree« to
»strongly agree«. Areas of evaluation were quality of video and subtitles, media navi-
gation features and paramaters for general impressions, satisfaction, ease of use and
comprehension. Finally, there was an open discussion with the help of a sign language
interpreter. The purpose of an open debate was to encourage participants to reveal
their positive and negative effects or missing features of the prototype.

4.3 Results and Discussion

The results reported here relate to participant responses on various aspects of the SLI
Module, and are summaries of the notes taken during the study, post-study question-
naires and a group debate. Percentage results of post-test questionnaires are shown in
Table 1. 77.3% of the participants only watched the hand movement, however; this
was influenced by the high percentage of ‘undecided’ lip-readers (32.2%), who do not
generally use lip-reading in everyday life. Subtitles were big enough 77.8% (22 pixels
were used) and readable for 77% participants. The video playback navigation con-
trols, were useful for 77.4% of the subjects, while the size was a bit questionable.
Those who disagreed (12.9%) suggested smaller buttons. Participants were highly
satisfied (80.6 %) with the prototype, 77.4% think the usage is simple. One of the
most significant indicators of the evaluation results was the comprehension, which
was ranked highly. Due to different modalities (visual, audible or textual) users can
choose their modality according to their needs (in some cases all three but in most
sign language with subtitles).

Table 1. Post-questionnaire results (%)

Strongly Agree or
Disagree or Undecided Strongly
Disagree Agree
Sign Lip-reading 194 322 48.3
Language Hands- 32 19.3 71.3
Interpreter movement
. Size 9.7 12.9 77.8
Subtitles o adability 6.5 16.1 77.0
Video Size of buttons 12.9 19.3 67.7
playback Usefulness 12.9 9.7 77.4
controls
Satisfaction 6.4 12.9 80.6
Usability Ease of use 6.5 16.1 77.4
Comprehension 3.2 12.9 83.8

The group debate confirmed some important implications for the further develop-
ment of the prototype. Participants claimed that the video was too fast, and that they
would need to slowdown the video, hence it is appropriate to implement a feature for
slowing the video playback of the sign language interpreter. Few participants wanted
to move the video around the screen; one suggested that the video could be shown in
the right-bottom corner similar to on television. Almost all participants were the same
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mind: video subtitles and speech must be synchronized without any latency. There-
fore, authoring subtitles by a sign language interpreter was suggested by interpreters
who were also teachers for deaf and hard of hearing students.

5 Conclusion and Future Outlook

In this paper, we have provided a technical overview of the Sign Language Interpreter
Module. The system presents a combination of multimodal information such as video,
audio and subtitles, and offers the option of prioritizing the sign language on the Web
for deaf and hard of hearing users. The evaluation findings of the second prototype
again showed highly motivated test subjects and their great desire to use this form of
sign language presentation. Some of the prototype’s features, for example slowing the
video playback, moving the video around the screen and the redesign of the video
playback controls, have to be taken into account for further development. We also
found that, although the synchronization latency of video and subtitles was minimal,
it was perceived as a distractive factor. Therefore, authoring subtitles has to be done
by a qualified person (such as a sign language interpreter). We think that the system is
feasible as it essentially changes the way of retrieving information on the Web. The
SLI Module is gaining wide acceptance within the deaf and hard of hearing commu-
nity as it assists them to obtain written information on the Web in various modalities.
This would increase their literacy in their second language and enable them to inte-
grate more easily into the social majority, while at the same time preserving their
identity.
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Abstract. Crossing an urban traffic intersection is one of the most dangerous
activities of a blind or visually impaired person's travel. Building on past work
by the authors on the issue of proper alignment with the crosswalk, this paper
addresses the complementary issue of knowing when it is time to cross. We de-
scribe a prototype portable system that alerts the user in real time once the Walk
light is illuminated. The system runs as a software application on an off-the-
shelf Nokia N95 mobile phone, using computer vision algorithms to analyze
video acquired by the built-in camera to determine in real time if a Walk light is
currently visible. Once a Walk light is detected, an audio tone is sounded to
alert the user. Experiments with a blind volunteer subject at urban traffic inter-
sections demonstrate proof of concept of the system, which successfully alerted
the subject when the Walk light appeared.

Keywords: blindness, visual impairment, traffic intersection, pedestrian
signals.

1 Introduction

Crossing an urban traffic intersection is one of the most dangerous activities of a blind
or visually impaired person's travel. For some pedestrians with poor or non-existent
vision, the rhythm of traffic sounds may indicate when it is time to cross; at some
intersections, Audible Pedestrian Signals (APS) provide a clearly audible signal at
that time. Unfortunately, such signals are either unreliable or absent at many traffic
intersections, and may be inaccessible to pedestrians with combined hearing and vi-
sion impairments.

Several types of technologies have been developed to assist blind and visually im-
paired individuals in crossing traffic intersections. Most prevalent among them are
Audible Pedestrian Signals, which not only generate sounds that tell blind and visu-
ally impaired individuals when to cross intersections, but also furnish acoustic cues
that some pedestrians can localize to help them properly orient themselves to the
crosswalk [2]. Talking Signs® [5] allow blind travelers to locate and identify land-
marks, signs, and facilities of interest, at intersections and other locations, using sig-
nals from installed infrared transmitters that are converted to speech by a receiver
carried by the traveler.

However, the adoption of both Audible Pedestrian Signals and Talking Signs® is
very sparse, and they are completely absent in most US cities. More recently, Blue-
tooth beacons have been proposed [3] to provide real-time information at intersections
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that is accessible to any user with a standard mobile phone, but like Talking Signs®
this solution requires special infrastructure to be installed at each intersection.

The alternative approach that we propose in this paper is to use a portable com-
puter vision-based system, named “Crosswatch” [6,7], to identify important features
in an intersection, including the Walk light. With this system (Fig. 1), the user takes
an image of the intersection with a mobile phone camera, which is analyzed by soft-
ware run on the phone, and the output of the software is communicated to the user
with audio tones. The great strength of the computer vision approach is that it offers
virtually unlimited potential for acquiring information about one's surroundings, but
does not require any infrastructure beyond what is already provided for normally
sighted people — namely, pedestrian signal lights and painted street markings.

Fig. 1. Overview of proposed Crosswatch system. Left to right: (a) Blind pedestrian holding
mobile phone. (b) Image of crosswalk taken from across the street. (c) Zoomed-up area of (b)
shows Walk light visible at the end of the crosswalk. Proposed system is programmed to gener-
ate audio alert when Walk light is detected.

Experiments with a blind volunteer subject at urban traffic intersections demon-
strate proof of concept of the system, which successfully alerted the subject when the
Walk light appeared. This is the first example of a truly portable system we are aware
of that provides timing information at traffic intersections based solely on existing
traffic signals already used by sighted pedestrians, without the need for any added
infrastructure (such as APS or other guidance systems requiring on-site installation).

2 Finding Walk Lights in Images

The Walk light is a pedestrian signal that is lit when it is time for pedestrians to cross.
Walk lights have different shapes and colors in different places; we focus on a variety
of Walk light that is common in the US, a white icon in the shape of a person walking
(Fig. 1c). (It should be straightforward to extend our approach to encompass other
Walk light shapes and colors.) After the Walk period ends, the Walk light is replaced
by a Don’t Walk symbol, indicating when pedestrians should not cross. (At some
traffic intersections there is also an intermediate “countdown” timer signal indicating
the amount of time remaining before the Don’t Walk symbol appears, but we defer
analysis of this type of signal for future work.) Our goal is to design a computer vi-
sion algorithm to rapidly detect the Walk light whenever it is present, so that the user
is alerted for as long as it is lit.
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There is a variety of past work on traffic signal light detection in computer vision,
including some research aimed at vehicle traffic light detection [4] and other work [1]
specifically addressing Walk light detection for visually impaired pedestrians. All the
work that we are familiar with in this vein exploits the fact that the lights being de-
tected are colored (i.e. not white) in order to narrow the search for targets of the
appropriate shape; for our application, however, the Walk light is white, so color is
not as powerful a cue. Moreover, the algorithms described in this work were all im-
plemented on portable PCs, whereas we seek a solution that runs on the much more
convenient (but less computationally powerful) mobile phone platform.

To add to the challenge of a reliable, real-time solution, we note that the Walk light
appears very small at typical viewing distances (across the street — see Fig. 1b for a
representative example). Moreover, in order to process images at least one or two
frames per second, we are forced to acquire the images in video mode, which has
much lower resolution (VGA, i.e. 640 x 480 pixels) than the highest-resolution still
images available on the Nokia N95 (5 Megapixels, i.e. 2592 x 1944 pixels). As a
result, the Walk light appears to be small and blurry (and is sometimes subject to
color distortions) in typical images (Fig. 2), which makes recognizing it on the basis
of its shape more difficult.

¥

Fig. 2. Zoomed-up images of Walk lights, photographed from typical viewing distances, ren-
dered at the lower resolution available to the camera running in video mode. Note that the Walk
icon is blurry, hard to resolve clearly, and may be subject to color distortions.

Our solution to these challenges is to narrow our search using a powerful addi-
tional cue: at typical viewing distances, the Walk light is far enough away that it
appears close to the horizon. If we can estimate the location of the horizon in the
image, then we need only search a narrow strip of the image near the horizon rather
than the entire image (Fig. 3a). Fortunately, most modern mobile phones (including
the N95) have built-in accelerometers (i.e. tilt sensors) that continuously estimate the
direction of gravity [7], which in turn determines the horizon line with only a few
simple calculations.

Our search for the Walk icon in the image strip near the horizon proceeds in sev-
eral stages. First, the image strip is analyzed to determine which pixels are bright and
close to white in color, and which pixels are dark (brightness and darkness are
assessed relative to other pixels in the strip). Second, candidate Walk icons are
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identified by finding small regions of bright whitish pixels surrounded by dark pixels
(Fig. 3a). Third, the shape of these candidates is compared with the correct Walk icon
shape using template convolution to score the candidates and rule out the ones that
have an obviously incorrect shape. Finally, for the top-scoring 15 candidates, the
shape is explicitly analyzed for the presence of a two legs and a head, which must be
visible (even if the resolution is poor).

The above detection procedure is fast and effective in many intersection scenes, but
to further reduce the likelihood of false positive Walk light detections we conduct an
additional test: the candidate Walk light must appear near to and below a green traffic
light (Fig. 3b), which is detected as a bright green light that is surrounded by dark
pixels. While there are some rare traffic intersections where a Walk light is not ac-
companied by a nearby green light, we accepted this as a temporary restriction for our
prototype system.

Fig. 3. Left to right: (a) In image strip near horizon, candidate regions are selected for process-
ing by detection algorithm. (b) Final Walk light detection, with confirmation by presence of
green traffic light above.

3 User Interface

The preceding Walk light detection algorithm was developed and tested on a
desktop computer and then ported to the Nokia N95 camera phone running Sym-
bian C++ in video capture mode. The algorithm was implemented to run as
quickly as possible on the cell phone, so that at least one image could be proc-
essed per second.

In order for the detection algorithm to work reliably, we decided in our prototype
Walk light detection system to require the user to hold the mobile phone camera close
to the horizontal. Since many blind and visually impaired users have little or no visual
feedback about the angle they are holding the camera at, we added a simple user inter-
face to help them correct for unintentional deviations from the horizontal: any time
the camera tilt or slant exceeds a small amount (as determined by the direction of
gravity estimated by the accelerometer), the system alerts the user with beeping
sounds. With a small amount of practice, users learn how to quickly align the camera
to the horizontal in order to stop this beeping and allow the system to work properly.
(In the future, we will investigate the possibility of using the tilt/slant estimates to
automatically unrotate the images captured by the camera so that they appear horizon-
tal to the detection algorithm.)
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4 Experimental Results and User Testing

We explained the purpose and operation of the system to a completely blind volunteer
subject, and advised him on how best to hold the camera phone. Particular emphasis
was placed on the importance of moving the camera slowly to avoid motion blur,
ensuring the camera lens was not covered (e.g. by the user’s fingers), and holding the
camera close to horizontal. After a brief indoor training session with an image of a
Walk light scene displayed on a computer monitor, we took the subject to a nearby
traffic intersection to test the system. The subject stood across from three separate
Walk lights in the intersection, and during two Walk cycles in front of each Walk
light (a total of six trials), the system issued approximately ten “Walk” tones per Walk
cycle (each Walk signal lasted either 14 or 23 sec.). No “Walk” tones were issued
when the Walk light was not lit, although the experimenters encountered occasional,
isolated false positives when testing the system themselves.

The main challenge in using the system was to point the camera approximately in
the direction of the Walk light, the risk being that the camera may be pointed too far
to the left or right to view the Walk light (even if it is held perfectly horizontal). We
experimented with using other Crosswatch functionality previously developed [7] to
detect two-stripe crosswalk stripes (the two stripes are on either side of the Walk
light, as in Fig. 1b) as a way of pointing the user in the correct direction before
searching for Walk light. For our test subject this functionality did not seem to be
necessary, but it seems natural to integrate crosswalk and Walk light detection in
future versions of the system to make it easier to use.

5 Conclusion

We have demonstrated a novel mobile phone-based computer vision system for help-
ing blind and visually impaired pedestrians detect Walk lights to help them cross traffic
intersections. A prototype system has been implemented on the Nokia N95 camera
phone, which searches for the Walk light at least once per second and provides audio
feedback whenever a crosswalk is detected. We have conducted preliminary experi-
ments with blind volunteers to test the system, demonstrating its feasibility.

Future improvements and extensions to the system will emphasize improving its
accuracy (especially eliminating false positives), removing the requirement that a
green traffic light be present to confirm the Walk light, and adding the ability to de-
tect Don’t Walk lights and countdown timers. We will experiment with using the
phone’s built-in vibrator to provide tactile feedback for users with hearing impair-
ments (or for users with normal hearing in noisy environments). Porting the software
to newer and more powerful mobile phones such as the iPhone and Android will al-
low us to acquire higher-quality video images and improve the speed of the computer
vision algorithms. Extensive user testing will be conducted to guide the development
of the system and to optimize its usefulness and usability.
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Abstract. This paper addresses the technical feasibility of a guidance system
based on ultrasonic sensors to aid visually impaired people to cross a road eas-
ily and safely. A computer processes ultrasonic signals emitted by a transmitter,
which is carried by the impaired user, and provides real-time information on the
direction and distance to keep user on the correct track. Instead of time of flight,
the system estimates user position by the order of received ultrasonic signals at
multiple receivers. Experimental results are presented to discuss feasibility of
this method.

Keywords: guidance system, ultrasonic sensor, cross-correlation.

1 Introduction

There are many researches worldwide looking into many forms of travel aid for visu-
ally impaired people. These involve technologies like GPS, sonic or ultrasonic signals
and or even advance image processing systems [1][2][3]. In comparison to other tech-
nologies many blind guidance systems use ultrasound because of its immunity to the
environmental noise. Another reason why ultrasonic is popular is that the technology
is relatively inexpensive, and also ultrasound emitters and detectors are small enough
to be carried without the need for complex circuitry. Salah et al. use two ultrasonic
sensors mounted on the user’s shoulders and another one integrated into the white
cane to perform obstacle detection. Also there have been many devices developed
including the Russell Path sounder, AFBs computerized travel aid, or the MOWAT
sensor, some of the first ultrasonic devices to be developed.

In Japan and particularly in Tokyo, bumpy yellow color tiles are installed along
sidewalks. It functions as a Braille to guide blind when walking along the street.
Typically tiles with round bumps indicate end of the pad or intersection or step, and
tiles with longer bumps indicate direction. One major problem however, is that these
tiles are not laid on street crossings, which makes it difficult to a blind to cross the
street without any help. There exists some audible sounds that inform status of traffic
light, but there are no devices to inform correct direction to the user. Current paper
looks for the technical feasibility of an ultrasonic system to cover this lack for a safe
and easy navigation across the street. In the next section we will discuss about the
theory followed by experimental results and conclusions.
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There are different combinations in which ultrasound sensors are used. Some use
portable transmitters, other use portable receivers, and some other use a combination
of both. Transmitter site needs simple system as fix circuit, otherwise receiver site
need comparatively complex system as computer. A system in which user carries
transmitter and complex system is installed on fix site is adopted by virtue of user
system compactness. User also might to carry an FM receiver system for getting posi-
tion error information transmitted from fix site.

2 The Theory

The basic concept of the system is shown in Fig. 1. The straight line on the center of
zebra pattern, starting from point S and ending at point E is the guidance route. On the
opposite side of the street, three ultrasonic receivers R, R, and R; are arranged with
equal distance d on the axis perpendicular to SE line. The transmitter circuit carried
by the user at point 7(x,y) emits ultrasonic waves, which travel through the air and
reach to R, R, and Rj; at three different times #,, #, and #; respectively.

Assuming that the flight speed of ultrasonic waves is equal in all directions, the
time of flight t1, t2 and t3 will represent the distance of user at point T to three receiv-
ers Ry, R, and R;. According to Fig. 1, the distance from user at point 7(x,y) to these
three receivers, labeled as d, d, and d; respectively, can be represented by:

d=r. (D
dy=r+r,. (2)
dy=r+r. (3)
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where r, and r; are calculated later by measurement of time of flight of ultrasonic
waves. The x and y coordinates of transmitter 7" can be obtained by solving following
three equations:

x2+y2—r12=0.
(x—d)’+y' —(r+1)=0. 4)
(x+d)2+y2—(rl+r3)2=0.

From (4) x and y will be written as:

(r, = 1)(ryr +d°)

T A+ )
(1= d>)(" — d)H4d” — (r,— 1,))]
y=— 2d - . (6)
(r,+n)

In (5) and (6), r, and r3 can be calculated as:
L=V Atgyp . @)
=V Al (8)

where V indicates the velocity of ultrasonic waves, At,,,, corresponds to the time
delay of received signal at sensor R2 in respect to sensor R1, and Ay, ,,, corresponds
to the time delay of received signal at sensor R; in respect to sensor R;.

3 Experimental Result and Remarks

Resonance type ultrasonic transmitter emits 16 burst pulses at 50 Hz. In burst mode,
Sensor dynamics make amplitude of initial rising few waves small compared with
successive waves. Small amplitude make small contribution in cross-correlation proc-
essing, therefore peak position of cross-correlation which is arrival time of ultrasonic
wave, have tendency to shift by few waves. The ultrasonic transmitter pulsates con-
tiguously in order to improve rising property, in burst period by resonance frequency,
in idle period by 1 KHz off from resonance frequency.

A 2 GHz PC/AT computer acquires receiver signals via a high speed IMHz A/D
convertor. It then performs signal enhancement on digitized signals and sends the
guidance information through FM radio transmission back to the users. Using above
mentioned hardware, some test results are shown in Fig. 3 and Fig. 4.

Fig. 3 shows raw position data obtained by the system for nine fixed user locations.
No noise cancelling is used in this graph. Positions calculated by the system are
shown as cluster of black solid circles.
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Fig .4 demonstrated the results when user is in motion. Here, user starts from the
start point and after walking along the zigzag path and reaches to the end point and
shows the results after data processing like averaging and noise cancelling. Average is
calculated over each 10 incoming data.

In next stage, megaphone will be used for amplifying received signal, though re-
ducing detect angle. Five megaphones (two and three in two line) are installed for
making detect angle wide as 75 degree. Each sensor signal installed in each mega-
phone will be processed by distributed dsPIC controller to detect most reliable signal.
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Abstract. In this study, we propose a new type of pedestrian naviga-
tion system for the visually impaired, and which uses “grid maps of accu-
mulated costs” and “tone gradient” techniques. And, we developed the
navigation system using a platform called “The RT-middleware”. The
developed system was demonstrated at an exhibition of welfare equip-
ments and devices in Japan. And more, we conducted an experiment to
evaluate our method for navigation. The results of the experiment sug-
gested that our method was more comprehensible than a method using
the oral explanations. And, the results also suggested that the pedes-
trians felt safer during walk with our method than the oral explanation
method.

Keywords: Tone Gradient, R-GIS, Visually Impaired, RFID, RT-
middleware.

1 Introduction

Various types of travel aid systems and devices for the visually impaired have
been studied and developed. For example, devices which are used as substitution
of a white cane and a voice guide system using GPS [1l2], an infrared device [3],
a RFID (Radio Frequency IDentification) tag [4], and others [BJ6l7] have been
developed.

We also studied about auditory maps [8] and devices which indicate direction
[9/10] in order to help the visually impaired. The route guidance is part of the
travel aid system. The pedestrians are instructed about the route which is se-
lected by the system or themselves. Usually, instructions of the route guidance
are constructed by some keywords such as distances, turning points and so on.
In this type of instruction, the pedestrians are forced to walk along the selected
route, because they have no information except for the selected route. Therefore,

K. Miesenberger et al. (Eds.): ICCHP 2010, Part II, LNCS 6180, pp. 239 2010.
© Springer-Verlag Berlin Heidelberg 2010



240 T. Ienaga et al.

if they lost their way, they are hard to recover to the selected route without any
additional information. And, they are required to send requests to the system
for finding new route, even if they feel it troublesome. We consider that this
fact causes the difficulty of a side trip against a pedestrian who is the visually
impaired.

In this study, we propose the new type of pedestrian navigation system for the
visually impaired, and which uses “grid maps of accumulated costs” and “tone
gradient” techniques. The technique of the grid maps which have accumulated
costs is used in robotic technology field. Therefore, to achieve the efficient devel-
opment, we used a platform called “The RT-middleware” [IT]. And, we consider
that the navigation using tone gradient technique solves the above problem of
recovering to the selected route.

2 System Development

2.1 Basic Plans and System Overview

In order to navigate a pedestrian, the navigation system requires two type of
information, that is, the spatial information about a route and the information
about the pedestrian’s position and orientation. To generate and convert the for-
mer information, we used R-GIS (Robotic and Geospatial Information System)
[12]. And, to acquire the latter information, we developed the wireless RFID tag
reader system which is able to be attached to a white cane. Because of consider-
ation to the easiness for the functionally expansion, we used the RT-middleware
to developed some softwares; R-GIS, wireless tag reader system, and navigation
system.

The structure of software components is shown in Fig. [l Our system has
three parts, that is, R-GIS part, a position and orientation measurement part,
and a navigation part. We will describe at the following sections.
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2.2 R-GIS Part

R-GIS provides the functions of various spatial processes and the functions of
sharing spatial data to sensors, mobile robots, and other devices.

As one of the providing function, R-GIS generates the grid map which has
the accumulated costs from the destination (Fig.[2]). The accumulated costs are
calculated based on the data in spatial databases and the characteristics of the
device. The data in spatial database including costs is able to edit using general
GIS (Geographic Information System) software, such as ArcView[I3], Quantum
GIS[I4], and so on. Therefore, we are able to use various GIS data in the world.

And more, a cell size and an extent of the grid map are variable. Therefore,
the clients of the R-GIS are able to acquire useful maps whenever they need.

2.3 Position and Orientation Measurement Part

Hardware. We developed wireless RFID tag reader system which is able to be
attached to a white cane (Fig[3)). The developed system is consist of a RFID
tag reader (Texas Instruments: RI-STU-MRD1), a wireless module (Logical
Product: LP-RF24-ROBO-01) and other peripheral circuits. This wireless sys-
tem communicates with the host of wireless module in a serial communication.
The host of wireless module is connected to PC (Sony: VGN-UX91NS) by USB
cable.

Software. This part is constructed by two RT-Middleware components. One
is “TIS2kMReader” and another is “TagPosMngrPPC2k9”. “TIS2kMReader”
receives detected tag data and send this data to “TagPosMngrPPC2k9”. In
“TagPosMngrPPC2k9” component, an ID of the detected tag is converted to
the position data by matching the spatial database. Here, we assume that a
pedestrian which has the visually impaired swings a white cane at his/her walk-
ing direction. That is, the position which is based on the detected tag shows
the next position of the pedestrian. Therefore, the system is able to know the
orientation of the pedestrian.

2.4 Navigation Part

The system provides to a pedestrian two types of information. One is the sym-
bolic information about the place name, for example, an entrance of “A” build-
ing, in front of the toilet, an entrance of a coffee shop, and so on. The place name
is searched by an ID of the detected tag in the spatial database. This function
is provided by “TagPosMngrPPC2k9” and “Text2SpeechRTC”.

Another one is the quantitative information about the accumulated cost of the
next position by a tone signal. This function is provided by “PPC2kCoreRTC”
and “BeepNaviRTC”. The accumulated cost is acquired from the grid map pro-
vided by R-GIS. As the next position has lower accumulated cost, the system
beeps at higher frequency. As a result, the system is able to generate the tone
gradient map. The tone gradient map just looks like the hill climbing algorithm.
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Tag Reader

White cane with
a RFID tag reader “§

Fig. 3. Wireless tag reader system at- Fig.4. A snapshot of the demonstra-
tached to a white cane tion

Therefore, we are able to expect that he/she reach the destination, even if the
pedestrian who is the visually impaired ambles on the way of the destination.
This is the most important merit of our navigation system.

And more, a method of our navigation is able to show the most adequate direc-
tion of the next step directly. Because, in our system, the most adequate direction
of the next step is shown as the highest frequency tone in surrounding the current
position. It is expected that our method find his/her walking direction easily than
an oral expression using a analog clock dial, an angle and so on.

2.5 Demonstration

We carried out the demonstration at the one of the largest exhibitions of wel-
fare equipments and devices in Japan (PPC2009). This exhibition was held on
November 27-29th, 2009. We placed RFID tags (Texas Instruments: RI-TRP—
4FF) on the floor for this demonstration. And, the participants were able to
experience our system (FigH). As the result of the demonstration, we confirmed
that the system worked well. And, most of about 5 persons who experienced our
system and more than 10 persons who were explained about our system were
interested in our system.

3 Experiment

3.1 Purpose

We conducted an experiment to evaluate our navigation method. Here, we eval-
uated accuracy of direct indication and self-confidence of results.
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3.2 Method

We put 100 RFID tags on the floor like a square lattice, and the distance between
tags was 0.25[m]. And, the tags were covered by 25 carpets. The arrangement of
the tags and a scene of the experiment are shown in Fig.

Carpet

RFID Tag

(a) RFID tags and carpets. (b) A scene of the experiment

Fig. 5. An arrangement of tags and carpets

We developed the direction indicating system in order to do this experiment.
This system used the same method of the above mentioned navigation system
to indicate the target direction. That is, as the direction of a subject got closer
to the target direction, this system beeped in higher frequency.

We prepeared two experimental conditions shown as below.

Oral condition: A target direction was indicated by oral expression, such as
three o’clock.
Tone condition: A target direction was indicated by tone signal.

The subjects were five sighted persons. The all subjects did the experiment
in “Oral” condition first.
This experiment was carried out in the following procedure.

1. The experimenter explained about our system.

2. A subject was asked to wear a blindfold, and the subject could not get off
the blindfold until the experiment was finished.

3. The experimenter brought the subject to an initial position and direction.
This initial position was in the center of carpets (Figl3.2]).

4. The subject was asked to change his/her direction to the target direction,
after receiving cue from the experimenter.

5. return to number

The target direction was 3, 4, 6, 9 and 10 o’clock. The experimenter selected one
of these 5 directions at random. One trial had these five directions. There were
five trials for each subject.
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We measured a difference between the target direction and the subject’s di-
rection. And more, the subject was asked to report his/her self-confidence to
his/her decision of the direction in five steps. Here, score “five” meant most
confident while “one” meant least confident.

3.3 Results and Discussion

The results of this experiment are shown in Figlfl A two-way analysis of variance
[2(Condition) x 5(Target)] on the total number of errors was conducted. Here,
we defined it as an error that the subject turned to the wrong direction against
the target direction. “Condition” means the above experimental conditions and
“Target” means the above target directions. The main effect of “Condition”
was not significant (F(1,4) = 4.951, p < .1). And, the main effect of “Target”
and the interaction of “Condition” and “Target” were not significant. However,
considering the Fig it seemed that the subject was able to turn to the target
direction correctly in “Tone” condition (3[times]) than “Oral” one(9.8[times]).

A two-way analysis of variance [2(Condition) x 5(Target)] on the confidence
score was conducted. The main effect of “Condition” was significant (F(1,4)
= 9.418, p < .05). And, the main effect of “Target” and the interaction of
“Condition” and “Target” were not significant. That is, the subject decided
his/her direction more confident in “Tone” condition (4.1) than “Oral” one (3.3)
significantly.

As the result of this experiment, it was suggested that our developed system
enabled the pedestrians to navigate more comprehensible than the oral expres-
sion. And, it was also suggested that the pedestrians were able to walk without
worrying than the oral expression.
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(a) The mean total number of errors. (b) The mean confidence score.

Fig. 6. The results of the experiment

4 Conclusion and Future Works

We proposed the new type of pedestrian navigation system for the visually im-
paired, which used the tone gradient and R-GIS and showed the effectiveness. In
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our future works, we will evaluate our system in the view point of possibility of
a side trip. And, we will also improve our system to be able to provide the nav-
igation service in wider area. And more, our system is just a prototype system
now. Therefore, the interface of selecting the destination is for sighted persons.
The improvement of the interface is also one of our future works.
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Abstract. Over the recent years, GPS navigation has been attracting a growing
attention among the visually impaired. This is because assistive technologies
can obviously be based on commercially available solutions, as the GPS capa-
ble hand-held devices entered the size range of the ordinary mobile phones, and
are available at an ever more affordable price, now providing a real choice for a
wider audience. For many, an accessible GPS navigator has even become an
indispensable tool, an integral part of their every-day life. Since the most ap-
propriate (or at least the most favored) device type for GPS navigation is the so-
called PDA, whose user interface is dominated by a touch screen and usually
lacks any keyboard, accessibility for the blind remains an issue. This issue has
successfully been tackled by the MOST-NNG project in which, the MObile
Slate Talker's blind-friendly user interface has been combined with Hungary's
leading iGO navigator.

1 Introduction

MOST-NNG has been launched in September 2008 as a spin-off of the MOST2 pro-
ject [2] and aimed at making the widely used map-based iGO GPS Navigator [4] ac-
cessible for the blind. The project's objectives were the accessible integration of this
GPS navigation program into the MOST framework's non screen reader environment
by designing and developing a fully blind-friendly user interface and adding all the
necessary extra functionality.

The adequate type of hardware proved to be a small-size off-the-shelf PDA device
with an internal GPS receiver, cellular phone and a special mask placed over its touch
screen allowing for Braille entry. Such a device powered by the MOST software can
function as a talking mobile phone, a memo recorder, a notetaker, etc., and now, as a
GPS navigator.

Following the first and most essential software development stage, by early 2009,
MOST users with the appropriate PDA device were invited to participate in the test-
ing activity. By March 2010, over 20 blind test users have joined the MOST-NNG
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program from all over Hungary. Their feedback plays a vital role in the software de-
velopment work.

The blind-friendly novel solutions in the domain of accessible ergonomy are the
obviously useful byproducts of the project. According to our recent survey among our
test users, the simplistic and unified MOST user interface [1] appeared to be favorable
for the aged or for users having no or little experience with the computer, as its usage
required no extensive training or a demanding learning procedure. The same survey
has underlined another benefit of this approach, namely that it obviously encouraged
the daily usage of Braille among the users.

2 State of the Art

MOST-NNG based on the MObile Slate Talker system is a small cell phone size
blind-friendly device unparalleled in its category, and the cheapest solution available
today. For the Hungarian blind, MOST is available free of charge. PDAs like Asus
P552W and alike are the most adequate hardware with built-in 3G cellular phone and
GPS receiver, audio recording and playback capabilities in the price range of $300-
400. MOST is a stand-alone software suite of dozens of useful applications requiring
no screen reader. Its simple use and Braille input makes it popular among the elderly.
A special Braille mask over the touch screen and a JRE costs the users $25. Our regis-
tered blind testers can use the NNG GPS navigation service free of charge. No wire-
less data connection is required to access the map data.

Icon Braille+ Mobile Navigator retailed by APH is a compact and versatile PDA-
like non-screen reader-style proprietary device for the blind mainly aimed at the Eng-
lish speaking market. It allows for various ways of Braille entering, but the focus is
put on wireless connectivity and accessing high quality E-content services, however,
the device has no cell phone or GPS receiver. Due to its greater size and weight,
Braille+ is not a typical pocket device. Its usage is sophisticated but it requires ad-
vanced manual skills and experience. The recent price is $1,395 plus shipping costs
and a mandatory delivery insurance fee. Customers outside the US may also have to
pay import/export duties.

A smart phone based solution may consist of a Nokia S80 model, Nuance's Talks
mobile screen reader [7] and the Wayfinder Access GPS navigation software [6]. This
solution lacks the comfort of Braille entering and due to a screen reader involved, its
usage is anything but simple for the blind who are often challenged with the con-
straint of visualization. The total price of such combined products usually reach or
exceed $1,000-1,200. For the older Symbian phones, an external GPS receiver unit is
also required. Wayfinder charges varying fees for map regions periodically and re-
quires a wireless data connection (e.g., GPRS or 3G) to access its on-line maps.

3 How It Works

The choice to integrate the NNG engine into the MOST framework has been a radical
one. It immediately meant that no graphical information would be presented to the us-
er. Instead, any pieces of data are channeled via pre-recorded and synthetic speech.
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Features challenging the blind users, such as icons, graphical gauges and layout
changes, short time-out and type prediction have been replaced with fully accessible,
intuitive Ul elements that only require the use of the arrow keys and push buttons of
the device and Braille holes provided on the touch screen.

Through the program's menus, the user may query different kinds of information
related to a geographical location, can look around virtually, exploring the "terrain"
either surrounding the current GPS position or any location on the map. So-called
monitors may be enabled to keep track of different types of information and to notify
the user whenever a value of interest changes. It makes MOST-NNG a helpful long-
distance travel companion, even without having to be touched.

When in the public transportation, such features give blind users more confidence
for example, to decide exactly when it's time to prepare for getting off the vehicle. So
they are no longer forced to exclusively rely on the on-board passenger information
system or on the assistance of their fellow passengers.

Besides the classical real-time guidance on planned routes created via MOST's
smart search functions, the program offers detailed off-line route itinerary and finely
controlled simulation functions, allowing the desired route to be iterated from the
comfort of the user's home with the highest possible accuracy.

The GPS navigation plug-in [3] has also been linked to the MOST system's ad-
dress-book to facilitate the storage and search for geographical locations.

This map-based accessible GPS application has benefited to the users' mobility, al-
so encouraging them to travel to unknown locations autonomously. Currently, it
shows the best performance in vehicles in which the user is travelling as a passenger.
However, several testers also have satisfying experiences when using it as a pedes-
trian. There is a growing demand for the enhancement of the pedestrian functionality
on behalf of our test users.

4 Special User Interface Solutions

The MObile Slate Talker framework [1] provides a user interface that allows the blind
and visually impaired users to operate the touch screen dominated PDA devices by
simple and natural touch and push actions, and by giving them highly responsive and
informative audio feedback. The GPS navigation program is fully integrated into the
MOST system, which means that there is practically no need to learn anything new in
order to be able to use it.

4.1 Four-Arrow Menu Navigation and Braille Input

In the MOST system, all applications, settings and features are organized into a tree
structure and can be accessed via a unified menu system corresponding to this struc-
ture. This menu tree can be explored by the sole use of the four arrow keys. The up
and down arrows iterate through the items on the same menu level. The right arrow
executes the function of the current item and/or enters the underlying submenu. The
left arrow in turn leaves the current submenu, going up a level in the menu tree.
Character input is realized by an on-screen Braille entry. A special mask is placed
over the PDA's touch screen, turning it into a digital Braille slate. Thereby the user
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can only touch the designated areas of the screen through the holes on the mask. Dur-
ing Braille text input, the arrow keys are used for cursoring within the text.

The recent survey shows that both this simplicity of operation and the availability
of the Braille entry mode are rewarded by an overwhelming majority of our testers.

4.2 Advanced Ul Elements Inspired by the GPS Navigation Interface

A value indicating submenu allows for a sort of simple bi-directional communication.
A choice for a certain value or option is typically made from a submenu of two or
more elements. When the submenu in question is there to specify a certain setting, the
user is informed about the currently set value in such way that when entering the
submenu, the focus is immediately brought to the item corresponding to the setting
that is currently in effect (e.g., to the vehicle type or route planning algorithm used).

Inclusion of the set value in the menu name is applied to save the user from redun-
dant menu activities. When the set value is directly incorporated into the name of the
submenu, the user can learn about the current setting without having to go to a deeper
menu level.

A shadow text field for value spelling may come in handy when a certain variable
value such as a street name or a postal code in a list appears to be unfamiliar. By se-
lecting the item of interest with the right arrow, the user will be taken to a text field in
which, the same exact name can be spelled with the cursor.

Compound values may also appear in menu names in a simplified format. Some
compound values (for instance a pair of GPS coordinates) are best represented in a
small structure of menu elements. The entity as such manifests itself as a menu node
(an entry point to a simple submenu). Both the latitude and longitude values are in-
cluded in the menu name, rounded to two digits after the decimal point. For the users,
when on a quick run-through, this is still easy to digest. After entering the submenu,
the user will find separate items assigned to the latitude and longitude components,
with their full-precision values appearing in the menu names. Selecting one of these
items will take the user to a Braille text field, in which the digits may be cursored or
modified, if that makes sense, or a new value may be entered.

4.3 Value Refreshing Menus and Menu Elements

Certain applications and features raise the need that the user can keep track the con-
stant changes of a set of parameters. In the GPS navigation program, this need has
come up most prominently in association with the currently guided route's parameters
such as the distance to destination or elapsed travelling time.

The program handles dozens of such rapidly changing data organized into thematic
submenus. We have found that it is more than unfortunate to pop the new value "un-
der the user's fingertips" immediately as it changes, especially when several associ-
ated values keep changing at once. Instead, we give the user the freedom to choose
the moment when an updating should take place.

When an information submenu is entered, the user is presented with a snapshot of
the most recent values. Since a user with audio feedback can only check one piece
of data a time, a full picture may only be made by iterating through the related items
of the submenu. Therefore the related data items are never being updated while the
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user is staying on the same menu level. Updating is initiated by selecting any of the
elements or leaving and reentering the information submenu. When done so, all the
related pieces of data will be updated at once.

4.4 Suppressing Monitor Announcements during Menu Navigation

When for example a street or house number monitor is enabled, the user receives spo-
ken announcements whenever the street name or the current house number changes
on the way. Simultaneous monitor announcements are queued so that they don't inter-
rupt each other. Most of the time, this is a very convenient behavior, making the mon-
itors the program's most popular feature among the users. However, well in the early
stages of the interface development, special efforts had to be made in order to secure
first priority to user interaction.

Thus when any Braille hole is touched or key or button is pressed, the currently
spoken announcement is immediately muted and the monitor queue is emptied. Plus,
the incoming new monitor announcements are suppressed, while the user is navigat-
ing in the menu structure with the arrow keys.

4.5 Tape-Deck-Like Playback Controls for the Route Simulation

A relatively new feature allows the blind user to perform a virtual journey along the
planned route. The route simulation may be started, paused, resumed or stopped by
tape-deck-like playback controls of a dedicated submenu. The user may easily skip to
the next or previous maneuver point along the route. While the simulation is running
or paused, the user can "look around" and query different types of information about
the current location on the route, as if he or she was actually there on the ground with
the GPS device.

4.6 The Structure of the Route Itinerary List

The route itinerary list is a typically off-road, off-line feature that is most benefited in
the phase of pre-journey planning and route familiarization. The list is built of menu
items, each item representing a section of the route. Using the down and up arrows,
the user can get an overview of the route to be iterated.

The names of the list items are used to convey all the necessary route information
such as street names, distances to go, types of maneuvers to follow, etc. Each list item
constitutes a grammatically correct, easy-to-follow sentence nearing the natural
human narration. The most important pieces of information appear at or near the be-
ginning of the sentences. We made it sure that the wording suits both pedestrians and
vehicle users. Updating is always initiated by the user, rather than it is done automati-
cally by the program.

5 Users' Feedback

It has been nearly a year since the results of the MOST-NNG project have been avail-
able for our Hungarian test users. The test activity takes place on a voluntary basis
initiated by the would-be user. In most cases, visually impaired individuals join the



252 N. Mirkus et al.

test activity after they got in touch with the MOST2 team. They carry their own PDA
devices to the support center where the MOST-NNG software and the Braille mask
will be installed, then the users receive a two hour long personal training that enables
them to go on with using the MOST-NNG device autonomously.

An initial data inquiry on the users' background takes place during this first per-
sonal encounter. Then it is followed by an active communication with many of the
testers via E-mail, telephone or in person.

For us, this year has been a great experience of a kind of collective thinking. Any
new feature proposed by the testers is added with special emphasis on its ergonomical
relevance, and with the hope that it will facilitate the users' mobility. However, it of-
ten happens that our testers articulate a demand whose realization is already on the
way. That gives us an assurance that we are going to the right direction.

At the time of the writing of this paper, we have knowledge about 21 MOST-NNG
test users living in 8 counties of Hungary. 48% of them live in the capital Budapest, a
further 38% in 4 central and Mid-Western counties, while the remaining 14% are
strewn over the North-Eastern, Eastern and Southern regions of the country. The ma-
jority of the users are concentrated at the economically most developed urban areas of
the country, as 48% live in the largest city, 19% in other major cities, 24% in smaller
towns and only 9% in townships/villages.

Another important finding is the testers' age distribution ranging from 17 to 74
years and with a mean age of 45 years. The highest peak (29%) is observed at the age
group of 25-34 years. The next three age groups (35-64 years) represent 14.3% each,
roughly making 43% of the testers. There is another peak of 19% at the group of 65-
74 years, and only 9% belongs to the youngest measured age group of 15-24 years.

The two peaks (at around 30 and 70) correspond to the main target groups. The
youngest generation appears to be underrepresented, as they tend not to learn and use
Braille, and fewer of them travel autonomously (i.e., without sighted assistance).

Our previously existing MOST users (mainly in the age range of 45-65 years)
make 29% of the recent MOST-NNG testers, whereas the remaining 71% consists of
new comers. 33% of the testers (mostly over the age of 55) had previously no or very
little experience with the computer when they decided to join this activity. Even for
them, the two hour preliminary training has turned out to be sufficient.

24% were not familiar or had not used Braille before joining this program. Al-
though the GPS navigation functions could also be used without this skill, in a matter
of days or weeks, all of these individuals had learnt and practiced to enter Braille
signs on the mask over the touch screen [2].

An important conclusion of this last year is that the users long for constancy. Once
they got familiar with the program's layout, they become highly sensitive of any
changes affecting this "friendly environment". Thus when dealing with blind users,
the scope and frequency of general overhauls should be minimized for the sake of the
best user experience.

We have also realized that a significant portion of the users require 1-3 months to
get to using and exploiting the newly added features. This may correlate with the fact
that some of these users travel only once or twice a month with the MOST-NNG de-
vice and therefore they don't have so many opportunities for testing.
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5.1 Questionnaire Based Survey

In the first two weeks of March 2010, a survey was conducted among the MOST-
NNG testers based on a simple questionnaire. We have received valuable feedback
from 17 persons (81% of our registered testers). The main goal of the survey was to
gauge the testers' most recent opinion specifically about the accessible user interface.
Probably due to the high degree of integration, the respondents viewed the MOST-
NNG device as a whole and they didn't treat the MObile Slate Talker [1], the NNG
engine or the hosting PDA device as separate products.

From our point of view, it is quite a positive sign that only a small fraction of the
criticisms touched on the actual user interface, while the majority raised hardware re-
lated issues and those concerning the navigation engine.

As a first task, the respondents have ranked the main factors that have influenced
their decision in choosing the MObile Slate Talker. 72% indicated the Braille entering
modality as a first-priority governing factor. 62% ranked the "easy-to-learn usage" as
their top priority. 34% thought that there was no other comparable product available
on the market. Several users have chosen this device explicitly for its GPS capabili-
ties, while other respondents have praised MOST for its versatility of applications of-
fered in a single device.

18% use the GPS navigation daily, 47% weekly and 35% once or twice in a month.
71% has tried it in pedestrian mode, 58% of them use it rarely while walking, 25% of-
ten and 17% do it mostly so. 67% of the testers have experienced GPS accuracy prob-
lems at walking speed. Another 25% stated that they were able to compensate the in-
accuracies with more attention and experience.

The significance of this issue is that each tester has received the software along
with the recommendation to most preferably use it on board of vehicles, since the na-
vigation engine had previously been optimized for such a scenario, but most users ac-
tually felt free to test the system under all kinds of travelling circumstances.

On the other hand, all respondents used the MOST-NNG system in vehicles, 29%
exclusively so, 35% mainly, 24% often and 12% just rarely. An overwhelming major-
ity, 82% used it on buses (71% on local buses, 41% also on long-distance buses), 53%
in other kinds of local public transportation, 47% in trains and 47% in cars.

88% stated that the GPS navigation program mostly helped them in determining
their current location. 59% specified that the program was most used in the public
transportation to keep track of the stops or stations and to find out when to get off.
35% simply highlighted its facilitating role in orientation, while 24% emphasized its
use in pre-journey route preparations.

71% of the respondents gained experience with route planning and its related func-
tions (guidance, simulation, itinerary, etc). 58% of them preferred the direct search for
postal addresses as the main method for building routes, 50% favored searching
among the locations previously saved in MOST's integrated address book, and 22%
mostly obtained the targets for their routes by searching for POIs (Point Of Interests).
Cultural institutions, cash-points, administrative offices and shops were among the
most popular points of interest mentioned by the respondents.

52% found the route itinerary list, and 41% the route simulation useful tools. Actu-
ally, the rest of the testers had not been able to try these relatively new features out by
the time of the survey due to various reasons.
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Concluding the questionnaire, the testers were asked about what else they would
like to have in the GPS navigation program on top of the existing features and capa-
bilities. 59% expressed their demands for a greater GPS accuracy at walking speed.
41% declared that they were satisfied with MOST-NNG's current performance. A
single user asked for a simpler menu structure, while the rest of the users have de-
clared to get along well with the user interface of the MObile Slate Talker.

6 Conclusion

This paper presents a detailed description on the novel solutions implemented to pro-
vide full accessibility for the blind to a highly graphical GPS application on a con-
genitally visual hand-held device, and on how the users' experiences and proposals
have been incorporated into the software product.
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Abstract. There are more than 161 million visually impaired people in the
world today, of which 37 million are blind. Camera-based computer vision sys-
tems have the potential to assist blind persons to independently access unfami-
liar buildings. Signs with text play a very important role in identification of
bathrooms, exits, office doors, and elevators. In this paper, we present an effec-
tive and robust method of text extraction and recognition to improve computer
vision-based indoor wayfinding. First, we extract regions containing text infor-
mation from indoor signage with multiple colors and complex background and
then identify text characters in the extracted regions by using the features of
size, aspect ratio and nested edge boundaries. Based on the consistence of dis-
tances between two neighboring characters in a text string, the identified text
characters have been normalized before they are recognized by using off-the-
shelf optical character recognition (OCR) software products and output as
speech for blind users.

Keywords: Indoor navigation and wayfinding, indoor, computer vision, text
extraction, optical character recognition (OCR).

1 Introduction

Based on the 2002 world population, there are more than 161 million visually
impaired people in the world today, of which 37 million are blind [1]. Challenges
associated with independent mobility are well known to reduce quality of life and
compromise the safety of individuals with severe vision impairment. Robust and
efficient indoor object detection from images/video captured by a wearable camera
has the potential to help people with severe vision impairment to independently
access unfamiliar indoor environments. But indoor object detection poses several
challenges: 1) there are large intra-class variations of the object model among differ-
ent indoor environments. The appearance and design style of different instances of
objects (e.g. doors) are quite variable in different buildings; 2) there are small
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inter-class variations for certain object models. As shown in Figure 1, the basic door
shapes of a bathroom, an exit, a lab door, and an elevator are very similar. It is very
difficult for a machine-based system to distinguish them without using context infor-
mation on/around the object; 3) in contrast to objects with enriched texture and color
in natural or outdoor scenes, most indoor objects are man-made with less texture.
Existing feature descriptors may not effectively represent the indoor objects; 4) it is
unrealistic to expect an intact object, especially in its entirety and in a canonical orien-
tation, to be captured by a blind user with a wearable camera that has no reliable
means for steering or aiming the camera. Indoor object detection methods for our
application must handle situations in which only part of the object is captured; and 5)
when the user moves while wearing a camera, changes of position and distance be-
tween the user and the object will cause big view and scale variations of the objects.

Signs with text and icons play an important role in guiding us through unknown
environments and can be very helpful to persons who are blind, if the signage can be
recognized and decoded by a wearable computer vision system. To improve the abili-
ty of people who are blind or have significant visual impairments to access, under-
stand, and explore unfamiliar indoor environments, it is essential to incorporate the
context information with object detection from multiple visual cues captured using
wearable cameras. In this paper, we present a robust and efficient algorithm for text
extraction from indoor signage. The extracted text is recognized by the off-the-shelf
optical character recognition (OCR) software products and then converted to speech
for blind users by existing speech-synthesis software.

(@) (b) (c) (d)

Fig. 1. Indoor objects (top row) and their associated contextual information (bottom row): (a) a
bathroom, (b) an exit, (c) a lab room, (d) an elevator. Contextual information (bottom row)
must be employed to distinguish them.

2 State-of-the-Art

Camera-based document analysis and recognition have recently gained more attention
due to the pervasive use of camera phones and hand-held digital still and video cam-
eras [2-5, 7-8, 14]. Compared to high-resolution and high-quality scanned document
images, camera-captured document images will result in poor performance due to: (1)
Insufficient resolution, (2) uneven lighting, (3) perspective and camera lens distortion,
(4) text on non-planar surfaces, (5) complex backgrounds, (6) defocus (8) camera or
document movement and image smear, (9) intensity and color quantization, and (10)
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sensor noise. Liang et al. described these challenges with more details in a well-
known survey paper [4]. Many methods have been proposed for text extraction, en-
hancement, and binarization. A survey conducted by Trier and Taxt compared 11
locally adaptive thresholding techniques [10]. They concluded that Niblack’s method
[6] is the most effective for general images. However, the method produces a noisy
output with homogeneous regions larger than the size of the window. Some improved
methods [9, 12] have been proposed by assuming black text on a white background or
by measuring local contrast to estimate threshold. However, these conventional me-
thods cannot handle text on cluttered backgrounds. Recently, a number of papers
have addressed text extraction from colorful documents [3, 7, 15]. Kasar et al. [3]
proposed a straightforward method to robustly extract the text from cluttered back-
grounds and convert the text in black on a white background. Nikolaou et al. [7] de-
veloped a meanshift method to reduce the number of complex background colors for
document analysis.

3 Context Information Extraction from Signage

Signage and other visual information provide important guidance in finding a route
through a building by showing the direction and location of the desired end-point.
Visual information is particularly important for distinguishing similarly shaped ob-
jects such as elevators, bathrooms, exits, and normal doors. Figure 2 shows some
examples of signage of indoor environments. In this paper, we focus on text extrac-
tion and recognition from signage. Our method includes three components: 1) color
reduction; 2) text extraction and normalization; and 3) text recognition.

€ ROOMS 104-116
BEVERAGE AREA

> ELEVATORS

1+ EXERCISE ROOM

¥ POCL & SPA

Fig. 2. Examples of signage in indoor environments

3.1 Color Reduction for Text Extraction

To segment and extract text from images containing multiple colors, inspired by [7],
we develop a color reduction method as a quantization preprocessing stage based on
edge and color information. First, an edge preserving smoothing filter is applied to the
entire image to remove image noises without deforming the details of object bounda-
ries. Second, in order to represent the colors of all the objects on the image, the RGB
color distribution of the image is sampled by selecting only those pixels which are
local minima in the 8-neighborhood on the edge map image. This process ensures that
the samples are non-edge points, which guarantees that they are not on the boundary
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of the objects. Thus, fuzzy points on the transition areas between objects on the image
are avoided. Third, the sampled pixels with similar colors are grouped into color clus-
ters. Fourth, a mean-shift operation is performed on the obtained color clusters to
further merge similar color regions in RGB space and produce the final number of
colors. This final number of colors should be very small (< 10). At this point, the
processed image should have solid characters and uniform local backgrounds for text
extraction.

After color quantization, with the purpose of classifying the information with dif-
ferent colors, each quantized value is placed against a white background, as shown in
Figure 3. Obviously color reduction decomposes image into several color layers. Each
layer contains exactly two colors in the form of informative foreground and white
background. The interference from background is reduced for text extraction.

RMS 630-644
RMS 645-651
RMS 652-658
STAIR No. 3

o]
& @

Fig. 3. Examples of color reduction. The 1st column shows the original images; the 2nd and 3rd
columns show color layers after color quantization.
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3.2 Text Extraction

To extract the regions containing text from cluttered backgrounds, we apply a text
extraction method in each color layer which is obtained from color reduction
processing. Generally, text regions have more transitions between foreground (e.g. text)
and background than non-text regions. Based on this observation, the maximum gradi-
ent difference (MGD) [13] for each pixel is calculated to describe the density of binary
switches, which are transitions from foreground to background and vice versa in each
color layer of the input image, where the foreground is denoted by 1 and the back-
ground is denoted by 0. A Ix9 sliding window is defined to detect the transitions
around each pixel, as shown in Figure 4(a). The MGD of each pixel is calculated by

Equation (1).
4 4
0, Z P =0 or 1_[ Pp=1 0
k=—4 k=—4

1, otherwise

MGD(P,) =

where P, is a pixel located in the center of the sliding window {P.l-4 <k <4}.
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In the MGD map, regions containing text information correspond to clusters of
value 1. Therefore we search the MGD map for the rows and columns which compose
text regions by summing the MGD values row-by-row and column-by-column, as
presented by Equation (2).

RH(") = ZMGD(Pc(lt])) ’ RV(]) = Z MGD(PC(I".])) (2)

Ry(D>Ty

where Ry(i) is the accumulation of MGD values in the ith row and Ry(j) is that in the
Jjth column. If Ry(i) and Ry(j) are greater than predefined thresholds Ty and Ty respec-
tively, the corresponding rows and columns are components of text regions, as shown
in Figure 4(b).

In order to detect more complex text with irregular size and shape, we extend the
algorithm by using a text structure model to identify letters and numbers. This model
is based on the fact that each of these characters will contain no more than two closed
edge boundaries (e.g., “A” contains one such boundary and “8” contains two). First,
the edge map of the text regions is computed, as shown in Figure 5(c-d). The edge
bounding box is obtained by performing connected component labeling. A simple
ratio filter is then applied to filter out the obvious non-text regions, as shown in Fig-
ure 5(e-f). To convert the text to black on a white background, Kasar et al. [3] em-
ployed an edge-based connected component approach to automatically determine a
threshold for each component of RGB channels. In our experiment, each color layer
has already been a binary image, so we only set the foreground pixels as black and
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Fig. 4. (a) Examples of sliding windows in a text region; (b) Text regions detected by MGD
algorithm. Top row is original image; bottom row shows identified text regions against a black
background.
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Fig. 5. (a-b) Original images; (c-d) Edge map of some text regions; (e-f) Edge bounding boxes
where the red boxes indicate the regions of text characters. The green boxes are the non-text
regions which filtered out by predefined rules.

3.3 Text Normalization and Recognition

Off-the-shelf optical character recognition (OCR) software for text recognition has
constraints with respect to font size and orientation variability. Before we input the
text image to OCR, we must normalize the text to the size range which these products
can handle. We use more text structure features based on the geometric relationships
among three neighboring characters to further filter out the non-text bounding boxes
and normalize text characters. As shown in Figure 6, the geometric relationship in-
cludes the consistency of distances between centroids. The normalized text strings are
then recognized by OCR and displayed as speech to blind users.

dld2d3 d4

Fig. 6. Text bounding boxes share consistent distances while non-text bounding boxes are
connected by inconsistent distance denoted by red

4 Experiment Results

Our method is robust and efficient for text extraction and recognition and is evaluated
on a database of signs in indoor environments. Figure 7 shows some examples of the
results for text extraction and recognition from indoor signage. The extracted text
characters are recognized by using an off-the-shelf OCR software product. In our
experiment, OmniPage Professional Version 16 is used to transform the extracted text
from image regions to readable ASCII codes.

Table 1 demonstrates the results of OCR detection corresponding to Figure 7.
The context information, including both letters and digits, is accurately extracted by
our method. Note that our text extraction makes using standard OCR feasible. Images
of signs from a camera without this process would surely fail or provide inaccurate
character recognitions.
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Table 1. Results of text recognition of images in Figure 7.

Text images OCR outputs

Figure 7(a) RMS 630-644 RMS 645-651
RMS 652-658 STAIR NO.3

Figure 7(b) EXIT

Figure 7(c) WOMEN

Figure 7(d) LABORATORY

Figure 7(e) ELEVATOR

m ABORATORY| | E| EVATOR
] WOMEN @

RMS 630-644

RMS 645-651
RMS 652-658 E x , T WOMEN LABORATORY ELEVATOR
(b)

STAIR No. 3
(© (d) (e)

(a)

Fig. 7. Examples results of text extraction for signage in indoor environments

5 Impact and Contributions

We have developed a new framework for text extraction and recognition. Context
information, including that provided by indoor signage, plays a very important role
for navigation and wayfinding of blind or visually impaired people independently
accessing unfamiliar indoor environments. This research has following impact: (1) It
significantly enriches the study of object detection by incorporating context informa-
tion, and leads to significant improvements over existing methods; (2) The method
developed in this paper provides new strategies and the promise of new technologies
for blind and visually impaired persons to access unfamiliar indoor environments;
and (3) The research will benefit many other important research areas including
video surveillance, intelligent conference rooms, video indexing, human-computer
interactions, etc.

6 Conclusion and Future Work

We have described a new method to extract and recognize text from indoor signage.
First, we propose a color reduction process to reduce complex colors of both text and
background. Then, we apply a robust and efficient text extraction to generate black
text on white background. Finally, to achieve high recognition by using existing OCR
software, we apply a post-processing step to model geometric relationship among
neighbor characters to further filter out the non-text bounding boxes and use the con-
sistency of distances between centroids of these text characters. Our future work
will focus on recognizing iconic signage, which of course does not contain text
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information. We will also address the significant human interface issues associated
with prioritizing which objects and signs are most relevant to the blind user’s naviga-
tion goals, and with the significant issues relating to auditory display of the recog-
nized information.
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