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  Pref ace   

 We did not intend this book to be a manual or to provide a complete examination of all 
elements of gamifi cation. Clearly, given the pace with which research has been 
developing in this nascent area, a comprehensive overview within the confi nes of 
publication schedules would be an ambitious and ultimately unachievable task. 
Instead, we have elected to focus our attention on two areas (namely, business and 
education) and provide an overview for the scientifi c and business community on 
the work that has been conducted as well as providing direction for further research. 
We included a small number of salient use cases for insight into practical use and 
application of gamifi cation approaches. 

 While the world appears to be drifting towards hyper-competitiveness, we hear 
of people feeling ‘trapped’ in many jobs from the high-powered through to the mun-
dane. Facing the ‘electronic whip’, we can see that many people are yearning for 
greater meaning within their lives. In some cases, people just want to enjoy their 
jobs more. They want to move away from their regular work processes (e.g. effi cien-
cies and effectiveness in meeting corporate goals) towards something more mean-
ingful and personal to them; something that will get them motivated, provide a 
sense of accomplishment, and which will help them to smile at work each day. 

 Meanwhile, our educational philosophies have changed little over several thou-
sand years. Students are still treated as minds to be shaped, despite the overwhelm-
ing evidence that we should be encouraging them to seek and explore. What stops a 
student from learning? While towering geniuses often speak fondly of their love for 
learning, a love of learning is infrequently encouraged and we hear few students 
express a desire to spend more time learning. 

 Gamifi cation has been positioned as one approach, tool, or set of techniques 
which may change how various activities are undertaken so that those involved 
begin to experience more fun, enjoyment, and pleasure in their tasks. The term 
became popular in 2010 and dominates especially areas with human interaction and 
focus on the quality of the experience since then. And the hype is still progressing today 
as people continue to investigate how the appropriate theories can be implemented 
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and further developed. There are now many defi nitions of ‘gamifi cation’; yet, some 
are concise (fun, play, passion) or too specifi c with strong reference to gaming 
mechanisms. Thus, we propose a simple, comprehensive defi nition unrestricted in 
its application, environment, or discipline:

   Gamifi cation is a designed behaviour shift through playful experiences  

   Saying that, we should not get between you and your exploration of this book 
and learning more about gamifi cation and its value for education and business. 
Enjoy. And keep us informed about your thoughts about how you use gamifi cation 
now and it will develop in the future.  

  Bentley, WA, Australia     Torsten     Reiners   
 Auckland, New Zealand      Lincoln     C.     Wood    

Preface
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 This book would not have been possible without the input of many friends and col-
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and work to better engage, motivate, and teach our students. Furthermore, the on-
going support from our institutions Curtin University (Perth, Australia) and 
Auckland University of Technology (Auckland, New Zealand) has been fundamen-
tal in allowing us the freedom and fl exibility to pursue these concepts and ideas 
within the scope of our teaching and research. This book is a major step forward on 
our pathway, but also opens up new exciting ideas and invaluable connections to be 
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 We further acknowledge the immense amount of work that the editorial team at 
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Mishra Manoranjan, and Rekha Udaiyar this book would not have been possible. 
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wonderful wives have stood with us, helped, and supported us throughout the pro-
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  Book Ov erview   

 We have experienced a great deal of enjoyment while working towards bringing this 
volume to print and we hope that this sense of pleasure has been shared by the con-
tributors to the work. It has been a time-consuming and arduous task from the fi rst 
dissemination of the call for chapters to the fi nal selection of interesting chapters 
demonstrating the infl uence and impact of gamifi cation within business and educa-
tion. We received lots of feedback and proposals for chapters, of which we had to 
pick those of the highest quality but also best fi t to tell a story of interest for the 
reader. The fi nal selection came from a widely dispersed group of international 
authors—all experts with years of experience in research or practice—who discuss 
the current state-of-the-art in their areas of expertise and how they anticipate the 
development of gamifi cation over the ensuing years. Before we send you off to 
immerse yourself in the book and enjoy your journey through the four parts (Theory, 
Education, Business, and Use Cases), you should get some insight into what you 
can expect. Warning: if you dislike spoilers, skip the chapter overviews presented 
after the maps showing the current location of the authors. Some plain facts of 
the book are:

•    58 Proposals received  
•   41 Submitted chapters  
•   34 Chapters accepted (58.6 % acceptance rate)

 –    8 Theory-driven and empirical  
 –   13 Education  
 –   11 Business  
 –   2 Use case focus     

•   66 Authors from 14 countries on 4 continents (see below)  
•   764 pages  
•   137 Figures, 99 in colour    
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publication. Thanks, you did an awesome job. Any errors, omissions, problems, or 
mistakes that remain have been made by us. 
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        Part I  provides a foundation on the question of ‘where gamifi cation originates’ and 
this also provides some insight into the outstanding questions that have yet to be 
addressed. As a concept, gamifi cation draws from multiple areas and (at present) 
from multiple theories borrowed from multiple disciplines, providing a medley of 
theoretical foundations for research in this area. Within this section the focus, even 
on the empirically grounded papers, is on presenting a strong theoretical foundation 
for their work. 

 While many have criticised gamifi cation    as either simply being points-based 
(e.g. ‘pointsifi cation’), or exploitationware (Bogost), the development of intrinsic 
motivation to create an experience that is meaningful for the participant has been a 
lauded objective of gamifi cation.  Scott Nicholson  from Syracuse University 
(Canada), also being Director of the ‘Because Play Matters’ game lab, examines the 
role of play and fun in extending the reward-based gamifi cation towards developing 
intrinsic motivation. The theoretically grounded framework presented direct atten-
tion on long-term change in a way that helps participants create a more personal 
connection to the system. 

  Ganit Richter ,  Daphne R. Raban , and  Sheizaf Rafaeli  from The Center for 
Internet Research and LINKS I-CORE Program, University of Haifa (Israel), take a 
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closer look at the provision of feedback—one of the key elements that makes 
gamifi cation work—and develop a framework to aid designers in providing 
adequate attention to this element. The work rests on understanding motivation 
from a game- design perspective, the use of rewards, and the concepts around game 
achievements. 

 As with all scientifi c endeavours, whether or not we have made a difference is 
crucial. Therefore, the concepts of ‘measurement’ are important and it is this con-
cept that  Ronald Dyer , Grenoble Ecole de Management (France), discusses. The 
design of appropriate metrics is necessary, particularly given that we are still in the 
early stage of understanding gamifi cation; Dyer presents elements of play, rubrics, 
pre- and post-assessments, and a performance assessment as aids in the develop-
ment of a multidimensional measure of gamifi cation approaches. 

 Despite the hype around gamifi cation,  Federico Danelli , Gamifi cation Consultant 
(Italy), presents a timely reminder that the cynical use of gamifi cation in business 
(e.g. focused on Points-Badges-Leaderboards (PBL)) can easily gloss over the ele-
ments of game-design within the system. Instead, play and fun should be built in. 
Danelli provides a review of concepts in these areas and demonstrates how to 
develop a balanced game-based initiative. 

 Contemporary approaches to economics require a strong understanding of what 
motivates and infl uences human behaviour.  Charles Butler , Norwegian School of 
Information Technology (Norway), uses applied behavioural economics to examine 
how concepts and mechanics from modern games can be applied to other areas to 
change user behaviours. Errors, pitfalls, and challenges in the implementation or 
use of these methods are discussed, which may aid future work in this area. 

  Tobias Stockinger ,  Marion Koelle ,  Patrick Lindemann , and  Matthias Kranz  
(University of Passau, Germany) and  Stefan Diewald ,  Andreas Möller,  and  Luis 
Roalter  (Technische Universität München, Germany) approach the design of mobile 
applications from the perspective of understanding human behaviour. They demon-
strate how app design can be improved by understanding what infl uences decision 
making, working from the application of behavioural economics to the area of user 
experience. 

 A foundation from psychological sciences is provided for gamifi cation by 
 Thomas E. Heinzen ,  Michael S. Gordon  (William Paterson University, USA), 
 R. Eric Landrum  (Boise State University, USA),  Regan A. R. Gurung  (University of 
Wisconsin, Green Bay, USA), and  Dana S. Dunn  (Moravian College, USA), and 
 Sam Richman  (User Experience Strategist, USA). They examine how the principles 
of behaviourism and the language of games are connected to gamifi cation as they 
examine the role of the different gamifi cation mechanics. Challenges and pitfalls 
relating to gamifi cation implementation are also presented as a caution to the 
unwary designer. 

  Robert Wellington , Auckland University of Technology (New Zealand), 
approaches the subject of design from the theoretical foundations of Human–
Computer Interaction (HCI). The role of Familiarity (based on context) and 
Enculturement (based on culture) are examined in the process of requirements 
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engineering. The design of artefacts in gamifi ed environments must draw on a 
syncretic combination of these elements. 

  Part II  covers the application and value that gamifi cation can bring within the edu-
cational sector. We had originally conceived of a focus on university and high school 
education but have been delighted with the response from the wider community. 
Clearly, game-based approaches have experimented with by globally dispersed 
groups and over a wide range of distinct activities and different areas of education. 
We present a range of contributions that span a range of different teaching/educa-
tional levels and also scientifi c methods from experiments to conceptual pieces and 
forward-looking chapters. 

  Richard N. Landers ,  Rachel C. Callan ,  Michael B. Armstrong  (Old Dominion 
University, USA), and  Kristina N. Bauer  (University of West Florida, USA) address 
the current lack of theory in gamifi ed instructional design. They draw on theories 
from psychology including classic conditioning, expectancy-based theories, goal 
setting, and motivation through self-determination theory. While gamifi cation is not 
entirely novel, the synthesis of existing approaches has yet to be conclusively 
proven to provide additional advantage and further work still needs to be conducted 
to improve theoretical foundations of gamifi cation in education. 

 Nathaniel Ostashewski (Curtin University, Australia) and Doug Reid (Grant 
MacEwan University, Canada) present an overview of the history on the most recent 
developments and frameworks for the use of one of the most foundational elements 
in gamifi cation: badges. The included frameworks are used to demonstrate how 
readers can explore the possibilities of using badges to enrich their own teaching. 

 Assessment remains one of the core learning activities, much hated by many 
students.  Thomas E. Heinzen  (William Paterson University, USA),  R. Eric Landrum  
(Boise State University, USA),  Regan A. R. Gurung  (University of Wisconsin, 
Green Bay, USA), and  Dana S. Dunn  (Moravian College, USA) review contempo-
rary education practices relating to assessment. This paves the way for demonstrat-
ing how we can modify existing approaches to create game-based assessments that 
may be more benefi cial for both institutions and students. 

  Isabella Kotini  and  Sofi a Tzelepi  (Educational Counselors for Informatics in 
Central Macedonia, Greece) present a student-centred framework designed to 
strengthen intrinsic motivation for learning, working from a constructivist learning 
theory foundation. With a focus on teaching computational thinking and helping 
students to appreciate mathematical algorithms, they present several scenarios and 
explanations of the role of the activities to guide implementations. 

 Similarly noting that contemporary approaches in Science, Technology, 
Engineering, and Medicine (STEM) subjects are rooted in constructivism,  Johanna 
Pirker  (Institute for Information Systems and New Media (IICM), Graz University 
of Technology, Austria) and  Christian Gütl  (IICM, Graz University of Technology, 
Austria and Curtin University, Australia) examine the role of educational simula-
tions. They present a model to help users adapt gamifi cation techniques to this par-
ticular use of simulations and present a case study and framework to help users 
implement these ideas in their own teaching. 
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  Pinata Winoto  and  Tiffany Y. Tang  (Kean University, USA) present a series of 
case studies of gamifi cation in education. These range from individual behaviours 
and driving intrinsic motivation, through to understanding group behaviour, draw-
ing on behavioural economics. The role of careful pedagogically designed and con-
sideration is emphasised in order to fully benefi t from the benefi ts of gamifi cation 
to enhance desired group dynamics. 

  Andreas Hebbel - Seeger  (MHMK—University of Applied Sciences, Media and 
Communication, Germany) explores the transferability of skills between the real 
and digital environments. A number of cases and theoretical exploration of the topic 
are presented. Then, focusing on basketball skills, a study is presented to show 
transfer of skills developed in the real world can be transferred to skills in virtual 
worlds through an augmented reality (AR) basketball game. 

  Lincoln C. Wood  (Auckland University of Technology) and  Torsten Reiners  
(Curtin University) report about their ongoing research on creating an immersive 
and authentic learning environment for students and worker. Their focus is on self- 
directed learning with automatically generated feedback as well as integrated gami-
fi cation to engage the learner and achieve a higher learning retention. 

 The increasing provision of a range of educational spaces is examined by  Da 
Zhang  and  Tony Clear  (Auckland University of Technology, New Zealand), with a 
particular focus on virtual environments. The notions of ‘space’ and ‘place’ are 
explored, examining how gamifi ed designs shape and infl uence people with result-
ing behaviours often unanticipated. Promotion of productive behaviours in virtual 
environments can be more readily assured with the policies regarding virtual envi-
ronments that are presented in this chapter. 

  John Denholm ,  Ian Dunwell  (Serious Game Institute, UK), and  Sara de Freitas  
(Murdoch University, Australia) take a closer look at team-based education and 
assessment, one of the key challenges in management education. They use a team- 
based mixed reality game, which is a computer-assisted event with social interac-
tions between participants. The development of the game is detailed along with the 
evaluation of effectiveness. While it was highly rated by most participants, interest-
ing differences emerged in the evaluation with classes consisting of a single, inter-
national ethnic group; here, ratings were lower, indicating strong relationships. 

 Using a virtual world in education was once a signifi cant undertaking, before 
businesses developed improved product offerings in this area.  David Craven  
(PierSim Academic Programs, Australia) outlines the use of PierSim, focusing on 
the development of integrated action and refl ection amongst learners in the virtual 
environment. This shift away from merely using badges appears to be considered 
fun by both genders and may even lead to greater engagement and satisfaction 
amongst female students. Therefore, Craven suggests that ‘learnifi cation of games’ 
may supersede ‘gamifi cation of learning’. 

  David Gibson  (Curtin University, Australia) and  Peter Jakl  (Pragmatic Solutions, 
USA) provide insight into the implications of game-based learning analytics. New 
approaches to collecting data mean that with the wealth of possible measurements 
that can be made to feed into improved learning, methods must be developed 
and used to make use of this resource. Thus, computer-assisted analysis and 

Book Overview



xv

data-mining approaches will need to be employed, with the ability to evaluate 
patterns-over-time in learner capabilities and improvements. Together, such learning 
analytics  represent a signifi cant change in the way that assessment is measured and 
used in institutions. 

 However, is this ‘gamifi cation in education’ simply all hype? The section closes 
with a critical perspective, offered by  Christopher J. Devers  (Indiana Wesleyan 
University, USA) and  Regan A. R. Gurung  (University of Wisconsin, USA). The 
use of game elements and design in education is explored in relation to other, simi-
lar technologies. This is discussed in the context of other technological changes in 
education, with particular emphasis on student learning. Finally, a framework is 
presented to help scholars move forward by planning and executing studies based 
on a stronger, evidence-based approach to the use of gamifi cation in education. 

  Part III  represents a change of focus and places the spotlight on the use of gamifi -
cation within business environments. The topics also cover educational aspects like 
improved learning outcome, motivation, and learning retention at the workplace; 
however extend into areas that are more related to businesses. This includes work-
place psychology, frameworks to create the best experience for customer and 
employees, and motivation. Furthermore, some chapters address the manager to 
support the decision on how to implement gamifi cation in the company including 
law, risks, side effects, and sustainability. 

  Philipp Herzig ,  Michael Ameling  (SAP AG, Germany), and  Alexander Schill  
(TU Dresden, Germany) focus on the application of gamifi cation principles to the 
workplace with the focus on increasing motivation and improving employee out-
puts. The impact from an ERP gamifi cation application is evaluated based on the 
theoretical foundations from organisational psychology, the job demand-resource 
model, psychological capital, and positive emotions. Improvements were identifi ed 
in factors including ‘enjoyment’ and ‘fl ow’ along with ‘perceived ease of use’. 

 Implementation of gamifi cation principles would be made signifi cantly easier if 
the concepts were standardized within an easy access software platform.  Philipp 
Herzig ,  Michael Ameling ,  Bernhard Wolf  (SAP AG, Germany), and  Alexander Schill  
(TU Dresden, Germany) address this need by focusing their attention on the imple-
mentation of information systems relating to gamifi cation. They describe the soft-
ware development process required to realise gamifi cation implementations and 
analyse the specifi cation for a gamifi cation solution. 

  Edward T. Chen  (University of Massachusetts Lowell, USA) focuses on the use 
of gamifi cation as an approach to improve work performance, going beyond cus-
tomer engagement to also focus on the impact on employees. A range of small busi-
ness cases are presented to demonstrate the range of potential applications across 
the enterprise. 

  Basanth Kumar Neeli  (Expert and Consultant, Gamifi cation and Business 
Process Management, India) further examines the implications of gamifi cation tar-
geting employees. The case is made such that this is distinctly different to con-
sumer- or market-focused gamifi cation applications. An iterative framework is 
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presented to help implementation of enterprise gamifi cation solutions, with further 
insight provided by some small case studies. 

  Niko Vegt ,  Valentijn Visch ,  Huib de Ridder , and  Arnold Vermeeren  (Delft 
University of Technology, The Netherlands) take aim at the teamwork and 
 team- based performance in businesses. While many team activities can reach sub-
optimal outcomes, as confl icts and group dynamics take over, gamifi ed design prin-
ciples may provide a method to ensure alignment of goals. A framework is presented 
to aid implementation with further illustrations provided by some cases. 

 As we have seen in the past, legislation, regulation, and law have often been slow 
to adapt to changes and technologies. Kai Erenli (University of Applied Sciences 
Vienna, Austria) examines gamifi cation and the related rules that are necessary for 
games—from the perspective of law. A number of gamifi ed elements are examined 
in light of the legal implications of possible changes that gamifi cation may involve. 
Some common risks and possible pitfalls are outlined, providing a basis for informed 
implementation and allowing those involved in implementation to be better posi-
tioned to seek legal counsel where necessary. 

 While much has been said of gamifi cation, it has invariably been positive news. 
However, any tool used to infl uence people can often have unintended side effects 
and it is these consequences that are examined by  Rachel C. Callan ,  Richard 
N. Landers  (Old Dominion University, USA), and  Kristina N. Bauer  (University of 
West Florida, USA). Ten different business scenarios are presented with fairly 
innocuous gamifi cation approaches applied. However, using drawing on psycho-
logical    science, the authors caution that various consequences may emerge creating 
additional harms in the workplace. 

  Briana Brownell  (Insightrix Research, Canada),  Jared Cechanowicz , and  Carl 
Gutwin  (University of Saskatchewan, Canada) examine the role of improving 
engagement in survey research to improve engagement with this valuable research 
approach (in both industry-focused research and academic research) is clearly 
important. They show that gamifi cation is not a silver bullet and the successful 
implementation likely rests on careful design throughout. In this case, those partici-
pating in surveys have altruistic intentions, while the perceptions tied to gaming 
relate more strongly to entertainment. 

 One of the diffi culties with projects is that learning is often not carried from one 
project to another.  Silvia Schacht  and  Alexander Maedche  (University of Mannheim, 
Germany) address this problem by applying gaming mechanics to the project 
knowledge management systems that are supposed to capture and make these les-
sons available for others. While their research was not framed as a cohesive gamifi -
cation approach, they show that the gamifi cation elements incorporated did infl uence 
users to participate in the system more fully. 

  Stefanie Huber  and  Konrad Röpke  (SAP AG, Germany) present their work in the 
use of gamifi cation to infl uence organisations—in this case, helping companies 
become more sustainable by encouraging desired behaviours. Using an established 
framework    to provide a guide to the development, a ride-sharing system was gami-
fi ed, while accommodating a range of player personas amongst the intended partici-
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pants. A range of mechanisms are built in to enable greater playfulness and fun in 
this activity. 

  Stefan Diewald ,  Andreas Möller ,  Luis Roalter  (Technische Universität München, 
Germany),  Tobias Stockinger ,  Marion Koelle ,  Patrick Lindemann,  and  Matthias 
Kranz  (Universität Passau, Germany) examine how gamifi cation can help designers 
address the need for rapid learning and adaption to the user interfaces in new vehi-
cles. Participants explore relevant interfaces and functions in both the vehicle and 
on mobile devices. Some of the diffi culties in maintaining the fl ow of activities 
while introducing new information or evaluating outcomes are discussed, highlight-
ing the inherent diffi culties in application of gamifi cation to some areas and result-
ing in the presentation of guidelines for further use of gamifi cation in the automotive 
sector. 

  Part IV  opens the door to applications and the use of gamifi cation, presented with-
out a strong scientifi c foundation. Through a series of use-cases, key elements of 
gamifi cation are used in real situations to drive real results. Note that this part is 
containing chapter just on case studies; many of the previous chapters also contain 
smaller case studies. 

  Anantkumar Malikaveetil  (Gamifi cation Expert and Consultant, India) applies 
gamifi cation to one of the most crucial, but often neglected, processes for new 
employees—the on-boarding process. Working in the context of a software com-
pany, a game-based training and on-boarding process was developed, modelled on 
the Amazing Race. Drawing from learning theories, the event was staged to make 
the process both more fun and effective. 

  Keith Conley  and  Caitlin Donaldson  (Bunchball, Inc., USA) show how the 
careful establishment of gamifi cation principles are important, using one of the 
commonly applied software platforms for gamifi cation: Bunchball. Using mea-
surement and evaluation as a foundation for the chapter, readers are taken through 
deployment in a controlled fashion so that desired outcomes will be achieved by 
design and not by chance. There is a strong emphasis on the Measurement and 
Learning Plan to align the analytics to the strategy and ensure that desired results 
are achieved.  
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    Chapter 1   
 A RECIPE for Meaningful Gamifi cation 

             Scott     Nicholson        

1.1         Introduction 

 Gamifi cation is a word that has become synonymous with rewards. Most gamifi cation 
systems focus on adding points, levels, leaderboards, achievements, or badges to a real-
world setting in order to entice people to engage with the real world to earn these 
rewards. Rewards have been used for centuries to change behavior; children and pets 
are trained through rewards and punishments, soldiers are rewarded for achievements 
through ranks and badges, and schools use grades to entice students to do schoolwork. 

 Reward systems do work as long as the rewards keep coming, and research by 
Skinner has shown how to use the timing of rewards to produce a behavior after the 
rewards are taken away through operant conditioning ( 1938    ). Casinos and recre-
ational game designers have used operant conditioning to addict players to contin-
ued engagement with their games without rewarding the player every time. 
Therefore, gamifi cation systems have also used this model in order to engage people 
in real-world behavior without having to supply rewards consistently. 

 When the rewards stop, however, the behavior will likely stop also unless the 
subject has found some other reason to continue the behavior. Operant conditioning 
can delay the extinction of behavior by creating the mindset in the subject that “per-
haps this time, I will get a reward.” The reward schedule that is most effective in 
slowing the extinction of behavior is known as a variable ratio reward schedule, 
where rewards of different strengths are given out at various times (Skinner,  1938 ). 
This type of reward schedule is used by those designing slot machines and lottery 
tickets to manipulate players into continuing to play a game without regular rewards. 
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 In many life situations, having a reward structure is expected and accepted by 
subjects. For many, the only reason to do an unpleasant job is because of the monetary 
reward; if the reward stopped, then the subject would stop doing the unpleasant job. 
Others have found personal reasons that allow them to enjoy their jobs; if the mone-
tary reward no longer came or was not as relevant because of their life situation, they 
might choose to continue this job anyway. Many tasks that are taken on every day are 
not done for a reward but are done for some other reason important to the subject. 

 The drive to do something without an external reward is known as intrinsic moti-
vation (Deci & Ryan,  2004 ). Performing tasks for intrinsic reasons puts someone in 
a more healthy mental state than performing tasks for extrinsic rewards. Alfi e Kohn, 
in his book  Punished by Rewards , explores study after study that show how people 
perform tasks more poorly for rewards and, after receiving a reward, are less likely 
to do that task without the reward ( 1999 ). 

 The implications of this for gamifi cation are important. Many forms of gamifi ca-
tion are focused on providing external rewards for tasks. The designer of the gami-
fi cation decides what actions are desired and assigns rewards, such as points or 
badges, for those actions. By doing so, the gamifi cation system manipulates sub-
jects to engage in a real world setting in order to earn rewards. Subjects earn points, 
which then lead to intangible status rewards or tangible rewards in the real world. 

 This system is not new; airlines and hotels have rewarded loyalty with points for 
decades. Customers accrue points by staying with a single airline and gain levels by 
doing so; these levels then correlate to perks while fl ying with that airline. Many 
businesses have adopted a tracking model offering rewards of free products, better 
treatment, or access to special opportunities not available to others. 

 Implementing a reward-based gamifi cation system is relatively easy to do. 
A designer selects the behaviors to be rewarded and assigns points. These points can 
then be converted into levels and may also be used in a leaderboard to encourage 
competition between subjects. An achievement system can encourage behaviors 
that go outside the point structure that the designer wants to reward. Badges are 
ways of allowing a subject to publicly display successes and achievements within 
the system. This concept of adding Badges, Levels/Leaderboards, Achievements, 
and Points to a real-world setting is called BLAP gamifi cation by Nicholson 
( 2012a ), and is also be referred to here as reward-based gamifi cation.  

1.2     Situations for Reward-Based Gamifi cation 

 Reward-based gamifi cation is suitable for some situations. If the organization is 
looking for immediate and short-term change, reward-based gamifi cation can cer-
tainly create that. Many reward-based gamifi cation systems create an immediate 
spike in engagement as users strive to explore this new system. As long as the orga-
nization is willing to continue supplying rewards, the behaviors can continue by 
those motivated to earn the rewards. However, if the rewards are stopped, then the 
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behavior can stop with it. As Zichermann and Cunningham say in their book, 
 Gamifi cation by Design , “once you start giving someone a reward, you have to keep 
her in that reward loop forever” (    2011 , p. 27). 

 If the goal is to teach a skill with real-world value, such as using a hammer or 
being toilet trained, then reward-based gamifi cation can be effective. As the subject 
learns the skill, he or she is rewarded. But as the subject then masters that skill and 
recognizes the real-world value, the rewards are no longer needed, as the subject will 
continue to use the skill for the real-world benefi ts instead of the gamifi cation rewards. 

 If there is a situation where the subject has no way of developing intrinsic moti-
vation to perform the task, then the reward-based gamifi cation can be valuable in 
helping someone engage with the task. This use of incentives to motivate someone 
to do something when they have no other reason to do so is a very common use of 
rewards and for tasks that do not require creative thinking, incentive programs can 
improve performance (Pink,  2011 ). Designers of gamifi cation for this situation need 
to be aware that the participants in this type of reward cycle will expect an increase 
in the rewards as their performance increases, and this can be a never-ending  process 
once begun (Zichermann & Cunninham,  2011 ). 

1.2.1     Long-Term Change 

 The danger with reward-based gamifi cation comes when the goal is to create long- 
term change in the subject’s behavior. If the goal is to change someone for life, 
using rewards in the short-term can be damaging in the long-term. A key fi nding by 
Deci and Ryan in their studies of motivation is that  extrinsic rewards undermine 
intrinsic motivation  ( 2004 ). If rewards are used to encourage a behavior that some-
one already has some intrinsic motivation to engage with and those rewards are 
removed or no longer seen as valuable, the subject will be less likely to engage in 
the behavior than when he or she began. 

 There are many learning-based situations where this is of concern. Libraries use 
reward-based summer reading programs to develop a lifelong love of reading in 
children. Zamzee is a gamifi cation system used to facilitate rewards for children as 
they exercise (  http://www.zamzee.com    ). Rewards have been used to encourage 
learners to play the piano, take up dancing, or engage with other cultural activities. 
Grades, which are a well-established form of badges that reward learning, are so 
powerful that many students will refuse to engage in activities for which there is no 
grade assigned. The reward-based testing culture in the United States in schools has 
created a situation where teachers fear teaching content that is not on the test. 

 Reward-based systems have caused harm over the years, and reward-based gami-
fi cation is another way of doing this (Kohn,  1999 ). BLAP gamifi cation is very 
tempting to use—it is easy to implement and it has an immediate effect. The news 
about the short-term benefi ts is easy to locate while data about user dropout rates 
and the long-term engagement with the desired behavior is rarely discussed.   

1 A RECIPE for Meaningful Gamifi cation
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1.3     Building Intrinsic Motivation 

 There is another way to encourage behavior, and that is through building intrinsic 
motivation. Rather than providing rewards for behavior, designers can create 
 systems that help users fi nd their own reasons for engaging with the behavior. The 
theory behind how to do this is known as Self-Determination Theory by Deci and 
Ryan ( 2004 ). The concept behind this theory is that intrinsic motivation is a combi-
nation of three psychological needs: competence, autonomy, and relatedness.

Competence is when participants feel that they have mastered something well enough 
to make a difference in the world; when the participant no longer feels able to make a 
difference, he or she then seeks new ways to increase their competence. Autonomy is 
experienced when the actions and behaviors that someone engages in matches their own 
sense of who they are, and the extent to which someone makes his or her own decisions 
about behavior. Relatedness is based upon the connections that an individual feels with 
other people through their behaviors. Intrinsic motivation is a construct that combines 
these three concepts of competence, autonomy, and relatedness ( 2004 ). 

 Instead of using game design elements to increase external motivation through 
rewards, designers can use game design elements to increase intrinsic motivation. 
Getting a good score is just one reason that people play games; players engage with 
games for an exploration of narrative, to make interesting decisions, and to play 
with other people. There are other game design elements that are available to the 
gamifi cation designer that can bring about an increase in intrinsic motivation. Using 
game design elements to help build intrinsic motivation and, therefore, meaning in 
non-game settings is known as meaningful gamifi cation.  

1.4     Meaningful Gamifi cation 

 At the heart of meaningful gamifi cation is the humanistic belief that there are some 
activities people engage in because they have intrinsic or internalized motivations for 
doing so. This ties in with Organismic Integration Theory, which states that when peo-
ple act upon these internalized motivations, they will have a more positive outlook 
toward the activity than if they are doing something due to extrinsic motivation (Deci 
& Ryan,  2004 ). The term “meaningful” is based out of Mezirow’s model of transfor-
mative learning, where learners connect an experience to previously-held beliefs, which 
can allow transformation of those beliefs and long-term change (Mezirow,  1991 ). The 
challenge in creating something meaningful is that the concept of what is meaningful is 
defi ned by each individual; in order for something to be meaningful, there has to be a 
connection to something or someone in the individual’s past. A designer of a meaning-
ful gamifi cation system will have to provide a variety of experiences and ways of 
engaging to raise the chances that each participant can fi nd something meaningful. This 
falls in line with the concept of Universal Design for Learning (Rose & Meyer,  2002 ) 
where learners need to have the ability to learn a concept in different ways and to dem-
onstrate mastery of that concept in different ways. By allowing the learner choices, it 
raises the chance that each learner will fi nd a meaningful connection to the material. 
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 Nicholson ( 2012a ) developed a theoretical framework for meaningful gamifi cation 
starting with Self-Determination Theory. Key results of this framework are the recog-
nition that no one gamifi cation system will benefi t every user, that users need to be 
empowered to create within the gamifi cation system, and that systems need to provide 
users with the ability to learn and to demonstrate mastery in different ways. Another 
key result is that the system needs to be built with the user’s benefi ts at the center; by 
benefi tting the user fi rst and the organization second, the chances of long- term change 
through building intrinsic motivation are greatly improved. 

 In order to develop strategies for meaningful gamifi cation, Nicholson ( 2012b ) 
explored concepts behind play and participatory museums. Key elements that arose 
from this exploration included the fact that play is, by defi nition, optional. If gamifi -
cation is to use concepts of play, then the player needs to have the choice to engage 
with the system on his or her own terms. In order to provide participants with the 
information needed to make decisions with the system, the concept of creating a 
ludic learning space (akin to a science museum) is useful. By thinking about the 
gamifi cation space as a three-dimensional real-world space instead of a linear reward-
based system, designers can create gamifi ed worlds for participants to explore. 

1.4.1     The RECIPE for Meaningful Gamifi cation 

 To operationalize these concepts, six elements inspired by game design will now be 
explored more in-depth:

•    Play—facilitating the freedom to explore and fail within boundaries.  
•   Exposition—creating stories for participants that are integrated with the real- 

world setting and allowing them to create their own.  
•   Choice—developing systems that put the power in the hands of the participants.  
•   Information—using game design and game display concepts to allow partici-

pants to learn more about the real-world context.  
•   Engagement—encouraging participants to discover and learn from others inter-

ested in the real-world setting.  
•   Refl ection—assisting participants in fi nding other interests and past experiences 

that can deepen engagement and learning.    

 When reordered, these six elements form the mnemonic RECIPE, and thus this 
is a RECIPE for meaningful gamifi cation. The six elements will now be presented 
with a brief theoretical background, how they can be applied to gamifi cation, and a 
few examples of how they have been used. 

1.4.1.1     Play 

 Over the years, many theorists have explored the concepts surrounding play and its 
role in society. While there is no one accepted defi nition of what play is, Gordon 
( 2009 ) explored different approaches to defi ning play in an attempt to build a 
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framework that connects these different approaches. One common factor inspired 
by Huizinga is that play is something that people engage with outside of the real 
world ( 1955 ). Ironically, another key play theorist, Sutton-Smith ( 1997 ), argues that 
play is critical to preparing organisms to deal with the variability in the real world; 
therefore, playing creates opportunities for evolution. In order to do this, play has to 
be an activity that someone chooses to engage with and the space for play has to 
provide freedom for exploration (Callois,  2001 ). Gordon ( 2009 ) explores the impor-
tance of the concept of a boundary in play and centers the idea of play on the volun-
tary interaction with and crossing of boundaries. 

 When thinking about “playifi cation,” it is valuable to think about the difference 
between play and games. One defi nition of games is that “a game is a form of play 
with goals and structure” (Maroney,  2001 , para. 2). Since gamifi cation is about taking 
game elements and applying them to a real-world setting, and one of the elements of 
a game is the play element, then play-based gamifi cation is a valid approach. By fl ip-
ping the above defi nition around, one can assert that play is a game with neither goals 
nor structure. There is an important addition to make to this assertion, and that is the 
difference between goals and structure created by those involved in the play activity 
compared to goals and structure created externally and enforced by the players. 

 When playing, it is very common that a player will create a new constraint under 
which to play; in fact, much fun can be found by adding constraints to something in 
life. This idea of having boundaries, bumping up against them, and occasionally 
crossing them is part of the concept of play. A key difference is that these con-
straints, rules, and goals are emergent from the play activity and are quickly changed 
and broken during the play session. Conversely, when players agree to play a game, 
they are agreeing to certain rules and goals that they will all adhere to; changing the 
rules or the goals during a game without explicit discussion and agreement is not 
good sportsmanship. 

 To create a play-based gamifi cation system, then, means to create a space where 
the players can establish and change their own constraints. When something is no 
longer fun or playful, the players need the ability to change it to make it more fun 
and playful. If the players are fi nding fun in the gamifi cation activities, then there 
isn’t a need for external rewards, as the players are creating their own fun. It is the 
play, instead of the points, that brings people to become engaged in the real-world 
setting through the play-based gamifi cation. 

 A key concept from play that is important when thinking about gamifi cation is 
that play must be optional (Callois,  2001 ). If something is not optional, then it is 
not, by defi nition, play. If a worker is forced to engage with a game, it is no longer 
a play experience. To create a play-based gamifi cation experience, the designers and 
funders of the system must recognize that it needs to be a system that the users 
choose to engage with and are not forced to engage with. This may cause some 
points of confl ict with gamifi cation in the workplace or school where the partici-
pants are forced to engage with the system. 

 One way to soften a required engagement with a gamifi cation system is to ensure 
that the system allows for exploration. This falls in line with the concept of Choice; 
players need to be able to select what they want to play with. By conceptualizing a 
playground and the freedom it allows, gamifi cation designers can have a mental 
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model of what kind of gamifi cation space can create a playful experience. Kolb and 
Kolb ( 2010 ) coined the term “ludic learning space” for a play-based space where 
learning can occur. These spaces are designed to encourage participants to play, and 
as they play, they also can learn. 

 One real-world model of play-based gamifi cation is the science museum 
(Nicholson,  2012b ). Science museums are spaces based on elements from play and 
games used to connect people to the real world. Science museums do not rely upon 
rewards like points and badges to get people to engage; instead, they use engaging 
play as the “reward” to drive engagement. Because there are so many things to 
engage with, attendees decide with their feet if something is engaging; if an exhibit 
is not engaging, then the attendee moves on to another exhibit. Many modern science 
museum exhibits are interactive, allowing the participant to engage with the material 
in the exhibit, and have been designed such that as the patron engages with the activ-
ity, he or she can learn by doing something and then seeing the effects of that action. 

 Gamifi cation designers can use the mental model of a science museum to create 
a ludic learning space. By conceptualizing the gamifi cation system in a three- 
dimensional space where players can explore, designers can push out of the tradi-
tional structures. Even if the actual implementation of the gamifi cation system has 
no three-dimensional visualization, the concept of a space where people can roam, 
explore, see where others are, engage with those others, and set temporary rules and 
goals can create a gamifi cation space that people engage with because it is playful.  

1.4.1.2     Exposition 

 Exposition in this context is the process of presenting a narrative layer through 
game design elements. There are two important parts of exposition: the develop-
ment of a meaningful narrative element, and the presentation of that narrative ele-
ment to the player. According to Simons, narrative has been the “core pattern for 
cognition, comprehension, and explanation and is the most important tool for con-
struing identities and histories” ( 2007 , para. 1). One of the challenges in making an 
engaging game is to balance the development of a strong narrative with the desire of 
the player to be in control of the game (Simons,  2007 ). One of the advantages of a 
narrative is that it can allow the player to see the relationship between the past and 
the present, and between the present and the future. This can help the listener to 
make a more informed decision when a life situation mirrors that of the situation in 
a narrative (Branigan,  2006 ). 

 Brand and Knight ( 2005 ) did a study of the narrative elements of eighty different 
games based on four dimensions of narrative elements in games. Evoked narrative 
embeds the game in a pre-existing world, such as a movie, book, or previous game. 
Enacted narrative is the use of elements like cut-scenes, fi xed game sequences and 
limited game play to present a backstory to the player. Embedded narrative is when 
the player discovers elements in the game world that tell a story that occurred in the 
past; this could be due to actions by characters in the story or actions previously 
taken by the player. Finally, emergent narrative is when the player is at the heart of 
creating the narrative by making meaningful choices in the game. 

1 A RECIPE for Meaningful Gamifi cation
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 The purpose of using exposition in gamifi cation is to provide the players with 
additional ways to be connected to the real-world setting. One path of doing this is 
to create a narrative that mirrors the real world. This may create a gamifi cation sys-
tem that is more like a simulation than a game, where players can explore different 
paths and see potential outcomes. In addition, this type of narrative based on the real 
world can provide information to the participants about the real world setting. 

 Another path of providing narrative is the use of analogy. The narrative may not 
directly lead into the real world, but may be analogous to the real world setting. This 
may be useful because an analogy may provide richness that the real world setting 
does not, the analogy may motivate and inspire players in different ways, or there 
are aspects of the real world setting that would be inappropriate to use as a primary 
narrative. For example, designers creating a gamifi cation system for a marketing 
department may choose to use a battleground analogy to represent the “war” that 
goes on in attempting to win over customers. The challenge when using an analogy 
is ensuring that the player makes the connection between the analogy and the real- 
world setting; methods for this are explored later as a Refl ection activity. 

 A danger of using a narrative is when the storyline of the narrative is a distraction 
from the real-world setting. A world of wizards and warriors may be quite engaging 
for participants to get involved with, but if it is not analogous to the real world 
 setting, it can be problematic for the longer-term transference of players from the 
gamifi cation system into the real world. Players may get frustrated who are drawn 
into the gamifi cation system for the narrative and then learn that the goals of the 
system are to engage them into a completely different real world setting. 

 Another consideration about exposition is the need to share the story with the 
players. During the design process, the game designers may start with a backstory 
that explains what is going on in the gamifi cation world. Through the design pro-
cess, the focus will be on how the players engage with the current system, and the 
designers may forget to create the opportunities for the players to learn about and be 
engaged in the larger story. This can be an issue in alternate reality games, where the 
players are engaged with a game system without understanding everything that is 
going on; designers have to work to bring players into the narrative as they explore 
the game. 

 A powerful, but challenging, approach to adding an exposition-based layer to a 
real-world setting is to enable the players to create their own story. This supports 
Self-Determination Theory in that it helps participants to feel more autonomy about 
the gamifi cation system, which supports a more positive mental state (Deci & Ryan, 
 2004 ). This can be done in several ways: players can create, name, and share their 
own challenges and goals within the gamifi cation system, players can make choices 
as to what story-based layers they want to have as an overlay, or players can create 
their own story on top of game-based mechanisms. This can create the situation 
where the narrative is then a distraction from the real world, so a designer has to 
balance that risk with the rewards of allowing people to create their own narrative. 

 An example where players helped tell the story comes from  Find the Future , a 
game-based experience created by Jane McGonigal for the New York Public Library 
(NYPL). During this game, 500 players (including the author of this chapter) were 
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brought into the NYPL in the evening and spent all night writing a book about the 
collections of the library. The game layer empowered players to fi nd 100 marked 
items around the library, to refl ect upon those items, and then to write in response to 
a challenge that was based upon the items. For example, there was a board game in 
the collection, and the refl ection about the game regarded the fact that board games 
were used at one point to communicate what it was like to visit an area to people 
who haven’t been there. The writing challenge was to create a game about some-
thing in the author’s life that few others would experience. As these writing chal-
lenges were completed, they were uploaded, laid out into book format, and then 
bound into a book during the event.  

1.4.1.3     Choice 

 The introduction of Choice into a gamifi cation system puts the player in control of 
how he or she engages with the system. The theory for the importance of Choice 
comes from Deci and Ryan’s Self-Determination Theory ( 2004 ). One aspect of this 
theory is that a person will have a more positive sense of self-being if he or she has 
autonomy. In a gamifi cation system, this means that the player has meaningful 
choices to make within the system. 

 This is also refl ected in the theory of Universal Design for Learning (UDL) from 
education, where learners are given the ability to learn content in different ways and 
express their mastery of content in different ways (Rose & Meyer,  2002 ). This 
allows each learner to learn in the ways in that he or she is most capable. The under-
lying concept is that UDL removes barriers between the learner and the content to 
allow more learners to be successful. Taking this concept into gamifi cation means 
that the player has to be given choices about how he or she engages with the real- 
world setting and how success is measured. 

 The aforementioned concept of Play connects well with the idea of Choice; in 
order to have a playful experience, the participants need to have choices as to how 
to engage with the gamifi cation system. By creating a system where the participants 
can choose what they want to engage with, a more playful ambience can be created 
for the system. Using the concepts of Play also means that the participant needs to 
have the choice to  not  engage with the system. 

 There are several ways to bring in the concepts of Choice to the players. The fi rst, 
and most commonly used, is to give the players a choice of which activities they 
want to undertake. This is common in gamifying the classroom; the instructor pro-
vides students with a variety of choices as to which assignments they want to do, if 
they want to work alone or in groups, and in what order they want to take on tasks. 
Different assignments are worth differing numbers of points, and the students are 
heading toward a total number of points to reach the grade that they want achieve 
(Sheldon,  2011 ). One problem with this model is that weaker students can become 
lost without some type of guidance as to what to do (Nicholson,  2013 ). 

 In order to help players avoid being overwhelmed by choices, one route is to let 
players choose a goal, and then provide the players with a guide that they can follow 
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to reach that goal. Badges can be used as a set of signposts instead of goalposts to 
reduce the danger they have as rewards. Using badges in this way allows the players 
to set their own goals and be assisted by the system instead of doing things simply 
because there is a badge attached to them. These routes can be created by the gami-
fi cation designer, and as players become experts with the domain and the system, 
can be created by expert players for new players to explore. 

 Taking this concept further, a gamifi cation designer could create a gamifi cation 
toolkit around a real-world setting. This would empower the players to select and 
create their own play-based and game-based elements, to engage with those ele-
ments, and to share them with others. To still reach the desired behavioral goals, all 
of the elements of the toolkit would need to lead players toward desirable outcomes. 
By using a toolkit like this, players will feel empowered as they engage with the 
real-world setting, they will be able to create their own gamifi cation systems for 
others to explore, and the players won’t be relying upon rewards for engagement, as 
the meaningful engagement is the reward. 

 A toolkit that uses game design elements for real-world changes is SCRATCH 
by MIT. SCRATCH is a toolkit for kids (of all ages) to learn the basics of program-
ming. The toolkit uses a game-like graphical interface, and players can create their 
own worlds within SCRATCH. As the players learn to drag and connect blocks, 
they are learning about logic structures, variables, and the other basic concepts of 
programming. Players can share their creations with each other through a vibrant 
Web-based interface and once they have downloaded a project, the players can see 
the “code” behind the scenes and can modify it in order to learn that way. The play-
ers have all of the control with SCRATCH—they can choose what tools to use, they 
can choose to start from scratch or to start with an existing game, and there’s no 
listing of accomplishments, badges, or points that players are trying to earn. Instead, 
the reward comes from seeing what this freedom of choice and creation can bring 
about (Lifelong Kindergarten Group,  2013 ).  

1.4.1.4    Information 

 The concept of providing information through gamifi cation is based upon the idea 
of providing the player with the “why” and the “how” behind the gamifi cation sys-
tem instead of just the “what was done” and “how many points is it worth.” 
Theoretically, the importance of providing information comes out of Self-
Determination Theory. One of the three elements of this theory is mastery; people 
have a more positive mental outlook when they feel they are gaining mastery in a 
topic area (Deci & Ryan,  2004 ). 

 If the player only sees rewards for specifi c behavior, he or she will learn only 
what behaviors have value to the game designers. Skinner studied different ways 
that reward systems change behavior; while reward-based gamifi cation can use 
Skinner’s concepts to change behaviors, the player will not gain a sense of mastery 
in the real-world setting. Using this concept of behaviorism can create engagement, 
but participants will most likely not know why they are engaged (other than to earn 
rewards) (Kramlinger & Huberty,  1990 ). 
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 On the other hand, humanism is focused on helping the participants understand 
the reasons for changing behavior. Humanists are focused on understanding the 
needs of the participants and matching concepts to those needs. This humanistic 
approach requires the participants to be informed about what is going on. While 
participants may still earn rewards, they will learn why those actions are being 
rewarded. As they learn more about the real-world setting and the effect of their 
actions, they can reach the mastery desired by Self-Determination Theory 
(Kramlinger & Huberty,  1990 ). 

 In order to create a gamifi cation system to support the humanist approach, it is 
important to provide the player the information needed to connect what he or she is 
doing to the real-world setting. This is not typically done in many reward-based 
gamifi cation systems; points and badges are given to players for performing desired 
behaviors in the same way that treats are given to dogs to get them to behave. Instead 
of just telling players what is a good thing, designers can use game elements to 
provide information about why that activity is a good thing. 

 There are several game-based methods for doing this. The fi rst is with a graphical 
user display. Over the years, video games have gotten quite good at displaying a 
signifi cant amount of real-time information to the player. Some games allow the 
user to customize their own interface through menu choices or modifi cations. One 
example of this in the real world is with hybrid cars. Some hybrid cars use a basic 
graphical element like a tree growing to indicate power-conserving driving habits. 
Other cars provide graphical displays that display where power is being taken from 
and how it is being used as the driver brakes and accelerates. Users that pay atten-
tion to this information will be able to improve their driving habits in any vehicle 
instead of just trying to make a tree grow. 

 Another method of providing a player with information about the real world is 
through non-player characters in the game. Many games have a guide or sage who 
provides the player with guidance and assistance, and this character could also pro-
vide the player with real-world information. Another way of providing information is 
with characters who are on different sides of an issue and trying to win the trust of the 
player by providing him or her with information. One risk in using non-player char-
acters to provide information is trust; if the player has a reason not to trust a character 
in the game, then the player may also not trust the information provided in the game. 

 A third way of giving the player information is to tie it in with the Exposition. 
Embedded narrative is providing the player with information about the backstory 
through elements in the game world, and this concept of embedded narrative can 
provide players with information about the real world. Alternate reality games 
(ARGs) start with the current reality, but then add some type of narrative and game-
play layer that adds narrative to the activity. A method of using an ARG to make a 
difference is to start with something that players have the ability to change in the 
real world, and then create the layer based a scenario of “what if” many people 
made that same choice. For example, the game-based activity,  World without Oil  
(  http://worldwithoutoil.com    ), had players creating local news stories exploring the 
impact of an oil crisis. Players did research about how running out of oil would 
affect their local communities, and then created stories about steps taken to continue 
life in an energy crisis. As the players engaged with this activity, they developed a 
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plan of actions that they could take in the current world to lower their energy 
 consumption. The goal of using this method is to help the player explore the 
 potential impact of current decisions on the future through a narrative that could 
come true if action is not taken. 

 Another game-based method of providing information about the real world is 
through the game mechanics that the player interacts with. Educational games can take 
two approaches—they can provide the player with information about the topic, or they 
can immerse the player in a simulation where they engage with mechanisms refl ective 
of the real world. The author’s board game,  Tulipmania 1637 , was a recreational board 
game designed around a bubble stock market that is controlled by the players; to create 
the game, the author did research on how bubble markets work and used that research 
in developing the game mechanisms. After playing the game, players can be much 
more aware of how bubble markets function to avoid being swept up in one. 

 If the goal is to provide the player with information, it is important to provide 
that information in different ways. The theory of Universal Design for Learning 
states that learners need to have access to information in different ways so that each 
learner can learn in the way that is best for him or her (Rose & Meyer,  2002 ). 
Applying this theory here, this means that the gamifi cation designer needs to con-
sider different ways of providing similar information to the player. 

 Another challenge is that of providing relevant information to the user. This is a 
more diffi cult challenge than many consider, due to the theory of situational rele-
vance. This theory states that each user has his or her own knowledge base and 
background, and because of this, there is no way to know what information will be 
relevant to a specifi c user (Schamber,  1994 ). Libraries are built around this concept; 
by having a variety of information available, each user is likely to fi nd the informa-
tion that is most relevant to him or her. There is no one correct source of information 
for an information need. Gamifi cation designers need to consider providing infor-
mation for users who are new to the real-world setting as well as information for 
users who have more experience with the setting.  

1.4.1.5    Engagement 

 In this context, engagement has two defi nitions. The fi rst is through social engage-
ment, by creating opportunities for participants to engage with others in meaningful 
ways. This comes out of the third element of Self-Determination Theory, which is 
relatedness. People have a more positive mental well-being when they feel con-
nected to the world around them (Deci & Ryan,  2004 ). Many gamifi cation systems 
are designed as single-player experiences as the player engages in his or her own 
journey, gaining points by overcoming obstacles. Engagement can be introduced by 
creating peer groups of participants working through the same gamifi cation system, 
or by creating connections between participants and people who are already involved 
with the real-world setting. 

 A second defi nition of engagement in this context is the creation of an engaging 
gameplay experience. One theory behind creating an engaging experience is the 
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concept of Flow. The basic idea of fl ow is that the diffi culty of the challenges in the 
gamifi cation system increases as the player’s skill increases; a player who is in a 
state of fl ow is fully engaged with the system. This state can occur when the player 
understands what actions are needed to take to reach specifi c goals (Csikszentmihalyi, 
 1997 ). Many gamifi cation systems do not get more challenging, which creates bore-
dom. If the challenges presented to the player are too far above his or her skill level, 
this creates anxiety and frustration. Engagement is reached when the challenges 
match the skill level of the player. 

 These two concepts can be brought together; as players get more skilled with a 
system, they are better prepared to engage with other players. Creating opportuni-
ties for social engagement in a gamifi cation system requires the designer to think 
about the best time to introduce other players. Until a player feels confi dent within 
a game environment, the player may not be comfortable engaging with others. This 
has led to a game design structure in digital games where players engage with the 
world, controls, and mechanisms on their own at fi rst, and once they are comfort-
able, are then ready to engage with other players. While many tabletop games have 
players engaging with each other from the beginning, many players of these games 
hesitate to have a confl ict with another player until they have spent time engaging 
with game mechanisms. Forcing a player into a social engagement too quickly can 
drive him or her away from the gamifi cation system. 

 There are two types of types of player engagement to consider when creating a 
gamifi cation system: engagement between players in a social manner and engage-
ment between players through game mechanisms. Social engagement can be facili-
tated through discussion boards, chat spaces, and other methods of allowing players 
to talk to each other. Social engagement can also be facilitated through encouraging 
people to connect their social networking spaces to their in-game profi le, although 
this should not be forced upon a player. Engagement through game mechanisms can 
come through comparative scoring systems such as leaderboards, players creating 
challenges for each other, players interacting with each other through game ele-
ments, or players working together toward a shared goal. Players can be engaged 
with each other in both dimensions; looking at the model of multiplayer online 
games through  Xbox Live , players preparing to engage with each other on the battle-
fi eld through shared game mechanisms are fi rst placed into a shared chat room 
while the game is prepared and then may have opportunities during the game to talk 
with each other using voice chat. 

 Taking these concepts into a gamifi cation system connects well into the afore-
mentioned idea of creating a gamifi cation system that is structured like a museum. 
When museum attendees are encouraged to engage with each other around a shared 
exhibit, they can share their viewpoints, ideas, and learn from each other. This can 
happen in a gamifi cation system if players who are engaged with the same challenge 
at the same time are able to socially engage with each other as well. The  Nike + 
system allows players who are going out to exercise to indicate via a social network 
that they are starting their workout. Other people can see this and send virtual 
cheers, which are then send through a mobile device to support the person who is 
exercising. 
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 Another consideration when developing engagement opportunities for a 
 gamifi cation system is if players will compete, cooperate, or both. Competitive 
gamifi cation systems can encourage some type of people to put more into the sys-
tem in order to do better than others, but these same systems can discourage others. 
A leaderboard, for example, can inspire those at the top of the leaderboard to push 
each other to stay on top. That same leaderboard can be quite demotivating to those 
at the bottom of the leaderboard. When the author used leaderboards in a class, he 
found that the effect on most of the class was to demotivate them to the point where 
most students had given up doing class assignments as they felt there was no way to 
catch the leaders (Nicholson,  2013 ). If the real-world setting is already a competi-
tive setting, such as a sales team, gamifi cation systems can enhance this competition 
by providing more tools to those who need to engage in the competition. 

 Cooperative gamifi cation systems are about bringing people together. These sys-
tems can tap existing friendships and social networks to encourage players to recruit 
others whom they already know, and allow friends to work together as a team in the 
system. The systems can also create challenges that require cooperation; these 
 systems can create the opportunity for people to work together in short-term encoun-
ters or to get to know each other for longer-term engagement. These systems can 
also create the platform for those who are more experienced with a real-world set-
ting to assist those who are new to the setting, which can create very powerful 
mentorship- based relationships. 

 Systems can combine both competition and cooperation. One method of doing 
this is through prior allegiances, such as with sports teams. Fans of the same team 
can be brought together to compete against fans of other teams through the gamifi -
cation system. This type of a setup has the advantages of both systems; it creates the 
opportunities for people to engage with each other around a shared passion, and also 
can fi re up the competitive spirit which can get people more engaged with a system 
than they might be without the competition. Another twist is to start people as com-
petitors, but as they work through the gamifi cation system, they have opportunities 
to join forces and work together. This can create a set of shared experiences that are 
valuable for bonding between strangers and can create teams of players who already 
respect each other from prior game play. 

 Another reality about game systems is that players are now used to being able to 
fi nd other players of the same game through the Internet. This did not used to be the 
case; if the tools weren’t in the system to engage with others, it might be very dif-
fi cult to fi nd others who were playing the same game. Now forums, Frequently 
Asked Questions (FAQs), and reference websites are created for most games. Those 
designing a gamifi cation system may fi nd that players are able to work together to 
solve challenges in ways that they were not expecting. If there are solutions that 
players need to work through, there will most likely be a FAQ produced with the 
answer to those challenges. Many creators of complex alternate reality games who 
planned on challenges taking weeks to resolve found that ingenious players join 
forces online and solve these challenges in days. If there are backdoors or shortcuts, 
they will be posted online for all to fi nd. Designers trying to make a challenge-based 
gamifi cation system must recognize the power of the shared Internet-based brain 
and design the tasks accordingly with randomized or customized elements.  
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1.4.1.6    Refl ection 

 The concept of Refl ection is creating opportunities for players to step back and think 
about their game-based experiences. This opportunity for refl ection creates the situ-
ation where a learner can connect what happened in the game to elements in his or 
her own life. Dewey explored the importance of refl ection in learning, and argued 
that without refl ection after action, people do not fi nd meaning in what they are 
doing (Rodgers,  2002 ). Refl ection is commonly overlooked, but it is a powerful tool 
in helping a game-based activity to have meaning well after the experience is over. 

 Kolb and Fry ( 1975 ) created an experiential learning model around the concept 
of refl ection. This cyclical model starts with a learner having an experience. This is 
followed by the learner refl ecting upon this experience, which forms connections 
between the experience and other aspects of his or her life. After refl ecting upon the 
experience, the learner then generalizes aspects of the experience to create abstract 
concepts. Finally, the learner applies those abstract concepts to a new setting, which 
starts the cycle again. 

 In the training domain, refl ection is represented as debriefi ng, which is a key part 
of any training experience. Thiagarajan ( 2004 ) has developed a six-stage process for 
debriefi ng that may be valuable to those putting refl ection into gamifi cation. It starts 
by having the learners explore their emotions after the learning experience, and then 
has the learners discuss what happened during the experience. After this, the learn-
ers then break down the learning experience to consider what they actually learned, 
and then explore how these topics can relate to the outside world. Learners are then 
asked to consider how they could apply these concepts in new settings, and then to 
consider what their next steps will be based upon their experiences. 

 Both of these pathways to refl ection are much more powerful when they are done 
with others. During a learning experience, each individual learner will follow one 
path and see a subset of what was available. Much as with the parable of the blind 
men each feeling part of an elephant and coming away with a different perception 
of the beast, learners who see only their own learning experiences do not get a 
chance to understand the bigger picture. By refl ecting about the experience with a 
group, learners can learn from the insights of others. 

 Few educational games have refl ection components as part of the activity; 
instead, they depend upon the teacher who is facilitating the game to lead the stu-
dents through a refl ection. When these games are taken out of the classroom setting, 
they lose much of their effectiveness without the refl ection. Designers looking to 
educational games as a model for educational gamifi cation systems need to be 
aware that, to be effective, the shared refl ection process needs to be part of the gami-
fi cation system. 

 There are three basic components of refl ection that can be the areas of focus in 
developing a refl ection component in a gamifi cation system. The fi rst is  description , 
where the participant thinks about and shares what he or she actually did as they 
engaged with the activity. This fi rst step is important, as it will help the participants 
to think beyond the last few things that happened, but go back to the beginning 
and think about the process and how they changed throughout the experience. 
The second is  analysis , where the participants analyze what they did and think about 
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how their actions connect to their own lives. This helps the participant push outside 
of the gamifi cation system and seek connections; many times, a participant will make 
connections that a designer would never have considered. It is because of this that 
refl ections need to come from the participant and not from what the designer thinks 
the player should refl ect upon. Finally is  application , where the participants are then 
urged to take action based upon what they have explored. This is where the long- term 
change can come into play, as it is the point where the behaviors learned in the gami-
fi cation system are then taken outside of that system (Fanning & Gaba,  2007 ). 

 Nicholson ( 2012c ) talks through the steps needed to incorporate these compo-
nents into educational games. The fi rst step is to shift the role of the user from a 
participant to someone refl ecting about the experience. For refl ection to be effective, 
the user has to shift out of the role of doing and reacting to thoughtful refl ection. 
This requires the gamifi cation design to change the stage upon which the game is 
presented. This could be done by having the player engage with a character or be 
given a task in the game that asks the player to recount his or her experiences, such 
as a reporter or an investigator. Another route is to break the fourth wall in the sys-
tem and have the designer or a representative of the sponsoring organization engage 
directly with the player. This could also be tied into Engagement, as mentioned 
above, where participants are brought together to discuss what went on. 

 When changing the stage, it is also important that the players understand what 
their refl ections will be used for. Refl ections are most powerful when shared, but the 
players need to know that what they say will be shared with others before they write 
it. One way to do this is to share the refl ections of others with the player fi rst, and 
then ask what the player would like to share with other people who are engaged with 
the system. If the engagement is done in a forum-type space, then this will be clear, 
but if the engagement is done within the shell of a game, the players may not realize 
what they say will be shown to others. 

 Another way to enable refl ection is to create a timeline of snapshots of the play-
er’s activity throughout the game. This can be done as the player engages with the 
activity, or can be done later by capturing some key element of an accomplishment 
and asking the player to later refl ect upon that.  Nike + does this after a run by show-
ing participants a map of where they ran with their running speed, asking them how 
they feel on a scale of smiley to frowny faces, and asking them to log the running 
surface and their shoes. This information is then stored for the participant to look at 
later and can be easily shared to a social network. This moment of refl ection after 
each run helps participants to think about what they are doing and how they are feel-
ing after coming in from exercise. 

 Because each learner will connect an experience to different parts of his or her 
background, allowing that kind of refl ection to be shared can be very powerful. 
 Librarygame  (  http://librarygame.co.uk/    ) is a gamifi cation platform for libraries that 
encourages readers to refl ect upon books that they have read. This refl ection also 
serves as a way for readers to fi nd others who have similar interests.  World without 
Oil  (  http://worldwithoutoil.com    ) had players refl ect upon and share how their activi-
ties in the game would change the way they behaved in their local communities. If the 
gamifi cation system has a refl ection component focused on real-world impact built in 
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as part of the experience, it will allow the gamifi cation designers to demonstrate the 
impact their efforts are having on communities around the world; this justifi cation is 
critical to demonstrate why these efforts matter and should continue to be funded.   

1.4.2     Following the RECIPE for Meaningful Gamifi cation 

 When creating a gamifi cation system, designers should start by working with the 
sponsoring organization to determine what outcomes they wish to achieve with the 
system. This outcome should be fi rst focused on the benefi ts to the player (instead of 
the benefi ts to the organization). By creating a player-focused gamifi cation system, 
designers will be able to be more likely to avoid short-term rewards, as the benefi ts 
of the system are in line with benefi ts for the player. If the gamifi cation system is 
designed fi rst and foremost to benefi t an organization, then it is much more likely to 
require rewards and have little long-term impact on the players. By focusing on ben-
efi ts for the players, the organization is more likely to gain long term and loyal par-
ticipants who do not need a continued string of increasing rewards to stay engaged. 

 Once the designer has determined the player-based outcomes, then he or she is 
ready to think about each of the components of the RECIPE for meaningful gamifi -
cation. The designer should avoid starting with a system based on external rewards; 
if the outcomes are based on the needs of the players, then the rewards will already 
be a part of the project. Not all elements of this framework will be appropriate for a 
gamifi cation system, but it is important to ensure that there are different ways that a 
user can engage with the system. If there is only a single path of engagement with a 
gamifi cation system, then this will engage only a single type of user. 

 Bartle (   1996 ) developed a framework of gamer psychology that can be useful in 
thinking about the different parts to support with a gamifi cation system. Achievers 
are players who want to feel as though they have accomplished something signifi -
cant; they highly value the Mastery element of Self-Determination theory. Explorers 
are those who wish to engage with breadth of the gamifi cation system and poke around 
the boundaries of the system; they highly value the concept of Play as the freedom 
to explore boundaries and the Autonomy element of Self-Determination theory. 
Socializers are those who want to use the system to meet and engage with others; they 
are interested in the Relatedness concept of Self-Determination Theory. Finally, 
Killers are those who challenge and compete against others; they are interested in the 
competitive aspects and also value the Mastery element of Self-Determination theory. 
By ensuring that each of these player types has a way to enjoy exploring the system, a 
gamifi cation designer greatly increases the chances of player engagement. 

 After considering these issues, the designer can think about how to use each part 
of the RECIPE to develop a robust system:

•    What are the core Play elements in the gamifi cation system?  
•   How can Exposition be used to help players connect the game activities to the 

real world?  
•   How are the players given a Choice of activities?  

1 A RECIPE for Meaningful Gamifi cation



18

•   What ways can the players be provided with Information about their actions?  
•   How can the players become Engaged with each other?  
•   How do players Refl ect upon what they have done?    

 By following these steps, the designer can craft a game layer on a real-world set-
ting that is much more likely to make a long-term and meaningful difference than if 
the designer simply provided treats for good behavior. 

1.4.2.1    Using Reward-Based Gamifi cation with Meaningful Gamifi cation 

 All of that said, there can still be times when reward-based gamifi cation is valuable. 
As was mentioned earlier, if the goal of the gamifi cation is not long-term change, 
then offering rewards can be an easy way to achieve a short-term goal. If there are 
no player-based outcomes that can be developed because there is no intrinsic moti-
vation for a player to engage with the real-world behaviors, then rewards may be the 
only way to get people engaged. This system already exists in the real world—
money—which is a reward-based system that people use if they want to change the 
behavior of someone else. 

 If the goal is long-term change, rewards must be used sparingly. If the player sets 
his or her own goal, then rewards can be useful to help a player know when he or 
she has done something to move toward that goal. Badges can be useful as signposts 
to guide a player toward a goal that he or she previously set. Points can be useful to 
get people engaged with a system, but the point system needs to be designed such 
that the value of the points diminishes over time and is replaced by more meaningful 
ways of engaging with the system. If rewards are used, they should be designed 
from the beginning to be something that leads into more meaningful engagement, 
and not an ongoing way to bring people to the system. 

 Pink talked about when rewards are appropriate to use and when they hamper 
performance in his book  Drive :  The Surprising Truth about What Motivates Us . His 
book, also based in concepts of Self-Determination Theory, explores how rewards 
enhance performance when they are used for tasks that are algorithmic, which require 
little original thought and are about following a set of rules, but diminish performance 
when the tasks are heuristic, which require creativity and the creation of new solutions 
( 2011 ). Bringing this over to gamifi cation implies that reward- based gamifi cation can 
be valuable during the onboarding experiences, where little creativity is allowed, but 
then those rewards need to be diminished if the player is challenged with tasks that 
require them to go outside the box. This is when meaningful gamifi cation is useful in 
helping the player to continue on their exploration of the desired context.    

1.5     Conclusion 

 While both reward-based gamifi cation and meaningful gamifi cation can be tools 
to get someone engaged in a context, they are only starting points. If the goal is 
to change someone in the long term, then the gamifi cation system needs to be seen 
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as a layer that can be removed so that the participant can be left in the authentic 
real- world setting. This isn’t important for a short-term goal, such as getting people 
to purchase a specifi c product, or if the organization is willing to offer these rewards 
for an ongoing basis, such as frequent fl yer rewards. But for true long-term change, 
the gamifi cation system needs to be designed as a journey. 

 To create true long-term change, the entire gamifi cation system should be 
designed to come to an end for an individual player. Many gamifi cation systems are 
designed to engage players in an ongoing basis, offering them more points, levels, 
and rewards as they continue engaging with the real world. The result is that players 
stay with the system until they get bored, but if there is no transition element built 
into the gamifi cation system, the player is not likely to make the switch into engag-
ing directly with the real world. 

 Instead, for long term change, the long-goal of the gamifi cation system should be 
to escort a player into deeper engagement with the real-world context and then to 
leave him or her in the real world. As the player gets more involved in the system, 
he or she should be spending more time engaged with directly with the real world 
and less time engaged with the gamifi cation system. One way to do this is to build 
the gamifi cation system such that it engages with a community of practice or affi nity 
group that already exists. By using gamifi cation to help the participant make con-
nections with an authentic community of enthusiasts, designers can create  systems 
that fade away and leave the participants as new members of this community. 

 One path of the gamifi cation journey is to start with unmet needs and use a light 
reward-based layer as the tutorial to bring people into the system. These rewards 
should quickly be replaced with more meaningful elements, such as a narrative, 
freedom to choose paths to explore, playful activities, and opportunities to refl ect. 
As the participant engages with this more meaningful elements, he or she should 
also begin to engage with the existing affi nity groups that surround the context. The 
gamifi cation systems should be designed as layers that are peeled back and create 
moments of authentic engagement between the participant, the external context, and 
the affi nity groups. The goal of this journey is then to remove the gamifi cation lay-
ers entirely. It is in this way that gamifi cation should not be thought of as a cycle, 
but as a journey to bring about lifelong change.     

      References 

   Bartle, R. (1996). Hearts, clubs, diamonds, spades: Players who suit MUDs.  Journal of MUD 
Research, 1 (1). Available online at   http://www.mud.co.uk/richard/hcds.htm    .  

   Brand, J. E., Knight, S. J. (2005) The narrative and ludic nexus in computer games: Diverse worlds 
II.  Proceedings of the Digital Games Research Association Conference , Vancouver, Canada. 
Retrieved from   http://www.digra.org/wp-content/uploads/digital-library/06278.57359.pdf      

    Branigan, E. (2006).  Projecting a camera: Language games in fi lm theory . New York: Routledge.  
     Callois, R. (2001).  Man, play and games . Champaign, IL: University of Illinois Press.  
    Csikszentmihalyi, M. (1997).  Finding fl ow: The psychology of engagement with everyday life . 

New York: Basic Books.  
            Deci, E., & Ryan, R. (2004).  Handbook of self-determination research . Rochester, NY: University 

of Rochester Press.  

1 A RECIPE for Meaningful Gamifi cation

http://www.mud.co.uk/richard/hcds.htm
http://www.digra.org/wp-content/uploads/digital-library/06278.57359.pdf


20

    Fanning, R., & Gaba, D. (2007). The role of debriefi ng in simulation-based learning.  Society for 
Simulation in Healthcare, 2 (2), 115–125.  

    Gwen, G. (2009). What is play? In search of a defi nition.  Children to Red Hatters: Diverse Images 
and Issues of Play: Play and Culture Studies.  8. 1–13.  

    Huizinga, J. (1955).  Homo ludens: A study of the play element in culture . Boston: Beacon.  
     Kohn, A. (1999).  Punished by rewards: The trouble with gold stars, incentive plans, A’s, praise, 

and other bribes . Boston: Houghton Miffl in.  
    Kolb, D. A., & Fry, R. (1975). Toward an applied theory of experiential learning. In C. Cooper 

(Ed.),  Theories of group process . London: Wiley.  
    Kolb, A., & Kolb, D. (2010). Learning to play, playing to learn: A case study of a ludic learning 

space.  Journal of Organizational Change Management, 23 (1), 26–50.  
     Kramlinger, T., & Huberty, T. (1990). Behaviorism versus humanism.  Training and Devleopment 

Journal, 44 (12), 41–45.  
   Lifelong Kindergarten Group (2013).  About SCRATCH . Retrieved online from   http://scratch.mit.

edu/about/    .  
   Maroney, K. (2001, May). My entire waking life.  The Games Journal . Retrieved from   http://www.

thegamesjournal.com/articles/MyEntireWakingLife.shtml      
    Mezirow, J. (1991).  Transformative dimensions of adult learning . San Francisco: Josey-Bass.  
    Nicholson, S. (2012a, June).  A user-centered theoretical framework for meaningful gamifi cation . 

Paper Presented at  Games+Learning+Society 8.0 , Madison. Retrieved from online at    http://
scottnicholson.com/pubs/meaningfulframework.pdf            

    Nicholson, S. (2012b, October).  Strategies for meaningful gamifi cation: Concepts behind transfor-
mative play and participatory museums . Presented at  Meaningful Play 2012 . Lansing. Retrieved 
from online at   http://scottnicholson.com/pubs/meaningfulstrategies.pdf      

   Nicholson, S. (2012c). Completing the experience: Debriefi ng in experiential educational games. 
In the  Proceedings of The 3rd International Conference on Society and Information 
Technologies . Winter Garden: International Institute of Informatics and Systemics. 117–121. 
Retrieved from online at   http://scottnicholson.com/pubs/completingexperience.pdf      

    Nicholson, S. (2013, June). Exploring gamifi cation techniques for classroom management. Paper 
presented at  Games + Learning + Society 9.0 , Madison. Retrieved from online at   http://
scottnicholson.com/pubs/gamifi cationtechniquesclassroom.pdf      

     Pink, D. (2011).  Drive: The surprising truth about what motivates us . New York: Riverhead Books.  
    Rodgers, C. (2002). Defi ning refl ection: Another look at John Dewey and refl ective thinking. 

 Teachers College Record, 104 (4), 842–866.  
      Rose, D., & Meyer, A. (2002).  Teaching every student in the digital age: Universal design for 

learning . Alexandria, VA: ASCD.  
    Schamber, L. (1994). Relevance and information behavior. In M. E. Williams (Ed.),  Annual review 

of information science and technology 29  (pp. 3–48). Medford, NJ: American Society for 
Information Science.  

    Sheldon, L. (2011).  The multiplayer classroom: Designing coursework as a game . Boston: 
Cengage Learning.  

    Simons, J. (2007). Narrative, games, and theory.  Game Studies, 7 (1). Retrieved from   http://
gamestudies.org/0701/articles/simons    .  

     Skinner, B. F. (1938).  The behavior of organisms: An experimental analysis . New York: 
Appleton-Century.  

    Sutton-Smith, B. (1997).  The ambiguity of play . Cambridge, MA: Harvard University Press.  
   Thiagarajan, S. (2004, February). Six phases of debriefi ng.  Play for Performance.  Retrieved from 

  http://www.thiagi.com/pfp/IE4H/february2004.html      
    Zichermann, G., & Cunningham, C. (2011). Gamifi cation by design: Implementing game 

 mechanics in web and mobile apps. Sebastopol, CA: O’Reilly Media.    

S. Nicholson

http://scratch.mit.edu/about/
http://scratch.mit.edu/about/
http://www.thegamesjournal.com/articles/MyEntireWakingLife.shtml
http://www.thegamesjournal.com/articles/MyEntireWakingLife.shtml
http://scottnicholson.com/pubs/meaningfulframework.pdf
http://scottnicholson.com/pubs/meaningfulframework.pdf
http://scottnicholson.com/pubs/meaningfulstrategies.pdf
http://scottnicholson.com/pubs/completingexperience.pdf
http://scottnicholson.com/pubs/gamificationtechniquesclassroom.pdf
http://scottnicholson.com/pubs/gamificationtechniquesclassroom.pdf
http://gamestudies.org/0701/articles/simons
http://gamestudies.org/0701/articles/simons
http://www.thiagi.com/pfp/IE4H/february2004.html


21© Springer International Publishing Switzerland 2015
T. Reiners, L.C. Wood (eds.), Gamifi cation in Education and Business, 
DOI 10.1007/978-3-319-10208-5_2

    Chapter 2   
 Studying Gamifi cation: The Effect of Rewards 
and Incentives on Motivation 

             Ganit     Richter     ,     Daphne     R.     Raban     , and     Sheizaf     Rafaeli       

2.1          Introduction 

 This chapter focuses on the intersection between two well-researched areas: motivation 
and game playing. While each area offers a wealth of research insight, the connection 
between them received modest research attention, a gap we wish to narrow. Interestingly, 
industry was quicker to identify this gap and offer the new buzzword, gamifi cation. 
“Gamifi cation” is the use of game elements in non-gaming systems to improve user 
experience and user engagement, loyalty and fun (Deterding, Khaled, Nacke, & Dixon, 
 2011 ; Deterding, Sicart, Nacke, O’Hara, & Dixon,  2011 ; Lee & Hammer,  2011 ; 
Muntean,  2011 ). In recent years gamifi cation systems were applied in marketing 
(Muntean,  2011 ; Shneiderman,  2004 ) as well as non-business contexts such as politics, 
health (Lee & Hammer,  2011 ), or interactive systems (Flatla, Gutwin, Nacke, Bateman, 
& Mandryk,  2011 ) and education (Lee & Hammer,  2011 ; Raban & Geifman,  2009 ; 
Rafaeli, Raban, Ravid, & Noy,  2003 ; Ravid & Rafaeli,  2000 ). This rapid development 
has caught the interest of researchers as a potential to create engaging workplaces 
(Reeves & Read,  2009 ); facilitate mass-collaboration (McGonigal   ,  2011 ) or encourage 
knowledge contribution (Krause & Smeddinck,  2011 ; Shneiderman,  2004 ; von Ahn & 
Dabbish,  2008 ). 

 Gamifi cation is a new concept which is gaining momentum. Fortune magazine 
capped gamifi cation as the new business concept with a market forecasted to reach 
over $1.5 billion in 2015 from $97 million in 2011, a rapid increase over the 5 years 
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2011–2015 (Konrad,  2011 ); technology industry research fi rm Gartner estimates 
that by 2014 gamifi ed services for marketing and customer retention will become as 
important as Facebook, eBay or Amazon, and that by 2015, more than 50 % of 
organizations will gamify their innovation processes (Gartner Group,  2011 ). 
Gamifi cation also made it into Oxford’s Short List for Word of the Year 2011 
(OUPblog,  2011 ). 

 In fact, gamifi cation has already become subject to controversy and critique as 
some infl uential bloggers (McDonald,  2010 ; Robertson,  2010 ; Wu,  2012 ) empha-
sized the need for developing gamifi cation systems that create intrinsic motivations 
rather than replacing them with extrinsic rewards (points and badges). Pointifi cation 
(Robertson,  2010 ), gamifi cation backlash (Wu,  2012 ) or exploitationware (Bogost, 
 2011 ) are examples of derogatory labeling. 

 Serious games are game-based activities designed to promote a desired action 
such as knowledge sharing (Deterding, Khaled et al.,  2011 ; Deterding, Sicart et al., 
 2011 ; Krause & Smeddinck,  2011 ; von Ahn & Dabbish,  2008 ). One of the promis-
ing directions for the application of gamifi cation is in serious games which is the 
focus of this chapter. Gamifi cation may also be applied in other contexts such as 
learning and educational activities; however, our interest is in serious games and 
their organizational signifi cance. Next we elaborate on the relationship between 
gamifi cation and serious games.  

2.2     Gamifi cation and Serious Games 

 Recent years have seen a wealth of popular and academic publications on serious 
games and gamifi cation. These terms can be distinct, as we defi ne below, but they 
are also similar and used interchangeably. In this section we explain the overlap and 
the distinction between them. 

 The main goal of games is entertainment, but their universal applicability gave 
games extra functions in various aspects of everyday life such as training and 
knowledge sharing in all walks of life: defense, education, scientifi c exploration, 
health care, emergency management, city planning, engineering, religion, govern-
ment and NGOs, business, marketing, communication and politics (Breuer & Bente, 
 2010 ; Muntean,  2011 ; Susi, Johannesson, & Backlund,  2007 ). This kind of games 
is known as serious games, and their main purpose is to train, investigate, or adver-
tise (Breuer & Bente,  2010 ; Muntean,  2011 ; Susi et al.,  2007 ). 

 Similarly to serious games, gamifi cation is the application of game elements for 
purposes other than their expected use for entertainment (Deterding, Khaled et al., 
 2011 ; Deterding, Sicart et al.,  2011 ). The boundary between game and artifact with 
game elements is blurry, personal, subjective and social (Deterding, Khaled et al., 
 2011 ). Fold-It 1  exemplifi es the blurriness. Some reference it as a successful example 
of gamifi cation in science. Others view it as a serious game in which players use a 

1   http://fold.it/portal/ 
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graphical interface to predict protein structures, by using game play to help solve 
problems that computers cannot solve yet (Khatib et al.,  2011 ; Krause & Smeddinck, 
 2011 ; Xu,  2011 ). 

 Gamifi cation and serious games are related because both try to leverage aspects 
of games to achieve something beyond playfulness. Serious games offer an enjoy-
able way to solve real-world problems. Gamifi cation is also used as a clever way to 
promote a business or product. For instance, players can earn badges, discounts, and 
other rewards for visiting real-world shops and “checking-in” to mobile phone 
applications such as FourSquare. Some other examples are EpicWin which encour-
ages players to complete daily chores, and websites like Google Powermeter that 
promotes household energy saving through the use of progress bars and collectible 
badges (Lee & Hammer,  2011 ). 

 Gamifi cation attempts to harness the motivational power of games in order to 
promote participation, persistence and achievements. Prior research on games 
focused on fun, enjoyment and fl ow as core components of game play (Garris, 
Ahlers, & Driskell,  2002 ; Hsu & Lu,  2004 ; Malone,  1980 ,  1981 ; Sweetser & Wyeth, 
 2005 ). Yet understanding how to promote motivation by carefully crafted achieve-
ments and rewards functions should be revisited especially in light of the current 
debate. Moreover, the idea of using game mechanics and dynamics to drive partici-
pation and engagement mostly by using extrinsic motivation is worth examination 
because research suggests that using an extrinsic reward may have a signifi cant 
negative effect on motivation by undermining free-choice and self-reported interest 
in the given task (Bielik,  2012 ; Deci,  1972 ). In contrast, a recent study of badge 
systems suggests that negative aspects are mostly attributable to poor design (Antin 
& Churchill,  2011 ; Bielik,  2012 ). Hence, it is still not clear what effect these mostly 
extrinsic game mechanics have on intrinsic motivation and how exactly they affect 
motivation, both positively and negatively (Bielik,  2012 ). 

 In summary, serious games and gamifi cation are sometimes distinct but often are 
interchangeable as indicated by the games mentioned in Fig.  2.1 . In order to deepen 
our understanding of the role of rewards and interpretation of players’ motivations 
for engaging and playing, we offer a theoretical model containing a spectrum of 
motivation theories.

Gamification

FourSquare
Nike+

Stack Overflow
Collabio
Google PowerMeter

FoldIT
GWAP

Flora Caching

PlantVille
EnerCities

PeaceMaker
A Cat's Night

8th Wonderland
FreeRice

Serious Games

  Fig. 2.1    Relation between gamifi cation and serious games       
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2.3        The Proposed Model of Motivation in Games 

    Motivation to act has been studied in Social Psychology, Educational Psychology, 
and Organizational Science. These areas focus on motivation in particular types of 
environments. We propose to link gamifi cation to these theories. 

 Motivation is demonstrated by an individual’s choice to engage in an activity and 
the intensity of effort or persistence in that activity (Garris et al.,  2002 ). Current 
approaches concern two dominant clusters that play a role in determining player’s 
motivation: extrinsic and intrinsic motivation (Deci, Koestner, & Ryan,  1999 ; Ryan & 
Deci,  2000a ). Gamifi cation combines these two motivations; on one hand using 
extrinsic rewards such as levels, points, badges to improve engagement while striving 
to raise feelings of achieving mastery, autonomy, sense of belonging (Muntean,  2011 ). 

 Notably, the social aspect is important in games (Ling et al.,  2005 ). Competition, 
social interaction, or cooperation may infl uence player behavior (Malone,  1981 ; 
Sweetser & Wyeth,  2005 ; Yee,  2006a ,  2006b ). Hence, following Vassileva ( 2012 ), 
the present approach covers a spectrum of motivations from extrinsic, through 
social, to intrinsic (Fig.  2.2 ). At one extreme of the spectrum, we place extrinsic 
motivation which is the focus of Expectancy Value Theory and Skinner’s 
Reinforcement Theory. These theories explain the motivation to perform actions or 
behaviors that induce extrinsic rewards (Vassileva,  2012 ). On the other end of the 
spectrum, intrinsic motivations are the focus of Maslow’s Hierarchy of Needs, 
Atkinson’s Need Achievement Theory, as well as Bandura’s Self-Effi cacy Theory 
and Goal Setting Theory. All these are need-based theories. Theories in the middle 
of the spectrum explain the social motivation of games. In this context we identify 
Festinger’s Social Comparison and Personal Investment Theory (PIT). Specifi c ref-
erences for each theory are given in the following sections.

   Additionally, we consider Deci and Ryan’s ( 2008 ) Self-Determination Theory as 
a comprehensive theory since it encompasses both intrinsic and extrinsic motiva-
tions on a continuum from internal to external motivation (Ryan & Deci,  2000b ). 

 The following brief overview provides the highlights of each theory together 
with its specifi c application in games. A complete review of these theories is outside 
the scope of this chapter. Further recommended reading can be found elsewhere 

Intrinsic Social Extrinsic

Self-Determination Theory-Comprehensive theory
Needs based

Maslow's hierarchy of needs

Need achievement theory  

Goal setting theory

Self- efficacy theory 

Social based

Social comparison

Personal investment theory
(PIT)

Rewards based

Expectancy value theory

Skinner’s reinforcement
theory

  Fig. 2.2    Model of motivation in games (based on Ryan & Deci,  2000b  and Vassileva,  2012 )       
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(Bostan,  2009 ; Deci,  1972 ; Deci et al.,  1999 ; Deci, Koestner, & Ryan,  2001 ; Garris 
et al.,  2002 ; Malone,  1981 ; Raban & Harper,  2008 ; Rieber,  1996 ; Ryan & Deci, 
 2000a ,  2000b ; Vassileva,  2012 ).  

2.4     Needs-Based Theories 

 Needs based theories relevant for studying intrinsic motivations in serious games 
include Maslow’s hierarchy of needs, Need Achievement Theory, Goal Setting and 
Self Effi cacy which are briefl y described in the following. 

2.4.1     Hierarchies of Needs 

 One of the earliest and best known theories of motivation comes from the psycholo-
gist Abraham Maslow. According to Maslow, human behaviors are driven by the 
desire to satisfy physical and psychological needs. Maslow proposes fi ve levels of 
needs that drive human activities, ranging from physiological needs to the need for 
self-actualization (Lillienfeld, Lynn, Namy, & Woolf,  2009 ). According to the hier-
archy of needs we must satisfy physiological needs and needs for safety and secu-
rity before progressing to more complex needs such as desire for belongingness, 
self-esteem and fi nally self-actualization (Fig.  2.3a ). As we progress up Maslow’s 
hierarchy we move away from needs that are produced by defi ciencies to needs 
produced by positive goals and incentives (Lillienfeld et al.,  2009 ; Maslow,  1943 ).

   Based on Maslow’s hierarchy of needs, Siang et al. ( 2003 ) illustrate game play-
ers’ needs where the lower levels need to be fulfi lled before any of the higher levels 
in the pyramid (Fig.  2.3b ). 

 At the bottom level, players seek information to understand the basic rules of 
game. Once the rules need is satisfi ed, players need safety, information for persist-
ing and winning. The third level refers to belongingness need in which players need 
to feel comfortable with the game and eventually achieve the game goal. After 
knowing that winning is possible, there is a need to feel good when playing the 
game—a feeling of esteem. At the next level, players start to expect a greater chal-
lenge, they need to understand and know more about the game such as different 
strategies. The sixth level is an aesthetic need which refl ects the call for good graph-
ics, visual effects, appropriate music, sound effects, etc. Finally, players want to be 
able to do anything within the game rules and constraints (attaining a form of per-
fection in the virtual world) (Greitzer, Kuchar, & Huston,  2007 ; Siang & Rao,  2003 ).  

2.4.2     Need Achievement Theory 

 Achievement behavior is directed at developing or demonstrating, to self or to oth-
ers, high rather than low ability (Atkinson & Litwin,  1960 ; Nicholls,  1984 ). 
It implies that in achievement situations people desire success to the extent that it 
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indicates high ability and seek to avoid failure which may be a signal of low ability 
(Nicholls,  1984 ). According to Atkinson, to achieve success and to avoid failure are 
two separate motives. These two motives affect the level of task diffi culty people 
choose to undertake. People with high motivation to succeed prefer tasks of inter-
mediate diffi culty (Atkinson & Litwin,  1960 ). However, if the motive to avoid fail-
ure is stronger people prefer either very simple or very diffi cult tasks (Atkinson & 
Litwin,  1960 ). 

 Games often display achievement systems and status indicators. These systems 
aim to encourage game play and to monitor performance (Medler,  2011 ). According 
to Montola, Nummenmaa, Lucero, Boberg, and Korhonen ( 2009 )   , achievements 
systems are reward structures providing additional goals for players and hence they 
trigger some friendly competition and comparison among users. These optional 
sub-goals can be easy, diffi cult, surprising, funny, and accomplished alone or as a 
group. Different achievement categories aim for different benefi ts. While tutorial 
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hierarchy of needs, ( b ) 
Hierarchy of players’ needs 
licensed from (Siang & Rao, 
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achievements seek to motivate players to learn the game, special play style achieve-
ments can extend the playtime by providing new ways to experience the game, and 
virtuosity achievements serve as a communal status symbol (Montola et al.,  2009 ). 
Many games allow adjustments of task diffi culty to be achievable in order to regu-
late the probability of success and failure according to the player’s skill (Vorderer, 
Hartmann, & Klimmt,  2003 ). Research suggests that offering a moderate challenge 
improves the level of mastery (Nicholls,  1984 ). Indeed, in most social and casual 
games players’ levels are always going up, and enable relatively quick and visible 
progression (Hou,  2011 ). 

 The need achievement theory is the basis for the goal setting theory which claims 
that specifi c challenging goals lead to achieve more (Ling et al.,  2005 ; Locke, Shaw, 
Saari, & Latham,  1981 ).  

2.4.3     Goal Setting Theory 

 A goal is what the individual is trying to accomplish, the object or aim of an action 
(Locke et al.,  1981 ). Goal setting theory claims that diffi cult, specifi c, context- 
appropriate, and immediate goals, rather than long-term goals, motivate to achieve 
more (Ling et al.,  2005 ). Goals affect performance by directing attention, assembling 
effort, increasing persistence and belief in ability to complete a task (Locke et al., 
 1981 ). Goal setting is most likely to improve task performance when the goals are 
specifi c and suffi ciently challenging, the subjects have suffi cient ability, feedback is 
provided to show progress in relation to the goal, rewards are given for goal attainment, 
and the assigned goals are actually accepted by the individual (Locke et al.,  1981 ). 

 Pairing between goals and ability to achieve those goals is aligned with the con-
ditions for prompting fl ow state (Pavlas,  2010 ). The connection between fl ow, 
games, and intrinsic motivation is well known (Sweetser & Wyeth,  2005 ). The main 
determinant in creating a fl ow experience is fi nding a balance between perceived 
skills of the player and the challenge that goes together with game play (Chen, 
 2007 ; Sweetser & Wyeth,  2005 ). Task requirements that gradually increase in dif-
fi culty while appropriately challenging and scaffolding are a game feature that func-
tions as motivational construct for engagement and self-effi cacy (McNamara, 
Jackson, & Graesser,  2009 ). Self-effi cacy which is the confi dence in ability to com-
plete a task will be expanded in the next section.  

2.4.4     Self-Effi cacy 

 Self-effi cacy refers to perceived performance ability for a specifi c activity (Bandura, 
 1977 ). Judgment of self-effi cacy determines choice of activities, select challenging 
settings, effort expended, persistence and task performance (Bandura,  1977 ,  1982 ; 
Schwarzer, Bäßler, Kwiatek, Schröder, & Zhang,  1997 ). Self-effi cacy levels can 
enhance or impede motivation. People with high self-effi cacy choose to perform 
more challenging tasks. They invest more effort; they persist; and when failure 
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occurs they recover more quickly and maintain the commitment to their goals 
(Schwarzer et al.,  1997 ). 

 Video game self-effi cacy is the confi dence in the ability to successfully play a 
video game (Pavlas,  2010 ). The construct of self-effi cacy is often targeted towards 
specifi c tasks or contexts (Pavlas,  2010 ). Pavlas et al. ( 2010 ,  2012 ) argue that video 
game self-effi cacy relates to the ability to achieve fl ow state. 

 Games often present many of the incentives described by Bandura. By making it 
possible to add and change elements quickly, explore different environments and 
infl uence and change the environment or the character, games encourage people to 
play and play them again (Bleumers et al.,  2012 ). 

 Kraiger et al. ( 1993 ) assert that self-effi cacy can be positively stimulated by divid-
ing tasks of higher diffi culty into smaller, less diffi cult tasks. They state that the more 
people believe they are able to bring a certain task to a successful ending the better 
they will perform at this task (Kraiger, Ford, & Salas,  1993 ). This is also imple-
mented in games as complex tasks usually are broken down into small units, so larger 
accomplishments are recognized as smaller ones accumulate (Reeves & Read,  2009 ). 

 Judgments of self-effi cacy are based on four types of experience. These include 
performance attainment, secondhand experience of observing the performance of 
others, verbal persuasion and social infl uences (Bandura,  1982 ). Performance experi-
ences are the most infl uential; as successes heighten perceived self-effi cacy and 
repeated failure lowers it (Bandura,  1982 ). Games provide immediate feedback on 
in-game actions and a general view on the progress one has made in a game and the 
position of the player towards their goal in the game (Bleumers et al.,  2012 ). Games 
rank players according to their performance. Seeing similar others’ behaviors and the 
consequential effects may also develop self-effi cacy (Bandura,  1982 ; Peng,  2008 ; 
Schwarzer et al.,  1997 ; Zimmerman,  2000 ). This enhances the social aspect of games. 

 The social aspect is important in games (Ling et al.,  2005 ). Gaming applications 
integrated into social networking platforms such as Facebook and MySpace have 
enjoyed enormous popularity (Hou,  2011 ). These games serve as a unique setting 
for socialization in a playful manner, through encouraging social activates like trad-
ing, chatting, fl irting, cooperation, competition and interaction with friends (Hou, 
 2011 ; Jackson, Boonthum, & McNamara,  2009 ). Games form communities with 
shared interests in and around gaming environments. In some cases this process is 
reinforced by offering in-game social interaction and discussion forums (Bleumers 
et al.,  2012 ). The next section concerns social motivators.   

2.5     Social-Based Theories 

 Social Comparison Theory and Personal Investment Theory elaborate the social 
side of games. Social comparison states that people seek to evaluate their beliefs, 
attitudes and abilities by comparing their reaction with others. Personal investment 
theory suggest that the level to which a person will invest personal resources of 
effort and time for an activity depends on personal incentives, beliefs regarding 
oneself, and comprehended alternatives. 
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2.5.1     The Social Comparison Theory 

 An important source of knowledge about oneself is comparisons with other people. 
This insight is the basis of The Social Comparison Theory presented by Festinger 
(Festinger,  1954 ; Wood,  1989 ). According to the theory we evaluate our beliefs, 
abilities, and reactions by comparing them with those of others (Gilbert, Giesler, & 
Morris,  1995 ; Lillienfeld et al.,  2009 ). Festinger’s “similarity hypothesis” predicts 
that people compare themselves with similar others (Festinger,  1954 ; Gilbert et al., 
 1995 ). The “unidirectional drive upward” asserts people wish to continually improve 
their abilities. Altogether people strive toward a better position than that of others 
they compare to (Wood,  1989 ). 

 Kruglanski (   Kruglanski & Mayseless,  1990 ) claims that competitive persons 
have greater interest in social comparisons than less competitive individuals. The 
type of comparison to others is highly dependent on the context. Occasionally, it 
may come from a similar other, and at other times, from a dissimilar other. At some 
times, it is yielded by a downward comparison and, at other times, by an upward 
comparison (Kruglanski & Mayseless,  1990 ). Downward-comparison means com-
paring with others who are worse off than with others who are better off (Suls, 
Martin, & Wheeler,  2002 ). Wood ( 1989 ) proposes that there is a self-improvement 
motive, which directs comparisons. Exposure to upward targets increases self- 
evaluations of competence and motivation since it raises the belief in the possibility 
of changing status (Suls et al.,  2002 ). 

 Games display feedback in the context of others’ performance. Players earn 
points and are ordered based on the total number of points they have accumulated. 
The ranking may be in regard to the number of points earned relative to the highest 
scorer, or may be compared to other players within a certain area or age range 
(McNamara, Jackson, & Graesser,  2010 ). Comparing players along quantitative 
measurements provokes competition (Medler & Magerko,  2011 ). Competition can 
be introduced as the challenge to master given tasks. Limitations of the playing situ-
ation may also arise from a social situation in which the user competes against an 
opponent (Vorderer et al.,  2003 ). Game play is monitored by ongoing evaluations. 
These evaluations include the perception about how the current position is in con-
trast to the positions of the others and what tendency is expected for the further 
process of the competition (Vorderer et al.,  2003 ). Thus, the evaluations consist of 
different social comparisons related to the current situation (Gilbert et al.,  1995 ; 
Vorderer et al.,  2003 ). In accordance with the ongoing evaluations and social com-
parisons the player’s self-esteem changes (Vorderer et al.,  2003 ).  

2.5.2     Personal Investment Theory (PIT) 

 Personal Investment Theory (PIT) integrates social infl uences with the examination 
of achievement motivation (Schilling & Hayashi,  2001 ). PIT holds that the meaning 
a person creates in the form of beliefs, perceptions, feelings, purposes, and goals 
motivates behavior. These cognitive elements are the key to understand and predict 
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investment behavior such as participation, spending of time and effort (Granzin & 
Mason,  1999 ; Schilling & Hayashi,  2001 ). 

 The conceptual framework features three major segments: meaning, antecedents 
to meaning, and personal investment behavior (Granzin & Mason,  1999 ). 

 Specifi cally, the theory defi nes three basic components of meaning as critical to 
determining personal investment in specifi c situations: personal incentives, sense of 
self, and perceived options (Granzin & Mason,  1999 ; Schilling & Hayashi,  2001 ). 
Personal incentives may be intrinsic or extrinsic. Among these motivators are task 
incentives that refl ect skill improvement and mastery; ego incentives that refl ect a 
wish to perform better in comparison with others; social incentives as affi liation and 
solidarity with others, and extrinsic rewards in the form of monetary compensation 
or social recognition and approval from signifi cant other persons (Granzin & Mason, 
 1999 ; Schilling & Hayashi,  2001 ). The sense of self refers to the perceptions, beliefs 
and feeling related to competence, goal-directedness, self-reliance and social iden-
tity (Granzin & Mason,  1999 ; Schilling & Hayashi,  2001 ). Finally, perceived 
options are alternative activities that participants identify as available and appropri-
ate. These perceived options are often infl uenced by social aspects such as affi lia-
tion, opportunities to help and/or socialize with others, and family relationships 
(Granzin & Mason,  1999 ; Schilling & Hayashi,  2001 ). 

 Games use incentives as motivational hooks that maintain interest and help to 
stretch engagement and repeat usage. Generally, incentives are reliant on some 
aspect of performance (McNamara et al.,  2009 ). These incentives can come in the 
form of points, badges leveling and user reputations (McNamara et al.,  2009 ). This 
large variety of feedback mechanisms aids in monitoring game decisions and per-
formance according to oneself and to others (McNamara et al.,  2009 ).   

2.6     Rewards-Based Theories 

 On the right side of the spectrum (Fig.  2.2 ) extrinsic motivations are created through 
external factors, rewards, or incentives (Pavlas,  2010 ). We refer to two main theories 
in this regard: Expectancy Value Theory and Skinner Reinforcement Theory. 

2.6.1     Expectancy Value Theory (EVT) 

 Expectancy value theory relates to the strength of motivation to strive for a certain 
goal, to the expectations to attain the desired goal, and to the incentive value of that 
particular goal (Vansteenkiste, Lens, De Witte, & Feather,  2005 ). Expectancy value 
theory holds that goal-directed behavior is a function of the belief that efforts will 
lead to performance needed to attain the rewards; performance will determine the 
outcome; and the value attached to achieving the outcome (Shepperd,  2001 ). 
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 The theory argues that expectancies and values infl uence achievement choices, 
persistence, effort, and performance (Eccles & Wigfi eld,  2002 ; Wigfi eld,  1994 ; 
Wigfi eld & Eccles,  2000 ). In turn they are infl uenced by task-specifi c beliefs such 
as ability, perceived diffi culty, and individuals’ goals, previous experiences and a 
variety of socialization infl uences (Eccles & Wigfi eld,  2002 ; Wigfi eld,  1994 ; 
Wigfi eld & Eccles,  2000 ). 

 Ability and expectancy beliefs are present in other theories as well. Bandura 
( 1977 ) included expectancies in his discussion of self-effi cacy and distinguished 
between effi cacy expectations (the belief that one can successfully accomplish a 
task), and outcome expectancies (belief that a given action will lead to a given out-
come) (Wigfi eld,  1994 ). 

 Theory recognizes internal versus external control which refers to whether the 
reinforcement or an outcome is a function of effort or personal characteristics ver-
sus chance, luck, or is simply unpredictable (Rotter,  1990 ). The effects of reinforce-
ment on preceding behavior depend in part on whether the person perceives the 
reward as contingent on behavior or independent of it (Rotter,  1966 ). Internal locus 
of control was found to help progress through tasks more quickly and accurately. 

 Games provide a sense of control by including features that encourage user per-
sonalization and control (McNamara et al.,  2009 ). Allowing users to control certain 
aspects provides opportunities to become invested in game environment and create 
identifi cation with some aspect within it. McNamara et al. ( 2010 ) suggest two types 
of control. Affording control over aspects of the environment; for example, chang-
ing the color schemes, the background, or the avatar, or choosing a task, such as a 
mini-game. The second type is setting of personal goals or sub goals. For example, 
set the goal of obtaining a certain number of points or reaching the top level in the 
system (McNamara et al.,  2009 ,  2010 ). Von Ahn and Dabbish ( 2008 ) state that using 
points increases motivation by providing a clear connection between effort in the 
game, performance and outcomes. 

 Skinner’s Reinforcement Theory which we outline next explains the motivation 
to perform actions or behaviors that lead to extrinsic rewards. Skinner claims that 
behavior is the product of reinforcements. Behavior differs depending on the sched-
ule of reinforcement, that is, the pattern of delivering it (Lillienfeld et al.,  2009 ). For 
Skinner persistence is a consequence of being on a reinforcement schedule that is 
diffi cult to extinguish.  

2.6.2     Skinner’s Principle of Partial Reinforcement 

 Reinforcement as understood by Skinner constitutes outcomes that strengthen the 
probability of a response (Lillienfeld et al.,  2009 ; Skinner,  1957 ). Skinner noted that 
continuous reinforcement establishes desired behaviors quicker than partial rein-
forcement. But once the continuous reinforcement is removed, the desired behav-
iors extinguish quickly. According to his principle of partial reinforcement 
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occasional reinforcement of behaviors leads to a greater persistence to extinction 
than continuous reinforcement (Lillienfeld et al.,  2009 ). 

 Behavioral studies suggest that different schedules of reinforcement yield 
 distinctive patterns of responding (Lillienfeld et al.,  2009 ; Skinner,  1957 ): ratio 
schedules tend to yield higher rates of responding than interval schedules; variable 
schedules tend to yield more consistent rates than fi xed schedules (Lillienfeld et al., 
 2009 ). Variable ratio schedules are more effective than fi xed ratio in sustaining 
desired behaviors (Jablonsky & DeVries,  1972 ). Gambling and lottery games are 
good examples of a reward based on a variable ratio schedule. 

 Malone applied the same idea stating that in order to engage a learner, feedback 
should be surprising, and he proposed to do this by using randomness (Malone, 
 1981 ). Hacker and Von Ahn ( 2009 ) studied several variations of score keeping 
 functions, and showed that different functions yielded different game behaviors 
(Hacker & Von Ahn,  2009 ). This awaits further research. 

 To conclude this overview of existing approaches and theories related to motivat-
ing participation in gamifi cation systems we refer to self-determination theory 
which encompasses both intrinsic and extrinsic motivation. Many researchers 
 consider intrinsic and extrinsic motivations as two distinguishable and separable 
motivations. In contrast, Self-Determination Theory (SDT) defi nes intrinsic and 
varied extrinsic sources of motivation on a continuum from internal to external 
motivation (Ryan & Deci,  2000b ). The next segment elaborates on this. 

2.7     Self-Determination Theory 

 Self-Determination Theory (SDT) focuses on types, rather than amount, of motiva-
tion, paying particular attention to autonomous motivation, controlled motivation, 
and amotivation as predictors of performance and well-being (Fig.  2.4 ). SDT pro-
poses that motivation is multidimensional and resides along a continuum of self-
determination ranging from intrinsic motivation through extrinsic motivation to 
amotivation (Gillison, Standage, & Skevington,  2006 ; Ryan & Deci,  2000b ).

   SDT discusses three psychological needs: autonomy, competence, and related-
ness (Rigby & Przybylski,  2009 ; Ryan & Deci,  2000b ; Wang, Khoo, Liu, & 
Divaharan,  2008 ). Autonomy is the ownership of one’s behavior. Competence is the 

Most 
Self-determined

Least 
Self-determined

AmotivationIntrinsic 
motivation

Extrinsic motivation

Integrated regulation

  Fig. 2.4    The concept of a continuum from internal to external motivation (based on Ryan & Deci, 
 2000b  )       
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ability to produce desired outcomes and to experience mastery and effectiveness. 
Relatedness is the feeling of being connected with others. If these three needs are 
satisfi ed, growth and development results, and intrinsic motivation for the task 
increases. When the three needs are not met, negative emotions (anxiety and anger) 
may result, and intrinsic motivation is undermined (Wang et al.,  2008 ). 

 According to the SDT theory there are six classifi cations of distinct types of 
motivation: intrinsic motivation, amotivation and four extrinsically motivated 
behaviors which are external regulation, introjected regulation, identifi ed regulation 
and integrated regulation (Ryan & Deci,  2000b ). Integrated regulation and intrinsic 
motivation are both forms of autonomous self-regulation. Accordingly, qualities 
that are associated with intrinsically motivated behavior can be used as markers of 
the extent that an extrinsic regulation has become integrated (Deci, Vallerand, 
Pelletier, & Ryan,  1991 ). Studies show that more autonomous extrinsic motivation 
is associated with more engagement, better performance, lower dropout, and higher 
quality learning (Ryan & Deci,  2000b ). 

 Studies of SDT and education have shown that supporting intrinsic needs of 
autonomy, competence, and relatedness facilitates deeper and more internalized 
learning (Rigby & Przybylski,  2009 ), and that from the self-determination perspec-
tive, the fundamental principles that support enjoyable games and learning are well 
synchronized (Rigby & Przybylski,  2009 ). Recent studies confi rmed that experi-
ences of competence, autonomy, and relatedness were major contributors to game 
enjoyment, regardless of the specifi c content, complexity, or genre of games 
(Przybylski, Rigby, & Ryan,  2010 ; Wang et al.,  2008 ). 

 Research demonstrates a close link between autonomy satisfaction, intrinsic 
motivation, and the experience of play (Bleumers et al.,  2012 ; Deterding,  2011 ; 
Pavlas,  2010 ). The choice to volunteer to play provides a strong experience of 
autonomy, which is intrinsically motivating; this is further supported by the lack of 
external consequences. Games foster feeling of competence (i.e., self-effi cacy) 
through feedback and rewards, and support feeling of relatedness through social 
connection, competition and cooperation (Bleumers et al.,  2012 ; Ryan, Rigby, & 
Przybylski,  2006 ). 

 In the next section we further our discussion on gamifi cation by linking the theo-
retical background to reward mechanisms. This will deepen our understanding on 
how rewards become compelling and how they satisfy players’ desires.    

2.8     The Theoretical Base of Game Incentives and Rewards 

 The integration of game elements in non-game systems to incentivize repeat usage, 
increase contributions, and establish user reputations, can come in many different 
forms such as points, badges and levels. Common implementations include: owner-
ship (such as points, tokens and badges); achievements (a representation of accom-
plishment); status (computing and displaying a rank or level); collaboration 
(challenges that can be resolved by working together) (Vassileva,  2012 ). 
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 People consider different things as rewarding, depending on their intrinsic needs, 
values and goals. This invites research on mechanisms imbedded in games in light 
of the comprehensive model we introduce in the previous section. For example, 
Social Comparison Theory can explain the motivational effect of the leaderboard 
since it states that people tend to compare themselves with others, who they 
perceive as similar to them, in order to evaluate or enhance some aspects of the self 
(Vassileva,  2012 ). Social Comparison Theory explains the motivational aspect of 
status and reputation assessments, in line with needs-based theories. These theories 
point to the human need to socialize and seek social recognition and status (Fu,  2011 ). 
Social status and reputation can be also explained by Bandura’s  Self-Effi cacy theory 
since they are usually a result of recognized mastery (Vassileva,  2012 ). 

 One way to gain reputation is by collecting badges. Badges advertise one’s 
achievements and past accomplishments (Antin & Churchill,  2011 ). In addition, 
badges also function as a goal-setting device; they signal progression by being 
rewarded for the completion of distinct goals; they represent achievements and suc-
cess; and they leverage the drive of collecting (Gnauk, Dannecker, & Hahmann, 
 2012 ). Badges provide a kind of social shaping as they represent social norms 
through illustrating types of activities and interactions that are valued (Antin & 
Churchill,  2011 ; Halavais,  2012 ). Therefore, we can sketch the motivational aspect 
of badges with the help of social motivations as well as needs based theories. Badges 
also serve as reminders of past achievements; they mark signifi cant milestones and 
provide evidence of past successes. These characteristics build self-competence and 
self-effi cacy. The interplay between status and affi rmation highlights how badges 
can be engaging from either an individual or a group point of view (Antin & 
Churchill,  2011 ). Some users are likely to attend more to the individual benefi ts of 
badges while others are more likely to attend to the social aspect. 

 Games present social incentives such as gifting (Vaijayanthi & Marur,  2012 ). 
Gift giving can be a strong motivator, where it functions as an altruistic expression 
(Fu,  2011 ). Virtual items and gifting foster relationships and personal investment 
and thus stimulate motivation according to social and personal investment theory 
(Fu,  2011 ). Virtual items are oriented towards self-expression while social exchanges 
collecting scarce resources point to needs theories (Fu,  2011 ). Levels fuse these two 
kinds of motivation. Levels refl ect status since it indicates profi ciency in the overall 
gaming experience over time. But they also function as a goal setting tool; they 
mark progression of diffi culty thus increase self-effi cacy (Fu,  2011 ; Gnauk et al., 
 2012 ; Jackson et al.,  2009 ). 

 Each theory or a combination thereof, needs achievement, expectancy, goal set-
ting and social comparison, may explain the motivational effect of achievements. 
Players enjoy exploring their data while being encouraged to collect new achieve-
ments and compete with other players (Medler,  2011 ; Medler, John, & Lane,  2011 ; 
Medler & Magerko,  2011 ). Different achievement categories aim for different ben-
efi ts. Achievements promote social status; some players become collectors playing 
thoroughly in order to maximize achievements; they trigger competition and com-
parison among users due to the rarity of some achievements. In addition, achieve-
ments allow to measure progression and establish sub-goals (Medler & Magerko, 
 2011 ; Montola et al.,  2009 ). Specifi c games such as World of Warcraft have an 
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internal achievements system that enables unique identifi ers which allows players to 
build reputations and enhance self-effi cacy (Medler,  2009 ). 

 We end this discussion with one of the most commonly used patterns of feedback 
in games, accumulation of points. Feedback mechanisms stimulate self-regulation 
and self-effi cacy by providing direct input on performance, and thus afford regulating 
and monitoring performance more accurately (McNamara et al.,  2009 ). Points are a 
fl exible form of feedback. Points are used as a scoring system, a progression indicator, 
a scale of rank, a goal setting tool or even as a currency (Fu,  2011 ; Garris et al.,  2002 ; 
McNamara et al.,  2009 ; Vassileva,  2012 ; von Ahn,  2009 ). Points encourage mastery 
of the game (Federoff,  2002 ). They trigger competition which eventually results in a 
change of players’ status (Fu,  2011 ; Leemkuil, Jong, & Ootes,  2000 ; Liu, Alexandrova, 
& Nakajima,  2011 ). Point systems measure progression and performance which pro-
voke self-effi cacy (Gnauk et al.,  2012 ). The social effect of points ranges from status 
earned by performing certain actions up to reputation that is based on ratings received 
by others (Gnauk et al.,  2012 ; Vassileva,  2012 ). A secondary contribution emerges by 
engagement of lurkers through ratings and comments (Farzan et al.,  2008 ; Vukovic, 
Laredo, & Rajagopal,  2010 ). Therefore, the motivational aspect of points is outlined 
with the help of social motivations as well as needs based theories and rewards based 
theory. Table  2.1  summarizes the above discussion while tying rewards and incentives 
used in games into the motivation model that was offered in the previous section. 

     Table 2.1    Theoretical base of incentives and rewards   

 Motivation theory  Incentives/rewards  Role 

 Self effi cacy  Audio/verbal/visual/music/
sounds effect 

 Feedback 

 Progress bar  Feedback, achievements 
 Self-effi cacy, 
goal-setting, PIT, 
expectancy value, 
need achievement 

 Points/bonus/divident  Feedback, reward, status, 
achievements, competition, 
progression, ownership 

 Mini games/challenges/quests  Reward, status, competition, 
achievements 

 Self-effi cacy, 
goal-setting, PIT, 
expectancy value, 
social comparison 

 Badges  Status and reputation, achievements 
and past accomplishments, collection, 
competition, ownership 

 Virtual goods  Reward, social, status, achievements, 
ownership, self-expression 

 Leaderboard  Status and reputation, achievements, 
competition 

 Rewards-choosing colors, power  Achievements 
 Self-effi cacy, 
goal-setting, PIT, 
expectancy value, 
need achievement, 
social comparison 

 Achievements  Collection, status, competition, 
discovering, progression 

 Levels  Feedback, status and reputation, 
achievements, competition, moderate 
challenge 

 Social comparison, 
personal investment 
theory, expectancy 
value 

 Avatar  Social, self-expression, ownership 
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The right column denotes the way in which the specifi c incentive is related to motiva-
tion. Incentive and rewards mechanisms are rarely grounded on a single theory; usu-
ally they rely on motivations along several theories in combination.

   In the next section we refer to rewards attributes and present our conceptual 
analysis.  

2.9     Mapping Game Elements 

 To conclude, we map the most commonly used rewards (such as points, badges, 
ranks, virtual goods etc.) according to various characteristics, such as: tangibility, 
exchangeability, immediacy, effect on progression. For instance, looking at points 
and badges reveals that badges operate on a different level from points. Whereas 
points create direct competition, badges afford mostly indirect relationships. Badges 
are more personal and usually not exchangeable, while points operate as means of 
exchange, a virtual currency that can be exchanged for something of value, tangible 
or virtual (Fu,  2011 ; McNamara et al.,  2009 ). Users may spend points in order to 
purchase virtual items that refl ect their personal identity in a community (Fu,  2011 ). 
Virtual items, in turn, have both value in use (using a virtual sword to win a game) 
and value in exchange (Fu,  2011 ). Virtual items, badges and achievements create 
loyalty and raise exit barriers as they are generally limited to the system on which 
they are issued (Liu et al.,  2011 ) 

 Achievement systems can provide players with rewards that are usable in the 
game in contrast to having rewards that are related to accumulating achievements 
and unlocking badges (Hamari & Eranti,  2011 ; Hamari & Lehdonvirta,  2010 ). 
This implies that some achievements are optional in the sense they do not affect the 
progress of the player in the core game (Hamari & Eranti,  2011 ; Hamari & 
Lehdonvirta,  2010 ; Montola et al.,  2009 ). Future work may elaborate further the 
relationship between achievements and core game as well as other classifi cations 
that were introduced above.  

2.10     Conclusions and Future Work 

 Gamifi cation aims to create a sense of playfulness in non-game environments so 
that participation becomes enjoyable and desirable (Thom, Millen, & DiMicco, 
 2012 ). This idea is worth further examination in light of the increased use of gami-
fi cation systems in the workplace (Farzan et al.,  2008 ), learning processes and edu-
cational environments (Jackson et al.,  2009 ; McNamara et al.,  2010 ; Muntean, 
 2011 ; Raban & Geifman,  2009 ; Rafaeli et al.,  2003 ; Ravid & Rafaeli,  2000 ). 
Table  2.2 , which appears in the Appendix, lists some gamifi cation systems in busi-
ness and education. While Table  2.2  supplies a wealth of successful implementa-
tions of gamifi cation, developers should carefully consider the human aspect 
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explicated in this chapter to avoid unexpected results such as the cases of Google 
News badges as well as prevent user fatigue. The gamifi cation elements in Table  2.2  
provide examples of the commercial implementation of some of the theories out-
lined here. For example, the use of badges corresponds to several theories including 
self-effi cacy, goal-setting, PIT, expectancy value, social comparison—these were 
listed in Table  2.1 . So by integrating both tables a rich matrix of theories and their 
applications emerges. 

 Game elements and rewards serve as a starting point to understand gamifi cation 
effectiveness. We suggest understanding them within a broader context. The model 
of player motivations provides the basis to understand and consider how players dif-
fer from one another and how motivations of play relate to rewards patterns and in-
game behaviors. By this we strengthen the link between gamifi cation and other 
established disciplines. Maslow’s hierarchy of needs provides an anchor to the study 
of player’s motivation, while the proposed model offers higher level needs and broad-
ens and deepens them. Thus, for example, as illustrated in Table  2.1 , leaderboards, 
badges and levels support the need for status, recognition, prestige and also strengthen 
competence and mastery. Understanding human drivers, beliefs, and emotions is 
important to the design of reward systems in order to achieve desired outcomes. Our 
proposed framework classifi es achievements according to their attributes. 

 More and more applications use game design elements to motivate user behavior 
in non-game contexts, yet there is to date little empirical research on how gamifi ca-
tion works and whether it succeeds in promoting user motivation (Deterding,  2011 ). 
Additionally, success in one non-game context does not guarantee that the same 
mechanism will be successful in another non game context. Research is needed to 
describe the essential game mechanics in different contexts such as in the enterprise 
or in educational and learning environments. There is much to be asked about the 
relationship between game behavior and distinct game design elements. Existing 
motivational models for video game play focus on how a game as a whole creates 
experiences of fun (Deterding,  2011 ; Sweetser & Wyeth,  2005 ). They are not linked 
to the more granular level of single game pattern. A closer examination may provide 
more insights regarding desired type of behavior and participation. 

 The broad spectrum of theories we cite can serve as a basis for research opportu-
nities investigating how a more inclusive model of motivation theories can be 
applied to guide the design of incentive mechanisms. A conceptual consolidation of 
theories may aid to carefully craft reward and incentive mechanism to increase 
short-term and long term performance and promote game persistence. Eventually, 
by introducing different game elements and combining different types of motivators 
new challenges arise. For example, combining a leaderboard with points adds a 
social dimension with an unknown effect on motivation: it may either promote 
intrinsic motivation by experiencing competence, or reduce intrinsic motivation, if 
perceived as controlling. Another aspect we need to take a closer look at is how 
these rewards affect the design of different kinds of games; serious games versus 
casual games versus social games or educational games etc. 

 Understanding game rewards and motivation offers interesting implications in various 
fi elds such as business, game design, collaborative design environments and education. 
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While the goal is to create and maintain intrinsic motivation, gamifi cation is the 
application of extrinsic motivators. Careful selection and implementation of these 
motivators will trigger internal motivation and aid in maintaining it. For example, a 
combination of a progress bar and a leaderboard is likely to generate excitement, 
commitment, a will to fi nish a gamifi ed activity in a successful manner, and even to 
repeat the experience.     
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     Appendix 

       Table 2.2    Examples of some gamifi cation systems in business and education   

 Platform  Description 
 Gamifi cation 
elements  Uniqueness  Website 

 FourSquare  Location-
based 
application 

 Badges, levels, 
points, progression, 
social, 
leaderboards. 
“Major” of a place 

 Virtual rewards 
such as the 
“mayors” of 
Starbucks or 
certain badges 
could be converted 
into real products 
(free coffee) 

   https://foursquare.
com/     

 Nike+  A social 
running 
game-like 
service 

 Challenges, daily 
goals, support from 
friends, compare 
results over time, 
rewards, visual 
progress rich graphs 
and charts, unlock 
awards, trophies 
and surprises 

 Nike + devices 
measure every 
move and turn 
them into NikeFuel 

   http://nikeplus.nike.
com/plus/     

 Club Psych  TV series  Points, mini games, 
prizes for 
completing the 
weekly challenge. 
Rewards, avatars, 
leaderboard, 
badges. 

   http://clubpsych.
usanetwork.com/     

(continued)
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 Platform  Description 
 Gamifi cation 
elements  Uniqueness  Website 

 Stack 
Overfl ow 

 A question 
and answer 
site for 
programmers 

 Badges (gold, silver 
and bronze) for 
participation, profi le 
page of a user, 
levels, reputation 
points, helping 
others. As you earn 
reputation, you’ll 
unlock new 
privileges like the 
ability to vote, 
comment, and edit 
other people’s posts. 
Highest levels get 
access to special 
moderation tools 

 Reputation 
score—when 
others vote up your 
questions, answers 
and edits 

   http://
stackoverfl ow.com/     

 Peekaboom  Improves 
on the data 
collected 
by the ESP 
Game. 
Locate 
objects in 
images 

 Points, 
leaderboards. 
Bonus points, bonus 
round is time limit, 
levels, time, hints, 
partial feedback 
(hot/cold), visual 
ping 

 Displays the 
cumulative top 
scores of the day 
as well as the top 
scores of all time. 
Ranking players 
based on the total 
number of points 
they have 
accumulated 
throughout time. 
Single/two-player 
game 

 (  www.peekaboom.
org    ) 

 The ESP 
Game 

 Human 
computation. 
Image 
tagging 

 Points, levels, 
feedback, time 
limit, progress bar 

 Taboo words. 
Two-player game 

   www.espgame.org     

 Floracaching  A search-
and- discover 
game 
inspired by 
the idea of 
geocaching 

 Points, levels, 
badges, progression 

 Spend points to 
make a fl oracache 

   http://www.
gamesfornature.
org/games-review/
fl oracaching/     

 Collabio  Social 
tagging game 
within an 
online social 
network 

 Points, leaderboard, 
hints, My Tags page 

 Individual 
leaderboards and 
global 
leaderboards 

 Google 
PowerMeter 

 Energy 
monitoring 
tool 

 Visualizations of 
energy usage, share 
information with 
others, personalized 
recommendations, 
compare over time 

   http://www.google.
com/powermeter/
about/     

Table 2.2 (continued)
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 Platform  Description 
 Gamifi cation 
elements  Uniqueness  Website 

 FoldIT  Protein 
structure 
prediction 

 Categories, scores, 
leaderboard, 
contests, goals 

 Soloist/groups    http://fold.it/portal/     

 Khan 
Academy 

 A free 
world- class 
education 

 Visual feedback- 
information about 
everything and 
whether or not 
you’ve been 
reaching the goals. 
Challenges, badges 
and points. Special 
awards for 
completing topic 
challenges, global 
classrooms 

 Legendary badges 
might require years 
of work 

   http://www.
khanacademy.org/     

 CAPTCHAs  Colorful 
images with 
distorted text 
in them at 
the bottom of 
registration 
forms 

 Guess 3 out of 7 
distorted image. 
 Solve a visual 
pattern recognition 
problem. After 
seeing two series of 
blocks, the user is 
presented with a 
single block and is 
asked to determine 
the side to which 
the block belongs. 
Choose a word that 
relates to all the 
images 

 Use by most 
popular web sites 
to prevent 
automated 
registrations 
similar to the 
Turing Test—
distinguish humans 
from computers, 
but differ in that 
the judge is now a 
computer 

 Coursera  Learning-
courses from 
the top 
universities, 
for free to 
everyone 

 Badges, community, 
voting (points, 
forum), sharing, 
ranking (color 
point), status (TA), 
Coursera Store 
(Coursera’s 
Financial Aid 
program for 
Signature Track), 
token of 
appreciation, special 
E4E sticker, meetup 

   http://blog.
coursera.org/
post/52856244062/
the-coursera-store-
supporting-
education-for-
everyone     

 Duolingo  Learning 
languages 

 Levels, vote, time, 
weekly progress, 
progress bar, skill 
tree, skill points, 
rank, counting, 
daily progress, 
badges, reminders/
triggers, tips, 
sharing, leaderboard 

 webpage 
translation 

   http://www.
duolingo.com/info     

Table 2.2 (continued)
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    Chapter 3   
 A Conceptual Framework for Gamifi cation 
Measurement 

             Ronald     Dyer    

3.1            Introduction 

 This chapter’s focus is on contributing to the body of knowledge as it relates to the 
measurement of gamifi cation outcomes, i.e. a methodology for the assessment of 
gamifi cation implementation within organizations. The term gamifi cation has come 
to the forefront with much fanfare and receptivity by both educators and corporate 
training professionals. One only has to look online to see the myriad number of 
conferences, publications and blogs devoted to the topic and perpetuation of its 
perceived benefi ts. Figure  3.1 , below indicated the number of titles on the topic 
illustrating continuous increases in the subject matter over the last four years. Yet 
despite the large amount of hits on the topic, there still remains a lack of coherent 
understanding on what kinds of studies and results gamifi cation has yielded (Hanari, 
Koivisto, & Sarsa,  2014 ). Moreover, understanding the effectiveness of gamifi ca-
tion remains a pertinent issue.

   The term gamifi cation as defi ned by Huotari and Hamari (    2012a ,  2012b ) is as 
follows:

  A process of enhancing a service with (motivational) affordance in order to invoke gameful 
experiences and further behavioral outcomes. 

   As such the use of gamifi cation involves the utilization of several of the concepts 
inherent in games such as level design, tokens, badges and other rewards to incen-
tivize learning during play. What makes the use of gamifi cation unique when pitted 
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against traditional learning and development methodologies both in education and 
business is the element of play. According to Weisberg, Hirsh-Pasek, and Golinkoff 
( 2013 ) play is ubiquitous and linked to positive social behaviours.    Hirsh-Pasek, 
Golinkoff, Berk, and Singer (2009) building on the works of Vygotsky (1978) and 
Piaget (1962) further state that “play is not only important for encouraging the 
development of socially relevant skills like self-regulation and empathy but also 
assisting in both academic and social learning,” Weisberg et al. ( 2013 ). As with 
most learning frameworks play has long been considered  non-relevant  as an engage-
ment factor for fostering improved cognition within education. However, recent 
advanced in the areas of game-based learning and serious games respectively have 
demonstrated clearly that this is no longer an applicable approach and that play has 
an integral role in learner retention and engagement. 

 While we herald the up-surge of gamifi cation as a  tour de force  in education and 
business there remains a fundamental issue which needs to be addressed, i.e. mea-
surement. For all the hype associated with gamifi cation, for buy-in and adoption 
continuity to persist there must be robust assessment and measurement of its out-
comes if communities of practice are to successfully sustain present momentum. 
Failure to provide empirical approaches to measurement of gamifi cation will even-
tually result in dissipation of its relevance and at best relegation to the archives of 
education and business as another fad. 

 The question becomes, how do we measure the benefi ts of gamifi cation? The use 
of traditional metrics in their existing format cannot be as easily applied to this fi eld 
as historical assessment of student performance has focused on teacher evaluations, 
with testing as one of the primary instruments. Gamifi cation caters to a cadre of 
learners dubbed “Millennials” or the Net Generation, Oblinger ( 2004 ) whose pref-
erences tend towards teamwork, experiential activities, structure and the use of tech-
nology. Traditional pedagogical practices are still constrained by their traditionalist 
nature/thinking with the teacher as leader and the student as passive recipient, as 
such they require signifi cant re-tooling to even attempt preliminary assessment(s). 
On the other hand, few if any measurements are readily available to would be edu-
cators and trainers wishing to assess learner performance specifi cally utilizing 
gamifi cation. 

 The chapter provides insight on the integration of a proposed measurement 
framework for gamifi cation into organizations (new and existing) to support suc-
cessful implementation and sustainable adoption of gamifi cation based approaches. 

  Fig. 3.1    Search hits for “gamifi cation”       
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The proposed outcome of this chapter from the author’s perspective will be a 
 measurement framework for educators and business persons alike charged with 
responsibility for integration to better approach the area and provide clear sign-post 
to guide them in their individual efforts as practitioners contributing to the learning 
and development ecosystem.  

3.2    What is Gamifi cation 

    Deterding, Dixon, Khaled, and Nacke ( 2011 ), provide a further defi nition of gami-
fi cation as “the use of game design elements in non-game contexts.” In tracing the 
historical context of gamifi cation and its place in the digital media industry its emer-
gence dates back to 2008. The popularity effectively commenced around 2010 and 
has since 2010 managed to institutionalize itself as a common household term. How 
did we arrive at a gamifi ed universe? From a conceptual perspective the notion that 
user interface design can be informed by other design practices has its roots in the 
Human Computer Interaction (HCI) movement. Carroll ( 1982 ) analysed the design 
of early text adventures leading him to suggest research programs on fun and games 
in relation to ease of use. 

 Deterding et al. ( 2011 ) indicated that the maturation and expansion of the fi eld 
has led to further research into areas like motivational affordance and pleasurable 
products. These approaches take into consideration the aspirational phenomenon 
that is today branded gamifi cation. Gamifi cation falls into the potential category of 
games with a purpose in which game-play is piggybacked upon as a means to solve 
human tasks. It is within this context that the “playfulness” aspect of games has 
given rise to a gamifi cation movement as a mode of interaction inculcating the 
aspects of game mechanics. In its present form gamifi cation demarcates itself 
through complexity, given the delicate balancing act of game design and motiva-
tional theories which provide the aspects of gamefulness, gameful interaction and 
gameful design all requisite elements of play. These aspects feed into the defi nition 
provided above and differentiate gamifi cation from play. Gamifi cation relates to 
games not play, where play can be conceived as the broader, looser category con-
taining different elements of games, Caillois ( 1961 ). Gamifi cation is predicated by 
structured rules and competitive strife towards goals. Hence the term gamifi cation 
and its linkages to the concepts of:

    1.     Gamefulness (the experiential and behavioral quality)    
   2.     Gameful Interaction (artifacts affording that quality), and    
   3.     Gameful Design (designing for gamefulness, typically by using game design 

elements).     

  These terms/concepts in defi ning gamifi cation provide a clear distinction between 
games and play/playfulness and as such attributes to the novelty that is gamifi cation. 
Gamifi cation can inherently give rise to playfulness but the inverse does not necessarily 
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apply given the requisite structures and mindset required for the former? Thus 
 gamifi cation applies to the incorporation of elements of games, Braithwaite and 
Schreiber ( 2008 ) and as such places consideration on the artifactual and social 
 elements of games without delving deeper into the software application element 
more akin to game studies etc. In essence a game is rule based, where outcomes are 
assigned varying values and the player exerts effort in order to infl uence the out-
come. From a terminology perspective, the term gamifi cation gains better clarity 
when associated with game-design and not the wide game eco-system associated 
with game-based technologies. Therefore, in situating gamifi cation and its role, we 
must understand its use in relation to an extension of design, (not within the context 
of technology), the elements requisite for play (vs. a full game), characteristics of 
the game rather than playfulness and its non-game context regardless of usage, con-
text or media associated with implementation. This broader context allows for an 
understanding of the workings of gamifi cation within the broader framework of 
ludifi cation. As such its role as a lever in playfulness’ integration within the larger 
game eco-system such as game-based learning and serious games is critical. 

 There is however another school of thought on the gamifi cation defi nition as 
presented by Huotari and Hamari ( 2012a ,  2012b ). They defi ne gamifi cation as “ser-
vice packaging where a core service is enhanced by rule-based service systems that 
provides feedback and interaction mechanisms to the user with an aim to facilitate 
and support the users overall value creation.” This defi nitional approach highlights 
the goals of gamifi cation from an experience perspective and as such move away 
from the notion that it is purely based on game elements. However, gamifi cation is 
not always executed within the context of concrete game elements but is more of a 
process. As such gamifi cation is supposedly imbued with gameful experiences 
which seek to improve service delivery within an affordance context. Huotari and 
Hamari ( 2012a ,  2012b ), referring to affordance here as  any qualities of the service 
which contribute to the emergence of the gameful experience . This is where we can 
now introduce the nexus of our discussion on the benefi ts of measurement of gami-
fi cation as current thinking on the subject seeks to eke out a measurement context 
based on a formulary of sales increases, clicks and general learner retention. The 
benefi ts of gamifi cation cannot be measured on the axis of these metrics nor can we 
expect the integration of existing theories of learning to provide a cookie cutter 
measurement ethos. Let us commence our measurement discussion by fi rst examin-
ing three of the most widely utilized learner evaluation metrics and their value 
within a gamifi cation context.  

3.3    Traditional Measures of Learning 

 When we think of learning within the parameters of assessment the familiar 
approach of assessment rubrics, portfolios and other examination-based methods 
immediately come to mind. What all of these approaches have in common is the use 
of the same underlying theories or schools of thought as it relates to how to measure 
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the progress of learners and or/individual improvement. In the fi eld of learning there 
are three theories that standout:

    1.     Kirkpatrick’s Four Levels of Evaluation Theory    
   2.     Kolbs’ Experiential Learning Theory and    
   3.     Sweller’s Theory on Cognitive Load      

 Each of these has earned their rightful place in the arena of learning and are 
amongst the most widely used evaluative metrics in the fi eld. While their value can-
not be underscored the question remains as to their applicability to an emerging 
fi eld such as gamifi cation. Based on present trajectory, gamifi cation represents a 
hybrid approach to learning reinforcement and retention and given the long history 
of these three theoretical approaches may be challenged in measurement as a result. 
If gamifi cation is to be taken much more seriously, especially to convince its detrac-
tors there needs to be either the development of new measurement theories or modi-
fi cation of existing to allow for better evaluation of the benefi ts in line with further 
adoption. Let us fi rst examine these three underlying theories and the potential value 
that may exist for integration into gamifi cation measurement.  

3.4    Kirkpatrick’s Four Levels 

 The Kirkpatrick four-level framework is one of the most widely utilized evaluative 
models for training employees specifi cally with sales force practitioners. Originally 
developed by Donald Kirkpatrick (1994) cited by Tan and Newman ( 2013 ) it consist 
of four evaluation levels (viz., reaction, learning, behavior and results) arranged in 
ascending order and varying degree of diffi culty to accomplish. Each level seeks to 
measure or evaluate as follows:

    Level 1—Reaction: Measures how participants have reacted to the training   
   Level 2—Learning: Measures what participants have learned from the training   
   Level 3—Behaviour: Measures whether what was learned is being applied on 

the job   
   Level 4—Results: Measures whether the application of training is achieving 

results     

 The levels are layered in such a way that the success of one builds on the previ-
ous adding to the precision of measurement. Delving further into each level, their 
value lies fi rstly in the learner’s perception and reaction towards a training event and 
the benefi t of learning (positive or negative) that occurs. Secondly, it measures what 
advanced knowledge has been gained from training and the extent to which skills/
attitudes are impacted. Thirdly, it focuses on what was learnt and whether is it being 
applied on the job. The third level focuses strongly on knowledge transfer specifi -
cally in-line with real world circumstances. Finally, level four examines the applica-
tion of training in achieving quantifi able fi nancial results. It careful examines the 
success of training in relation to increases in production, sales, decreased costs and 
improved quality etc. requisite for positive return on investment (ROI). 
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 This framework augurs well for the potential scope of gamifi cation as it has clear 
linkages with trainee performance and effectiveness to accentuate the importance of 
aligning training interventions with gamefulness and by extension the strategic 
focus of performance improvement in organizations. The evaluation of gamifi cation 
needs to start with a rigorous process of data collection in order to analyze its effec-
tiveness and benefi ts within a Return on Investment (ROI) context. Kirkpatrick’s 
approach possesses some of the requisite elements to afford such an evaluation via 
its levels. The question remains as to whether the impact on gamifi cation would be 
formative (focused on the actual process of training/performance improvement) or 
summative (focusing on the fi nal product or result of the process), Rahimic and Vuk 
( 2012 ) and the value proposition which this approach would provide to assessors. 
Gamifi cation represents a form of tool and as such, justifi cation of the cost and 
effectiveness for sustainability requires a thorough analysis to ascertain the impact 
on training design and ultimately the possible benefi ts for enterprise. At the cursory 
level, Kirkpatrick’s framework brings to gamifi cation some components of a score-
card model with the requisite elements for evaluation of gamifi cation generating 
evaluative criteria along six potential elements:

    1.     Reaction    
   2.     Learning    
   3.     Application/Impact    
   4.     Organizational Impact    
   5.     Return on Investment and    
   6.     Non-quantifi able benefi ts     

  Leveraging these foundational elements of Kirkpatrick’s model into gamifi cation 
measurement can provide some clues as to the linkage between the design/game 
mechanics components and training results by collecting data within the framework 
of the (6) defi ned elements as proposed. However, this is but only one of the theories 
on learning evaluation and we must examine the others prior to formulation of a 
proposed framework for measuring gamifi cation in a holistic way. We shall now 
take a look at Kolbs’ Experimental Theory.  

3.5    Kolbs’ Experiential Theory 

 Experiential Learning Theory (ELT), Kolb ( 1984 ) has its roots in the work of John 
Dewey (philosopher and psychologist), Kurt Lewin (psychologist) and Jean Piaget 
(psychologist). It is intended to provide a holistic adaptive process on learning 
which merges experience, perception, cognition and behavior, citing McCarthy 
( 2010 ). ELT defi nes learning as “the process whereby knowledge is created through 
the transformation of experience. Knowledge results from the combination of grasp-
ing and transforming experience” Kolb ( 1984 ). The learning model is cyclical in 
process consisting of four components, concrete experience (CE), refl ective obser-
vation (RE), abstract conceptualization (AC) and active experimentation (AE). 
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The learner must continuously choose which set(s) of learning abilities to use within 
specifi c learning situations and successfully perceive new information through the 
experiences. These experiences can be concrete, tangible and felt or abstract con-
ceptualizations bearing in mind that learners can enter the model at any stage. Given 
that the learning style preference akin to this model tends to lend towards perception 
and grasping of new information through symbolic representation (thinking about, 
analyzing or systematically planning), how/where does gamifi cation fi t in from a 
measurement perspective? The answer to that questions lies somewhere in the 
Learning Styles Inventory (LSI) citing McCarthy ( 2010 ) an instrument used to 
assess the individual learning styles, identifying four types of learners based on their 
approaches to obtaining knowledge through one or more of the following methods:

    Divergers: Those who prefer to approach learning through concrete experience 
(CE)   

   Accommodators: Those who prefer to learn hands-on   
   Assimilators: Those who prefer to approach knowledge through abstract 

 conceptualization and   
   Convergers: Those who prefer to approach knowledge through active 

experimentation     

 The development of Learning Styles Inventory (LSI) Kolb (1971) as cited by 
McCarthy ( 2010 ) provides an individual understanding of the learning process 
through experience and their individual approach to learning. Therein lays the 
potential value to gamifi cation as it represents a unique baseline for not only how 
individuals learn best but serves as an investigative tool into specifi c characteristics 
of individual learning style infused with gamifi cation methodologies. Hence, a Kolb 
based approach to measurement of gamifi cation may provide some preliminary 
insight between experience and conceptualization as a learning reward system 
which provides the value added of incentivized refl ection post training.  

3.6    Sweller’s Theory of Cognitive Load 

 Cognitive load theory (CLT) Sweller (1988, 1989) as cited by Chandler and Sweller 
( 1991 ) is concerned with the manner in which cognitive resources are focused and 
used during learning and problem solving. Many learning and problem solving pro-
cedures encouraged by instructional formats results in activities by participants far 
removed from the task at hand or lost soon thereafter post training. This theory’s 
relevance to the topic of gamifi cation and its adoption are important in that cogni-
tive load represents an integral measurement tool for investigating individual per-
formance. Measuring the impact of cognitive load on gamifi cation goes a long way 
in presenting robust evidence to skeptics whose present thinking on the topic 
requires further convincing. 

 The basic premise of (CLT) is reduction of the load for diffi cult task so that it 
becomes easier to remember within a working memory context. Cognitive load can 

3 A Conceptual Framework for Gamifi cation Measurement



54

be broken down into three types Intrinsic, Germane & Extraneous Sweller ( 1999 , 
 2005 ) and Mayer ( 2005a ); Mayer and Moreno   (2003    ). DeLeeuw and Mayer ( 2008 ) 
explain each as follows:  extraneous processing , in which the learner engages in  cog-
nitive  processing that does not support the learning objective (and that is increased 
by poor layout such as having printed words on a page and their corresponding 
graphics on another page); (b)  intrinsic (or essential) processing , in which the 
learner engages in cognitive processing that is essential for comprehending the 
material (and that depends on the complexity of material, namely the number of 
interacting elements that must be kept in mind at any one time); and (c)  germane (or 
generative) processing , in which the learner engages in deep cognitive processing 
such as mentally organizing the material and relating it to prior knowledge (and that 
depends on the learner’s motivation and prior knowledge, as well as prompts and 
support in the lesson). Cognitive load is a valuable measurement variable for facili-
tating the intrinsic learning reinforcement goals of gamifi cation as they present a 
strong foundation for learner retention. The effectiveness of training rests in its abil-
ity for guided instruction and facilitation of learner’s mental integration of disparate 
sources of mutually referring information. For example such as when instructors use 
separate text and diagrams to validate or emphasize and participants have to refl ect 
on each element separately. These instruction(s) generate a heavy degree of cogni-
tive load, because material must be mentally integrated before learning can com-
mence. Processing and analysis therefore takes a greater time creating a lag of taught 
knowledge transfer back into the work environment. This choice of theory rest with 
prior success of testing experiments Chandler and Sweller ( 1991 ) where content of 
a split-source nature (content & diagrams) and integrated information were designed 
for comparison using conventional instruction integrated over a period of several 
months in an industrial training setting. The value here of gamifi cation, is adding 
through rewards and incentive a further motivation to “get it.” Therefore, learning 
takes on a more focused/commoditized value to the learner through incentives. 

 Moreover, it can assist in discerning whether the learners are more focused on 
the reward/incentive than gestation of knowledge. Choi and Lee ( 2009 ), applied the 
concept of cognitive load to enhance student’s problem solving abilities as well as 
assist in implementing a model to improve teacher education with students’ real- 
world problem solving abilities. The result was the use of this theoretical approach 
to provide a framework to deal with dilemmas faced by practicing teachers in ele-
mentary classrooms. If an incentive-driven component via gamifi cation is added 
then perhaps the approach can provide richer results more in-line with results antici-
pated in real-life situations as life decisions are very much incentivized. 

 Gamifi cation holds potential to support O’Neil, Baker, and Wainessa ( 2005 ) 
theory on the effectiveness of game environments documentation in terms of inten-
sity and longevity of engagement as well as their commercial success. It allows for 
the capturing of performance variables that would not normally be tracked but do 
add value to the overall learning process. However, since there is much less solid 
information about which outcomes are systematically achieved using individual and 
multiplayer games to train participants in acquiring knowledge and skills gamifi ca-
tion’s performance imperative remains questionable. The lack of clearly presented 
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measurement metrics required to measure the degree to which their design fosters 
the desired knowledge and skills transference is still debatable. Secondly, the impact 
of game play needs to be studied to determine what works. Cognitive load measure-
ment within a gamifi cation context allows for evaluation and accumulation of clear 
evidence of impact. Failing to apply robust measurement metrics as stated can result 
in a tendency to dismiss game environments and gamifi cation as motivational fl uff.  

3.7     Towards a Unifi ed Framework for Gamifi cation 
Measurement 

 The question becomes, given the challenges of a robust system to effect measure-
ment, how do we fi nd a way to integrate existing theories of learner evaluation to 
provide a comprehensive system of metrics? It is unlikely at this time given the rela-
tive novelty of gamifi cation that a complete system of measurement will arise in the 
near future. However, there exist more than enough measurement tools between 
gaming and learner development to create a hybrid methodology, which may pro-
vide better metrics for overall assessment. 

 To develop such a framework we need four key ingredients that will assist in 
assessing each stage of the gamifi cation process and provide an integrative model. 
They are as follows:

    1.     Play Assessment Diagnostic    
   2.     A Gamifi cation Scorecard    
   3.     Pre/Post Knowledge Assessment    
   4.     Gamifi cation Performance Assessment Review       

3.8    Play Assessment Diagnostics 

 In order to better understand the context within which gamifi cation can best be mea-
sured readers must fi rst understand how to assess play specifi cally within androgogi-
cal environments. Social development is an integral component of early childhood 
and similary are critical to the ability to interact inter-organizationally in later life. 
Play assessment represents a way to identify which students/employees may be 
developmentally behind their peers and as such at risk. In essense it makes screening 
students/employees easier, time effi cient, and cheaper through comprehensive inter-
action in a “live” environment. Like many other game environments and formats of 
play, gamifi cation assessment is rooted in observation. While much data can be 
gathered via the process of game analytics systems they may not tell the entire story. 
As such measurement of gamifi cation requires a caliber of metrics that are both data 
driven and observational. As a fi rst stage in the gamifi cation measurement process, 
we must fi rst observe and measure the element of play interaction. One of the better 
ways to approach this is through the utilization of stealth assessment. 
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 Stealth assessment is woven directly into the fabric of instructional environments 
to support learning of important content and key competencies, Shute ( 2011 ). The 
power of stealth assessment lies in the performance data gathered through the course 
of play/learning and the inferences which can be made Shute, Ventura, Bauer, and 
Zapata-Rivera ( 2009 )). To measure gamifi cation effectively we must create an envi-
ronment of inference which are stored in the dynamic models of learners and are a 
direct function of  fl ow  i.e. the state of optimal experience, where a person is so 
engaged in the activity at hand that self-consciousness disappears, sense of time is 
lost and the person engages in complex, goal-directed activity not for external 
reward, but simply the exhilaration of doing, Csikszentmihalyi ( 1990 ). The key ele-
ments of the approach include:

•     Evidence-Centered Assessment: which systematically analyses the assess-
ment argument concerning claims about the learner and evidence that sup-
ports those claims, Mislevy, Steinberg, and Almond (  2003  ) and   

•    Formative Assessment: a range of formal and informal assessment proce-
dures employed during the learning process in order to modify teaching and 
learning activities to improve student attainment.     

 The power of stealth within gamifi cation rest in rethinking assessment not linked 
to the world of multiple choice answers but to the identifi cation of new skills and 
standards and measuring them relevant to the twenty-fi rst century. As such given 
that gamifi cation is not a standardized academic or educational learning process 
embedding stealth assessment has great potential to increase learning given its 
existing history in game-based environments. This form of measurement for gami-
fi cation presupposes two underlying assumptions, (1). learning by doing improves 
the process and its outcomes and (2). different types of learning and learners attri-
butes may be verifi ed and measured during game-play that would not otherwise be 
captured. So how would stealth assessment work to inform play assessment 
diagnostics? 

 Given that there remain a challenge to educators/trainers who desire to employ 
gamifi cation and other game-design elements to support learning an evidence- 
centred design (ECD) process: Mislevy et al. ( 2003 ) is required for effectively mea-
suring student retention and competence. The fundamental idea behind ECD 
originates from Messick ( 1994 )) and formalized by Mislevy and Haertel ( 2006 ). 
The process commences with an identifi cation of what knowledge, skills or other 
attributes should be measured. These variables are observed directly so behavior 
and performance can be aligned to the overall capture of relevant data. This should 
be followed by a determination of tasks/situations which would draw out such 
behaviours/performance. The nature of gamifi cation lends to this process aptly as 
gamifi cation elicits behaviours which bear evidence about key skills and knowledge 
through demonstration of the following as identifi ed by Shute et al. ( 2010 ):

    1.     What collection of knowledge and skills should be incentivized within an 
assessment context? That is Competency Models (CM), which supports 
grading, certifi cation and diagnostic for further instructional support.    
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   2.     What behaviours or performance should reveal the relevant constructs 
associated with a reward system? That is Evidence Models (EM) which 
expresses how learner’s interaction and responsiveness to a given problem 
constitutes evidence about their competence and by extension receipt of a 
reward for positive performance.    

   3.     What task should elicit the behaviours which comprise the evidence, i.e. 
(TM)? This component provides a framework for the construction of situa-
tions which provide interaction evidence targeting aspects of knowledge 
related to the specifi c competence(s).     

  However, there remains an additional component of the stealth process’ induc-
tion into gamifi cation measurement that provides the robust value added to ensure 
measurement effectiveness. Bayesian networks, Pearl (1988) cited by Shute ( 2011 ). 
These networks provide a useful model to handle uncertainty by using probabilistic 
inference to update and improve the data regarding learner competencies and gami-
fi cation effectiveness. By using what-if scenarios in the observance of evidence 
which describes particular situations from a predictive perspective coupled with the 
ECD view allows propagation of information on the achieved behaviours. The 
Bayesian approach allows a comparative between the what-if and what-is so that the 
resulting probabilities inform future decision making on which elements of gamifi -
cation work, where “ incentivization ” should be focused and selection of the best 
content chunks which had relevant impact from a delivery perspective. The combi-
nation of this built-in play assessment diagnostic into the gamifi cation measurement 
framework permits all measurement stakeholders to examine the evidence/success 
of gamifi cation under the lens of approximate competency levels (present & future 
state). It also has potential for validation of what the student/participant can do 
without disruption of the play experience and consequently their fl ow.  

3.9    A Gamifi cation Scorecard 

 The complexity of gamifi cation measurement requires more than one system in 
place to effectively analyse the impact of gamifi cation interventions. As such to 
effectively collect data from the play assessment diagnostics we require a requisite 
instrument. The Game Performance Assessment Instrument in the author’s opinion 
represents a unique opportunity for modifi cation, capture and representation of data 
on gamifi cation performance and effectiveness. 

 The Game Performance Assessment Instrument (GPAI), Oslin et al. (1998) cited 
by Memmert and Harvey ( 2008 ) was developed to measure game performance 
behaviours that demonstrate tactical understanding, as well as player ability to solve 
tactical problems by selecting and applying the appropriate skills. It is most com-
monly used with assessment of physical sports but the author felt that given its robust 
performance metrics and ability to identify nonspecifi c observation components it 
can potentially be expanded for gamifi cation measurement. GPAI examines such 
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tactical components as base, adjust, decision(s) made, skill execution, support, 
guard/mark and cover (i.e. assistance & support to team) all of which have a tremen-
dous impact on game play performance and requisite elements of evaluation in gam-
ifi cation. Table  3.1 , below provides a detailed description of each tactical element.

   Depending on the degree of gamifi cation involved assessors can select one or 
more categories for evaluation of performance. The benefi ts of this approach to a 
gamifi ed environment being (a) it can be adapted to various activities and (b) it has 
the ability to not only measure psycho-motor skills but skills which would not be 
effectively measured using traditional approaches, Mitchell et al. (2006) cited by 
Memmert and Harvey ( 2008 ). These would include skills such as adjustment and 
cover as it relates to team performance all of which are requisite components for 
gamifi cation activities. From a measurement perspective the process also lends well 
to gamifi cation through its scoring method utilizing a tally method based on a Likert 
scale, Memmert and Harvey ( 2008 ). The use of such a scale would provide categori-
cal descriptors which provide easier metrics for performance scoring as well as a 
wider variety but not so wide that reliability of measurement would become diffi -
cult. An example of a rating system based on GPAI for gamifi cation could look 
something like the example listed below: 

 The value of implementing such a system in gamifi cation allows for both peer- 
review of performance as well as codifi cation of game-mechanic components using 
an effective tally system. Furthermore, components of GPAI (such as decisions 
made, skill execution, support and adjust) approaches have already been validated as 
effective in some physical sports and as such form the basis of a framework with a 
track record which can be modifi ed for gamifi cation assessment. The use of this cod-
ing system allows each coder responsible the ability to individually observe behav-
iours, assess as appropriate/effective or inappropriate/ineffective then tally responses 
and create indices for decision making across a single component or multiple envi-
ronments Memmert and Harvey ( 2008 ). The impact of tallying these  components on 
an index for gamifi cation measurement can then be disaggregated into two index 
measures game performance (GP) and game involvement (GI) and effectively 

   Table 3.1    Game components observed in GPAI— Source : (Memmert & Harvey,  2008 )   

 Game component  Description 

 Decision Making  Player makes appropriate decisions about what to do during the game 
 Skill Execution  Player effi ciently executes selected skills 
 Adjust  Player movements offensive or defensive are necessitated by the fl ow 

of the game 
 Cover  Player provides appropriate defensive cover to help, backup or 

challenge opponents 
 Support  Player provides appropriate support to teammates 
 Guard/Mark  Player engages appropriate strategy(s) to ward off opponents who may 

threaten present position 
 Base  Player appropriately return to a recovery position between skill attempts 
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c orrelated to provide an overall assessment of the gamifi cation experience. While 
there are inherent limitations of GPAI such as calculation of individual and overall 
game performance indices, use of game involvement vs. game performance index, 
observer reliability, nonlinearity and fi nally usefulness of action there is value to the 
approach. A closer examination of learning time using GPAI both before during and 
after data coding will result in more stringent levels of observation reliability espe-
cially if two independent observers/coders are utilized thus reducing the problem of 
nonlinearity. Furthermore, it reinforces the GPAI validation process and reduces the 
level of subject biases and uselessness of action through an assessment planning 
cycle (the before, during and after process) that makes the gamifi cation process more 
congruent with the overall learning objectives.  

3.10    Pre and Post Knowledge and Skills Assessment 

 The success of any learning intervention hinges on the ability to assess participant’s 
knowledge and skill both at the beginning and end of a process. The value of this 
methodology is to design effective intervention to close the relevant learning gaps. 
This methodology’s perspective, for pre and post knowledge/skills assessment 
either summative or formative assist learning designers/delivers to better ascertain 
course effectiveness. 

 We have explored both play assessment diagnostics and GPAI; we now add a 
third component for measuring gamifi cation the knowledge assessment. According 
to Balakrishnan, Bengasamy, and Aman ( 2011 ) traditional skills approaches are 
widely used in teaching games as the direct instructional method citing Metzler 
( 2000 ). The emphasis has primarily been on skills and drills assessment without a 
clear consideration for the games themselves. Given that learning is an active dis-
covery activity with learners engaged in construction of tactical understanding an 
assessment process needs to have clear sign post as it relates to its perceived prob-
lem solving and decision making activities. As such for gamifi cation to be success-
ful and the determinants of its success measurable, a pre/post assessment component 
should be integrated. Therefore the learning environment inculcated through the 
gamifi cation design process must be identifi ed and assessed prior to implementa-
tion. Additionally, prior to implementation of gamifi cation assessment parties 
should fi rst understand and gauge:

    1.     The player(s) depth of understanding of the knowledge to be gained through 
the gamifi cation experience. That is such factors as the degree of metacogni-
tion, and the conditions under which knowledge would be utilized.    

   2.     The meaningful concepts the player(s) understands within the content 
domain. That is strategic knowledge which are memorized and used either 
to solve problems or effect new knowledge.    

   3.     The degree to which the player(s) is already transferring knowledge amongst 
other members of their existing team(s). That is assessment of transactive 
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memory responsible for the encoding, storing, retrieving and communication 
of group knowledge and develops over time as group members communicate, 
Lewis, Lange, and Gillis (  2005  ).     

  Hence, a constructivist approach is required where an active learning approach 
takes place with participants personally constructing and interpreting the informa-
tion based on their experiences, which will consists of the eventual gamifi cation 
output. Moreover, given that constructivism is a participant- centred approach based 
on learner’s perspectives (single & multiple) there is a need to assess these realities 
both prior to and upon completion of the gamifi cation experience. The pre/post 
assessment process must consider the development of understanding the learning 
activities as identifi ed by Fig.  3.1  below: 

 What the above fi gure tells us is that as participants confront new, unfamiliar 
features of their environment which do not fi t with their existing view of reality 
Piaget and Inhelder (1969) cited by Balakrishnan et al. ( 2011 ) a disequilibrium 
occurs. The author suggest pre/post assessment to fi rst understand the disequilib-
rium (pre-assessment), design the gamifi cation experience within this context and 
post assess to ascertain if the gamifi cation experience fi ts with the new experiences. 
Additionally, if their cognitive structures (also associated to Cognitive Load) have 
changed how do they accommodate these experiences. The entire pre/post assess-
ment experience falls within the constructivist learning constructs allowing partici-
pants to engage in activities which require higher level thinking but with designers/
assessment professionals having a clear understanding of how to apply gamifi cation 
to the knowledge building activities. Finally, since participants will try to assimilate 
all stimuli associated with the mechanics of gamifi cation into their existing schemas 
a pre/post assessment methodology provides designers/assessors with an answer as 
to “what do they require to succeed in this situation and if their existing knowledge 
schemas can suffi ciently address the question. The pre/post approach tells us from a 
constructivist perspective how participants will learn best and connect that process 
to the design and ultimate measurement of gamifi cation through the combination of 
prior and new knowledge Fig.     3.2 .

Assimilation of
Experience into Mind

Accommodation of the
Mind to New Experiences

Producing Progressively More
Stable Equilibrium States of
Adaptation

  Fig. 3.2    Development of understanding ( Source : J. Piaget & B. Inhelder, 1969)       
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3.11       Gamifi cation Performance Assessment Review (GPAR) 

 The fi nal stage in the assessment process is the Gamifi cation Performance 
Assessment Review (GPAR). We have explored various measures of assessment 
which have so far focused primarily on the player(s). There remains however a need 
to also assess the gamifi cation from a high-level so as to ascertain the effectiveness 
of gamifi cation as the chosen strategic tool to improve performance of targeted par-
ticipants. With the growing attention that gamifi cation has received there is also a 
need to ascertain their value proposition (i.e. the value gained by  customers/partici-
pants for using the product or service). Thus far gamifi cation is spreading like a 
wildfi re, perhaps to some extent without signifi cant controls. One only has to do a 
web search and look at the number of hits, new feeds and media events associated 
with the term. Few theories exist as to an appropriate proposition for a comprehen-
sive framework for evaluation and even fewer operationalized models to examine 
their causality. The considerable number of publications on the subject of gamifi ca-
tion though burgeoning only further propel the hype leaving detractors more suspect 
and requesting measurable evidence to support its largess. Taking a page from the 
proposed evaluation framework proposed by Mayer ( 2012 ) with some modifi ca-
tions we can ask the following questions of gamifi cation:

    1.     What are the requirements and design principles for a comprehensive meth-
odology for its evaluation?    

   2.     To what extent does gamifi cation contribute to learning in a real context?    
   3.     What are the factors/components in gamifi cation, which contribute to this 

learning?    
   4.     To what extent are the “learnings” purported by gamifi cation transferrable?     

  These are all valid questions, which a GPAR analysis akin to a performance audit 
may possibly answer. Core to the deconstruction of gamifi cation is the need to 
understand the conditions which make gamifi cation and acceptable intervention, the 
quality of the intervention, the population demographics, mediating variables and 
relevant background elements which attribute to the game-mechanics associated 
with design. A GPAR Analysis therefore requires the following, Fig.  3.3  refers:

     1.     Contextualization : gathering of data as it relates to the special features of gami-
fi cation, the environment within which it operates and the observations/assump-
tions which can be made when it is in action. For this contextualization of GPAR 
to take place there needs to be an underlying hypothesis which entails the design- 
orientation (artifacts), domain-orientation (the effectiveness of the use of gamifi -
cation, its complexity and dynamics) and the disciplinary-orientation (the culture, 
ethics, politics etc.).   

   2.     Operationalization : This event needs to occur both pre/post game. At the pre- 
game stage the review will examine such factors as demographics, prior experi-
ence with gamifi cation, attitudes towards game-play, pre-existing skills sets 
(game-play) and group/team characteristics so as to determine its effectiveness. 
In-game GPAR will examine player-performance, game-play as it relates to 
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effort, infl uence, power etc., and game experience, i.e. fl ow, immersion and 
p resence. Finally at the post-game stage GPAR will again review the game expe-
rience (was it fun/benefi cial), degree of player satisfaction, fi rst order learning 
(individual/participant and short-term in nature), second order learning (longer- 
term, group, knowledge reconstructions).   

   3.     Data Analysis : This is concerned with the analysis of data from the contextual-
ization and operationalized review to ascertain the degree of infl uence of gamifi -
cation and distinguish its impact. The analysis will test the overall effi cacy of 
gamifi cation within a group as well as comparatively across several groups.    

  GPAR is a necessary and fi nal element in the review process as it allows for a 
strategic view of gamifi cation which does not examine individual player perfor-
mance but examines the overall performance of the game allowing us to fi nd the 
infl uencing factors regarding the effi cacy of gamifi cation, improve the gamifi cation 
constructs for future designs and provide the requisite empirical data to better con-
vince/reinforce adoption Table  3.2    .

3.12       Framework Application Process Methodology 

 To ensure the success of the gamifi cation measurement framework an integrated 
process approach which brings together all the components must be illustrated i.e.

Conceptualization Operationalization

Data Analysis

1 . Data Gathering

2. Assess Effectiveness

3. Re-Engineer

3. Performance Review

GPAR

  Fig. 3.3    Game performance assessment review process       
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    1.     Play Assessment    
   2.     Gamifi cation Scorecard    
   3.     Pre-Post Knowledge Assessment    
   4.     Gamifi cation Performance Assessment review      

 To better understand the integration of the proposed framework, the following 
model is proposed to support implementation, Fig.  3.4 . At the initial stage, Play 
Assessment integrators of gamifi cation methodologies must engage in passive 
observation. The approach allows for ability to gauge and document specifi c reac-
tions/behaviours inherent with the Gamifi cation methodology and ascertain accep-
tance. At this stage it is also suggested that integrators keep some form of learning 
journal which clearly documents player performance. The second stage encom-
passes assessment of knowledge/skills (pre/post). As indicated earlier in the rele-

   Table 3.2    Likert scale ratings for gamifi cation assessment   

 Rating  Defi nition 

 5. Very Effective 
Performance 

 Player always attempting to utilize training/learning(s) and 
communicates learning(s) effectively with teammates 

 4. Effective performance  Player attempts most times to utilize training/learning(s) and 
communicates learning(s) effectively most times with teammates 

 3. Moderately Effective  Player begins to demonstrate communication of training/
learning(s) effectively with teammates 

 2. Weak Performance  Player rarely utilize training/learning(s) and communicates 
learning(s) effectively with teammates 

 1. Very Weak Performance  Player never utilizes training/learning(s) and communicates 
learning(s) effectively with teammates 

Observation

Degree of Knowledge
(Present)

Gap(s) in (Present)
Knowledge

Rank Performance

Reinforce 
Performance

Reward
Performance

Revise
Performance (Incentives)

Report

Reflect/Re-Group

Play Assessment Stage

Pre/Post Knowledge/Skill
Assessment Stage

Gamification
Scorecard

  Fig. 3.4    Gamifi cation measurement framework (Vers 1.0)       
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vant section this represents a discovery process and as such the aim is to understand 
the depth of knowledge/skill associated with task performance as well as the degree 
to which participants understand the knowledge they gain through the gamifi cation 
process.

   Thirdly, as data is gathered on participants the integrators need to develop a 
scorecard so as to rank performance eby individual/groups and further ascertain 
the degree of reinforcement as well as reward associated with same. Moreover, it 
is integral to the scorecard process that integrators assess prior reward criteria and 
revise accordingly in anticipation of new performance expectation. This ensures 
that the degree of motivation associated with the gamifi cation process does not 
become monotonous. Once the scorecard has been effectively developed they must 
now take time to refl ect on the data gathered and its results to ascertain impact 
and requisite retooling/re-engineering for the next instance of engagement or 
intervention. 

 Integrators need to bear in mind that the model describes is a developmental in 
nature and as such subject to modifi cations as it evolves. Given the momentum of 
the gamifi cation movement a revision of this model is inherent. However, despite 
the evolutionary nature of the concept the model can ascertain that adoption of each 
stage will provide an effective starting point to gauge the benefi ts of a gamifi ed 
universe within education and training.  

3.13    Conclusion and Final Thoughts 

 The opportunity to explore gamifi cation from a conceptual measurement frame-
work is essential to foster a better understanding of this phenomenon and allows for 
the development of a framework for assessment. While no empirical testing of these 
proposed measures articulated have yet been undertaken within a gamifi cation con-
text to effectively validate the measures proposed, the author believes that the 
approaches put forward bear validity given that they can all build on and integrate 
the underlying theories of Kirkpatrick, Kolb and Sweller in the overall assessment 
process. In fact an ideal situation will be to incorporate the work of these seminal 
theorists in the GPAR review to add a much richer evaluation audit that incorporates 
refl ection, cognition and knowledge transference. Furthermore, the context of 
assessing/measuring the performance of gamifi cation utilizing such a robust mea-
surement process (i.e. Play Assessment, GPAI, Pre/Post Assessment & GPAR) 
allows for a 360° feedback approach to measurement which covers gamifi cation at 
the player, knowledge, behavioural and strategic level, a much needed approach for 
validation. The approach is further supported by codifi cation and multiple observa-
tional foci to limit bias and provide multiple views as to the potential outcomes of 
measurement through robust statistical analysis. 

 What we know thus far is that gamifi cation is an emerging and rapidly grow-
ing trend. It may have in its short existence become an overused perhaps even 
abused term which makes some naysayers cringe at the thought of incentivized 
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learning with badges, rewards and other trinkets to support implementation. 
The undeniable fact is, we live in a digital age, with digital natives whose perception 
of learning far differs from those of us who may have been recipients of Kolb, 
Kirkpatrick and Sweller’s theoretical assessments in traditional brick based instruc-
tional environments. The reality is those days are long behind us and unlikely to 
return. As learning professionals we owe it to ourselves and our emergent class of 
digital natives to be receptive to new methodologies of learner engagement while 
sticking to our philosophy of ensuring the robustness and validity of the desired 
learning outcomes.     
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    Chapter 4   
 Implementing Game Design in Gamifi cation 

                Federico     Danelli        

4.1        Gamifi cation Miss the Game 

 Gamifi cation is about identifying structures and behavioral procedures in “games” 
(video-games, board-games, party-games… or even sports!) and replicate them in 
educational or working, to manage audience behavior. 

 The most popular use of Gamifi cation is within the Social/Marketing area, as 
standard solutions to increase audience engagement (Points/Badge/Leaderboard 
systems, or PBL). This solution boosts short-term engagement, but doesn’t have 
enough fl exibility to impact audience on long-term (for an in-depth overview see 
Gartner’s market research on gamifi cation Burke,  2012 ). 

 At the present time, gamifi cation is food for marketing: it is very unlikely that gami-
fi cation adopter is an excellence in game design. Actual gamifi cation is a mix of 
 web-based social strategies, not an high level application of game design (Burke,  2012 ). 

 Sometimes, marketing/social consultants think about gamifi cation as “ social use 
of gaming to create revenue ”, rather than exploitation of people’s interests. I’ve 
personally observed that marketing consultant don’t notice the subtle red line 
between gamifi cation and gaming. For example Rojo’s “Angry Birds” is seen as an 
example of gamifi cation (rather than gaming with different revenue structure). 

 In this dynamic background, it’s quite diffi cult to exploit the “game” hidden 
within gamifi cation, but this is of the utter importance. A confi dent knowledge 
about game design techniques and theories can make the difference between a stan-
dard solution and something innovative. 

        F.   Danelli      (*)    
    Milan,   Italy   
 e-mail: federico.danelli@gmail.com  
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 This chapter will describe a game theory framework for gamifi cation [based on 
the work of R. Caillois exposed in “Man, Play, Games” (Caillois,  1967 )] that is 
 useful to properly approach the game designing aspect in gamifi cation. Some alter-
native game theories follows to give you different options to assess gamifi cation 
solutions and strategies. 

 With the knowledge taken in this chapter, you will be able to make your own 
assessment on gamifi cation project, to fi nd possible issues and to exploit its limits. 
Without some design perspective, gamifi cation offers no more than a standard array 
of solutions: used with game design, it gives you a path to achieve a wider objec-
tives’ pool and to deeply infl uence audience’s behavior. 

 At the end of the chapter you will fi nd a self-assessment test, intended to help 
you during the development of any gamifi cation project. The test allows you to 
compare your expectations with the strategies you are deploying. 

 There are three preliminary key points to frame the gamifi cation phenomena: 
gamifi cation and web, gamifi cation and serious game and direct and indirect 
gamifi cation.  

4.2    Gamifi cation is not a Web-based Strategy 

 We know gamifi cation mostly for its web applications. But, also if video-games and 
social technologies have a big importance in our lives, that has nothing to do with 
the inner structure of gamifi cation itself. 

 Gamifi cation, usually, is also applied in real-world: to collect points from cereal 
boxes or fl y-miles (point collection), to be the fi rst in line for buying a new high tech 
product (competition and social visibility), to get on the fl y a home-run ball (suc-
cessful use of skills). All those activities involve gamifi cation layers. 

 Regardless of this evidences, actual gamifi cation is intended as a web-based 
strategy (Burke,  2012 ). The size and detail of available analytics in web environ-
ment leads to the mistake of thinking gamifi cation works  only  for short engagement 
on the Internet. Instead, that is the fi eld in which gamifi cation was recognized, but 
it’s not its birthplace. Gamifi cation allows to engage players without a computer 
(badge for “employer of the month” used in fast-food company) even for a long time 
(shopping point collection and fi delity cards) in various everyday activities.  

4.3    Gamifi cation Differs from Serious and Training Game 

 There are some misunderstandings related to Gamifi cation and Serious ( or Training ) 
 Game . They are different: gamifi cation is meant to be under the surface (using game 
techniques outside game), while a serious game is a simulation to test players’ skills 
and behaviors. 
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 Despite of the fact that both may appear as “games”, they require different skills 
to be successfully designed. Serious games need technical skills (if you create a fl y 
simulator, you have to know aircraft) and doesn’t have to be  fun . Gamifi cation 
instead requires game design skill and relies deeply on  fun factor  to engage players. 

 There are many shades of gray between this black and white taxonomy. For 
example, Jane McGonigal (McGonigal,  2011 ) means “gamifi cation” as use of funny 
and stand-alone game to teach positive behaviors toward society, environment 
or themselves. In fact, she mix different feature from both to defi ne a kind of 
 game- based social training. 

 From a wider point of view: if Serious Game Design is a simulation, than gami-
fi cation is a branch of Social Design that specifi cally use game design strategies 
(instead of behavioral and neurolinguistic studies) to impact on people.  

4.4    Direct and Indirect Gamifi cation 

 Another distinction has to be done about Gamifi cation: Direct and Indirect gamifi -
cation. This is a new defi nition, unknown to Caillois, useful to distinguish  pure 
games designed to achieve business objectives  from  activities empowered by a gam-
ifi cation layer . 

 In the fi rst case you have something that is fully a game (note that’s not a Serious 
Game: it doesn’t have to had training purposes). A Direct Gamifi cation takes form 
of classical game, like a mahjong, re-branded to improve on-line presence [Blue 
Dog “ StartQ8 Mahjong ”, ( 2011 )]. Another, more subtle form of direct gamifi cation 
is a game designed to achieve practical results during play [Univ. of Washington 
“ Fold It ”, ( 2007 )]. Indirect Gamifi cation instead refers to activities improved by 
game- based motivational design: funneling, competition, cooperation and so on. 
Many examples of indirect gamifi cation are presented on other chapters of the book. 

 You have to choose an approach consistent with your target and objectives. Direct 
and indirect gamifi cation either require game design skill: a direct gamifi cation solu-
tions needs a stronger game-design to create a full stand-alone game that fi t your 
needs. An indirect gamifi cation solution is instead tailored on an existing task you 
have to improve: here you need game-design skill to properly choose a game fi tted 
on goals. Choosing the wrong game may slow down, or even stop, your process.  

4.5    Caillois’ Theory and the Drivers of Engagement 

 The theory behind a good game design is very important. There is nothing so practi-
cal as a good theory. Roger Caillois (1913–1978) is the elder of ludologist. His 
theory, grounded on psychological and sociological background, offers a full array 
of drivers to engage players based on behavioral evidence. Its approach is useful for 
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gamifi cation because it’s focused on  engagement , rather than inner structures of 
gaming. Caillois’ theory classify games 1  by four primary drivers resulting in four 
kinds of experience that you can achieve while playing.

•     Agon , (or  competition ). Easy to understand, it’s about competition (against oth-
ers, themselves, or game itself—like a solitaire).  

•    Alea  (or  chance ). It’s about uncertain and chance. Anytime you make a bet or 
forecast (Blackjack, Texas Hold’Em) you’re in Alea fi eld.  

•    Mimesis  (or  mimicry ). Also found in theaters or movies, this driver is about to 
feel emotion and sensation or to act fi ctionally in a fi ctional world.  

•    Ilinx  (or  vertigo ). A state of altered perception, a roller coaster or a bungee- 
jumping is examples of Ilinx-based games. They are about a different perception 
of the world, usually connected with loss of control.    

 This classifi cation applies to any experience we feel as “fun”. The game environ-
ment, sum of the game structure and engagement driver used, can push any player 
to a different behavior.  

4.6    Custom Engagement 

 Men react to situation using a combination of instinct, unconscious and logic rea-
soning (Wilson,  2002 ). Games follow the same rule: any game environment stimu-
late player to get their reactions. As guideline, any driver is attuned to a specifi c 
response in player’s behaviors.

•     Competition  and  cooperation  is made by  Agon . It’s easy to foster a competi-
tion, while to achieve cooperation you need to to split your audience in teams. 
This kind of engagement is pretty common (eBay or Kickstarter have similar 
gamifi cation layers).  

•    Expectation about future  and  intellectual fulfi llment  are products of an  Alea - 
based  game experience. Self-fulfi llment is powerful, and it drives to a strong and 
long-term engagement (addicted gambler is caught in this). Self-fulfi llment also 
is used (or  should be ) as driver in learning and education.  

•    New feelings  or a  cathartic experience  is made by  Mimesis . Movies and the-
aters are good examples. Few times Mimesis is a primary target for gamifi cation, 
while it’s very important in storytelling (marketing and viral campaign) and 
communication.  

•    Strong emotions  and  lose of control  are connected with  Ilinx . This driver allows 
a very deep connection with the game experience. As side effect, this driver 
requires an existing engagement to properly work.     

1   Caillois means, with “games”, more than what we usually do. Anything beyond primary survival 
needs is a “game”: dancing, performing arts, running… even assuming recreational drugs! 
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4.7    Mixed-up Experiences 

 Any good framework that operates on human product of intellect cannot mark heavy 
boundaries: human activities are smooth and can connect with each other in surpris-
ingly ways. Any theory about product of intellect (like games) has to be somehow 
fl exible. 

 In games, you can mix engagement drivers. As Caillois himself already pointed 
out, any “game” is a mix of drivers (Caillois,  1967 ). Even more important: players 
may shift between drivers during the  same  game,  regardless  of game itself. You 
can’t force a player to have fun somehow: you can only  suggest  how to do that. You 
cannot completely control players: they always have a chance to drive the game 
they’re playing with. Here follows some examples.

•    An addicted gambler can shift  from   Alea   to   Ilinx  making a huge bet (or directly 
playing a Russian Roulette). When your life depends on a single dice or card, 
you experience a state of Ilinx apart from Alea.  

•    Agon  games can  became   Alea  games. This happens when competition is at 
highest level, and little details make big differences (Olympic sport equipment 
management, or hardcore video gamers playing in a fraction of second).  

•   Many  Mimetic  experience often  involves   Agon . Role-playing games (Skyrim or 
Dungeons & Dragons) are good examples. Competition is a natural behavior in 
men: so it’s usual to has this involved in many fi ctional situations.    

 This shifting, anyway, may be used from any driver to everyone else. So, a pre-
liminary good advice is to try supporting a wide array of experiences.  

4.8    Paidia Against Ludus 

 The four driver of engagement are not enough to classify games. In Caillois there is 
a complementary axis, connecting the four drivers. This axis goes from  Paidia  to 
 Ludus . They are, respectively:  behavioral games  created by attitude, with implicit 
or no rules;  fully organized games  with precise rules and strict boundaries. For 
example, dancing is a Paidia game, while chess is a good example of Ludus. 

 In Gamifi cation, this axis is lesser useful to categorize games. Usually, you need 
to engage players in a specifi c experience: this means you need a Ludus. On the 
other side if you need something highly viral, if you need to add a gamifi cation lay-
ers on an everyday activities, you need a Paidia. A Paidia activities may be, for 
example, a “fl ash mob” or a “meme”: it allows to you to engage players fast, and it’s 
extremely useful for brand management and marketing. On the other side, Paidia 
have a weaker grasp on player’s experience if compared to Ludus.  
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4.9    Field Applications 

 The procedure to correctly use a theoretical framework is always the same (for 
either Caillois’ theory and all those follow), and it’s very similar to any other assess-
ment analisys. First, identify your needs. Then, fi nd a way to fulfi ll them using 
driver of engagement. Finally, try your solution to monitor its effectiveness and 
eventually empower it. 

 Caillois’ theory fi nd its best application in high level assessment. You may need 
an innovative game structures, or a multi-games campaign, or an alternate reality 
campaign, or to change player’s behavior. 

 Using Caillois approach from draft allows you to effectively manage results and 
side effects of the game. Caillois’ articulate framework allows you to take an overall 
picture on a complex game experience. 

 It’s anyway less useful when you already have a good game and simply need to 
marginally fi x it, or in comparing different games those involve player the same way.  

4.10    Actual Gamifi cation in Caillois’ Framework 

 Supported by Caillois’ theory, we can analyze actual gamifi cation. As fi rst state-
ment, gamifi cation today hasn’t chased all the path to engagement (Burke,  2012 ). 

 Gamifi cation actual solutions may be summarized as follows: gamifi cation on 
social media (strongly Agon-based with a PBL strategy); recruitment and HR train-
ing that use Mimesis (mostly as serious and training game); on-line trading uses 
Alea while there are no evidence of Ilinx-based gamifi cation case. 

  Alternate Reality Campaign  deserves a separate quoting: it is an uprising form 
of gamifi cation that strongly connect mimicry and competition. Those are usually 
big cross-medial, free to play campaign with some marketing target. From “The 
Beast” campaign by Microsoft for Spielberg “A.I” release in 2001 to the “Why So 
Serious” campaign by 42 Entertainment for Warner Bros “The Dark Knight” in 
 2007 , an alternate reality campaign usually takes place in real world, where you have 
to compete or cooperate with other players to fi nd clues, rewards and informations.  

4.11    Alternative Frameworks 

 It’s possible to use a wide arrays of game theory to assess games, exactly like differ-
ent games may conduct to a similar engagement. Here follows some alternative 
game theories. An alternate theory still requires some level of game-design skills. 

 The theories described below offer different framework to assess games, but the 
process to apply them is the same. You have to determine what do you want from 
players, fi nd out how to empower that, and then applying and appropriate game 
structure. Finally, to fi nd out appropriate application fi eld to any theory see last 
paragraph under any section.  
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4.12    8 Kinds of Fun 

 This framework is based upon feelings perceived by player. From this point of view, 
it’s very similar to Caillois’ theory. Instead of four drivers, according to Marc 
LeBlanc lectures at Northwestern University (LeBlanc,  2004 ), there are eight pos-
sible kinds of fun. 

 This framework is more specifi c than Caillois’ one, but it classify both  feelings 
involved  in players, and  ways to express  those feeling without distinction. Those 
eight kinds of fun are:

•     Sensation —games engage your target senses directly. Consider the audio and 
video “eye candy” of video games; or the physical movement involved in playing 
sports, or the feelings of wood and weight of a chess piece.  

•    Fantasy —games can provide a make-believe world, that is somehow more inter-
esting than the real world.  

•    Narrative —games can involve stories (embedded by designers, or emergent 
created through player action) that can engage players even better than a book, or 
a movie.  

•    Challenge —some games derive their fun largely from the thrill of competition: 
with others, with themselves, with the game itself.  

•    Fellowship —in many games with a high social component, the social interac-
tion (with family, friends or on line) in a strong motivator to keep playing.  

•    Discovery —many games rely on the sense of wonder connected to fi nd out 
something new, as in in adventure and role-playing video games.  

•    Expression —the possibility to express yourself through game play, like in Rpg 
game or even in open-world video games like “The Sims” or “Fable”.  

•    Submission —many games allow to build game interaction as an ongoing hobby, 
rather than an isolated event (a single play). Usually applied in  tournament  (Magic: 
the Gathering) or  guild  format (World of Warcraft), or even simply ritualized play 
of games at a weekly meeting. This last point, in fact, is lacking in Caillois while 
can be useful to improve your solutions simply changing its fruition by player.    

 LeBlanc’s theory is particularly useful to frame relationship between players, 
and it’s appropriate to assessment on a specifi c game or game experience. If you 
fi nd a good game has some little issues you can’t identify through Caillois’ 
Framework, the 8 Kind of Fun provide a fair alternative sight over the game. This 
framework doesn’t work well on narrow analysis, when specifi cally evaluate play-
er’s contribution and its engagement: accordingly to LeBlanc, some actions involves 
fun (like  Expression ), while for Caillois those need underneath driver to create fun.  

4.13    4 Keys for fun 

 Another framework developed by Nicole Lazzaro of XeoDesign (Lazzaro,  2004 ) 
offers easy-to-use guidelines, but lacks of distinctions and details enough to be 
really useful is assessing your gamifi cation activities. It is anyway interesting 
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because focus on social engagement as a driver for participation itself (something 
Caillois don’t analyze properly). The four keys for fun are:

•     Hard Fun —the attractiveness of go through hard obstacle and diffi cult task. The 
player play for the satisfaction of winning, against the game or other players.  

•    Easy Fun —maintains focus with player attention rather than a winning condi-
tion. Usually obtained by immersion in a game ambient perceived like “living”, 
and typical of many-options game, role playing games etc.  

•    Altered State —it used the feeling a player perceive when play, and focus on 
emotions. Having some easy time, clearing your mind, avoid boredom… all 
those are examples of using this key. This is far more wider than the Ilinx Caillois 
described, because include  mimesis  elements.  

•    People Factor —game is often social, and this factor is anything related to other 
people: teamwork, spending time with friend and any kind of possible social 
interaction is related to this key (except competition—see “Hard Fun” above).    

 This framework advantages in having four key to assess games, but it doesn’t 
make difference between different game sharing the same engagement pattern. For 
example, if you want a game that involves  people factor and altered state by an easy 
fun environment , “Ruzzle” and “Sims—Social” and “Candy Crush” fi t description, 
but they are very different games. 

 This framework is useful for demonstration purpose and academic introduction, 
or to have another viewpoint upon a game or a strategy. It can be less useful if you 
have to design starting from sketch. Generally speaking, it is a lesser precise tran-
scription of Caillois’ framework.  

4.14    Color Theory 

 The Color Theory (Ninoles,  2002 ) differs from framework above because it’s sim-
pler (three roots to categorize games), but even more accurate. It was develop with 
a focus on role-playing games (those are mimicry-based games), but it works also 
as a general framework. This theory focus on the  inner structure  of the game. 

 It considers a game as an output of three basic element (each named like an RGB 
color). You can assign a value to any component, resulting in a different  Color  for 
any different game. Needless to say, this is a pure comparative theory, but it’s very 
accurate. If you need to create an high density comparative table, there is nothing 
better. The three color component are:

•     Red  for  coherence : inner consistency of the system in relationship with setting. 
The more the system is consistent, brighter will be the red. Many of the most 
recent video games have an high red component, but also hide and seek rules fi t 
perfectly with its setting and goals.  
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•    Green  for  easiness  and  simplicity , related specifi cally to learning curve. The 
lower learning curve of an easier game will result in a more intense green com-
ponent. This will not take in consideration engagement on a long period: chess 
has an intense green component cause to their low learning curve, not because of 
their long-term engagement.  

•    Blue  for  realism , which means consistency of the game with reality. The more 
the game represent reality as it is, the more vivid will be the blue. Chess, for 
example, have a low blue component. A training role-playing game has an higher 
blue component.    

 RGB theory is a simple way to compare games: composing the colors will create 
a mapping (this includes secondary color, like yellow, made by high green and high 
with red with low blue). This mapping is perfect to create an overview upon a gam-
ing company offer, or over an alternate reality campaign. It will fi t specifi cally in 
video-games industry, where you have to position your game in an free spot, and not 
to innovate game’s structure. 

 The major issue with this framework is about long term engagement. Apart from 
 green , this framework has no temporal reference, so it makes diffi cult to predict 
engagement during time.  

4.15    Usefulness of a Game Design Theory 

 Gamifi cation is the business-committed side of gaming. But it still remains gaming. 
Players approach your gamifi cation solution with a “game attitude” (meaning by 
that: they’re looking for fun). You have to play-tests, to prevent abusing the game, 
to analyze learning curve, to forecast engagement. You still need an array of skill in 
game design to successfully manage all these operations. 

 Anyway, this chapter wasn’t about providing some specialty skills in game 
design. My target was giving enough knowledge to understand the chooses behind 
a gamifi cation strategy. 

 As already said, there is no right or wrong in gaming: there is also  fi t  and  unfi t . 
Also if you still need a game design advisor to properly set game features (length, 
diffi culty, levels, rewards and so on), you should be able now to see the bigger pic-
ture: how gamifi cation impact on user’s experience, how it shifts brand perception, 
how it changes behavioral pattern. 

 Do not self-constrain yourselves: gamifi cation above all is an opportunity to 
change processes and companies from within. There is literally tons of unexplored 
application: try to improve market share, to increase productivity, to get more 
streamlined process… Sky is the limit!  
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4.16    Self-Assessment Test 

 Here below there is a quick self-assessment test about gamifi cation. It’s designed to 
assess expectation in relationship with actual design, and it’s based upon Caillois’ 
framework. 

 It’s a mix from different test, mainly from “Education & Leadership Toolkit” by 
US National School Board Association. The itself test is a derivation from a Q-test 
methodology, matched with an evaluation grid taken from behavioral test (Cohen, 
Swerdlik, & Smith,  1992 ). 

 This test measures  indirectly  your competence with a criterion references, allow-
ing a  quantitative  measure of a  qualitative  discrepancies between your goal and 
your design. 

4.16.1    Table Result 

 After completing the test (it can be a good idea to distribute them between team-
work, to check different concept visions), simply check any answers you choose in 
the table below. An answer count as “+1”. Sum separately cells by white back-
ground (Target) and by gray background (Game). 

 The test will give you eight numeric key (four  Target  value and four  Game  value): 
you have to deduct any Target value from corresponding Game value. 

 A negative numbers represent a goal not fully supported by design. A positive 
number indicates a design choice oversizes your goal. 

 A balanced game should have a zero discrepancies (also if it’s unlikely, a ±1 is 
acceptable): bigger the number, bigger the discrepancy. The maximum difference 
can be up to ±6, but you will face design troubles if there is a difference of ±3 or 
higher.

 Self Assessment Test—Result Table  Target  Game 

 Agon  A2  B2  C3  D1  E2  F1  G4  H2  I2  J1  K4  L1 

 Alea  A4  B2  C2  D1  E2  F2  G1  H4  I2  J1  K3  L3 
 Mimesis  A3  B1  C4  D2  E1  F3  G2  H1  I1  J3  K2  L3 
 Ilinx  A5  B2  C1  D2  E1  F1  G3  H3  I1  J4  K1  L2 
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4.16.2       Self Assessment Test 

4.16.2.1    Gaming Approach and Objectives 

    Answer to all question marking a single answers  

   A.     Why someone should play your game ?

   1.    It has a good graphic   
  2.    It’s very funny   
  3.    It’s realistic   
  4.    Any play differs from another   
  5.    It’s very engaging and addictive    

      B.     Is the game settled in a fi ctional world ?

   1.    Yes   
  2.    No    

      C.     How much a single play should last ?

   1.    Few minutes   
  2.    No more than half an hour   
  3.    Al least an hour   
  4.    More time    

      D.     How do players should play your game ?

   1.    Strictly following the rules   
  2.    Freely as they feel, what’s important is the message I want to deliver    

      E.     The mechanics of the game are original ,  or inspired by something existing ?

   1.    Original   
  2.    Inspired from existing games    

      F.     What is the lifespan you think your game will have ?

   1.    Short period (days)   
  2.    Medium Period (weeks)   
  3.    Long Period (years)    

      G.     Could a single play be interrupted ,  and fi nished later ?

   1.    Any play can be stopped and fi nished later   
  2.    If you interrupt the game you lose your progress and have to restart   
  3.    The game is real-time based   
  4.    It’s not relevant    
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      H.     How many times an  “ average ”  player should try your game to fully com-
plete it  ( also :  how many lives you need to complete the game )?

   1.    A single one   
  2.    Around a dozen or two   
  3.    Many times   
  4.    Countless: some players will never fi nish it    

      I.     It is possible to  “ cheat “ in your game ?  Here we mean to abuse the rules ,  not 
to crack the system  ( that ’ s up to IT men to avoid that )

   1.    Yes   
  2.    No    

      J.     Have you prepared a data collecting form ,  for analytics ?

   1.    It is integrated in the game   
  2.    It is based upon voluntary feedback from players   
  3.    No at all   
  4.    No because the game doesn’t involve business valuable information    

      K.     How much play testing have you done  ( or have you scheduled to do )?

   1.    None at all   
  2.    Few days with inner designers and corporate workers   
  3.    Few days with selected audience   
  4.    Many days, with wide audience    

      L.     Do you want that social sharing achievement is one of game ’ s focus ?

   1.    Yes   
  2.    No   
  3.    Maybe    

    Go back to Result Table and check your result               
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    Chapter 5   
 Applied Behavioral Economics: 
A Game Designer’s Perspective 

 Investigating the Gamifi cation of Modern Games 
and How Similar Techniques Can be Leveraged 
in Non- Game Environments       

       Charles     Butler    

5.1            Introduction: A Game Designer’s Perspective 

 From the outset, the reader should bear in mind that this paper is written from the 
perspective of someone who has spent time in the video game industry as a game 
designer, among other capacities, dealing with many of these issues on a day-to-day 
basis. Many of the included examples, anecdotes, and assumptions are based on that 
experience and are intended to describe one perception of the current state of the 
industry and how it relates to potential best practices. 

5.1.1    A Different Set of Goals 

 It seems quite common these days to enter into an engaging discussion over the 
merits of gamifi cation (or more likely, the lack thereof). The participants of these 
discussions seem to often be professionals who are in a business-oriented role 
in their respective companies. These individuals typically want to fi nd a way 
to improve some aspect of their company’s business. Occasionally, educators and 
academics will be lured into the fray, hoping, in a similar fashion, to either 
improve various things or to evaluate to what extent such improvement is possible. 

        C.   Butler      (*) 
  The Norwegian School of Information Technology , 
  Schweigaardsgate 14, 0185 ,  Oslo ,  Norway   
 e-mail: charlesabutler@gmail.com  
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Customers occasionally stumble into these discussions as well, though they tend to 
have an understandably negative view of what they perceive as malicious manipula-
tion. These conversations often originate from (or occur in response to) talks or 
articles about (or by) companies utilizing (and sometimes selling) gamifi cation ser-
vices. This is understandable enough because who better to talk about gamifi cation 
than people who deal with it on a daily basis? 

 The various types of participants all have quite valid and worthwhile viewpoints 
and can certainly contribute positively to the collective conversation, but strangely, 
the voices that seem to be missing are the traditional game designers. One might 
think that game designers would be on the forefront of any discussion concerning 
bringing game mechanics into real-world situations, but they seem to have a reac-
tion similar to that of the players, often fi nding the attempts at behavior manipula-
tion extremely distasteful. This distaste sometimes goes as far as considering some 
gamifi cation techniques to be professionally irresponsible or even unethical. 

 While the video game industry may be young compared to many others, there are 
still multiple decades of history and tradition that inevitably shape the design ten-
dencies of today’s game designers. Though the more common trends could surely 
benefi t from an outside infl uence, there are also a great many lessons and a collec-
tive wealth of knowledge that traditional game designers could bring to any attempt 
at gamifi cation. However, these attempts at gamifying business or education are 
typically designed and implemented from the perspective of the businessman or the 
academic. These practitioners come to the world of game mechanics because they 
see the power that games wield over their respective players, and the gamifi ers 
endeavor to bring some of that power into other aspects of life.  

5.1.2    An Entertainment Focus 

 Seemingly unique among those interested in gamifi cation, a traditional game 
designer’s primary goal is typically the entertainment of the customer. The designer 
must take certain business-oriented aspects into consideration as well, such as mar-
ketability and accessibility. However, designing a great product is a game designer’s 
primary method of contributing to a company’s success. The standard (and seem-
ingly logical) rationale is that a better game sells more copies, and even though 
other factors are also in play (marketing budget, for example), a correlation between 
game quality and sales does exist (at least as measured by the meta-review site 
MetaCritic’s scores). 

 The point of this distinction is to highlight the concept that a game designer is 
primarily interested in creating a positive (or at least entertaining) experience for the 
player, while seemingly everyone else who might want to leverage the power of 
game mechanics has ulterior motives. Therefore, the game designer is best equipped 
to consider things from the perspective of the player and is best able to to shape the 
mechanics to both elicit the desired outcome and to ensure that doing so provides 
the best possible experience for the user.   
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5.2    Gamifi cation 

5.2.1    The Gamifi cation of Games 

5.2.1.1    Aren’t They Games Already? 

 While much has been written recently about the advent of gamifi cation, it is inter-
esting that this advent was largely brought on by the wave of success experienced 
by social game companies, such as Zynga. Previous successes in the video game 
industry didn’t bring this sort of interest to game mechanics, so why now? The 
gamifi cation of games was really the lightning rod for all of the attention, but how 
can you gamify a game? Wasn’t it already a game to begin with? 

 There were certainly gamifi cation attempts long before the recent wave of social 
games (frequent fl yer miles, for example), but this new breed of games brought 
about a change in paradigm that radically altered the way both games and gamifi ca-
tion are designed and implemented. 

   Formalization 

 First was the notion that there really can be a formula for success. Traditionally, 
when one would talk of design rules or best practices, it always seemed implicit that 
such things were relatively general guidelines that one should thoughtfully consider 
based on the context at hand. These things seemed more like objectives to pursue (or 
avoid) than a literal blueprint for success. However, with the advent of social games 
and the meteoric rise in popularity of titles such as Farmville, the idea that there 
could be a dominant strategy seemed to take hold in the game industry. Scores of 
imitators began development on their own versions of the most popular social 
games, attempting to leverage what were perceived as the secrets to success. 

 Of course, very few games can actually rise to the top of the charts, practically by 
defi nition, but the idea that there are certain mechanics which can repeatedly elicit 
specifi c (and sometimes unintuitive or even irrational) behavior is likely closer to the 
truth than most players would like to think. The industry powerhouses have begun 
leveraging the expertise of different professions (utilizing mathematicians, statisti-
cians, behavioral economists and psychologists, etc.) in an attempt to better defi ne 
what does and doesn’t work. By highlighting principles that have been shown to 
work in other contexts, game developers are able to create and rigorously test in- 
game implementations to fi nd functional correlates to their real-world counterparts. 

 The (publicly) unstated goal of this is a formalization of certain designs or 
mechanics that can be used repeatedly, across multiple implementations and con-
texts, while retaining its effectiveness. This is incredibly desirable for a large game 
publisher, as it would effectively be a trade secret that would allow for more effective 
game development with considerably less risk. However, this is obviously compli-
cated by the fact that these designs and mechanics are public (at least to some degree) 
because players interact with the products. This opens any game studio up to having 
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their designs quickly and ruthlessly copied. Any formalization that hopes to avoid 
this is likely to be a meta-formalization, guiding the design at a high level (defi ning 
the general principles to be used) instead of directing specifi c implementations (spec-
ifying how to use those principles). While formalization at the tactical level seems to 
result from the various cloning attempts common to the game industry, formalization 
at the strategic level is likely the true benefi t gained from gamifi cation.  

   Optimization 

 Of course, even the best strategic vision can be undone by faulty implementation. 
One reason that cloning the details within other games isn’t likely to be a highly 
successful long-term strategy is that the gestalt of a successful game is quite fragile, 
and even minor changes can have a dramatic effect on the experience. While a cer-
tain mechanic might be wonderfully effective in one game, reproducing the 
mechanic in another game might give signifi cantly different results (even if the 
cloning attempt encompasses the entire game). 

 Because the effectiveness of any portion of a game is so specifi c to the individual 
implementation, optimization can be incredibly important to a game’s success. Of 
course, video games, being software products, typically undergo extensive testing, 
covering a variety of different areas (testing for bugs, fun, usability, etc.). However, 
the rise of online, web-based games brought to the game industry (popularizing, if 
not introducing) a philosophy of testing methods from online marketing, most nota-
bly characterized by split-testing. In a split-testing scenario, two groups of players 
would play slightly different versions of the same game while the developers tracked 
whichever metrics were intended for optimization. A common example (applicable 
both in games and elsewhere) would be altering the pricing of an item and tracking 
which price level generates the most revenue. 

 This concept could take much of the guess-work or intuition out of game design. 
Instead of arguing over which design decision to make, a team could simply split- 
test the options and retain the one that produced the best results. With the most 
popular social games reaching tens of millions of users, the potential (and the poten-
tial benefi t) for split-testing was immense. A large number of tests could be run 
simultaneously, evaluating a massive number of options and keeping only the top 
performers. The overall effect of fi ne-tuning practically every part of a game could 
have a dramatic effect on its profi tability. 

 This very data-driven approach almost unquestionably produces results, though 
there are a number of downsides or counter-arguments. First and foremost is that 
these tactics need to be guided by an effective strategic vision. Mass split-testing can 
enable incredibly effective optimization, but knowing what to optimize for isn’t 
always obvious. For example, optimizing for user acquisition or virality before a 
game is effective at retaining or monetizing its users could lead to unsustainable oper-
ating costs and churning, unprofi tably, through the users in the game’s target market. 

 An additional criticism of optimization-based development is that split-testing 
only allows the developers to fi nd local maximums. In other words, it can help your 
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team do what it’s doing as effectively as possible, but it won’t tell you if you’re 
doing the right thing. Split-testing helps a team refi ne the details, but the high-level 
decisions remain in the hands of the developers.   

5.2.1.2    Games as a Lens 

   Transparency 

 Even if the goal isn’t to create a profi table video game company, examining games 
can still prove to be a very valuable learning experience. This can be true even if the 
goals have nothing to do with games at all. Games provide a lens through which one 
can examine user behavior in a vast array of environments, engaging with countless 
mechanics, and modifi ed by a multitude of variables. The problem rarely involves a 
lack of information. Problems more often arise with the interpretation and subse-
quent action taken (or not taken). These diffi culties often stem from the incredible 
amount of information at hand. 

 However, it’s one thing to go diving through millions of lines of your own data 
to reach a conclusion about user behavior, but trying to come to the same conclusion 
when the project generating the data isn’t your own (and may well be a competitor) 
is a very different problem. Luckily, when the project in question is a game, we have 
a great deal of information exposed to us. Anyone who wants to learn how games 
work has but to play, test, and analyze everything that the game exposes to its play-
ers. This may not be complete information, as the reasons and motivations behind 
certain decisions may not be readily apparent, but it is fairly straightforward to 
analyze what has been done and (to some degree) the effects of these decisions. We 
can look at various implementations of a similar mechanic, attempting to decipher 
the factors and contexts that led to success (or the lack thereof). We can also look at 
the evolution of mechanics over time, often within the same company’s purview. It 
is even possible to track how a certain feature or mechanic changes over time within 
a single game, allowing us some degree of insight as to the effectiveness of various 
changes and the internal motivations of the development team. Few situations offer 
the chance to so easily gain this level of insight from other products on the market 
(especially without the consent, or even the knowledge, of the product owners).  

   Observing “Unfi ltered” Behavior 

 One benefi t of using games as a method of research is in the prevention of the inter-
ference by the experiment itself. Studying human behavior without inadvertently 
affecting the behavior of those humans being studied can be diffi cult to avoid at 
times, but by using a game as an intermediary, this becomes less of an issue. This is 
especially true if using a commercially available game (ideally in cooperation with 
its developers). In this way, players who are already playing the game of their own 
accord could potentially be tracked and studied. In a real-life context, there are 
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innumerable social conventions that govern people’s behavior to a very large extent, 
and while some of those tendencies likely map to in-game behavior, stepping out of 
reality removes a layer of potential interference. This can allow us to see behavior 
without many of the fi lters that subtly alter our behavior on a near-continuous basis. 

 An additional benefi t is that games aren’t necessarily encumbered by the same 
expectations (from the player’s perspective) that are present in a reality-based con-
text. In a real-world experiment, participants may not be aware of the specifi c nature 
of the study, but they may still be somewhat guarded or inauthentic due to the par-
ticipation. This behavior may be further exacerbated if they are placed in an unusual 
situation or required to perform an unfamiliar task. However, within the bounds of 
a game, unusual situations and unfamiliar tasks are almost expected. Video games 
are so varied in their contexts and mechanics that players wouldn’t be as likely to 
unnaturally alter their behavior just because of the uniqueness of the experience. 
However, it should be noted that caution is required when questioning players 
directly on how much they enjoyed the experience or their perceived quality of the 
game. Inquiries of this type can be among the most diffi cult questions for players to 
answer objectively, making it far more reliable to establish behavior-based metrics 
that can be objectively measured as the player interacts with the game (tracking the 
length of a play session, for example).    

5.2.2    Bringing These Lessons into Non-Game Environments 

5.2.2.1    The Customer as a Player 

 It might be diffi cult at times to equate certain business objectives with game mechan-
ics, and it can even feel uncomfortable or unpleasant to think of your customer as a 
player, especially when that subject is an internal customer, such as your employees, 
co-workers, or even your supervisor/manager. Each situation is different and should 
be considered within its own context, so the designer of a gamifi cation mechanic 
must decide how transparent the implementation should be. In other words, they 
must decide how much information about the mechanic should be exposed to the 
user. For a forum user who earns a higher post-count by participating, it may not 
matter that the intent behind the post-counting mechanic is to encourage forum 
users to post more frequently, thereby increasing the amount of content that is gen-
erated for free (and if the forum users were informed of this, it would be unlikely to 
change their behavior substantially). On the other hand, consider the potential fall-
out if a manager informed the staff that the purpose of their company’s Employee of 
the Month program was to incite artifi cial competition thereby causing employees 
to expend more effort and work longer hours without costing the department more 
than a wooden plaque once per month. 

 In truth, certain implementations of the mechanics discussed here could be 
seen as manipulative or even coercive, and depending on the nature of the business, 
ethical concerns could come into play. It is beyond the scope of this paper to discuss 
the issues of user perception and ethics at a useful depth, but as with any business 
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decision, it is important to consider the potential consequences (both direct and 
indirect). Consider also that individual perspectives can also paint gamifi cation 
attempts in either a positive or negative light, regardless of the intent of the designer. 
In the Employee of the Month example above, a more humane (or tactful) manager 
could also truthfully say that the award allows for the recognition and reward of 
excellent employees and that such recognition is likely to lead to other rewards such 
as increases in pay and promotions.  

5.2.2.2    The Risk of the Gamifi ed Workplace 

 The potential human cost (in morale, productivity, turnover, etc.) can make internal 
gamifi cation attempts a risky proposition. This is a very different environment from 
a game with millions of players where the developers often accept the risk of run-
ning tests that could potentially decrease the quality of the experience for some 
percentage of their player-base in order to fi nd the better of two options. Though, 
luckily, it isn’t necessary to split-test across the entire game population. To go even 
further, it is often the case that a change which makes the game worse for the vast 
majority of its players can still be seen as “positive” (from the perspective of the 
developer) if it increases the game’s profi tability. This situation is not at all rare in 
free-to-play games where majority of a game’s revenue might come from a very 
small percentage of its player-base. 

 In addition to the potential human costs, there are also the practicalities of hiring 
that must be considered. In a game with a realistic target market of tens of millions 
of players, effectively “burning” (ruining the game for them, causing them to quit) a 
few thousand users might be an acceptable loss if the result is the further optimiza-
tion of mechanics that affect the rest of the player-base. Essentially, if the cost of 
acquiring a similar number of users is less than the expected profi t from the optimi-
zation, then it is a worthwhile loss. However, when considering the workplace, 
where the target market is the population of people qualifi ed and willing to work in 
a position for a salary that the company is willing to pay, re-acquiring lost employees 
can be a very costly and time consuming process. Additionally, the smaller potential 
sample sizes and the longer testing cycles that would likely be required in a work-
place setting would cause the optimization efforts to take longer and will involve far 
fewer data-points than would be found in a large-scale social game,  making the 
process much more involved and risky. The key point here is that while the dramatic 
leaps of performance found in video games via optimization might be possible in the 
workplace, great care must be taken to mitigate the potential risks to the company.    

5.3    Relevant Concepts from Behavioral Economics 

 Traditional economic theory relies on the concept of rationality, the idea that people 
are generally able to make decisions that are in their best interests (Ariely,  2008 ). 
However, there are some situations where people tend to act in ways that seem to 
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be at odds with traditional economic rationality. To a large extent, the fi eld of 
 behavioral economics attempts to examine and explain various situations that seem 
to cause people to commonly display irrational behavior. Furthermore, these situa-
tions that lead to irrational behavior aren’t random but can be engineered for studies 
and demonstrably predicted to occur in the wild, leading Ariely to describe people 
as  predictably irrational  (Ariely,  2008 ). This ties in closely with many gamifi cation 
mechanics because many of the typical gamifi cation techniques leverage (intention-
ally or not) people’s tendency to act irrationally in response to certain situations or 
stimuli. By deliberately engineering certain elements, a gamifi cation designer can 
potentially manipulate the behavior of a user, typically in order to achieve a certain 
business objective. A frank discussion of behavioral economics in terms of inten-
tional user manipulation can, at times, sound malicious or at least distasteful. 
However, some of these mechanics are practically ubiquitous in today’s society 
(for example, the practice of ending prices with the digit 9, as in $9.99 instead of 
$10.00 (Schindler,  2009 )), making it useful to be aware of these concepts, even if 
one has no intention of using them personally. 

5.3.1    Relevance 

 To select the concepts from behavioral economics that were most relevant to the 
games of today, lists of both these concepts and game mechanics were compared in 
order to map the motivations of each, attempting to fi nd pairs with corresponding 
motivational triggers. 

 It should be noted that the presence of these concepts within a game should not 
necessarily imply that it was included to intentionally manipulate the players. Game 
design has evolved over time, with some conventions falling out of favor and others 
becoming increasingly entrenched. One could logically assume that the design con-
ventions that achieved the desired results were retained while others were discarded. 
This evolution likely selected for many of the listed concepts even in cases where 
the designers in question were entirely unaware of the principles they themselves 
were making use of. 

 Listed below are nine concepts, further broken into three categories that mapped 
closely with frequently used types of game mechanics. Each concept is described 
briefl y and accompanied by one or more general examples of a game mechanic 
utilizing similar motivations. Additionally, each of these is followed by one or more 
potential implementations of the mechanic in a workplace or non-game setting. This 
is in no way intended to be a complete list. The range of contexts and mechanics 
encompassed within the game industry is so vast that a comprehensive list could 
potentially include practically any cognitive bias. The selections were made based 
on the author’s perception of their relevance and frequency of use (and of course, 
limited to some extent by the scope of this work), but there are certainly excellent 
arguments to be made for the inclusion of others.  
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5.3.2    Categorization 

 The concepts resulting from the selection process mentioned above were broken 
into fi ve different categories based on the typical purpose or motivations behind 
their use. Most selections could incorporate multiple motivations and many types of 
potential implementations, so it would be justifi able to place the concepts in multi-
ple categories. However, for the sake of length and clarity, an attempt was made to 
group them only in the category that seemed to fi t best, based on the in-game uses 
of the concepts. A listing of the categories and a brief description follow. 

  Encouraging Engagement : The concepts listed here attempt to keep the player 
participating and returning to the game through either building obligation or pre-
venting the sense of obligation from falling away. These mechanics can serve to 
increase a number of retention metrics, some effectively acting in a manner similar 
to a retargeting marketing campaign. 

  Guiding Action : The concepts listed in this category attempt to keep the player 
moving forward in the game, often by making clear what action should be taken, 
preventing decision fatigue from setting in. Many mechanics based on these con-
cepts are meant to boost retention and session times, drawing players in, and impart-
ing signifi cance to in-game action and elements. 

  Identity Investment : These concepts help to build a player’s sense of identity via 
the game. The players invest their thoughts and efforts into creating and achieving 
in a game, thereby developing some sense of ownership over the elements that they 
have interacted with. This can lead players to develop bonds with those elements, 
making them reluctant to abandon them, even if they would prefer not to play 
the game.  

5.3.3     Concepts, Mechanics, Non-Game Uses, 
and Common Errors 

5.3.3.1    Encouraging Engagement 

   Loss Aversion 

 Loss aversion is the tendency of the player to avoid losses or even chances at a loss. 
This tendency can be shown as irrationally strong when the aversion to loss over-
powers a desire to acquire a disproportionate amount of gain (Kahneman & Tversky, 
 1984 ). This appears in a great many places within modern games and is often mani-
fested in the form of the potential for lost opportunity. 
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   In-Game Use 

 As mentioned, lost opportunity is one of the more common occurrences in games. 
Examples are often some form of chance at receiving an in-game reward. In context, 
this could be killing an enemy, completing a challenge, or playing another match 
versus a competitor. Other examples could include the loss of a reward and the 
materials invested based on a scheduling mechanic (harvesting a crop that the player 
has planted), losing the chance to purchase an item (either via a time-limited offer 
or a random shop mechanic), or even the risk of losing position on a leaderboard.  

   Non-Game Use 

 In a service or product, the risk of losing access to certain content or features can be 
used to promote action. This often occurs with demos and trial periods. Once a user 
has become accustomed to or reliant on a service or product, they could be much more 
likely to convert, either buying the product or subscribing to the service. Additionally, 
once they’re signed up, the potential loss of the service makes cancelling a more dif-
fi cult decision and increases the switching costs, making it harder for them to replace 
it with a competitor. Additionally, limited-time offers give the user an opportunity 
(usually for savings, but occasionally for special access) while simultaneously threat-
ening to remove the opportunity if the user doesn’t take advantage of it quickly. 

 Another way in which loss aversion appears is via the social ties that are formed 
in certain situations, such as the friends made while taking part in an organization, 
the relationships with coworkers made at a job, or even the customers encountered in 
the process of running a business. The potential loss of community and relationships 
can be a major factor in a user’s or an employee’s decision to leave a service or a job.  

   Common Errors 

 Common implementation errors include a reluctance to give users suffi cient access 
to the service or product for them to value it enough to be concerned about losing it. 
This is evident in products and services without suffi cient demonstrations or trial 
offerings. This also is apparent in cases where there are special offers, but the offers 
either don’t seem attractive enough for the removal of the offer to be considered a 
loss or the users don’t believe that the offer is really limited. An example might be 
a potential customer responding, “No thanks, I’ll just wait until the next sale next 
week.” In such cases, the users don’t really have anything to lose. Another potential 
problem occurs when a business owner is reluctant to penalize users suffi ciently 
enough to create a risk of loss. Many services with free offers likely give too much 
away in the interest of building a user base.   

   Maintaining Intrinsic Focus 

 This concept contends that the addition of a tangible reward to an activity previ-
ously performed for its own enjoyment replaces that enjoyment with a form of 
 payment (Heyman & Ariely,  2004 ). This essentially turns an intrinsic motivation 
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into an extrinsic one (Pink,  2009 ). A person might play a game because they fi nd it 
fun, but if they were paid to play the same game, the original enjoyment would be 
largely replaced by the prospect of payment. This is very troublesome in video 
games because game designs frequently call for players to perform similar, repeti-
tive actions in order to extract more playtime out of a given amount of content. It is 
a formidable design challenge to encourage a player to do this without the repetition 
beginning to feel like work. 

   In-Game Use 

 This concept is often implemented through the player being forced to repeatedly 
defeat very similar enemies or challenges for the purpose of driving progression in 
the game (often in order to gain experience points or currency). Games often attempt 
to disrupt (or at least mask) the repetitive nature by adding contextual variations to 
the encounters. These variations often take the form of altering the visual depiction 
of the enemies (while their appearance may be different, the encounters are often 
essentially identical) or having non-player characters send the player on a mission 
or quest while providing a snippet of narrative as a justifi cation. However, when 
effectively done, these variations can help prevent the feeling that the players are 
“grinding” or “farming” content. Another manifestation of this is allowing players 
to purchase highly sought after items with in-game currency earned though a regu-
lar and predictable method. Instead of playing “for fun,” the players are encouraged 
to “grind” for their currency if they want the prized item. Instead, providing a 
method to obtain the item via a form of randomness could help maintain the intrin-
sic quality of the experience. 

 One common criticism of microtransactions is the fear of the players’ ability to 
spend money becoming more important than their skill or time invested into the 
game, effectively moving the motivator from intrinsic to extrinsic. This can be 
avoided to some extent by only allowing purchased bonuses to modify what the 
player has earned in-game, allowing the base of the effectiveness to remain in the 
realm of the intrinsic.  

   Non-Game Use 

 This concept can occur in any situation where a user is being rewarded for performing 
a desired behavior. A general defense would be only giving non-monetary rewards for 
the behavior, though even so, this can appear in something as simple as rewarding 
forum users for the number of posts they make (granting special access based on 
post-count, for example). Once users become accustomed to receiving a reward for a 
behavior, they may not continue the behavior once the reward is removed. 

 Following the in-game example, instead of allowing a user/employee to earn a 
reward through the repeated performance of an additional task, allow them a chance 
to win the reward. An example of this might be entering the user into a lottery each 
time an item is recycled. Even though the fi nal reward might be monetary, being 
rewarded with a chance to win is psychologically removed from actual payment 
(even if the economic value of each entry is easily calculated).  
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   Common Errors 

 In online communities, a commonly quoted ratio, 100-10-1 attempts to illustrate 
the ratio of users who consume (100 %), interact with (10 %), and create (1 %) 
content (Wilson,  2011 ). In an effort to encourage the behavior exhibited by the 
1 %, community owners may attempt to incentivize that behavior in some way. 
However, those users already making up the 1 % are already exhibiting the desired 
behavior, so the encouragement attempts to draw the other users into participating 
as well. This is has the potential to drive away the users performing the activity 
with a high degree of quality and integrity because they felt intrinsically rewarded 
for doing so, replacing them with users who attempt to maximize the rewards they 
can extract (not an unreasonable expectation since the reward was what enticed 
them to participate). In short, it is replacing an altruistic behavior with one only 
done for payment.   

   Pseudocertainty 

 Pseudocertainty effect is present when someone makes a decision that treats an 
uncertain outcome as certain (Tversky & Kahneman,  1986 ). One implication of this 
concept is that normally risk-averse people can become risk-seeking when given the 
opportunity to gain a small chance at a large reward. Additionally, the value that 
they tend to place on the chance is often far greater than its actual economic value 
(Tversky & Kahneman,  1979 ). 

   In-Game Use 

 This is often used in games by giving players near constant chances at a reward. 
Random rewards are common in games, where you may defeat hundreds of enemies 
during a play session with each of them having a chance to reward the player with 
items or currency. Typically, there is a table of potential rewards, each with a certain 
chance to drop from a given encounter. Of course, the quality of these rewards is 
inversely proportional to the chance of the item appearing. Players are often given 
practically worthless items, while others are both incredibly rare and valuable. This 
can turn each encounter into a lottery or a pull of the slot machine handle, essen-
tially setting up a potentially addictive intermittent reward schedule (   Lee, Sturmey, 
& Fields,  2007 ). 

 This is also a very common mechanic in analog games such as collectable card 
games, where it typically takes the form of small packs of cards that must be pur-
chased to play. Each pack has a certain number of cards, but the buyer has no way 
of knowing what cards are inside. Most are very common and not at all desirable, at 
least after forming a basic, usable collection. However, some are quite rare, making 
each pack a small gamble.  
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   Non-Game Use 

 As in the recycling lottery example listed above, this type of mechanic can be used 
to incentivize any trackable behavior. For each performance of a desired behavior, 
enter the user into a periodic lottery. The prize doesn’t need to be incredibly valu-
able to trigger the effect; it just needs to be large enough to be meaningful to the 
winning individual. The goal is to essentially enable a certain degree of uncertainty 
so that the users/employees will work to increase their chances. The fact that both 
the chances and the increases may be quite small is at the root of this cognitive bias. 
People will work to enhance their chances to an extent that is far out of proportion 
to the economically expected gain.  

   Common Errors 

 As with the intrinsic/extrinsic errors, enabling people to directly earn their rewards 
can cause problems. When “earning” a reward, people are much more likely to be 
cognizant of exactly how much gain they are getting from each unit of work pro-
vided. It is the introduction of uncertainty that short-circuits the logical analysis. 
Additionally, a reward system based on chance could still potentially run afoul of 
logical analysis if its rule set is too transparent or explained in a way that makes the 
motivational intent obvious.    

5.3.3.2    Guiding Action 

   The Paradox of Choice 

 This is the concept that people almost universally see an increase in the number of 
available choices as a positive change even though making a choice becomes much 
more diffi cult as the number of choices increases. People tend to be fairly comfortable 
making a choice when presented with a relatively small number of options (between 
three different items, for example), but once that number increases beyond a certain 
limit, it is much easier to simply choose not to choose (Iyengar & Lepper,  2000 ). 

   In-Game Use 

 Even if unintentional, we can see increasingly limited choice in some games as they 
have progressed over time. Modern games often give the player a highly pre-defi ned, 
scripted experience, seemingly in imitation of a cinematic/theatrical experience. One 
may quibble with the design sensibilities of such games, but one upside to this is that 
players are actively pulled though the progression of the game. They have few mean-
ingful choices to make, so they encounter little decision fatigue. The path forward is 
always clear and unambiguous, so less content is wasted (either by players quitting 
before fi nishing the game or by bypassing it, as could happen in a non- linear game). 
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 Tutorials that guide the player though the beginning of a game are incredibly 
common, to the point of being expected. In open-world games, conspicuously 
marked non-player characters send players on simple quests, helping to ensure that 
there is never a question about what one should do next. Even achievements are 
structured to guide the player on to the next challenge. The less time a player spends 
deciding what to do, the less likely it is that the decision to stop playing comes up.  

   Non-Game Use 

 Similarly, in today’s popular web services and social networks, it is common to have 
a very simple functional tutorial that walks a new user through setting up and using 
the service. The goal would be to help the player progress though the service’s 
social loop as far as possible before having to make any diffi cult decisions. Similarly, 
some services use checklists and scores to guide new users along the preferred 
paths. Even when not rigidly enforced by a tutorial process, if a checklist is readily 
available, following it can often serve as the path of least resistance that a user can 
default to if lost or unsure of what to do next. 

 Sometimes a service or product may be quite complex, making this simplifying 
process seem untenable. However, the rigid tutorial path is really a mechanic that 
exposes complexity gradually. If complexity is actually required, it may be benefi -
cial to only allow a user to access the various features one at a time until some level 
of knowledge or profi ciency is reached. Additionally, presenting the user with only 
a small selection of possibilities is applicable almost any time a product or service is 
offered for sale. (In-game item shops could often benefi t from learning this lesson!)  

   Common Errors 

 The most common errors here are simply dropping an inexperienced user into a 
product or shop with a dizzying array of options. In a shop (physical or online), it is 
advisable to offer as few items of a given type as possible and to ensure that the dif-
ferences between the items are clear and unambiguous. Similarly, complex tools 
may need simplifi ed views or robust tutorials to prevent novice users from being 
overwhelmed.   

   Scarcity/Urgency 

 When an item is seen as having limited availability or when the time to act is simi-
larly limited, people irrationally value the object in question (Cialdini,  2006 ). 

   In-Game Use 

 Scarcity often appears in games via rarity of items. The items may be theoretically 
infi nite in supply, but if there is only an infi nitesimal chance of the item appearing 
at a given chance, it can effectively be quite rare and valuable. Additionally, layers 
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of scarcity can rest atop one another as a means of increasing tension. An example 
could be a particular enemy who is very rare who has a similarly low chance of 
rewarding the player with a special item when defeated. 

 Scarcity of opportunity should also be considered. A player who is only allowed 
to undertake a certain number of missions per day is likely to undertake more mis-
sions on average than if there were no limit at all (assuming that the arbitrary limit 
is appropriate). Similarly, if a player is planting crops but only has a limited number 
of slots in which crops can be placed, the player is very likely to plant as many 
plants as possible. Urgency will also drive a player to attempt to capitalize on as 
many opportunities as possible in a given time period. 

 Multiplayer games are of special note here. When competing with other players, 
it is possible to make practically all resources scarce and their accumulation urgent. 
When players perceive that competition exists (even when the only competition is 
indirect), they often are driven to accumulate resources far beyond what they would 
otherwise deem necessary or desirable in order to prevent the competition from 
benefi ting.  

   Non-Game Use 

 It is possible to introduce scarcity or urgency through the use of limited editions or 
with a limited-time offer. As an additional bonus, limited editions often have the 
ability to sell at a premium price. As with games, scarcity of opportunity can be 
introduced by only allowing users to take a certain number of actions per day. If a 
social network wanted to encourage messaging, it might limit the number of posts 
one could make per day, thus ensuring that users would want to make the most of 
their scarce posting slots. A new service might launch as invite-only to create a 
scarcity of availability. Then it could offer a limited number of invites to its user- 
base, who would be encouraged by their scarcity to invite others. 

 Introducing competition among customers or employees may seem counterintui-
tive, and it should likely be done with a certain amount of caution. However, a com-
mon way of doing so is via contests where people compete with each other, likely 
performing a valuable activity, with the most effective participant winning a mean-
ingful award. The effect can be amplifi ed with tight time limits, ensuring that the 
participants are acting under the effects of urgency.  

   Common Errors 

 Introducing scarcity or urgency in a way that appears excessively contrived or out-
right deceptive seems fairly common in these attempts, and this can backfi re. On 
the other hand, the more common error may be not imposing any scarcity or 
urgency at all. Prospective buyers often want to be left to “just think about it for a 
little while.” However, if a user feels no impetus to act upon fi rst seeing an offer, 
the chances are that additional time will move the subject farther and farther from 
the transaction.   
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   Variable Reinforcement Schedules 

 A variable reinforcement schedule rewards a user for a certain action or behavior, 
but does so in an irregular pattern. This causes the user to know that the action occa-
sionally leads to a reward, but it prevents the user from knowing what, if any, pattern 
is behind the decision. This makes the reward mechanism largely a black box to the 
user and introduces a situation where the only variable that the user can control is 
the frequency of the action (naturally leading to a dramatic increase in the desire to 
perform the action) (Lee et al.,  2007 ). 

   In-Game Use 

 This mechanic is incredibly common in the game industry, existing in some form in 
almost every game that allows players to receive rewards. One of the most direct 
implementations is the typical reward received from defeating an enemy. These 
normally have some random element associated with the reward they offer, making 
each kill a mini-lottery. There are a myriad of other implementations using this 
mechanic, being present in practically any feature that relies on randomly generated 
results. Even an individual attack within a combat can display these properties, as 
the success of an attack is often determined by chance (sometimes with a small 
chance to do extra damage, which is often accompanied by reward audio/visual 
feedback). 

 It should be noted that the “randomness” mentioned is typically more of a 
weighted distribution of outcomes and can, at times, be entirely predetermined. 
However, the key issue isn’t the randomness. The important issue is that the player 
remains unaware of the exact mechanism being used (especially if the mechanic is 
 not  randomness).  

   Non-Game Use 

 In a workplace setting, this could manifest itself in the form of bonuses or positive 
feedback distributed on some schedule that isn’t obvious to the employees. This 
type of reinforcement also presents itself naturally in some settings, such as user 
comments or feedback. Additionally, a product or service could create reminders or 
notifi cations that are sent to users at certain intervals, either with encouraging feed-
back or rewards.  

   Common Errors 

 A common error here would be a lack of planning for the introduction of a variable 
reinforcement schedule to any aspect of a business. Stability and consistency are 
seen as generally valuable traits in an environment, so workplaces seem eager to 
eliminate anything seen as unpredictable. However valuable they may be, consis-
tency and predictability don’t seem like tremendous motivators.    
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5.3.3.3    Identity Investment 

   Commitment 

 Commitment is the concept that people tend to want to fulfi ll agreements that they 
have made in order to avoid the cognitive dissonance that occurs when breaking 
these commitments (Cialdini,  2006 ). The utility of this can be illustrated by asking 
users for a commitment to perform an action at a later time (which is easier to agree 
to than asking for immediate compliance, likely due to hyperbolic discounting) and 
then comparing compliance rates when the agreed upon time comes with the imme-
diate compliance rates of a control group. This tendency to avoidance cognitive 
dissonance is further manifested when asking users to comply with a further request, 
increasingly the likelihood of compliance with each successive request. 

   In-Game Use 

 One of the most direct implementations of commitment is via the use of appoint-
ment mechanics recently popularized with social games. In these mechanics, a 
player might plant a crop or begin construction on a building, with the understand-
ing that the growth or construction will complete at a certain time in the future. 
These times typically start quite low, at only a few minutes, encouraging the player 
to return to the game for frequent, short sessions. This can be very habit-forming 
due to the repetitive nature of the activities and because each time a player returns, 
the fulfi llment of another commitment is registered, reinforcing the player’s identity 
as a player of the game in question. Eventually, the timers extend, keeping the repet-
itiveness from becoming too extreme while at the same time, offering the player a 
feeling of progression, as now the full benefi t of the mechanic can be achieved in 
only one session per day. However, the optimum session frequency is often kept at 
one day in order to maintain the habit by allowing it to conveniently fi t within one’s 
daily routine. 

 Additionally, multiplayer games make use of this though periodic events that 
required the simultaneous cooperation of multiple players to complete. This forces 
the players to self-organize, essentially making social commitments to each other. 
The commitment elicited increases as the required player skill and progression for 
the successful completion of the event increases due to the increased diffi culty of 
fi nding replacement participants. 

 It’s also worth mentioning that any tiered progression with rewards for advance-
ment (even if the rewards are only feedback-based) can act to support commitment 
by helping to establish that the player is a person who is successful at progression 
in the game. Though it sounds a bit circular, with each successful step in a game’s 
progression, the player is tacitly committing to continue playing (as with the 
increased compliance with multiple requests mentioned above).  

5 Applied Behavioral Economics: A Game Designer’s Perspective



98

   Non-Game Use 

 This can be leveraged in non-game setting in a similar fashion by allowing people 
to commit themselves to a desired action at a future date, incentivizing them to do 
so with discounts or initial periods of reduced cost. Additionally, allowing the user 
to set certain appointments within the scope of the product can assist in retention. 
For example, a user might be able to choose which day a monthly charge should 
occur on, causing the arrival of the charge to be an action the user specifi cally 
scheduled. A user may also choose how or when notifi cations and reminders are 
sent, making their interruption more acceptable. 

 In terms of commitment increases, a user could be introduced to a product or 
service in a manner that is very low risk and potentially highly benefi cial. For exam-
ple, the user could be prompted to sign up to a newsletter containing valuable infor-
mation. This is both quick and free for the user, making it an easy fi rst commitment 
to make. Additional requests for compliance could gradually increase the cost of the 
commitment. 

 Enabling commitments between users or between employees of the company 
and the users can add the element of social commitment to a product or service as 
well. A company could offer free training webinars, instructing users on how to get 
the most out of their product. These webinars, while free, might only occur periodi-
cally and could require prior registration, creating a scheduling commitment. 
To further add social commitment, these events could be invitation only, with each 
existing customer receiving a limited number of invitations for their friends. 
This would allow them to give something valuable to their friends, who would then 
have a reciprocal commitment to attend.  

   Common Errors 

 The most common errors that businesses make in this area consist of only making 
one request from potential users and making that request at the very beginning of 
the relationship. At this point, it is incredibly easy for a user to end the relationship 
before it even begins. As a fi rst step in avoiding this problem, businesses often 
entice users with trial periods, which is certainly a step in the right direction, but that 
carries a different psychological effect. Labeling an offer as a “trial” implies that the 
user will decide if they want the product at a later time, giving them an option to opt 
out without the corresponding cognitive dissonance. However, enabling the users to 
commit now and pay later can trigger the commitment effect even if they aren’t 
contractually obligated to continue the service after the introductory period.   

   IKEA Effect 

 The  IKEA effect  is Dan Ariely’s term for the concept that one’s valuation of an item 
is disproportionately increased by the personal labor one has invested into its cre-
ation (Ariely,  2010 ). By investing one’s time and effort creating something (and 
likely expending a considerable amount of cognitive energy making decisions 
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during this process), people tend to develop an emotional attachment to the creation, 
causing them to value it much more than would be justifi able by the creation’s 
actual economic value. 

   In-Game Use 

 This is highly relevant in many types of games, but none more so than persistent, 
online games. The persistence of online games along with the ability to share the 
experience with other people adds a sense of permanence to a player’s creative 
efforts that typically exceeds the importance of creations found in other types 
of games. 

 It is common in many modern games to be able to create an avatar through which 
the game world is experienced. Avatar creation and customization can, at times, be 
incredibly complex and in-depth. While the process of doing so may be a slight bar-
rier to entry, the resulting creation is one that the player can feel a great deal of 
ownership over. Additionally, many games are based around the advancement and 
progression of this avatar. Players may literally invest thousands (or even tens of 
thousands of hours in extreme cases) of hours of their time into the progression of 
their in-game avatars. This can obviously become a signifi cant commitment on the 
part of the player, holding a great deal of personal value, even if the economic value 
is negligible. 

 Customizations and progress apart from an avatar are also relevant here. The 
ability of players to customize their environment is present in many games, giving 
the player some control over the world that their avatar inhabits. This can take the 
form of player housing or even simply the ability to place decorative fl owers in a 
fi eld. Some players are willing to spend vast amounts of time and effort customizing 
their environment to their preferences. 

 In-game pets are also worth mentioning here. Non-player characters within a 
game that take the form of a player’s pet (often in the form traditional pet, such as a 
cat or a dog, but sometimes being very non-traditional and context based) can elicit 
strong bonds from a player. This is naturally amplifi ed as the opportunities to cus-
tomize and advance the pet increase.  

   Non-Game Use 

 In non-game settings, the obvious example is to follow the IKEA model of requiring 
some amount of choice in the selection of items and some further amount of assem-
bly in order to garner an investment of time and effort from the user. However, non- 
game settings can also use the concept of online persistence and avatar customization. 
Almost any online product or service could potentially benefi t from allowing users 
and their creations to be visible to one another in some way. Once visibility is pos-
sible, users have an extra incentive to spend time crafting their online presence and 
acquiring or developing any items that other users may encounter. Additionally, 
methods to advance or progress this online presence can be incorporated (unlocking 
additional features or access, for example). 

5 Applied Behavioral Economics: A Game Designer’s Perspective



100

 The value of customizing an environment can easily carry over to a physical 
 setting as well. If employees are given latitude or even encouraged to heavily cus-
tomize their workspace, it could seem considerably more valuable to them than a 
very generic space. Additionally, if customization options exist in a product or 
 service and are utilized by the users, this could raise signifi cant switching costs, 
deterring users from swapping to a competitor. 

 Incorporating virtual pets into non-game settings may not be commonplace, but 
humans’ tendency to become quickly attached to pets could make such attempts 
worthwhile. It’s also worth noting that some offi ces have introduced pro-pet poli-
cies to great effect.  

   Common Errors 

 The most common error here is simply not providing suffi cient opportunities for 
users to invest time and effort into customization or progression. However, when 
offering options of this nature, it is useful to consider whether or not the options are 
actually meaningful. A myriad of superfi cial decisions that don’t make a substantial 
impact on a user’s experience could easily drive people away. 

 Mass customization isn’t for everyone, and some users won’t want to invest the 
time and effort to do so until they are more familiar with a product or service. It can 
be benefi cial to provide a solid set of default options and a few sets of pre-defi ned 
options to select from. Also, emphasizing that the customizations can be easily 
altered at a later point can remove some of the pressure from new users.   

   Sunk Costs 

 The concept of sunk costs implies that even though money or effort invested in the 
past has no bearing on future decisions, these past investments still carry signifi cant 
weight when considering those decisions (Arkes & Blumer,  1985 ). This may over-
lap with the  IKEA effect  to some degree but differs in the motivations behind the 
concept, with sunk costs creating more of a feeling of obligation than of value. 

   In-Game Use 

 Many elements within games can trigger the sunk cost effect. As with the IKEA 
effect, these elements are most pronounced within persistent, online games for similar 
reasons. Players often spend great amounts of time and effort on in-game progression 
and achievements, creating a sense of obligation to continue playing the game even 
once the enjoyment has vanished. Players can feel like all of their previous time and 
energy has been wasted if they abandon their current game for a new one. Additionally, 
these games often encourage, or even require, the creation of social bonds with other 
players in order to progress past a certain point. Players can fi nd it incredibly diffi cult 
to leave their friends and communities behind, often remaining an active user of a 
game simply to maintain the social ties. These aspects of persistent, online games lead 
to the potential for them to have very long lives and low churn-rates. 
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 An additional manifestation of sunk costs within games is the development of 
mastery. In addition to progression through content, players may also have a signifi -
cant feeling of progression their personal skill level. Some games can be quite com-
plex, requiring a great amount of time and effort to simply learn to play the game at 
a high level. Once a player is accustomed to possessing a certain level of mastery in 
a particular game, the idea of beginning a new game, having to start from scratch 
and go through the long learning process again, can be incredibly daunting.  

   Non-Game Use 

 One way to enable the sunk cost effect to users is to again introduce some aspect of 
advancement or progression. However, unlike the IKEA effect, the point isn’t to 
enable the feeling of ownership, it is to increase the potential switching costs 
involved in changing to a competitor. The more that the user feels that time and 
effort would be wasted upon discontinuing the service the less likely it will be. 
Building the opportunity for deep levels of progression can aid in this, as can gradu-
ally increasing the complexity. By acclimating to the increasing complexity over 
time, the learning curve is kept low enough that it doesn’t push members away, but 
once it reaches a certain point, the idea of learning to replicate all of the desired 
functionality on an entirely new service can be overwhelming. In some cases, it can 
even be diffi cult to fi nd out if all of the desired results are possible with another 
service. Additionally, enabling a community within the product or service can aid in 
this much in the same way as it does in-game. 

 An equivalent to in-game progression could be the storing or creation of content 
within a service or product, for example, uploading years of photos or contact infor-
mation to a particular service. This service could dramatically increase switching 
costs by making this content diffi cult to move to a new service.  

   Common Errors 

 Common error here would be not providing the opportunity for progression or com-
munity ties of suffi cient depth to trigger the feelings of obligation and wasted effort 
when considering leaving. It seems common for companies to add various progres-
sion or community features at a very superfi cial level, possibly in order to simply 
expand the feature-set on offer, without enough depth for players to fi nd them 
meaningful.      

5.4    Common Pitfalls 

5.4.1    Implementation Errors 

 Errors of implementation are typically less serious than their counterparts listed 
below. They are often noticed with the gamifi cation attempt in question simply isn’t 
working. There could be countless potential errors here depending on the specifi c 
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type of implementation being attempted. However, some common problems could 
include:

•    Rewards that aren’t meaningful to the users  
•   Obviously false or manipulative scarcity/urgency  
•   Excessive or irrelevant choices  
•   Allowing users to earn rewards (turning intrinsic behavior extrinsic)  
•   Aggressive or unwanted use of social sharing features    

 Regardless of the error, implementation problems can typically be identifi ed and 
improved via split-testing and optimization. Occasionally, an error here can signifi -
cantly damage the performance or reputation of company, but that’s more likely an error 
stemming from insuffi cient testing than any specifi c gamifi cation issue gone awry.  

5.4.2    Design Errors 

 Design errors, on the other hand, can be particularly insidious, often stemming from 
a high-level problem with the company’s strategy. As with many problems in busi-
ness, a common source is the prioritization of short-term, fi nancial results over the 
long-term sustainability of the business or project. 

 These errors often take the form of incentivizing the wrong behavior. Consider 
the simple (and not uncommon) example of a website wanting to increase the num-
ber of page-views in order to increase ad revenue. They might make an attempt to 
introduce a gamifi cation mechanic that rewards the writers on the number of page 
views garnered. However, this plan may hinge on the leadership assuming that higher 
quality articles get more page-views, which could be an entirely faulty assumption. 
Writers, eagerly responding to the incentives, will likely attempt a number of strate-
gies to increase their performance, obviously keeping the successful ones. Some 
successful ways of increasing views might include publishing a large volume of 
short, low-quality articles, using multiple pages or slideshows when unnecessary, or 
using excessively infl ammatory or controversial titles in order to draw clicks from 
users who ultimately leave disappointed. These tactics may drive page views, but 
they may not take the web site in the direction that its management had envisioned. 

 The danger of starting with an erroneous gamifi cation design is that your plan just 
might succeed. With the potential for optimization and split-testing to be so incredi-
bly effective, if you want to increase a certain metric, you must be very sure that it is 
in your best interest to do so. Otherwise, your optimization efforts could lead to a 
destructive cycle where you could literally optimize your company out of business!  

5.4.3    Assumption of Universal Applicability 

 A fi nal problem that is somewhat different in character than the others is the assump-
tion of universal applicability. Simply stated, this is the failure to realize that people 
can be very different and can react to a given situation in very different ways. It is very 
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likely that some (if not all) of the previously discussed concepts and implementations 
elicit very different results from different types of people. However, it seems quite 
common (especially in the video game industry) for features (and even entire games, 
on occasion) to be copied wholesale. Just because one company is presumably achiev-
ing positive results with one feature in one game with one set of players does not 
mean that this success will automatically readily transfer to a different game by a 
different company with a different set of players. Though it may seem obvious, it 
bears mentioning based on the feature sets of many games on the market today.   

5.5    Conclusion 

5.5.1    Implications 

 Discussed above are a number of potentially powerful concepts, and typical businesses 
and game studios are likely using some of them on a day-to-day basis in both their 
products and their management processes without even realizing it. They turn out to 
be, as often as not, less a new tool in the management toolbox and more of an explana-
tion about how your existing tools actually work. Even though gamifi cation has gotten 
a great deal of attention recently and always seems to be a target for controversy, our 
lives are all gamifi ed to some degree. Gamifi cation in some form is likely to be an 
increasingly important factor in the direction and the formation of the world around us, 
so it behooves us to try and understand what’s really happening inside the black box. 

 From a very general perspective, it would be useful for practically everyone to 
become familiar with the basic techniques of gamifi cation, if for no other reason 
than for the awareness of the many different ways that outside parties might affect 
one’s behavior. From the position of someone hoping to make use of gamifi cation, 
whether in business or academia, developing an understanding of how these tech-
niques work is key to making the best use of their effects, regardless of what the 
intended result may be. 

 Taking this a bit further, anyone in a position that reasonably calls for them to 
affect change in another person’s behavior or knowledge stands to benefi t from the 
well-considered use of some of the techniques mentioned in this paper. However, 
when trying to initiate a behavior modifi cation, caution should always be exercised, 
as unintended (and often unfortunate) consequences are a frequent occurrence. The 
key to the effective design and implementation of these mechanics lies in under-
standing what exactly is being incentivized and what the long-term results will be.  

5.5.2    Future Work 

 An area that currently seems lacking in the knowledge base of both gamifi cation and 
behavioral economics is a thorough analysis of the affects of each on various seg-
ments of the population. With the advent of modern data-mining tools, segmentation 
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itself is an increasingly useful concept, and combining this with a large-scale database 
of gamifi cation and behavioral economics data could provide incredibly valuable 
insights. As a simple example, we might fi nd the optimal number of choices that 
could be given to each segment of the population in a particular situation, which could 
potentially lead to improvements in practically all online shops. In addition to the 
typical demographic and economic population segments, it could also be useful to 
study these effects on segments based on personality type, market preferences, or 
even segments selected via data-mining for concentration of effect. 

 Additionally, as discussed earlier in this paper, when compared to the possibili-
ties in consumer gamifi cation, there are considerable diffi culties in developing test-
ing techniques that can be as effective in many enterprise applications, which are 
often geared towards some type of internal customer. It could be very benefi cial to 
these enterprise attempts to explore how these diffi culties could be overcome, most 
notably those of scale and test cycle times.      
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    Chapter 6   
 Towards Leveraging Behavioral Economics 
in Mobile Application Design 

             Tobias     Stockinger     ,     Marion     Koelle     ,     Patrick     Lindemann     ,     Matthias     Kranz     , 
    Stefan     Diewald     ,     Andreas     Möller     , and     Luis     Roalter        

6.1         Introduction 

 Humans tend to believe that their actions are mostly rational and justifi able. 
However, psychology research from the last 40 years has produced a growing list of 
cognitive biases which impact our rationality. Cognitive biases affect all humans 
and lead to deviations in judgment regarding decision making about people or situ-
ations (Haselton, Nettle, & Andrews,  2005 ). Even the sheer belief that oneself does 
not show as many biases as other people is a cognitive bias (Pronin & Kugler,  2007 ). 
Most biases are usually harmless and do not affect mental health. However, some of 
them  do  become dangerous and reduce life quality, because cognitive biases can 
infl uence how we perceive e.g. stress, addictions or depression (Muran & Motta, 
 1993 ). Thus, in this chapter we argue that even refl ecting on the more harmless 
cognitive biases might help us develop different behavior and eventually lead to an 
improved life. 
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6.1.1     Observations of Irrationality in Everyday HCI 

 Behavioral Economics (BE) is a rather novel fi eld when applied to Human-Computer 
Interaction (HCI). In this chapter, we present a selected set of applications to high-
light new opportunities that arise from this research direction. Designing for 
bounded rationality is a real challenge that we are only beginning to undertake. Yet, 
in interaction design we sometimes encounter situations in which designers cannot 
comprehend the users’ behavior entirely. Norman ( 2007 ) emphasizes fi ndings from 
Tractinsky ( 1997 ) showing the following: User interfaces that only differ in aesthet-
ics, but not in functionality or number of elements, appear to be  easier to use  if they 
were only designed in a more beautiful way. Their studies evaluated multiple ATM 
designs with identical functionality. The subjects were blinded by the more beauti-
ful layout which lead them to assess the general usability of the ATM higher. 
One could argue that this is a somewhat irrational judgment. Consequently, we can 
conclude from those fi ndings that irrationality is not    just the outcome of our inclina-
tion to act intuitively without further refl ection (Kahneman,  2011 , p. 96), but also 
results from emotion. More examples of apparent bounded rationality follow. 

6.1.1.1     Notifi cations 

 In both desktop and mobile applications we often can opt to get notifi ed on certain 
events: incoming emails, tweets and Facebook status updates, changes in a shared 
Dropbox folder or reminders for an upcoming football match in a calendar applica-
tion are just a few examples of everyday notifi cations. Some of them are even “opt- 
out”, meaning they are turned on by default and require user interaction to get rid of 
them. The problem is that activating many notifi cation services disrupts people’s 
work fl ow and distracts them very often. One question that we like to pose in this 
matter is: why do people believe that notifi cations are benefi cial when in fact notifi -
cations are an enemy of productivity and concentration?  

6.1.1.2     Progress Bars 

 From time to time, working with computers requires a waiting time during which 
progress bars give feedback of the current system status. This is in line with Nielsen’s 
usability heuristics (Nielsen & Molich,  1990 ). However, is it not somewhat strange 
that many of us observe such progress bars even if they take more than just a few 
seconds? One could easily switch to another task. Hurter, Girouard, Riche, and 
Plaisant ( 2011 ) tried to augment progress bars with temporary tasks, such as tagging 
pictures in a media library. The need for progress bars could be explained with 
mental accounting theory (see Sect.  6.3.1 ).  
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6.1.1.3     App Return Policy 

 The Google Play Store has a 15 min return policy for paid Android apps 1  Theories 
from behavioral economics indicate that it is very unlikely that users decide on this 
refunding option, because it is diffi cult to return something once we have it (Ariely, 
Huber, & Wertenbroch,  2005 ; Kahneman & Tversky,  1979 ). Behavioral economists 
call this the  endowment effect  combined with  loss aversion  (more details in 
Sect.  6.3.2 ).  

6.1.1.4     Computer Help 

 Being an expert in computer science (or simply having such reputation) eventually 
leads to phone calls asking for computer help (“ Can you fi x this? ”, “ I don’t know 
how to set up my printer, can you do this the next time you’re here? ”). However, 
novice users sometimes seem to forget that a little exercise and online research 
might eventually do the trick. They are biased by their own beliefs that they cannot 
achieve their goals. Once they fail, they attribute that failure more easily to their 
lack of knowledge. Psychologists call this the  confi rmation bias  (Kahneman,  2011 , 
pp. 81–82). In other words, people jump to conclusions very quickly if they fi nd the 
slightest evidence supporting their attitude.   

6.1.2     Chapter Overview 

 In the following section (Sect.  6.1.3 ), we clearly formulate the contributions of this 
chapter in the area of behavioral economics in HCI. In Sect.  6.2  we provide a review 
of related research and fi ndings from the fi elds that are most relevant for this work: 
Persuasive Computing (Sect.  6.2.1 ), Gamifi cation in mobile applications (Sect.  6.2.2 ) 
and our main topic Behavioral Economics (Sect.  6.2.3 ). Having discussed the theo-
retical aspects of our propositions, we present our prototypical “MoneySaver” app 
in more detail before we report and discuss its evaluation (Sects.  6.5  and  6.5.3 ). 
Finally, we conclude by summarizing the presented ideas and by giving an outlook 
to our future work (Sect.  6.6 ).  

6.1.3      Contribution 

 In this book chapter, we contribute a thorough review of behavioral economics theo-
ries and their potential applicability to HCI in a mostly mobile scenario. We analyze 
allegedly irrational human behavior while using mobile applications. Based on this 

1   https://support.google.com/googleplay/answer/134336?hl=en , last accessed on August 06 2013. 
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analysis, we demonstrate how to implement paradigms from behavioral economics 
to create persuasive, gamifi ed applications. Furthermore, we elaborate on the design 
rationale for fi nancial planning apps. 

 Persuasive systems often assume that their users act rationally. This assumption 
leads to the design of triggers to which rational people might respond. However, we 
argue that persuasive computing needs to address the quirks of the human mind 
including irrational behavior and biases in cognition. Applying BE to HCI leads to 
a more holistic approach to persuasion methods. Not only is it possible to motivate 
long-term behavior change. We also are able to foster irrational behavior without 
wanting to turning it into rational behavior, never forgetting to design for the benefi t 
of users. The simplest example for this effect are defaults. Designers do not want 
users to change the proposed parameters, i.e. the users can keep up with their behav-
ior by following the default. We try to further illustrate the divergence between our 
work and traditional persuasive computing in the remainder of this chapter.   

6.2      Literature Review 

 It is possible to categorize our work under persuasive computing. However, we add 
further elements from gamifi cation and behavioral economics to generate a new 
idea of contemporary persuasive technology. In this section, we review related work 
in the corresponding fi elds to lay the basis for our research direction. 

6.2.1      Persuasive Computing 

 Persuasive computing has had a long history and manifests in many dimensions. 
Back in 2002, Fogg became a vanguard to address persuasion through computers to 
nudge users towards a specifi c behavior. He defi nes persuasive technology “ as any 
interactive computing system designed to change people’s attitudes or behaviors ” 
(Fogg,  2002 , p. 1). Ever since then, many forms of persuasive systems have emerged. 
Such systems can motivate behavior change for the users’ own good, e.g. in health 
and fi tness (“self shaping” (Consolvo, Everitt, Smith, & Landay,  2006 ; Moraveji, 
Akasaka, Pea, & Fogg,  2011 ) or security (Maurer, De Luca, & Stockinger,  2011 ). 
Besides, other persuasive systems also nudge users to act more environmentally 
friendly (Meschtscherjakov, Wilfi nger, Scherndl, & Tscheligi,  2009 ). Sometimes it 
is the same systems that use gamifi cation to become more persuasive (further exam-
ples in Sect.  6.2.2 ). 

 Researchers have been trying to motivate behavior change for the benefi t of the 
users. For example, Consolvo, McDonald, and Landay ( 2009 ) elaborated a set of 
design goals for Ubiquitous Computing (UbiComp) systems with the intention to 
help the users maintain a physically active lifestyle. They, too, relied on theories 
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from psychology, such as the  Goal Setting Theory  and the  Cognitive Dissonance 
Theory , to generate new design strategies. In a long-term experiment they report on 
their UbiFit Garden, a visualization of the user’s physical activity measured through 
a fi tness device, which could also be classifi ed into a gamifi ed mobile app. Their 
results indicate that such mobile systems were successful in motivating behavior 
change. Although their studies were carried out over 3 months, the long-term effects 
of this kind of persuasion remain questionable. Thus, such fi ndings make way for 
further research using some of the proposed design strategies. 

 Some other, non-gamifi ed persuasive systems, which intend to create benefi ts for 
the users, rely on subtle clues to nudge their users to a certain behavior. For exam-
ple, Maurer et al. ( 2011 ) developed a system to subtly raise awareness of the SSL- 
encryption status of a website and thereby nudged people to act more cautiously in 
those situations. The SSLPersonas indicated the SSL status through changing the 
browser’s skin when there is an active or broken SSL connection. In a long-term 
fi eld study, they gathered evidence that such visualization methods are suffi cient to 
fundamentally change the way people use the Internet. 

 An exemplary persuasive system, that engages for a greater goal than one’s own, 
is UbiGreen by Froehlich et al. ( 2009 ) and Froehlich, Findlater, and Landay ( 2010 ). 
This mobile application semi-automatically tracks individual transport behavior. 
Also, it displays engaging imagery and context-based information to encourage the 
user to choose “green transportation” more often. Their qualitative results from the 
corresponding fi eld studies indicate a positive user acceptance. However, the papers 
date back to 2009, respectively 2010. The researchers could not yet rely on smart-
phones as we know them today, which have become very powerful computing 
devices. In the very fast-paced area of mobile devices, the current state-of-the-art 
mobile technology could deliver further insights on green transportation behavior, 
because smartphones have drastically gained momentum since then. This leaves 
room for additional research in this area, which is already undertaken by various 
research groups. 

 Opposed to the systems described above, some persuasive systems go further 
such that they explicitly communicate their persuasive nature, almost as saying “we 
are here to help you change your behavior, because you should”. “Commitment 
devices” fall into that category because they act as an external watchman to moti-
vate self-discipline. Yet, Moraveji et al. ( 2011 ) mention an important concept which 
one must bear in mind when designing commitment devices: Users tend to attribute 
successful behavior changes mostly to their own self-discipline—and not to the 
tools that helped them with this achievement ( Fundamental Attribution Error  
(Ross,  1977 , p. 184ff)). This implies that it takes a high degree of self-refl ection to 
acknowledge that a persuasive system has succeeded. Another persuasion bias 
comes into play when we take a look at interface design. Nice-looking graphical 
user interfaces (GUIs) are more likely to be perceived as usable (Norman,  2007 ; Tr
actinsky,  1997 ) than their less stylish counterparts. Therefore, they seem to  per-
suade  people to use them instead of others. As a consequence, the designers of 
persuasive systems need to make strong efforts on their aesthetics to amplify 
persuasion. 
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 In some aspects, our work differs from persuasive computing as it is generally 
understood to this point. Opposed to the notion that persuasive technology targets a 
change in people’s attitudes or behavior, we focus on the reassurance and amplifi ca-
tion of certain behavior. Hereby, we anticipate anomalies and biases in the users’ 
actions and use them for the users’ benefi t. However, there is not necessarily an 
implied intention to motivate a change in those actions or attitudes as persuasive 
computing would try.  

6.2.2       Gamifi cation in Mobile Applications 

 First of all, we would like to shed light on the characteristics of gamifi cation. Most 
often, one fi nds gamifi cation to be “the use of game design elements in non-game 
context” (Deterding, Dixon, Khaled, & Nacke,  2011 , p. 10). Marczewski ( 2012 ) 
augments this description with the intentions behind gamifi cation: 

   “[Gamfi cation is] the application of gaming metaphors to real life tasks to infl uence behav-
ior, improve motivation and enhance engagement.” (Marczewski,  2012 , p. 4) 

   From this defi nition, we can see that behavioral change appears to be a trait that 
persuasive computing and gamifi cation share. The discriminatory power between 
persuasive systems and gamifi cation is, therefore, very low. One might even say that 
gamifi ed services are persuasive per se, which we are about to illustrate in this 
section. 

 The past decade, gamifi cation has slowly started to intrigue both researchers and 
practitioners and it was not until 2010 2  that it has become a kind of buzz-word 
(Zichermann & Cunningham,  2011 ). In this section we take a quick look at the 
domains in which gamifi cation is applied at the time of writing this chapter. 3  

6.2.2.1     Training and Exploration 

 A fi rst theme that we found while reviewing relevant literature is training and 
(guided) exploration. Reading a manual is often cumbersome and time-consuming. 
However, using a particular feature-loaded device, like an in-car entertainment sys-
tem, requires the user to quarrel with printed instructions, which may often decrease 
the user experience. Therefore, gamifi cation appears to help in this kind of situa-
tions as suggested, for example by Diewald, Möller, Roalter, and Kranz ( 2012 ). 
They propose a novel way to increase the readiness to explore natural user 

2   http://www.google.com/trends/explore?q=gamifi cation , last accessed on August 8 2013. 
3   Extrapolating the Google Trends Page for “Gamifi cation” leaves us to believe that gamifi cation 
will have an impact on even more domains in the future. 
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interfaces (NUI) in an automotive context. To achieve a certain user behavior, 
badges and level-ups are awarded on certain occasions without distracting the driver 
from the road. This approach is comparable to other tactics found in, e.g., Foursquare 4  
and similar services. A second example for gamifi cation in exploration is the 
OrientationPassport by Fitz-Walter, Tjondronegoro, and Wyeth ( 2011 ). It is a smart-
phone application targeted at students who are new to a university campus. It is not 
uncommon for universities to welcome their new students by organizing guided 
tours and distributing informative material to help them get around more quickly. 
The orientation passport application supports this initiation phase by engaging 
freshmen to explore the campus site and public transport system. Badges are 
awarded for certain activities, e.g. checking into certain events through the app. 
Preliminary results show that the design concept adds value to existing orientation 
phases but the chosen incentives were not entirely successful.  

6.2.2.2     Self Shaping 

 Gamifi cation is believed to be a strong motivator, because humans like competing, 
winning and comparing. Therefore, individual sports like jogging can also profi t 
from such elements. That is why there are a few dozen gamifi ed applications that 
target sports activities. Endomondo 5 , Runtastic 6 , Nike+ 7  (just to name a few) all 
offer the users to track and compare their data with others. Some of those apps pro-
pose challenges to the (hobbyist) athletes to boost intrinsic motivation. With most 
apps, it is also possible to compare one’s own achievements to those of friends for 
the same reason. 

 Other commercial apps take the users outside and reward - through gamifi ca-
tion - physical activity in a more subtle way, i.e. the primary intention of those apps 
is not physical activity per se. Geocaching 8  is a classic example that falls into this 
category, while Ingress 9  is a very recent manifestation of an app that simply brings 
along physical activity. It is a location-based game that needs the users to walk 
around town to be able to play the game.  

6.2.2.3     Research 

 Conducting HCI research requires testing with people. For user study participants, 
taking part often entails deliberately spending time in laboratories along with only 
moderate compensation. Testing prototypes in the fi eld for research purposes is not 

4   https://foursquare.com/ , last accessed on September 19 2013. 
5   http://www.endomondo.com/ , last accessed on September 05 2013. 
6   http://www.runtastic.com/ , last accessed on September 05 2013. 
7   http://nikeplus.nike.com , last accessed on September 05 2013. 
8   http://www.geocaching.com/ , last accessed August 8 2013. 
9   http://www.ingress.com/ , last accessed August 8 2013. 
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trivial either for similar reasons. A possible solution would be to recruit people by 
giving them ‘something to play’, i.e. exploiting gamifi cation of research participa-
tion. One could call this a  meta-layer  for gamifi cation research. Such an approach 
was undertaken by Kranz, Murmann, & Michahelles ( 2013 ). Their research topic 
was the large-scale acceptance of Near-Field Communication (NFC) applications 
among smartphone users. The researchers developed and deployed a game in the 
Google Play Store to investigate NFC adoption.  

6.2.2.4     Education 

 Beside the need to physically shape oneself, gamifi cation drives both self-education 
and knowledge transfer. In a mobile computing context, we can observe how certain 
apps utilize gamifi cation to foster learning and exercising. For instance, DuoLingo 10  
awards badges for successfully accomplished lessons. Also, it gradually reveals 
more lessons as the user earns points to unlock higher levels (which in fact are 
language- skill levels). Gamifi cation here keeps the learners motivated and thus 
helps them get to their goal more comfortably. The “Read Faster” application, as the 
name suggests, trains reading skills. It uses scored exercises that resemble a compe-
tition against the clock. If one completes a set of exercises, bonus training sets are 
unlocked. Figure  6.1  shows screenshots of those two apps that reveal their gamifi ed 
nature. Applications for gamifi cation in knowledge transfer contexts are addressed 
in detail in this section of this book.   

6.2.2.5     Gamifi cation in Business Practice 

 A last area, in which gamifi cation plays an increasingly signifi cant role, is business 
practice. More and more services become gamifi ed to create customer loyalty and 
   to engage people. Foursquare is perhaps the paragon of a business model that 
utilizes gamifi cation to market advertisement and coupons to customers. There are 
even ready-to-use frameworks, e.g. Badgeville 11  to integrate gamifi cation into 
existing browser or mobile platforms, whatever they may be. This aspect of gamifi -
cation, however, goes beyond the scope of this chapter. We therefore point the reader 
to the related chapters within this book.   

6.2.3      Behavioral Economics and Psychological Computing 

 Behavioral economics has been a topic since the 1980s, but was only recently inves-
tigated in HCI as part of the psychological and persuasive computing movement. 
Bao, Gowda, Mahajan, and Choudhury ( 2013 ) look at the possibilities of 

10   http://www.duolingo.com/mobile , last accessed on August 14 2013. 
11   http://www.badgeville.com , last accessed August 8 2013. 
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psychological computing to predict user behavior for mobile media usage. 
They investigated how paradigms from behavioral economics can be used to nudge 
users to pre-fetch videos on their smartphone while they are still connected to a 
WLAN. This way, they propose to reduce mobile network traffi c in 3G and 4G net-
works, which is, despite novel communication technologies, still a major issue, as 
both content size and usage grow even faster. Another application for psychological 
computing they mention is intelligent driver assistance, sometimes referred to as 
advanced driver assistance systems (ADAS). Driving a car on highways is a monot-
onous task. If the driver shows signs of dozing off, an aware system could display 
intentional diversions, e.g. imagery of deer on a head-up display, to cautiously 
increase alertness. Performing another evaluation under different conditions with 
the Lane Change Test (LCT) (cf. Mattes & Hallén,  2009 ) could show us further 
evidence for the need of psychological computing in this domain. 

 Lee, Kiesler, and Forlizzi ( 2011 ) explicitly took a behavioral economics approach 
towards creating persuasive technology for healthy eating. In their work, they make 

  Fig. 6.1    Gamifi ed educational apps ( a ) duolingo ( b ) Heku.IT Reading Trainer.  Color  is used in ( a ) 
to visualize the progress in learning a language. In ( b ) the lock indicates that corresponding exer-
cises are not available yet. Continuing with the training unlocks them       
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use of a set of biases which are explained by behavioral economics: the  default bias , 
 present-biased preferences  (O’Donoghue & Rabin,  1999 ) and  asymmetrically dom-
inated choices  (we come back to these topics in Sect.  6.3 ). Their approach consisted 
of studying how people are infl uenced by certain biases when opting for healthy 
eating. In their fi rst case study, they observed which food people chose if they had 
to either choose a couple of weeks in advance or 1 week at a time. Simonson ( 1990 ) 
explains that people seek more variety when choosing in advance, whereas they fall 
back to the same option when the same choice re-occurs after a while. This phenom-
enon was corroborated by the studies by Lee et al. ( 2011 ). Not only were subjects 
biased if they were asked by an experimenter about their food choice, but also if 
they had a robot deliver their food or when ordering on-line. The corresponding 
studies motivate further investigation of behavioral biases in interaction design. 

6.2.3.1     Personal Finances 

 Our work utilizes examples from a personal fi nance context, where there are already 
numerous professional software solutions for the end user. Such tools allow us to 
both plan and analyze our monthly spendings. Prominent examples that exhibit con-
structs of behavioral economics are Quicken, 12  its cloud-based spin-off Mint 13  or 
Starmoney 14  Those services underline mental accounting techniques (see Sect.  6.3.1 ) 
to inform the users about their spending behavior. However, it is diffi cult to fi nd a 
concrete call-to-action—the interpretation of data is mostly done by the users, even 
if transactions are already categorized automatically. Yet, Mint uses scores to rate 
the fi nancial performance of the users and goes beyond categorizing in to budgets: 
it awards “Mint points” for good behavior (i.e. fi nancially “responsible” transac-
tions when users succeed to keep their self-set limits) which is also visualized to 
give feedback. 15  The responsible rating algorithms, however, remain intransparent.  

6.2.3.2     Behavioral Economics Apps 

 The Duke Center for Advanced Hindsight 16  has started to build a couple of iOS 
applications which leverage behavioral economics. However, to this point we could 
not fi nd scientifi c publications reporting on fi ndings made via those apps.  

12   http://quicken.intuit.com/ , last accessed August 08 2013. 
13   https://www.mint.com/ , last accessed August 08 2013. 
14   http://www.starmoney.de , last accessed August 08 2013. 
15   Dole, A. (2010) ‘Gaming for Behavior Change’,  http://method.com/pdf/10x10/Method_10x10_
Gaming_for_Behavior_Change.pdf , last accessed September 05 2013. 
16   http://advanced-hindsight.com/ , last accessed on August 14 2013. 
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6.2.3.3     Context Changes in Mobile Scenarios 

 The core topics in behavioral economics and the related psychology research are 
judgment and decision making, especially biased decisions. Kahneman ( 2011 ) 
informs us that decisions are made either intuitively (fast) or with mental effort 
(slow). But even after evaluating the parameters before making a judgment, the 
choice is biased by the surroundings, i.e. priming through the environment. 
Kahneman states that judgment is inconsistent and unreliable to a high degree. 
This implies that even small changes in the environment might lead to a different 
judgment, for example a small breeze on a hot day might make you feel better and 
induce a different behavior in that very moment (Kahneman,  2011 , p. 225). 
Transferring this thought to mobile computing, where the context rapidly changes, 
means that we must rethink interaction design. We might do so by reacting to 
continuously changing priming and inducing reactions to changes in judgment in 
our systems.    

6.3      Behavioral Economics in Mobile Experience Design 

 In this section, we fi rst describe the principles of behavioral economics in detail, 
which afterwards allows us to present usage scenarios in a technology-driven envi-
ronment. Thereby, we discuss how the fi ndings transfer to the usage of computers 
and mobile devices in particular. 

6.3.1         Mental Accounting 

 The fi rst paradigm of decision making that we would like to address is  mental 
accounting . It is one of the key principles of behavioral economics. Thaler ( 1999 ) 
defi nes mental accounting as follows: 

   “Mental Accounting is the set of cognitive operations used by individuals and households 
to organize, evaluate, and keep track of fi nancial activities.” (Thaler,  1999 , p. 182) 

   Simply put, mental accounting deals with the fact that people tend to categorize 
their spendings (and earnings) into budgets (mental accounts) for example house-
hold, leisure, mobility, etc. On the one hand, this paradigm can be regarded as a way 
to positively enforce self-control, because it can avoid overspending. On the other 
hand, it might be considered as irrational behavior: In a wallet, money is just a 
collection of bills, coins or a simple number in a bank-account. It has no category 
and is a mere means of exchange, which is referred to as fungibility (Wilkinson & 
Klaes,  2008 , p. 225). Thus, people can just take their money and spend it in the 
moment when they need it and on whatever they need—regardless of the mental 
account. It therefore makes no rational sense to stop spending in one category 
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because the budget is exhausted though the absolute amount of money is positive. 
Therefore, one might interpret mental accounting as a simple variant of budgeting, 
but there is more to it. Thaler ( 1999 ) gives us an example for irrational budgeting as 
mentioned above. He describes a study in which the participants were asked to 
assess the likelihood to buy baseball tickets for $50. Half of the group was told that 
they had already gone to a baseball game the same week, the other half was told that 
they got a $50 parking ticket during that week. The latter group was signifi cantly 
more likely to buy the baseball tickets, although their fi nancial situation is identical 
to the fi rst group. The only difference is the perceived “overspending” in that cate-
gory, which can be thought of as irrational behavior. 

 Mental accounting can be explained using a number of psychological effects that 
impact rational behavior. In the following, we briefl y describe some of those effects. 

6.3.1.1       House Money 

 One situation in which mental accounting plays a role can be observed when people 
receive unforeseen gains. When people win a bet or a lottery, their fi nancial situa-
tion immediately improves. Yet, the gain is treated differently compared to the rest 
of their budget. Often, people tend to spend this money differently or keep it in a 
different pocket, which is referred to as the “house money effect” (Thaler,  1985 ). 
The additional gain can be used to bulk up a mental account to rationalize over-
spending or a risky investment. 

 Humans learn mental accounting only by observing behavior (Thaler,  1999 ), 
most likely from our parents and surroundings. Opposed to industrial fi nancial 
accounting there are no rules to follow in order to organize our budgets. Not only do 
we learn to budget our money, but also our time, which Saini and Monga ( 2008 ) 
showed.  

6.3.1.2     Sunk Costs 

 Having invested in one mental account might not have led to returns. However, one 
has already committed to this investment and hopes to break even. Simply put, the 
rationale behind this behavior is thinking “I have already put so much into this, I 
might as well continue.” In our context, we could exploit this effect in gamifi cation 
or self-tracking applications. Let us assume a progress bar shows how the user is 
doing in saving up her money. By applying a non-linear scale, (e.g. a logarithmic 
scale) the progress bar could have a progress of 25 % in the center and scale the 
remaining 50 % on the right hand side. That way, we could convey the notion of 
having already invested into that and “that the end is not too far”, so we would 
expect the users to keep up with this task falling prey to the sunk costs fallacy. 
Furthermore, it was shown that people are eager to use things more often if they had 
paid a lot for them (high sunk costs), thus potentially exceeding the budget of a 
mental account (Thaler,  1999 ). Trying to make more frequent usage seems to justify 
overspending but may be considered as irrational.  
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6.3.1.3     Payment Decoupling 

 Mental accounting is also infl uenced by payment modalities. It has been shown that 
people like to spend before rather than after consumption. If we pay in advance, we 
perceive consumption more enjoyable (Shafi r & Thaler,  2006 ). Having made an 
investment, people have already booked it to a mental account, even if actual con-
sumption comes much later. Thaler ( 1999 ) puts it like this: 

   “Note that this mental accounting transforms a very expensive hobby into one that is ‘free’.” 
(Thaler,  1999 , p. 192) 

   Beside temporal payment decoupling, paying by credit card has another impact 
on the perception of spending: Accumulation minimizes the “pain of paying”, 17  i.e. 
credit card bills accumulate many transactions. As Thaler ( 1999 ) illustrates, paying 
$50 hurts more than seeing the same $50 appear in a $939 credit card bill. Paying a 
higher sum just once hurts less than spending smaller amounts again and again. 

 Generating ideas for applications in our fi eld of interest, we can take a look at the 
temporal environment in which the users perform transactions. This follows the 
notion of Ariely’s “Self-Control Credit Card” (Ariely,  2009 ). Let us assume the user 
fi nds herself at a ticket offi ce purchasing two concert tickets by credit card. A linked 
service might instantly recognize the purchase and categorize it into “leisure” 
expenses. Via a push message, the smart phone displays a suggestion to save a ran-
dom amount of money just at that moment. We expect the shopper to follow the 
advice and perceive the extra expense as less unpleasant.   

6.3.2       Loss Aversion as Gamifi cation Factor 

 Another factor which we believe to play a special role for gamifi cation is loss 
aversion, which descends from Kahnemann & Tversky’s prospect theory (Kahneman 
& Tversky,  1979 ). This phenomenon describes the discrepancy between perceived 
intensity in gain or loss of things people own (Ariely et al.,  2005 ). In other words, 
people do not want to lose what they already have and keep the status quo ( status- 
quo bias ). It comes in another variant called the  endowment effect . Here too, the 
theory indicates that once people own anything—a car, a house or even just a bottle 
of wine—they endow on that particular good. As a result, if asked to sell the respec-
tive belongings, people tend to exaggerate the price by overestimating the objective 
value for others. The latter are only willing to pay a fraction (e.g. in case of a car) of 
what the owners would like to receive. A similar principle occurs for investments: 
Losing 5 % in stock value has a higher emotional impact than gaining 5 % in stock 
revenue. As a last example, frequent fl yers are awarded a “Gold Status” for their 
loyalty to an airline. This status only valid for a certain time. Presumably, the fl yers 
choose the same airline all the more once they have reached this prestigious status. 

17   http://danariely.com/2013/02/05/the-pain-of-paying/ , last accessed August 09 2013. 
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 Furthermore, people endow on things that they have—it does not matter from 
where they received the goods. The mere fact of possession changes their per-
spective and the perceived value of the item is much higher than that of a neutral 
observer. 

 Trophies in games and gamifi ed services might have a similar effect. Usually, 
only one user at a time owns a particular trophy. As soon as the trophy changes 
ownership, the  new  owner is likely to appreciate it more than the hundreds or thou-
sands of users that do not really care or know about this reward. However, if that 
trophy allows users to unlock higher levels, it might become more valuable.  

6.3.3     The “IKEA-Effect” in Gamifi cation 

 Behavioral economists often investigate how humans overestimate and overvalue 
things. Norton, Mochon, and Ariely ( 2012 ) looked at how people become attached 
to things that they did not create from scratch but with a “box of bricks”. Their 
results show that once it takes just a few steps to complete a project, e.g. building an 
IKEA wardrobe (hence the name), people overestimate its objective value. Bringing 
the IKEA effect to our studies, we can observe how some app developers utilize in- 
app purchases either to drive their earnings or to unlock additional functionality of 
an app. For example, if a specifi c game level is too tedious, some games offer to buy 
virtual currency to unlock achievements or to level-up. Such virtual currency 
can also be obtained simply by playing the game. Thus, combining “paid” and 
“earned” credits (note the mental accounting here) can help the player justify his or 
her cheating. 

 Successful gamifi cation might take advantage of this knowledge and increase 
user experience by refraining from paid-only functionality, as it is already done in a 
number of apps. We assume that earning virtual currency, such as badges or reputa-
tion points, drives the IKEA effect and helps to get people attached to an applica-
tion. This is especially important if it is a persuasive system for self-shaping and 
greater good, because it keeps up motivation and self control.  

6.3.4     Framing Effects 

  Prospect theory  forms the basis for the research of framing effects (Kahneman & 
Tversky,  1979 ,  1984 ). Framing effects explain why people make inconsistent 
choices when their information is presented in different ways. For example, in an 
experiment by Gächter, Orzen, Renner, and Starmer ( 2009 ) signifi cantly more 
Ph.D. students signed up for a conference early if the “fee will  include a penalty  
for late registration” compared to when there was “ discounted conference  fee for 
early registration”. We continue by shortly describing two exemplary dimensions of 
framing. 
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6.3.4.1     Anchoring 

 The fi rst type of framing effect that we try to address is  anchoring  (Kahneman,  2011 , 
p. 119). Anchoring theory tells us that our choices in general and estimations in 
particular are infl uenced by almost any information that is present in the context. 
Thus, it can also be seen as a form of  priming  (Kahneman,  2011 , p. 122). An anchor 
acts as a point of reference to base our decisions on and it does not have to be con-
sciously processed or put into context. Asking a group of students to write down their 
social security number at the beginning of an experiment showed that this random 
piece of information was enough to create a reference during an anonymous, inde-
pendent auction (Ariely, Loewenstein, & Prelec,  2003 ). Those students who had a 
higher number were inclined to make higher bids than the ones with lower numbers. 
Kahneman ( 2011 , p. 122) gives us another simple example for anchoring: 

   Was Gandhi more or less than 144 years old when he died? 
 How old was Gandhi when he died? 

   Chances are that people overestimate Gandhi’s age once they are asked these 
questions in this order. 18   

6.3.4.2     Asymmetric Choice in Settings-Menus 

 A special kind of framing effect is the  asymmetric choice effect . It occurs for choices 
under uncertainty and can be described as follows. When presented with options, 
humans try to establish an association to previous choices. If this fails, some other 
anchor or point of relevance infl uences the choice. In an asymmetric choice, at least 
two of the options are more similar than others, making it easier to compare them - 
and harder to compare with other options. Let us look at the example that Dan Ariely 
provides (Ariely,  2009 , p. 111). A newspaper offers three subscription models:

    A    Online subscription for $59 p.a.   
   B    Print subscription for $125 p.a.   
   C    Print + Online subscription for $125 p.a.    

  The print plus online subscription [C] is objectively a better bargain than the sole 
print subscription [B], because they both cost the same. However, the fact that they 
cost the same makes [B] and [C] more easily comparable and thus the print-only 
subscription [B] does not appear as attractive. In fact, option [B] becomes the 
negative version of [C], so we could say that the print plus online subscription is the 
real option [B] and the pure print subscription is [B-], which gives us an option set 
of [A, B-, B]. Now option B dominates and makes this choice asymmetric. Bringing 
this paradigm to persuasive computing immediately seems possible in options and 
settings menus. User experience designers can nudge their users by adding another, 
more easily comparable option which in turn is less attractive than the default.    

18   Just to resolve the puzzle: Gandhi died at the age of 78. 
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6.4      Implementation of Selected Concepts for a Case Study 

 To investigate our initial ideas how one could exploit cognitive biases as explained 
in behavioral economics, we developed a prototypical application. The chosen use 
case is personal fi nances. Our MoneySaver app utilizes behavioral economics theo-
ries to help people save up money in a novel way. The following short sections 
describe how the theories were implemented in the design. 

6.4.1     General Functionality 

 The core functionality of our MoneySaver app is to keep track of multiple savings 
targets. The app reminds people to save money and suggests to put the money into 
a physical piggy bank. Mainly, the app was created as a proof of concept with a 
formal evaluation in mind.  

6.4.2     Mental Accounting and Self Control 

 Mental accounting, as shown in Sect.  6.3.1 , helps people to prevent themselves from 
overspending. In order to become successful, mental accounting could be leveraged 
by explicitly suggesting the accounts and visualizing them. In our app, we provide 
reminders to save money or put their money in a different pocket (see Sect.  6.3.1.1 ) 
until they return to their physical piggy bank. To support mental accounting, we 
empower users to set up multiple savings targets, which we called virtual piggy 
banks. Once the app reminds people to save now or when they decide to save at a 
particular moment, the users are required to choose in which piggy bank they wish 
to put their money. The current balance of each piggy bank (mental account) is dis-
played in the app, whilst the money simply accumulates in the physical piggy bank 
without any accounts. This somewhat resembles the “Money Savvy Piggy Bank” 19  
(shown in Fig.  6.2 ), which has multiple slots assigned to a category. Parents can buy 
this to teach their children about money.  

 Besides, saving with a piggy bank could facilitate the sunk costs fallacy and 
 payment decoupling. Since inserting money into a piggy bank adds a single step 
before spending the money, people could think that they “pay the piggy bank”. 
Once the app tells them that they have saved up a certain amount, the users might be 
inclined to think that the piggy bank pays for their desired good and they get it “for 
free”. That way, overspending in a single category can also be justifi ed. The sunk 
costs nature of piggy banks becomes evident if we look at the hypothetical actions 

19   http://www.msgen.com/assembled/money_savvy_pig.html , last accessed August 14 2013. 
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after one has achieved a savings target. Does he/she continue to save money with an 
attitude like “ I’ve already saved up that much, I might as well keep going and buy 
something more expensive ”? Or, as we believe, the exact opposite might come to 
their minds: “ I might as well spend all that money, since I already saved it. ” We 
argue for the latter because short term benefi ts are more attractive than long-term 
gains (O’Donoghue & Rabin,  1999 ).  

6.4.3     Loss Aversion 

 As stated above (Sect.  6.3.2 ), loss aversion can play a role in gamifi ed applications. 
In our MoneySaver app, we introduced a standard gamifi cation badge system 
(achievements). However, the app takes them from the user if she fails to respond to 
reminders or misses deadlines. We expect that people will try to continue saving to 
keep the badges because losses infl uence them more heavily than gains (Ariely 
et al.,  2005 ; Kahneman, Knetsch, & Thaler,  1991 ). This principle has been addressed 
before by Hamari ( 2011 ) in the context of social online games.  

6.4.4     Anchoring 

 We deliberately put anchors or points of relevance in the app. For example, the app 
can suggest to save a random amount for each reminder. Even if people decide to 
put a different amount of money into their piggy bank, we hypothesize that they 
were primed with the number, which the app had displayed. Furthermore, we let the 
user choose the range in which the reminders should suggest amounts. In this 

  Fig. 6.2    The Money Savvy 
Pig has multiple slots which 
make mental accounting 
apparent       
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dialog, too, we prime the users with     10 (see Fig.  6.3 ). Lastly, we “instantiate” the 
savings targets with the option to choose an image of the desired good. Coins and 
bills do not convey the notion of value as well as physical objects. Thus, users are 
able to assess the real value of the money in their piggy bank, if they are reminded 
through a picture of what they are saving for.    

6.5      Evaluation of the MoneySaver Prototype 

 Having explained how behavioral economics infl uenced the design of a prototypical 
personal fi nances app, we come to evaluate the effectiveness of the design approach. 
In particular we evaluated the following research questions (RQ): 

   RQ1     Can saving be supported by triggering mental accounting through a mobile 
application?   

  RQ2    Can apps nudge people to save more through anchoring?   
  RQ3    Do default values in the settings of a mobile application impact behavior 

outside the pure interaction with the device?   
   In regard to those research questions we formulated a set of hypotheses (H): 

   H1    Mental accounting in saving is a strong success factor and can be supported 
through a mobile app.   

  H2    Anchors that are present in a user interface act as priming factors and there-
fore do infl uence the users’ interactions.   

  Fig. 6.3    ( a ) Settings menu. If the user clicks on “Variable Amount” she is taken to ( b ) the     10 
Anchor. If she selects less than     10, the reminder looks something similar to ( c )       

 

T. Stockinger et al.



123

  H3    Random numbers work as anchors and therefore might bias answers in a 
questionnaire.   

  H4    Losing achievements motivates people to keep “playing” because of human 
 loss aversion . It motivates users to pursue their behavior and consequently to 
succeed with their endeavor.   

  H5    Following default values in settings menus infl uences real-world behavior.   

6.5.1       Methodology 

 After developing the app relying on the concepts presented in Sect.  6.4 , we ran a 
user study in an offi ce environment at the university. To test our hypotheses, we 
chose a “between-groups” setting (Field & Hole,  2003 , p. 70) for the task-related 
part of the study. One reason for this choice was the fact that a within-subjects 
design would have required proper counterbalancing to avoid learning effects or—
in our case—unintentional anchoring or priming. 

6.5.1.1    Tasks 

 The study duration was approx. 20–30 min per participant, who were briefed by the 
experimenter and debriefed in an email after the study was complete. We asked 
people to perform a set of seven predefi ned tasks: 

   T1    Create a new savings target   
  T2    Look up your current achievements   
  T3    Put     7 into the (virtual) piggy bank   
  T4    Look up detailed information on the progress of the savings target   
  T5    Set up the notifi cations to display a random amount to which you have to 

commit   
  T6    Find out how to achieve your savings target (hypothetically)   
  T7    Mark your savings target as “Purchased”   

   Our independent variables were: 

   V1    Anchor. One group was presented an anchor in a dialog, the other was not.   
  V2    The last two digits of the participant’s telephone number, which we divided 

into the categories low (00–24), medium (25–74), and high (75–99).   
  V3    Context. The lab-study participants were primed with the topic of saving 

money during the experiment. Another group was asked a subset of the ques-
tions in an on-line survey.   

   On a quantitative scale, we measured the amount which people claim to save 
when using our prototype. Furthermore, we evaluated arbitrary anchors, as shown 
in one of numerous experiments from e.g. Ariely et al. ( 2003 ), through a question-
naire which formed the end of each session. Our intention was to evaluate whether 
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the last two digits of the telephone number of the subjects functioned as anchors and 
subsequently infl uenced their reported savings behavior. 

 Lastly, one of our fi nal questions (see Table  6.1 ) in the survey evaluated mental 
accounting without making a reference to the app. At this point of the study, we had 
primed the subjects to refl ect on their saving habits. As shown in Sect.  6.3.1 , parts 
of the mental accounting theory suggest that people are likely to treat money differ-
ently if they received it unexpectedly. That is, they put it in a different mental 
account that is often referred to as “house money”. Thus, the theory indicates a 
tendency towards answer (b) and that option (e) is the least favored (referring to 
Table  6.1 ). By asking this question very late in the experiment, we investigated if the 
priming on the topic of saving money moved the tendency from (b) to (a).

   In order to test our hypotheses against a non-primed control group we put up an 
on-line questionnaire which contained two of the questions from the experiment 
(one of them was the question in Table  6.1 ), the other concerned a self-assessment 
on one’s mental accounting efforts.  

6.5.1.2    Participants 

 We recruited 26 participants through spreading a Doodle link on social media and 
personal invitations. There were 11 female and 15 male participants and the average 
age was 24 years ( standard deviation ( SD ) = 5. 5) (we did not ask the exact date of 
birth). 23 participants were university students, the other three participants did not 
agree to reveal their profession. Subjects did not receive any direct compensation for 
their participation except free soft-drinks and snacks during their attendance. Also, 
we raffl ed off a small Amazon gift card. The target group shows a rather homoge-
nous monthly income structure (61 % make less than     500, 31 % report a monthly 
income between     500 and     1,499, the remaining 8 % earns more than     1,500). 
Thus, we regard the possibility to save money for each participant as almost equal. 

 Our control group was formed by 115 people who fi lled out an on-line ques-
tionnaire. We spread the link via social media and allowed the survey a time span 
of 3 days.   

       Table 6.1    Q1: Mental accounting of unexpected gains. Q2: Self-assessed mental accounting 
efforts   

 Q1 

 Suppose you win     200 at a raffl e. What do you do with the won 
money? (a) I’m saving the money 
 (b) I buy something, I normally would not. 
 (c) I use it to do some maintenance investments (e.g. on my car) 
 (d) I won’t do anything special with that money 
 (e) Something else: 

 Q2 (5 Point 
Likert Scale) 

 I thoroughly categorize my spendings (e.g. leisure, household, 
restaurants). 
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6.5.2     Results 

 We found the following in the data that we collected in the laboratory user study: 

•    81 % of the participants wished a separate piggybank for each savings goal. This 
supports H1.  

•   50 % would save the amount that was suggested to them, providing evidence 
for H5.  

•   84 % of the subjects confi rmed that a picture of the savings target is motivating.  
•   53 % say that achievements would motivate them to keep up saving money. 

Furthermore, we asked the participants to asses their likelihood to share their 
achievements on social media on a 5-point Likert scale ranging from 1 (very 
likely) to 5 (not likely at all). Contradictory to Zichermann and Cunningham ( 2011 , 
p. 67), we observed a strong tendency towards rejection of social media interac-
tion ( Mean M . SD( ) = 4 38, = 1.06

 
 ).  

•   We asked participants to assess how they react upon the loss of achievements on 
a 5-point Likert scale ranging from 1 (I agree) to 5 (I disagree). When asked if 
they changed their savings behavior to keep their earned badges the statistics we 
observed an average score of  M . SD .= =( )3 04 0 96

 
 . The participants reported 

with  M . SD .= =( )3 58 0 90
 
  that they would make a higher one-time saving to 

prevent the loss of a badge. Accordingly, this partly supports H4.  
•   Answering question Q1 (Table  6.1 ), we found that 46 % would buy something 

they normally would not have bought. 42 % would save their money. In order to 
fi nd out if subjects in the experimental group had been primed by the topic of 
“saving up money” in our experiment, we performed a Chi-Squared test on the 
data. We could not run a  t -test because the data was non-parametric (not nor-
mally distributed). At a signifi cance-level of 0.05, the test showed that there were 
no signifi cant differences in distributions of the participants’ choices 
( χ  2 (4) = 5. 96,   p  > 0. 1). Since the control- and experimental group did not signifi -
cantly differ, we conclude that priming was not suffi ciently effective in our 
experiment. In the distribution that is shown in Fig.  6.4 , however, we observe that 
a slightly higher percentage of the interviewees claim not to do anything special 
with an unforeseen gain.   

•   Finally, we investigated whether the last two digits of a participant’s telephone 
number might serve as an anchor for their choice on how much to save at each 
reminder. Since we had three different measures, i.e., low, medium and high 
number, we performed analysis through a between-subjects ANOVA. This test, 
however, did not show any signifi cant effects between the groups 
( F (2) = 0. 384,   p   > 0. 1, post-hoc tests were not necessary). Participants with 
lower numbers acted similar to the ones with higher numbers. Besides, the number 
of participants in each condition might have been too small to gather robust data. 
As a consequence, we reject H3.     

6 Towards Leveraging Behavioral Economics in Mobile Application Design



126

6.5.3      Discussion 

 The main result of the study was that people favor an app that helps them save 
money. Mental accounting can help them achieve this goal, which we successfully 
implemented in a prototypical app. To a large part (77 %,  n  = 89), subjects in our 
control group relied on mental accounting strategies. In the experimental group, 
even more people (92 %,  n  = 24) treated the won money differently. 20  The fact that 
question Q1 in Table  6.1  was not answered with indifference by all the participants 
strongly suggests that people in both our control and experimental group (N > 120) 
rely on mental accounting. Both the lab study and the on-line questionnaire indicate 
that people  do  attribute unforeseen gains to a mental account. However, we did not 
see signifi cant differences between our control and experimental groups when it 
comes to whether to save or spend the money. 

 We found more evidence that mental accounting can be supported through our 
app when we asked whether people wanted to have one piggy bank for all their sav-
ings targets or a separate piggy bank for each of the desired items. 81 % ( n  = 21) of 

  Fig. 6.4    Answer distribution for Q1. Only option  d  defi es mental accounting efforts. Most people 
treat an unexpected gain differently than the rest of their money ( house money effect , see 
Sect.  6.3.1.1 ). Answer (e) did not occur in the experimental group       

20   A Chi-Square test did not reveal signifi cant differences between the control and experimental 
group ( χ 2 (1) = 2. 1015,   p   >  0. 1). 

 

T. Stockinger et al.



127

the lab study participants reported that they would prefer  a separate piggy bank  
and that the app should continue to support that. 

 All this leads us to believe that H1 (mental accounting is useful and can be sup-
ported through an app) is partly confi rmed. 

6.5.3.1    More Gamifi cation Elements 

 For many people, saving money is a challenge. They either choose it deliberately or 
because their fi nancial situation demands it. This is why the gamifi cation elements 
in the MoneySaver app could make further use of the “challenge” paradigm. In a 
future version we will display a number of challenges to the user, that are clearly 
labeled, e.g.  “Challenge for the next week: Save       25 to achieve the badge ‘super-
saver’ ” . A possible promising way is the ‘52 week money challenge’. 21  It is a sim-
ple strategy where the weekly saved amount is doubled after each week. This way, 
1,378$ can be saved up within a year when starting with 1$ in the fi rst week (assum-
ing one can take the challenge). A piggy bank that can keep track of the current 
balance could make the process even easier (Stockinger, Koelle, Lindemann, 
Witzani, & Kranz,  2013 ).  

6.5.3.2    Anchors 

 Coming back to the usage of anchors, we did not observe a signifi cant correlation 
( p  > 0. 05) between the presented split value of     10 and the choice on how much 
the participants would like to save with each notifi cation. An interesting phenom-
enon, however, can be seen in Fig.  6.5 . Only one participant within the group which 
saw the anchor set the reminder value to more than     10. Since the effect was not 
statistically signifi cant ( t (24) = 0. 578,   p  > 0. 1), we need to assume that this is due 
to chance.  

 We hypothesize that presenting a much higher number as “split value” (in 
accordance to the Ghandi question in Sect.  6.3.4.1 ) could nudge the people to 
unconsciously adjust their reminders towards the higher number. This, however, 
needs to be shown in another experiment for which our data can serve as control 
data. One participant perceived the anchor-dialog from Fig.  6.3 b as cumbersome. 
He thought it was a usability issue that there is another dialog keeping the user 
from achieving her task. 

 Furthermore, it is possible that the anchors in our experiment failed to provide 
more visible results because there were too many: the last two digits of one’s 
telephone number, the “split value” in the settings dialog for the experimental 
group, the amounts which were suggested to save during the experiment—all the 
numbers might have caused an “anchor overfl ow”, thus mitigating the priming 
and framing effects. 

21   cf.  http://www.savewithkass.com/ , last visited Jan 24, 2014. 
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 In a future version, we plan to make use of the asymmetric choice effects 
mentioned in Sect.  6.3.4.2 . The settings menu of the app could be extended by 
options that are either more comparable to other options or less desirable. We would 
like the user to save as often as possible, without becoming bothered by notifi ca-
tions. Thus, the app intends to remind them at least every second day to save money. 
The options could be: getting reminded  every now and then  [A],  every second day 
through the notifi cation bar  [B] and  every second day through the notifi cation bar 
with an alarm sound plus vibration  [B-]. We hypothesize that users can compare 
option [B] and [B-] more easily than the vague “every now and then”, which is why 
we expect them to choose option [B]. Another example could be the options-dialog 
for the amount of money to save. Presenting an option set containing  fi xed amount  
[A],  random amount with decimals  [B-] and  random amount (integers only)  [B]. 
Here, too, we suppose that option [B-] will be the least favorable and votes for 
option [B] increase.  

6.5.3.3    Loss aversion 

 We investigated how people react once they face losing an already acquired badge. 
The reported behavior indicates that the prospect of loss is (for some) a suffi cient 
threat to maintain self-control and follow the self-imposed rules to save more 
money. However, the evidence at hand does not allow to fully confi rm H4, yet. 
Further, long-term behavioral research with our app is necessary to gain deep 
insights into  loss aversion  in respect to virtual goods.    

6.6      Summary and Conclusion 

 In this chapter, we took a look at behavioral economics in Human-Computer 
Interaction, especially motivated through mobile computing scenarios. We have 
shown that the many concepts and theories from behavioral economics offer plenty 

  Fig. 6.5    The anchor group in our lab experiment did only once choose to save more than the split 
value of     10       
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of opportunities to enrich the understanding of persuasive computing in general, 
and gamifi cation in particular. Since only a subset of opportunities that reside in 
behavioral economics could be addressed in this chapter, we will conduct and 
encourage further research in this area. Extending our fi nancial context, we built a 
prototype of an electronic piggy-bank that communicates with smartphones (see 
Stockinger et al.,  2013 ). It allows to control the progress of saving up money and 
will permit us to investigate self-control and self-deception of users—do they save 
as much as they claim? Do they follow the reminders and put money into the piggy- 
bank whenever the smartphone displays a notifi cation? Do they follow through until 
they have reached their goal? These are just some of the questions that need to be 
answered in a long-term experiment, that we will carry out in diary studies. 

 Also, we set out to fi nd new use cases for bounded rationality and cognitive 
biases in a technology-driven context. Short passwords for highly sensitive data are 
not apt to defend oneself against the many threats of cyber crime. Yet, people still 
use them and are inclined to act irrationally that way. 

 Finally, we aim to explore how people are infl uenced by user studies, that take 
place so often in HCI research. Work by Birnbaum ( 1999 ) shows that cognitive 
biases distort people’s behavior during user studies to a high degree, resulting in all 
unwanted type I, II and III errors. Recently, Möller, Kranz, Schmid, Roalter, and 
Diewald ( 2013 ) showed that the design of a user study has a great impact on the 
behavior of the participants. Besides, the context we work in drives us to investigate 
how  intuitive  interaction can be explained through neurology and behavioral sci-
ences. We assume that interaction design that prevents the Refl ective System (or 
System 2 (Kahneman,  2011 )) from becoming active generates greater usability.     
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Chapter 7
A Parallel Universe: Psychological Science 
in the Language of Game Design

Thomas E. Heinzen, Michael S. Gordon, R. Eric Landrum, 
Regan A.R. Gurung, Dana S. Dunn, and Sam Richman

7.1  Introduction

“It felt like an epic win” said Corey, with a suitably modest smile, after his first 
research conference poster session.

The grandiose term epic win describes hard-won achievements and is part of the 
native tongue of people coming of age during the digital revolution. Its colorful 
vocabulary is seeping into mainstream conversations and signals wider acceptance 
of gamification, applying game design techniques and mechanics to a non-game 
context (Herger, 2011). We want to wave five cautionary thoughts in front of you 
before we use this relentlessly evolving language to connect principles of games to 
psychological science.

First, we cannot yet offer precise definitions because we need to follow the advice 
for assembling a bicycle: “Keep all connections a little loose until assembly is com-
pleted.” It is too soon to offer tight definitions. Second, the findings of psychological 
science are also looser than you might think. Gravity is a relatively  consistent 
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 phenomenon; human behavior, not so much. Third, much of what the general public 
believes about psychology is a myth (Lilienfeld, Lynn, Ruscio, & Beyerstein, 2010), 
and some of those myths are dangerous. Although the discipline of psychology is still 
like a gangly, uncertain teenager, we grow more confident with every passing experi-
ment. Fourth, this chapter connects higher education and the psychology of games in 
general, not video games in particular. Some recent conference participants expected 
to see a video game when we merely applied the principles of game design to a 
simple redesign of a statistics course. Fifth, this chapter is already out of date; gamers 
are constantly inventing new words to describe some recurring features of gaming.

7.2  A Short History of Games in Psychology

In spite of these cautions, history suggests that higher education would be wise to 
pay attention to game-based learning. Psychologists have formally explored the 
psychology of play and games for all of its brief, recorded history. In 1898, Karl 
Groos used natural selection to explore the adaptive purposes of play in his book, 
The Play of Animals. In 1902, William Roth investigated the games, sports, and 
amusements of the aborigines of northern Australia and classified them into seven 
types of play. In 1906, W. H. Winch also classified types of human play, but into 
only four categories. In the succeeding years, the dominant trend in the psychology 
literature connected play and games to education. Belle Ragnar Parsons (1909) 
explored how to infuse content into gym classes and, that same year, C. Ward 
Crampton argued forcefully for more play in the educational system.

Crampton (1909, p. 489) included what today feels like a prescient comment 
about the benefits of games by warning against (with the italics added) “a relatively 
playless, and therefore godless, generation growing up without having virtually 
learned in any real way justice, courage, and the value of decently and fairly ‘fight-
ing hard and square’ in the game of life.” The early literature also contained some 
warnings about the dangers of “gaming” by which they usually meant warnings 
against gambling. There have also been warnings about how games can corrupt 
morals, slow workers, and encourage sinfulness among playful 13th century min-
strels (see Ifenthaler, Eseryel, & Ge, 2012). However, no one across 100 years of 
psychological science appears to have argued philosophically or empirically against 
the educational benefits of fun, play, and games.

Games have also been a productive research model. Game theory, for example, 
creates interpersonal conflicts by putting people in situations that require interde-
pendent decision-making (Wilkinson, 2008), a research approach that has generated 
insights into problem solving, heuristics, and probability (e.g., Brewer & Kramer, 
1986; Poundstone, 1992; Tversky & Kahneman, 1981). The most well known 
example is the Prisoners’ Dilemma, now a staple plot device for television crime 
dramas, because the dramatized situation creates conflicts that force internal values 
to the surface of behavior. Prelec and Simester (2000) also created an auction 
game in which participants bid for tickets to high profile Boston sporting events. 
They discovered that, on average, people spent more money using a credit card than 
cash—and demonstrated how games can approximate reality.
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The digital revolution has accelerated the development of games in education. 
The New York Times columnist Chris Suellentrop (2013) compared video games to 
the printing press or moving pictures in previous eras: an entirely new creative form. 
Although Suellentrop’s view probably reflects the gamer’s habit of grandiose 
speech, the demographic realities suggest we are living through what economist 
Edward Castronova’s (2007) calls a “mass exodus to the virtual world.” Older fac-
ulty can witness the face validity of this exodus by asking students and younger 
faculty whether they are familiar with game terms like “epic win,” “epic fail,” 
“noobs,” “trolls,” or “rage quit.” A game has the same motivating elements as a 
well-designed academic experience (Prensky, 2001):

 1. Balance, with progressively more difficult challenges;
 2. Creativity, rather than a clone of other games (or courses);
 3. Focus, so that it delivers an experience with minimal distraction;
 4. Character, by delivering a rich and memorable experience;
 5. Tension, so that the player cares about achieving an uncertain outcome; and
6. Energy, that keeps players playing.

If you also worry that games are too frivolous for higher education, then you may 
be comforted by the concepts of hard fun (games that stretch abilities) and serious 
games (games with a social purpose). In short, the conclusions across more than a 
century of research are that a) there are few empirical or philosophical arguments 
against using games; b) game-based thinking has already penetrated education and 
research; and c) we would be wise to explore how to apply game-based thinking to 
more parts of higher education.

7.3  Outside the Black Box: Behaviorism

It is difficult to estimate how much game designers have drawn on their memories 
of psychology classes. Game design packs an interdisciplinary punch because its 
target markets are diverse, its designers are constantly probing for new territories to 
conquer, and it is wide open for anyone willing to call herself a game designer. In 
short, game design is the current wild west of higher education. Fortunately, psy-
chological science offers a guide through this new territory beginning with behav-
iorism. Strict behaviorists refused to infer what might be going on inside the black 
box of mental processes or emotions and was eventually absorbed by cognitive 
science, but many of its scientific principles have endured.

7.3.1  Token Economies

Behaviorists designed token economies or, in the language of games, a virtual econ-
omies. Simple token economies emerge whenever we use points to influence behav-
ior such as effort in college courses, persistence in car washes, or loyalty to airlines. 
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Game designers and educators motivate by creating virtual goods that can be bought 
with virtual currency that function as reinforcers that increase the frequency of a 
behavior or punishers that decrease the frequency of a behavior (see Kazdin, 1982; 
Kazdin & Bootzin, 1972; Matson & Boisjoli, 2009 for reviews). Reinforcers and 
punishers may be either positive or negative and game designers will want to avoid 
the common mistake of confusing the word “negative” with something that is bad. 
Table 7.1 clarifies that “positive” only that something is being presented and “nega-
tive” only means that something is being taken away. A negative reinforcer, for 
example, is removing something that has the effect of increasing a behavior.

Reinforcers are often used in interactive massive online role player games 
(MMOGs) such as World of Warcraft (WoW) and Team Fortress 2. For example, 
players can exchange digital versions of gold sovereign, assorted coins, metals, and 
hats—currencies that only exist within the imagination and graphics of the game. In 
WoW, a hat to be “worn” by an avatar, a representative player-created character, is 
valued at close to 10 refined metals (no physical metal required), but it has a “real” 
value, too. You could fashionably adorn your avatar for about $2.50. Every game 
that keeps score has elements of a virtual economy.

Within psychology, token economies were first created as a coherent motiva-
tional system for therapy and rehabilitation (Ayllon & Azrin, 1968). Lloyd and 
Garlington (1968), for example, used shaping, systematically reinforcing behaviors 
that progressively lead to desired goals, to influence people with schizophrenia. 
Game designers refer to continuous shaping as the flow that constantly rebalances 
the difficulty and rewards of a game to progressively lift players to higher levels of 
achievement. The currency in a token economy has no intrinsic value; its game 
value depends on the effort required to earn it, its rarity in the system, and social 
acceptance of the rules of the game.

Table 7.1 Schedules of reinforcement applied to game design

Term Definition Examples

Positive 
Reinforcement

Presenting something that has the 
effect of increasing the frequency 
of a desired behavior

Praising a student for a well-written 
sentence
Rewarding a gamer with gold coins 
for leveling up

Negative 
Reinforcement

Taking something away that has 
the effect of increasing the 
frequency of a desired behavior

Letting a student out of detention to 
reward their cooperation
Not killing off a player who cooperates 
with others

Positive 
Punishment

Presenting something that has the 
effect of decreasing the frequency 
of a desired behavior

Criticizing a student for an 
ungrammatical e-mail
Killing a troll for disrupting a game

Negative 
Punishment

Taking something away that has 
the effect of decreasing the 
frequency of a desired behavior

Denying recess to a student that is 
misbehaving
A parent not allowing a child to play a 
video game
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7.3.2  Rules About Points

The rules for games are similar to the rules for college courses. Like points that may 
be awarded for simply showing up in class, games sometimes assign experience 
points that are earned for persistently playing the game. However, more points are 
typically rewarded for quests, an especially difficult task such as a 50-page paper, oral 
presentation, and so on. A point-based token economy does not need to be an elabo-
rate system—the simplest possible approach is usually best. In science, for example, 
creating theories that are as simple as possible—and no simpler—is called Occam’s 
Razor (see Hawking, 2003); also as the Principle of Least Astonishment (POLA) (see 
James, 1986); and as being parsimonious or cheap (getting a lot of explanation with 
very little theory). Informally, this principle is often referred to as K.I.S.S. for Keep It 
Simple, Stupid. For example, the game of Tetris is so simple that its token economy 
only needs to assign points for successfully manipulating falling geometric blocks.

Earning points in a token economy seems to be irrationally appealing. For exam-
ple, professors who dislike “giving” extra credit may be surprised that our students 
designed a course based exclusively on earning extra credit points—which amounts 
arithmetically to the same thing as a course with no extra credit. But now they were 
points to be earned rather than points to be lost. Screenwriter and game-designer 
turned professor Lee Sheldon (2012) announced the same kind of transformation by 
telling students on the first day that they all had a grade of F (and therefore must 
start earning points). It is arithmetically irrational to prefer earning points to not 
losing points, but it is predictably irrational (see Ariely, 2008) and game designers 
seem to understand this better than curriculum designers. Earning predetermined 
numbers of points leads to leveling up to a new stage of achievement, typically fol-
lowed by a brief rest period called a checkpoint. Games typically reward leveling up 
with bonus points, new abilities, or badges that certify an achievement. In many 
games, leveling up requires overcoming extreme obstacles called a boss—like a 
“killer midterm” exam. When a gamer puts intense effort into leveling up, it is 
referred to as powering up, comparable to cramming for an exam.

7.3.3  Creating Persistence

Behaviorists are interested in extinction, how long a player keeps playing after the 
rewards stop coming. Extinction is the flip side of what game designers and educa-
tors strive to create (persistence). The pattern of persistence is based on a particular 
schedule of reinforcement, specifically whether rewards are based on time (interval) 
or effort (ratio) and whether the rewards are predictable (fixed) or unpredictable 
(variable) (see Ferster & Skinner, 1957). For example, the fixed interval schedule of 
reinforcement portrayed in Fig. 7.1 produces a scalloped pattern of rapid, intense 
responding (the steep part of the line) followed by a brief rest period (the flattened 
part of the line). This scalloped response pattern shaped the pigeons in Skinner’s 
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(1948) famous “superstition experiments” when the birds developed rituals that 
 persisted long after their food rewards had stopped.

Imagine a very hungry pigeon exploring its cage, doing all the typical “pigeony” 
things you would expect: bobbing its head, pecking the ground, ruffling its feathers, 
and so forth. Suddenly, a little hopper with tasty food swings into place. Gamers call 
such welcome but unexpected surprises easter eggs and in this case the happy 
pigeon immediately starts eating. However, the food hopper swings out of sight 
after only five seconds only to reappear 15 s later and disappears again five seconds 
later. This fixed interval schedule of reinforcement keeps repeating but here’s how 
the pigeons responded: Whatever a hungry pigeon happened to be doing the first 
time the food appeared—bobbing, pecking, ruffling its feathers, well, it started 
doing even more of that. And that made it even more likely that it was performing 
that same behavior the next time the food hopper appeared, 15 s later.

Six of the eight pigeons in Skinner’s first study quickly developed ritualized 
behaviors that were unique to each pigeon. One turned counter-clockwise; another 
kept thrusting its head into a corner; a third tossed its head as if it was lifting some 
invisible bar. Two birds swung their heads, like clock pendulums, but slowly in one 
direction and more quickly in the other. A sixth bird was making pecking and brush-
ing motions, but without touching the floor. The rituals became more elaborate 
when the 15 s interval was lengthened to one minute: One pigeon displayed “a well 
defined hopping step from the right to the left foot, meanwhile turning its head and 
body to the left as before.” When the food reward stopped (extinction), that pigeon 
continued its peculiar side-to-side hopping more than 10,000 times!

College courses are already game-like. They use points (a gpa; earned credits), 
badges (passing a course; earning an A), levels (that eventually lead to graduation), 
and prizes (scholarships) that are displayed on leader boards (honor societies, 
magna cum laude) that provide meaningful social comparisons. But the differences 
between game designers and curriculum designers are also striking. For example, 
the feedback loop in a game is often detailed and automatic whether the game is 
hopscotch, Tetris, BINGO, or baseball. In higher education, the feedback loop may 
wait 3 weeks for a professor or graduate student to read and grade exams. Games 
are also different from education in how they treat failure (described below). But 
even these differences are game-like, so it makes sense for educators to get good at 
a game they are already playing.

High 

Persistence

Low

Time

Persistence over time: The response pattern to  a 
fixed interval schedule of reinforcements. 

Fig. 7.1 Title. Powering Up: 
A Fixed Interval Pattern of 
Persistence. Powering up in a 
game that rewards players on 
a fixed interval schedule is 
similar to cramming for and 
resting after weekly quizzes. 
Rewards that arrive on a 
variable schedule (such as 
easter eggs) create even 
greater long-term persistence
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7.4  Inside the Black Box: Cognitive Science

Behaviorism was a productive period for scientific psychology but it proved to be 
unsatisfying in the long run because our lives are experienced within that black box 
of human experience. And, as Jesse Schell (2008, p. 10) likes to point out, the game 
experience, the overall effect of playing a particular game, is the only thing that 
game designers have to offer. Fortunately, the cognitive revolution was gathering 
momentum about the same time that computer games were making their first 
appearances, arguably starting with Allen Turing’s chess program in 1947. 
Fortunately, some classic experiments gave us glimpses into the black box of human 
experience. For example, Stroop (1935) demonstrated that our mental processes 
slowed when confronted with the word RED written in green ink, demonstrating 
that the black box was now open for investigation. George Miller’s, 1956 article 
about the limitation of short-term memory “The Magic Number Seven, Plus or
Minus Two” provided another quick peek at hidden mental structures. It was still
pretty dark inside the black box of human experience but now creative experiment-
ers had what would prove to be a powerful flashlight: cognitive science.

Jesse Schell’s (2008) The Art of Game Design describes psychological science as 
largely operating within the constraints of behaviorism and in contrast to the expe-
riential, phenomenological approach that cannot be studied. That sharp contrast 
may be a useful rhetorical device but it misses many discoveries from cognitive 
science such as the cascade of mental activity that produces a particular emotion 
(see Cornelius, 1996; Ekman, 2003; Izard, Kagan, & Zajonc, 1984), the operation 
of intuition (see Myers, 2002), or our dual mental processing system (Kahneman, 
2011). These insights can help game designers but the most helpful insight that 
game designers have borrowed from psychology is the science of motivation.

7.4.1  Maintaining Motivation in the Flow Zone

Werbach and Hunter (2012) describe how game designers balance intrinsic and 
extrinsic motivation. Tetris, again, is an easy example. It’s both fun and challenging 
to manipulate those falling blocks (intrinsic motivation) but it also provides com-
petitors’ scores and personal best scores that you want to beat (extrinsic motivation). 
Game designer Jane McGonigal (2011) takes a similar path into the black box of 
experience through Mihály Csíkszentmihályi’s (1975, p. xiii, 1990) description of 
flow, the satisfying, exhilarating feeling of creative accomplishment and heightened 
functioning that game designers sometimes refer to as blissful productivity.

The connections between game design and psychology are so close that 
McGonigal (2011) finds it difficult to distinguish between game design laboratories 
and psychological laboratories because both “are actively transforming what once 
was an intuitive art of optimizing human experience into an applied science” (p. 38). 
For example, game designers strive to create the flow zone or flow channel (Schell, 
2008, p. 119) described in Fig. 7.2 by balancing between boredom and anxiety. 
In psychology, the parameters that create a flow zone have been studied for more 
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than a century, with the same goal of maximizing performance. It is sometimes 
called the Goldilocks effect because it describes the “just right” balance between 
frustration and challenge. More formally, optimal performance is known as the
Yerkes-Dodson Law (1908) represented by the inverted V portrayed in Fig. 7.2 that 
describes optimal performance as a balance between too little and too much physi-
ological arousal (see Anderson, 1994; Buchwald, 2010; Teigen, 1994).

7.4.2  Personality Types Among Gamers

Game designers also developed player types and their ideas fit imperfectly but well 
enough with scientific research in personality to be helpful. Like developmental 
theories of how people change over time, Gabe Zicherman and Christopher 
Cunningham (2011) described how gamers develop over time. They identified 
noobs or newbies, novice players; problem solvers, people who have mastered the 
basic rules; experts, players that are now working towards winning the game; mas-
ters, players that understand the full system from basic rules to small nuances; and 
visionaries or elders, players who are thinking of ways to improve the game. The 
term Noob and its variations provide some insight into game dynamics. Noobs or 
newbies can be annoying to established players because they often have no idea 
what they are doing as they learn to play a game. The label is also used in a patron-
izing manner to ridicule players who neglect to complete an important task. 
Variations of noob include choob, a high level player who behaves like a noob, and 
froob, a player who is free-loading by not paying to be a part of a game.

Richard Bartle (1996) organized gamer personalities based on an online focus 
group of people playing interactive Multi-User Domain games or MUDs. Bartle named 
four personality types that he mnemonically related to the types of playing cards: 
Killers (clubs, because they like to hit other players) impose themselves on other play-
ers and the game environment in order to demonstrate their superiority. Achievers (dia-
monds, because they are seeking treasure) regard points gathering and attaining new 
levels as their main goals. Explorers (spades, because they dig for information) want 
to discover and be surprised by the game world. Socializers (hearts, because they 
empathize with others) mainly wish to interact with the other players Table 7.3.

Flow Zone

Boredom

Anxiety

Fig. 7.2 Title. The Flow 
Zone. The flow zone in game 
design constantly rebalances 
boredom (from challenges 
that are too easy) against 
anxiety (from challenges that 
are too difficult) in order to 
keep players motivated to 
pursue optimal levels of 
performance
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Bartle’s approach allowed for sub-types. Trolls and Griefers are players that sow 
discord in a game by deceiving other players or disrupting the game (Zichermann & 
Cunningham, 2011). To Achievers, the elements of the game (exploring, socializing, 
and killing) are only motivating when they contribute to winning. An Explorer is 
less devoted to the actual game but will enjoy meta games, difficult games/tasks that 
are hidden within larger games. Explorers are more likely to leave a game once they 
have explored it sufficiently, even if they have not achieved a very high level (Stuart, 
2012). Socializers play to make friends and to expand their “friend” base 
(Zichermann & Cunningham, 2011) and are more likely to belong to online guilds 
and kinships who socialize within the game (Stuart, 2012).

The weaknesses of Bartle’s approach are that a) we have no idea whether his 
descriptions are true, b) his conclusions are based on a particular sample, c) he 
assumes that one particular motive is always dominant, and d) he does not allow 
people to have mixed motives. Fortunately, Nick Yee (2006) took up the challenge 
of addressing some of these psychometric shortcomings by using a statistical tech-
nique called factor analysis. The study yielded the three major personality types 
described in Table 7.2, along with their 10 sub-components.

Good 
Performance

Poor
Performance

Low Arousal               Moderate Arousal           High Arousal

The Effect of Emotional Arousal on PerformanceFig. 7.3 Title. The Yerkes- 
Dodson Law (1908). Like the 
flow zone, the Yerkes-Dodson 
Law predicts optimal 
performance occurs when 
arousal is moderately 
balanced between two 
competing extremes

Table 7.2 Why gamers play: Yee’s (2006) factor analysis of gamers’ motivations

Achievement Social Immersion

Advancement (Progress, Power, 
Accumulation, and Status)

Socializing (Casual Chat, 
Helping Others, Making Friends)

Discovery (Exploration, 
Lore, Finding Hidden 
Things)

Mechanics (Numbers, 
Optimization, Templating, 
Analysis)

Relationship (Personal, 
Self-Disclosure, Find and Give 
Support)

Role-Playing (Story Line, 
Character History, Roles, 
Fantasy

Competition (Challenging 
Others, Provocation, 
Domination)

Teamwork (Collaboration, 
Groups, Group Achievements)

Customization 
(Appearances, Accessories, 
Style, Color Schemes)
Escapism (Relax, Escape 
from Real Life, Avoid Real 
Life Problems)
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How have the personality theories of game designers fared compared to 65 years
of personality research? Not too bad; Table 7.3 suggests the conceptual overlap 
between the speculations of game designers and the science of personality research-
ers. The science of personality research reveals that the same five personality 
dimensions (called the Big Five) persist over time and across cultures (see DeRaad 
& Perugini, 2002; Fossati, Borroni, Marchione, & Mafei, 2011). The acronym 
OCEAN can help you remember Openness to experience, Conscientiousness, 
Extraversion, Agreeableness, and Neuroticism and represent what Sampaio et al. 
(2013) call the default brain, the automatic personality dimensions that, when 
mixed together, described every individual personality. If game designers want to 
tap human personality, then they should look to the Big Five. Table 7.3 specifies 
how the Big Five overlap with game designer Bartle’s (1996) personality types and 
Yee’s motivational categories.

7.4.3  Games and the Science of the Self

Many video games employ a visual language that represents particular understand-
ings of the self and its capabilities. As a first-person shooter, we experience the graph-
ical display as if through our own eyes (e.g., Call of Duty, Doom, Halo, Turok), need 
a mirror to observe ourselves, and experience changes in the environment with simu-
lated head movements or by traveling to new areas within the game. A first- person 
shooter identifies his avatar so closely that the player/avatar will see a flash of red 
(blood) when struck or when his own hands are represented as picking up and using 
objects. In contrast, a third-person shooter can witness an overview scene that includes 
a character controlled by the player (e.g., Grand Theft Auto, Max Payne, SOCOM). 
This third-person perspective usually allows the player to zoom-out for map-like per-
spective or zoom-in, sometimes all the way to the first-person perspective.

Compared to third-person shooters, first-person shooters usually require greater 
spatial precision in character movements and allow for rapidly sequenced actions in 
time (see Claypool & Claypool, 2006). The use of remote sensing/acting drones and 
avatars that produce a third-person perspective on “self” motion is a very recent 
perceptual phenomenon. And while our cognitive/perceptual representation of the 
world may develop to be independent of our bodies—such that we can turn our 

Table 7.3 Fitting Bartle’s four personality types and Yee’s three motivational types into the Big 
Five personality dimensions

Bartle: Personality

Killers

Achievers Socializers Explorers

Yee: Motivation Achievement Social Immersion

Neuroticism Bartle Yee
Conscientiousness Bartle, Yee
Agreeableness Bartle, Yee
Extraversion Bartle, Yee Yee
Openness to Experience Bartle, Yee
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heads and accurately maintain a stable representation of the environment—our 
 perceptual representation is grounded in an egocentric perspective (see Burgess, 
2006; Gibson, 1986/1979 for reviews).

Perhaps more intriguing is the empathy we feel for our characters. First-person 
characters are designed to represent our body and senses. “I” move, “I” attack or 
defend myself, and “I” look around to orient myself within the virtual world to 
facilitate faster reaction times and more precise, coordinated movements of “my” 
body. In contrast, the third-person perspective is almost voyeuristic, analogous to 
remotely controlled objects. Cognitively, this requires extrapolation to the charac-
ter’s perspective and thus facilitates a more omniview interaction with the game. 
Rather than strategizing to protect “myself” and to achieve “my” goals, I help my 
character achieve these ends. The differences in first person and third person per-
spectives has been supported by neural studies. A review by Vogeley and Fink 
(2003) suggests that empathizing, experiencing another person’s perspective, occurs 
in third-person but not in first-person game play by recruiting neurons in the inferior- 
parietal and medial-parietal cortex, brain regions involved in the concept of self- 
identification (Blanke, 2012; Vogeley & Fink, 2003).

Beyond these neural descriptions, the language of scientific psychology does not 
seem to offer a corresponding distinction between first and third person perspectives. 
There are, however, experiments about the self that suggest how game designers can 
drop people into and pull people out of the flow experience. Most of this may be
found in the social psychological literature about the self, starting with a definition in 
1890 by William James proposing that the self is the sum total of all that a person can 
call his own (psychological ownership as well as material ownership). Game design-
ers seem to understand the mere ownership effect because they often provide psychic 
rewards by using physical objects to influence our sense of self (Beggan, 1992).

The well-known cocktail party effect, for example, describes our ability to hear 
our own name in the middle of a noisy party generalizes to comparable situations. 
We also feel as if we somehow “own” our names, including the adjectives that we 
think describe us (Rogers, Kuiper, & Kirker, 1977). And if we choose a lottery 
ticket, rather than have one handed to us, then we want more money for it (Langer, 
1975). Felt ownership of just about anything—even virtual goods—seems to make 
those things more valuable to us. Perhaps that is why Napoleon Bonaparte may (the 
attribution is unclear) have said that, “I have made the most wonderful discovery… 
men will risk their lives, even die, for a bit of ribbon.” When properly manipulated, 
earning and therefore owning those PBLs (points, badges, and leaderboard) that 
compose the common elements of most games are direct arrows to our sense of self.

7.5  Warnings

So far, we have demonstrated that the language of games often corresponds to estab-
lished scientific principles of psychology especially within behaviorism, cognitive 
science, and personality research. However, the scientific literature also contains 
some cautionary flags that game designers should know about.
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7.5.1  Video Game Addiction

Some games certainly appear to be “addictive” so it may help game designers to 
look more closely at the comparison. Drug addicts desire their particular drug so 
much that they will betray friendships, disown family members, and devote all of 
their scarce (and often vanishing) resources to achieve that one cherished thing: 
Getting high. Do video games have a similar effect? A cross-disciplinary review by 
Hellman, Schoenmakers, Nordstrom, and van Holst (2013) suggests that compari-
sons between drug addiction and video game addiction are justified, albeit more in 
kind than in magnitude. Another review by Sim, Gentile, Bricolo, Serpelloni, and 
Gulamoyden (2012) provides similarly cautious validation that there is a problem 
but that it does not fully correspond with the criteria for an addiction—but it’s pretty 
close. They suggest using a more precise yet encompassing phrase, Pathological 
Technology Use, to describe how chronic overuse of a technology can undermine an 
individual’s self interests. Whatever we call it, the people cooking the product, 
game designers, are among the people who bear some measure of responsibility 
about its abuse. Educators fighting to keep students persisting toward a degree, how-
ever, would love to have a bit more addiction to learning.

7.5.2  Undermining Intrinsic Motivation

Pursuing our intrinsic interests appears, on average, to be good for our health and 
those positive effects generalize to education and creativity. For example when 
Niemiec, Ryan, and Deci (2009) followed students 1 year after graduation, they 
found that those who had placed importance on achieving their goals, whether out 
of intrinsic or extrinsic motivation, were more likely to have achieved those goals. 
So, just having a goal was a good thing. However, those students who had attained 
their intrinsic aspirations displayed more psychological health while those students 
who had attained their extrinsic aspirations displayed more indicators of ill-being. 
The over-justification effect seems to help explain why extrinsic and intrinsic moti-
vation are so important. If you start paying people for what they once did because 
they loved doing it (intrinsic motivation), they will now only do if you keep giving 
them external rewards (extrinsic motivation).

Educators who impose PBLs into their curriculum and think they have gamified 
their curriculum have not only missed the motivational insights of game design, 
they may be harming their students. The negative effects on the quality of creative 
products are predictable. A meta-analysis of 15 papers over 20 years of experimen-
tation indicates that the positive relationship between intrinsic motivation and cre-
ative productions is consistent and holds true across samples of both students and 
employees (see Amabile, 1985; Deci & Ryan, 1987; deJesus, Rus, Lens, & 
Imaginario, 2013; Niemiec, Ryan, & Deci, 2009). Game designers are already 
familiar with the challenge of maintaining players in the flow zone; they also need 
to be careful about slapping PBLs on top of anything just to call it game. We do not 
want to discourage our best students.
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7.5.3  Believing Psychological Myths

When applying psychology to games, game designers should be as cautious as 
researchers are careful because there are many psychological myths, false but 
 commonly believed psychological “pseudo-facts.” For example, aggression is a 
common theme in many games but fighting, shouting, or hitting a pillow doesn’t 
“get it out your system”—in fact, it often has the opposite effect. Here is part of a 
true–false test of psychological knowledge adapted from a book by Lilienfeld, 
Lynn, Ruscio, and Beyerstein, (2010) (Table 7.4).

What’s so bad, you might wonder, about believing something about psychology 
that turns out not to be true? And what does that mean for game design? Well, it means 
that some of your beliefs may be unintentionally harmful to yourself or others. For 
example, the statement that “Some people are left-brained; others are right- brained” 
is false. The grain of truth in this statement is buried in the beach sand of money-
making, pop psychology. Yes, there were famous experiments that, for valid medical 
reasons, surgically severed the connection between the two hemispheres of the brain 
(Gazzinga, 1998). And yes, that led to the discovery that each hemisphere was spe-
cialized and could operate independently of the other. But that’s exactly the point: 
these were dysfunctional people; their brains had been surgically severed. You do not 
want anything like that to happen to you. In a normal brain, the two hemispheres are 
always working together, like the two foot-pedals on either side of a bicycle. (Imagine 
trying to pedal a bicycle if each pedal operated independently). Convince yourself that 
you don’t want to be either left-brained or right-brained by first drawing with one 
hand. Then draw a circle with the other hand. Now, draw the triangle and circle at the 
same time (both hands moving at once). If your triangle suddenly is more circle-like, 
or if your circle starts to become a bit pointy, thank your corpus callosum for keeping 
the two hemispheres of your brain pedaling together in harmony.

But again, what’s so wrong with a little psychological misunderstanding, espe-
cially if it lets you feel smart? Maybe nothing; the right brain-left brain myth
may not lead to anything more dangerous than expensive, bogus brain-training 
interventions. However, it can be more dangerous when game designers communi-
cate the false belief that a) it’s best to express anger to others rather than hold it in; 

Table 7.4 A test of psychological knowledge

T F Most people use only 10 % of their brainpower
T F Individuals commonly repress the memories of traumatic experiences
T F If you’re unsure of your answer when taking a test, go with your initial hunch
T F The defining feature of dyslexia is reversing letters
T F Students learn best when teaching styles are matched to their learning styles
T F It’s better to express anger to others than to hold it in
T F Low self-esteem is a major cause of psychological problems
T F People’s responses to inkblots tell us a great deal about their personalities
T F There’s recently been a massive epidemic of infantile autism
T F Criminal profiling is helpful in solving cases

T True or Mostly True, F False or Mostly False

7 A Parallel Universe: Psychological Science in the Language of Game Design



146

b) virtually all people who confess to a crime are guilty of it; or c) most mentally ill 
people are violent. Popular psychology is an industry that, at enormous profit, dra-
matically over-simplifies a complex world and encourages stereotypes that end up 
as counterproductive but expensive interventions that artificially assign people into 
categories that automatically leads to prejudice (Tajfel, 1970; Tajfel & Billig, 1973).

Unfortunately, game designers already are passing along myths and encouraging 
negative stereotypes. Bean, Sinatra, and Schrader (2010) have criticized the game 
Spore for inadvertently communicating inaccurate information about evolution. Jesse 
Fox and Wai Yen Tang (2013) discovered that the substantial sexism in video games 
was also associated with masculine norms such as a desire for power over women. 
Paul Stermer and Melissa Burkley (2012) found that playing video games increased 
attitudes of benevolent sexism for male gamers, but not for female gamers. When 
Karen Dill and Kathryn Thill (2007) conducted a content analysis of the top-selling 
gaming magazines, they found that the male characters (83 %) were more likely than
the female characters (62 %) to be portrayed in aggressive ways, that female more
than male characters were more sexualized (60–1 %), scantily clad (39–8 %), and
mixed sex with aggression (39–1 %). Sex and violence? Again? Surely the creative,
forward-thinking gaming community can dare to be more original than that.

Oh, yes. How did you score on the Knowledge of Psychology quiz? The answers 
are all false. The stakes in knowing what’s true from what’s false are high. If we can 
gamify higher education in meaningful ways that promote mastery of psychological 
material, then we can help successive generations of students learn from virtual 
experiences why some beliefs are false and how to use the science of psychology to 
discover what is true.

7.6  Summary and Future Directions

The purpose of this chapter was to use the evolving language of game design to 
establish a scientific foundation for game-based approaches in higher education. We 
started by summarizing the history of games in the psychological literature. We then 
described how the sciences of behaviorism, cognitive science, and personality psy-
chology correspond to and inform game design. We also extracted warnings from 
the scientific literature about video game addiction, the hazards of undermining 
intrinsic motivation, and the danger of game designers naively endorsing popular 
myths about scientific psychology. We conclude now with the modest research pro-
gram described below.

The over arching goal of this research agenda is to test the validity of reframing 
higher education around game-based principles; we perceive three prominent but 
manageable difficulties. First, there are so many interacting game elements that 
discovery requires many experiments to isolate which, if any, combinations are 
most effective. Second, even with experimental controls at the outset, the eventual 
application of game-based thinking to higher education will have to mix science and 
art into a craft. Third, designing effective games for higher education will soon 
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require financial investments for coders, designers, and related specialists. The way 
through those difficulties is to start small, pick the low-hanging fruit, and test proof 
of concept. We want to know sooner rather than later if game-based thinking is 
incompatible with higher education.

A coherent research agenda requires a meta-theory, a clear set of theoretical 
questions, a trustworthy methodological paradigm, and testable hypotheses—and a 
handful of enthusiastic gamer-scientist collaborators. We rely on evolutionary 
 psychology as our meta-theory because it explains the persistence of game-playing 
over centuries and across cultures. We have chosen a constellation of theoretically- 
driven questions that adapt game-based principles to the creation of more effective 
student retention interventions. Student persistence to degree a) may be the most 
urgent financial and ethical question facing higher education, b) lends itself to 
mixed methods that include experimentation, and c) is the kind of motivational 
problem that game-based interventions should be able to solve. Consequently, this 
short-term agenda tests the effects of one element of games: points.

We could have started by researching any number of game elements such as the 
types of leaderboards, the variety of badges, the effectiveness of checkpoints, the 
types of social comparisons, the timing of the feedback loop, and even whether 
participants should be told that they are being guided by game-based thinking. But 
the manipulation of points is a convenient and modest beginning because we can 
test the motivational consequences of a) small certifications for leveling up; b) types 
of visual feedback about progress toward degree; c) whether big numbers typical of 
games (balloon points) are motivating in education; and d) a framework for points 
that begins with zero rather than subtracting from 100. In addition, the variable we 
are most interested in, student retention, requires a non-experimental, time-series 
approach that will take 4–6 years for the first meaningful data points to emerge.
Overall, it will require a great deal of basic, psychometric research to transform a 
squishy but effective art form into a reliable, practical guide that can help meet the 
evolving needs of higher education. However, it appears that the initial problem we 
have chosen—student retention—is worthy of a corresponding investment. It is also 
a motivational problem that game-based thinking should be able to address.
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    Chapter 8   
 Context to Culture for Gamifi cation HCI 
Requirements: Familiarity and Enculturement 

             Robert     Wellington    

8.1            Introduction 

 Gamifi cation design is, on the face of it, more diffi cult than traditional game design 
for entertainment and recreation. You have an imposed ‘lesson’, whether it be content 
or a dynamic, that needs to be embedded, and you often have the task of encouraging 
the majority of the target audience to ‘play’ the game, whereas, games in general are 
often played by a select group with a strongly stereotypical personality type. For 
example, introvert and extrovert gamers have different ways of interacting both indi-
vidually and in group play in a gaming experience, but are often not explicitly 
accounted for in the design of the experience (Zainal Abidin & Wellington,  2013 ). 

 The  image  of the gamifi ed experience lays on the surface, the Human Computer 
Interaction (HCI), and more specifi cally in something that is known in HCI as 
embodied in the concept of  affordance . To attract the diversity of the audience to be 
engaged in the experience requires engineering of the perceived interaction by care-
ful design of  affordance . 

 ‘Building a better mousetrap’ has often been used in the literature to explain the 
issue in marketing of the design of a contextually better device that  should  sell; 
however, the mousetrap idea is developed to conclude that it will not sell if it is not 
communicated through marketing to the audience. Communication plays a key part 
in this, and culture, both explicitly and implicitly is a key part of much of the mar-
keting dialogue about this phenomena. In this chapter we extend the cultural com-
munication impact to the perception of the gamifi ed experience itself, and using 
affordance show that the design of the game device is paramount to make it market-
able, and ultimately a good gaming experience for the users/gamers. 

        R.   Wellington      (*) 
  School of Computer and Mathematical Sciences ,  Auckland University of Technology , 
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 I will be describing the concepts of culture and context in relation to game design 
in order to explain how games are perceived. Neither of these two concepts are 
unknown, nor novel; however, rarely are they regarded as properly separate. I dis-
tinguish them and show how they lead to two important processes for game design 
and requirements engineering, familiarity, and enculturement. This is undertaken 
theoretically in the dialogue below, but does have some grounding in experiences in 
researching gaming (Wellington & Zainal Abidin,  2011 ), using gaming environ-
ments for research (Wellington,  2011 ) and in using game environments for teaching 
usability research process. 1  

 Both context and culture are important considerations for the design of any arte-
fact, and I am not suggesting that the principles in this chapter should not be signifi -
cant in the broader discipline of Information Systems and Computer Science; 
however, there are aspects of game design that heighten the relevance of these prin-
ciples. Game designs often have an embedded/hidden interaction method, and are 
usually highly interactive, system—player, player—system—player. Games often 
have a high communicative content {language, symbology, and iconology}, and 
they are usually always attempting to provoke an emotional response from the 
player. In the business and educational fi eld, they are also usually affective, attempt-
ing to change the way the player feels or thinks about some thing. Each of these 
characteristics elevate the need for awareness of context and culture, as game design 
goes beyond simple functional interaction. 

 A common understanding of culture is that it is a ‘shared’ totality of beliefs, and 
knowledge. The ‘sharing’ is communication, and was expertly summarised in  1967  
by Berger and Luckman in “The Social Construction of Reality”. We have ‘social 
objectifi cations’ that are as real to us as the laws of physics, but that are institution-
alised over time through communication, and communicated (overt) behaviour. 
These social rules are not static but may be slow to change, and individuals fi nding 
themselves outside of their own culture, fi nd it diffi cult to operate socially. A game 
that pays no regard for these cultural norms can end much like a tourist ‘out of their 
depth’ for a player/user. It is only when the social rules are accommodated and in 
sympathy with use that unobtrusive interaction can occur. 

 If culture was not important enough to gaming in its own right, the pivotal work 
of Eduardo Neiva ( 2007 ) places communication and culture directly in the domain 
of game theory. Indeed, the interactions that occur in the process of communication 
can be defi ned similarly to gaming interaction; negotiation, confl ict, competition, 
collaboration, deception etc. Sex according to Neiva for instance (ibid), can be con-
sidered as a zero-sum game, as when one male is successful in mating, others fail, 
and success is embedded in communicative ritual. Not just in human procreation, 
but all animals use vocal, visual, overt behaviour, or other mechanisms to attract a 
mate, or vie with other of their gender. 

1   The author has been teaching both undergraduate and postgraduate Human Computer Interaction 
papers for many years and has had many students use console gaming environments to study 
usability theory and to learn usability research processes. 
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 Context of use could be considered to be the collection of activities, methods, 
resources, and functions, inherent in a human activity. Where the activity can be 
considered to have some universality. At the primitive level this may relate to hunt-
ing, making fi re, or gathering food. In the modern world it might be cutting a piece 
of wood, or cooking rice. Context relates to human activity, and typically it is useful 
to understand how people do ‘things’. 

 Software engineering often talks about the importance of context, and the user 
profi le. Personas are developed that represent potential users, or a real user group, 
but this in itself is an abstraction that creates a barrier between the developer and the 
real users. However much of that abstraction has been developed from real data, the 
persona is that which is referred to in understanding the interaction with the system, 
and a certain amount of the developers ‘rationality’ creeps in to incorporate much 
sought after simplicity. Hence, the separation of ‘functional’ and ‘non-functional’ 
requirements that trivialises the cultural aspects of the system/game. Hopefully by 
the end of this chapter I would have built an argument to be more sensitive to both 
context and culture dually, and an understanding of how they intermediate the 
 gaming experience.  

8.2    A History of Affordance 

 Affordance has been attributed to ‘being’ context (Turner,  2005 ). It has been allied 
with fundamental social theory, bordering on philosophy (Gibson,  1979 ), and it has 
been included in many HCI class texts as signifi cant to the discipline. Affordance, 
if you understand but a grain of the literature, is absolutely core to any study of HCI 
and pivotal in any design of a system that humans interact with, and therefore with 
the success of almost any artefact in the computing fi eld, or indeed in the design of 
any artefact that might be used for gaming whether it is computer based or material. 
Affordance is at the centre of the dynamic of human and artefact communication, it 
is the ‘language’ by which we interact with our surroundings, and fi ts closely with 
the discussion of culture and context. 

 Simply put, affordance is the property of an artefact that gives meaning to (com-
municates) its purpose. Affordance could be purposely designed into an artefact, it 
can be accidental, and it can be  false . Affordance historically stems from the physi-
cal and material properties of artefacts. A few simple examples from around the 
house are;

 –    Round knobs that  afford  rotation, especially if there is a textured or fl at surface 
for gripping.  

 –   Textured or shaped handles that  afford  holding.  
 –   Sharp edges that  afford  cutting.    

 However, in computing there are some obvious examples that stem from the 
physical properties of artefacts that have evolved into virtual representations. The 
save icon in many applications is a representation of a 3½ in. fl oppy disk, something 
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that many computer users of this era have never actually seen, and ‘buttons’ mimic 
their physical counterparts visually using shadow. As you explore the virtual world 
of computing you will see more and more connection to historic material affor-
dance, and of course, an emerging  institutionalised  cultural, social reality that is one 
side of the coin of this chapter. 

 Affordance has quite a history; with Gibson ( 1979 ) given some credit for the 
original concept, and Norman ( 1988 )     the popularity in HCI. Gibson promoted the 
ecological theory of affordance as part of social theory, later referred to as  real  
affordance. Here, there is the concept of affordance being inter-subjective and inher-
ent in material artefacts or natural objects. Water affords drinking, a bowl affords 
carrying, a sharp rock affords cutting, and a heavy short tree branch affords hitting 
someone over the head with. In fact, the real affordance of the physical properties of 
a material object can be seen from the evidence of a modern example of the psycho-
logical impact of bayonet charges in the Falklands war and Iraqi confrontations. 
Despite modern warfare weapons rendering the bayonet obsolete, they have still 
been used effectively, as they can be  terrifying , the bare blades and loud shouting 
‘affords’ being cut into small pieces in a barbaric fashion and thus renders fear in the 
enemy despite the greater chance of being injured or killed from projectile or explo-
sive weapons. 

 Moving from Gibson to Norman we change to the perception based theory of 
affordance of Norman that is viewer subjective. Here we have  perceived  affordance, 
that relates better to a more complex human constructed environment. The obvious 
and most often used example is a ‘D’ pull on a door that ‘affords’ pulling, and a 
‘push plate’ that affords pushing, and the most commonly understood situation of 
when the interior designer puts ‘D’ handles on both sides of the door because they 
look nicer, but the doors only open one way. Then you have many people pulling on 
the non-opening side, as the ‘D’ handle affords this behaviour even if the doors 
don’t allow it. It is a perceived affordance and not an inherent property of artefact. I 
also remember an example on a car stereo where the tuning/volume/selection knob 
was a featureless round control that was multi-purpose, depending on which ‘mode’ 
you were in. Unfortunately I did not realise that you could also press the knob ‘up’ 
or ‘down’ to make selections in menu mode. Apart from the rotational feature 
afforded to the roundness of the control, there was no other visual affordance, and 
the only reason for determining the other functionality was the haptic feedback 
received on one occasion when accidentally pushing the control. This would be 
what is now called a hidden affordance, but Gibson would not determine this an 
affordance at all as there is no visual communication of the functionality. 

 The moment that I grew more interested in this concept, and that it might be 
explainable by both context and culture dually was when I was reviewing video of 
an interview I had undertaken of an air force pilot in the cockpit of a military heli-
copter. The particular instance that caught my attention was when the pilot was 
explaining how the indicator needles all lined up when they were operating at nomi-
nal conditions. This I remembered from the interview; however, on zooming in on 
the picture I noticed, in hindsight, that the controls had been rotated within their 
housings so that their nominal positions would line up. This then was a modifi cation 
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within the confi ned cultural group of the squad—the phenomena did not extend to 
other squads as another interview confi rmed the culturally idiosyncratic nature of 
it—it was a  cultural interpretation and modifi cation of what would otherwise be 
mostly a contextual affordance. This led me on an effort to explore affordance 
further. 

 Affordance has been taken further by other authors in the HCI area, such as 
Gaver ( 1991 ), Hartson ( 2003 ), and Turner ( 2005 ). Hartson’s ( 2003 ) defi nitions of 
‘ cognitive ,  physical ,  sensory ,  and functional affordances ’ have been widely cited, 
and constitute some theory development from Norman, and some clarity between 
‘ real ’ and ‘ perceived ’ affordances. However, the physical, ecological, and task 
focus of affordance theorising still dominate and it has been suggested it could be 
re-grounded using a ‘ socio - cultural framework ’ (Kaptelinin & Nardi,  2012 ), and 
that Gibson’s theory of affordance still needs to be extended to include such phe-
nomena as ‘ communication ,  culture ,  and context ’ ( 2012 , p. 967). 

 Affordance as context (Turner,  2005 ) is a common perspective, with context 
being paramount and familiarity with the context being necessary for the under-
standing of affordance cues. The proposal of this chapter is that at one end of a 
continuum of affordance you do have the context (Figure  8.1 ), the physical reality 
that represents human activity and artefacts and that dominates the literature on 
affordance; however, culture is something else, it is not the physical ecological view 
that sits well with  task analysis , or  work fl ow , it is the virtual socially constructed 
set of social objectifi cations that allow us to navigate in a cultural environment. 
Indeed, culture at its core is communication, and hence the human interaction with 
the system, comprising of communication artefacts, is predominantly cultural.

   If we put culture at the other end of the continuum then we have culture (lan-
guage/semiotics etc.) at one end and context (physical reality) at the other. At the 
very extreme ends of the continuum you have the individual (self) at one end and 
generalisable (positivistic) universality at the other, although I will not be attempt-
ing to argue to these extremities in this chapter. I will; however, be attempting to 
show that culture and context provide two useful points between which a range of 
research and development strategies into affordance, and therefore HCI and 
Gamifi cation, can be designed. 

 There are references to affordance as communication (Hartson,  2003 , p. 319, 
Bardone,  2010 , p. 136), but seldom are there references to communication theory. 
Considering that artefacts in HCI often have text labels and symbolism it is a  wonder 
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Physical
-Materials / Textures / Form

  Fig. 8.1    Affordance, the contiuum between context and culture       
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that there is not a greater connection to general language and communication theory 
and semiotics. Communication is synonymous with culture, and indeed we can fi nd 
reference to culture in the affordances literature. However, perhaps it is believed that 
the concept of affordance transcends communication, as communication artefacts 
could conceivably be analysed using affordance theory. I would suggest that what-
ever the relationship is between affordance theory and communication theory there 
must be substantial overlap. 

 Media genre could be considered  context  in communication, it has some cross- 
cultural propagation, but is still culturally dependent; however, culture becomes more 
signifi cantly manifest in genre instantiations. Media genre transcend specifi c com-
munication channels (Wellington,  2005 ), much as context transcends cultural bound-
aries and technological platforms in the HCI fi eld. The core of Social Constructionism 
is communication (Berger & Luckmann,  1967 ), and similarly many of the tools we 
use in gaming are socially constructed (Turner,  2005 , p. 791,793) and gain legitimacy 
through communication within a culture {talking about them}, and furthermore, in 
that the meaning [purpose, utility, what it ‘ offers ’ (Hartson,  2003 , p. 316)] of the tools 
is communicated through affordance, the tools themselves are communication arte-
facts. The labeling and referencing through language creates social objectifi cations, 
and so it is with HCI tangible and intangible interaction elements. As such, semiotics, 
denotation, connotation, ambiguity, equivocality, are all applicable in the study of 
HCI, and material artefacts. More often than not culture and context are bundled 
together or confused in the literature on affordances, and often elsewhere in HCI and 
Information Systems (IS) Literature; however, it is this indiscriminate use of these 
two terms that needs attention. Why use the terms interchangeably when there is a 
difference in meaning? In fact, it is my belief that an important distinction between 
these terms can aid us in understanding the nature of affordance, and in turn, the 
epistemological basis for researching it and applying it in the development of 
artefacts for gamifi cation and computer artefacts more generally. 

8.2.1    Confusion Between Culture and Context 

 The use of context and culture are sometimes treated synonymously, or sometimes 
context is treated as a derivative of culture. The easiest way to explain the distinc-
tion here is to differentiate context. The concepts of affordance in HCI and in the 
analysis of artefacts in general relate to technologies. Technologies often have a 
cultural origin; however, the natural development of similar technologies across 
independent cultures indicates that the context of use is also a strong initiator of 
design, and now the internationality of technologies suggests that the context of use 
is strongly formative in the interpretation of controls. A car, a bike, an electric drill, 
a spreadsheet application, all have strong contexts within which we can interpret the 
meanings of the intended controls. Hartson ( 2003 ), p. 322 says “ To put Gibson ’ s 
ecological view in HCI terms ,  affordances have a relational ontology :  their 
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existence as an affordance is relative to the environment of users and usage. In HCI , 
 the user ’ s environment is the work context plus the interaction design .” 

 The references to context in the affordance literature are many, Turner ( 2005 ) 
discusses the ‘Soviet’ school in relation to Ilyenkov’s ‘ signifi cances ’ that, interest-
ingly, he says “ These signifcances are ideal that is ,  they are subjective and indepen-
dent of an individual mind existing instead in the collective — affordances /
 signifi cances are the visible manifestations of our culture .” However, he then contin-
ues, “ So ,  it would appear that on affordances ,  Ilyankov and Heidegger ,  despite differ-
ences in language ,  are of one mind. A thing is identifi ed by its use -  that is ,  we identify 
it through its affordances or signifi cances — so as equipment is context ,  affordance 
and context must be synonyms .” This clearly demonstrates a confused set of overlap-
ping arguments that cannot explain a differentiation of culture and context. 

 For example Turner states “ researchers in the fi eld of CSCW have noted that 
artefacts mediating cooperation are frequently socially constructed and their affor-
dances can be seen to differ from one workplace to another . …  To be useful by these 
different communities they must be suffi ciently fl exible to be used in different ways , 
 by different people for different purpose in a range of contexts .”, and if social con-
structionism is taken to mean within cultures as is normal then some confusion 
arises from this use of the terms as well. 

 If we revert culture to the traditional defi nition then we fi nd this may be different 
from context, indeed we can intentionally make it different and use that difference 
to aid our understanding of affordance. Culture is about language, communication, 
and a shared understanding amongst a group of people, although that sharing and 
understanding is by no means static. A cultural group may be large, small, dis-
persed, co-located, overt, covert, evolving, institutionalised, or even ephemeral. 

 The cultural independence of affordance has predominated the early views in the 
literature, but has slowly evolved. Gaver ( 1991 ), p. 81 states, “ The actual perception 
of affordances will of course be determined in part by the observer ’ s culture ,  social 
setting ,  experience and intentions. Like Gibson I do not consider these factors inte-
gral to the notion ,  but instead consider culture ,  experience ,  and so forth as high-
lighting certain affordances .” In this way, culture is seen as a mediator of  familiarity , 
as it is with Ilyenkov’s perspective of “… the process of becoming   encultured   into 
this objectifi ed ,  historically developed world .” [emphasis added] (Turner,  2005 , 
p. 795). However, Turner ( 2005 ), p. 797, discussing Heidegger, suggests that famil-
iarity is in relation to assumed or acquired identities “ Thus by worlds we mean cul-
tural worlds .” Which is supported by Kaptelinin and Nardi ( 2012 , p. 973) in their 
socio-cultural framework where they suggest that affordances are “ possibilities for 
human actions in cultural environments .”, and also by Vyas, Chisalita, van der Veer, 
and G.C ( 2006 , p. 94) “ Users ’ ‘ active interpretation ’  is central to the emergence of 
affordance that is socially and culturally determined .” 

 Needless to say, there is some ambiguity in relation to these terms in the affor-
dances literature, and differentiating them in the continuum in Fig.  8.1  so that both 
context and culture are ways in which affordance is communicated—dually—is an 
advancement.  
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8.2.2    The Culture to Context Continuum 

 As suggested above, context and culture are replete in the literature about affordance. 
There have been some attempts to formulate the relationship between them, such as 
a layered model (Turner and Turner, 2002 cited in Turner,  2005 ), but generally they 
are considered as being separate infl uences, and some times part of a classifi cation 
scheme of mutually exclusive characteristics, such as Fragoso, Rebs, and Barth’s 
( 2012 )  representational ,  technical , and  social affordances . More often culture is 
considered as a mediator to the way that  real  affordance is perceived. Even though 
affordance is often considered from a social constructionist perspective, there is not 
generally an incorporation of both ecology and culture in the design and communi-
cation of what affordances  offer . Creating a continuum from culturally dependent 
communication cues of affordance to context dependent communication cues could 
provide a framework to understand affordance better and aid in design choices. 

 The spectrum from more culturally dependent to more context dependent would 
not be a spectrum of absolutes as there must still be physical aspects of culturally 
dependent afforded controls and vice versa. One could even go so far as to suggest 
that Gibson's theory of affordance is at the right extreme of this continuum, whilst 
Norman’s theory of ‘perceived’ affordance is toward the left, whilst both extreme 
positions are ideals and no practicable example would never be unaccompanied by 
some infl uence from the other. With the two ends of this spectrum being Semiotics/
Language at one end, and Physical/Physiological at the other, this is potentially the 
range of ways that a control or tool communicates or  offers  the ability to perform a 
function. At the language end, the way that affordance is offered is purely symbolic 
in relation to a context, typically, this might be a text label, or an icon. For example, 
the universal symbol for on/off, i.e. ‘ ’, has no meaning outside of it’s  familiar  asso-
ciative reference, I asked my wife and she thought it might be a fi nger hovering above 
a button; however, she knows exactly what the symbol means in relation to the button 
it is on, but can only guess at any meaning intrinsic to the symbol itself. It is an 
entirely socially constructed artefact associated with the affordance of switches, albeit 
it is one that is widely shared. Since the on/off label is often on a physical button, we 
also have the ecological infl uence of human physical manipulation/exploration. 

 At the other end of the spectrum, there is intrinsic contextual affordance in physi-
cal objects that can then have less cultural infl uence than contextual. A knife is 
sharp, and we see it is sharp, and we don’t run our fi nger along the edge—unless we 
are crazy, or extremely naïve, despite the different forms that knives take across 
cultures and through time. The affordance literature is replete with examples of this 
end of the spectrum, and it is this end that get’s the most attention, and has had the 
most theoretical discussion; however, the translation from the physical objects to the 
virtual or complex environments that we often deal with in gamifi cation is problem-
atic. Even the knife example becomes more complicated as we start to get into dif-
ferent ‘forms’ of knives within and across cultures. I believe it is the addition of 
infl uences of context and culture together that will allow us to understand affor-
dance better. Figure  8.2  gives a tentative ‘sketchy’ idea of steps or stages along the 
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continuum from context to culture, and whilst this is quite open to discussion, the 
core idea about stretching the difference between context and culture for pragmatic 
HCI theorising and design reasons for gamifi cation is centrally there. Here I use 
‘arbitrary’ not in a derogatory fashion, but in the extreme position where perhaps an 
individual develops an affordance for an object that is not shared amongst a collec-
tive group, and hence is entirely individualistic. Consider numbered pre-selects on a 
car stereo, in themselves the ‘buttons’ have no real meaning, they are just numbering 
(usually from 1 to 6). If the driver puts their most preferred radio station on the far 
left and works toward the right, then to them it might be tending toward Categorical 
or Conceptual Affordance. To others, it is arbitrary, there is still no meaning in the 
button labeling. Working along the continuum from the left hand side, we could 
consider Berger and Luckmans ( 1967 , p. 111) concepts of ‘incipient’, and ‘referen-
tial’ legitimacy as a move toward the conceptually derived affordance.

8.3        Crush the Castle and Angry Birds 

 As an example of context and culture we have the example of Angry Birds, which 
is ubiquitous in contemporary culture, moving from the game to merchandise, to 
television. However, Angry Birds has been called a ‘blatant rip-off’ (Davis,  2012 ) 
of Crush the Castle, a game that cites inspiration and permission from the creators 
of Castle Clout, an earlier free on-line ‘physics’ game that was essentially a gami-
fi ed physics lesson. The release time line, the game physics, and the game interac-
tion all give credence to the claim that Angry Birds is just another plagiarized piece 
of modern culture. However, in this case the copy was so much more popular than 
the original that suggests something else was going on. 

Influence of Cultural Affordances

Influence of Contextual Affordances

Contextually Rich
Culturally Lean

Contextually Lean 
Culturally Rich

Game Interaction Affordance
Abitrary   Categorical    Conceptual  Relational Physical

Human User

  Fig. 8.2    Affordance as the membrane between the user and game interaction       
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 Some aspects of this phenomenon defy reason. Crush the Castle was a free online 
game, Angry Birds you had to buy through iTunes. Incredibly, there was even one 
on-line blog that directed Angry Birds players to Crush the Castle, if they wanted to 
play on-line, and said “ Try out Crush the Castle ,  free internet game which is 
 somehow your closest Angry Birds Internet game .” (Narang,  2010 ) Although the 
author of the blog does mention that Crush the Castle isn’t as much fun! 

 So what is the difference? An analysis of the game play is interesting, but not 
particularly rewarding. The interaction is as similar as it can be considering that the 
games were originally designed for different platforms. However, with the release of 
the mobile version of Crush the Castle, and the Android version of Angry Birds, there 
has been convergence rather than divergence in similarity of interaction. It would 
seem, from our discussion of context and culture above, that the context is essentially 
the same. The game play, workfl ow, or human activity is almost identical. 

 Is the only difference culture? iPhone sales accelerated in the last quarter of 
2008, and by the end of 2009 sales were hitting seven million a quarter, and impor-
tantly, this is when the iPhone 3GS was released, offering an overall better specifi -
cation at the same price as the 3G. This coincided with the Angry Birds release, 
some six months after Crush the Castle was launched. It was at this point you could 
assume that some critical mass occurred. Subsequent sales may very well include 
prior users of earlier model iPhones; however, when Angry Birds was released on 
iTunes, you essentially had a burgeoning market full of users who were only just 
becoming used to owning a ‘smart phone’ and downloading ‘apps’, one of Apples 
slogans at this stage was ‘ there ’ s an app for that ’. It was a culturally formative era, 
where users of the new devices were reaching out for meaning and explanation that 
was available in; advertising, blogs, magazine articles, and social media. It could be 
that Angry Birds, being a time wasting game, fi tted with a lot of people wanting to 
achieve just that with their new phones. Or, it could just have been that Angry Birds 
was just a little bit more ‘fun’. Why? … because they happen to be birds that are 
angry, and that is just so much more fun that little 2D pictures of knights, damsels, 
Kings, and Queens. It is perhaps the commercial cuteness factor, and it is why 
Mickey Mouse became so popular, whilst Steam Boat Willie himself was relegated 
to relative obscurity. Angry Birds happened to hit a socially/culturally responsive 
audience- one that was receptive to cultural change. I consider that either blind luck 
or expert marketing by the creators. It also points toward the cultural infl uences of 
the match between the audience and the game being far more infl uential than the 
functional context and playability characteristics of the game. The context would 
appear to be the same, thus the only conclusion that can be made is that the cultural 
differences alone have contributed to such a dramatic difference in use and propaga-
tion. Whether the cultural factors are more infl uential in the marketing aspects, or in 
the  image  of the game, these communicative processes cannot be considered to be 
separate. Fundamentally the communication about the game, includes the game 
artefact as part of the dialogue. Therefore, what people think of the game relates to 
what the game ‘affords’. 

 We also need to consider the evolution of Angry Birds into a mainstream game, 
from its traceable origin as a  gamifi ed  physics tutorial. Even though the physics is 
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still there in the contextual interaction, as that has not substantively changed, it 
has become subsumed by the gaming experience. Here the boundaries between 
gamifi cation and gaming blur, and where the fi eld at the moment is attempting to go 
in a positive direction—toward a productive goal for games—this case is an illustra-
tion of the reverse occuring, attributable solely to culture changes.  

8.4    Discussion and Conclusion 

 This paper has attempted to argue that affordance can been described by both 
 context and culture, and there is potentially a continuum of infl uence of these two 
factors. HCI research, being more virtual than physical may tend toward stronger 
cultural infl uences rather than contextual ones effecting gamifi cation design. 

 Context is important and is often understood by asking gamers (or users more 
generally) how they want the game (or system) to operate, and then going away and 
designing the gamifi ed experience based on these explicit requirements. 
Unfortunately this often creates distance between the developers and the audience. 
It would be better to more closely connect the potential audience with the develop-
ment process and have them involved throughout. Requirements elicitation can 
occur by observing what the gamers do in mock-ups, or with existing gamifi ed 
systems, by gaining  familiarity  with the contexts that exist and may exist in the 
new design. Familiarity of context relates to the human activities, not to explicated 
preferences, so the only way to understand the contextual factors is to gather 
 requirements in active user participation. 

 On the other hand, culture needs to also be understood, and there are three ways 
that culture needs to be understood when designing a gamifi ed experience;

•    Reference cultures that users may adopt,  
•   Specifi c existing cultures of users,  
•   Potentially new cultures that may emerge from the new experience itself, 

 technology platforms, or new social interaction that might be enabled.    

 In each of the fi rst two cases above the requirement gatherers need to develop 
enculturement of the user group/organisation themselves. What would be called 
‘immersion’ in an ethnographic study. In this way they can then appropriately inter-
pret the way in which the users will want to interact with the system. In the case of 
socially affective change, as in the third point, then there probably is no way that 
you could rigorously develop an understanding of the new social phenomena, this 
then becomes social engineering rather than requirements gathering and requires a 
completely different approach, extremely well developed intuition, or expertise in 
social psychology and marketing. 

 A problem exists where you are not undertaking requirements engineering for 
the creation of an artefact for a given user group, rather, you are creating it for the 
market. In the creation of packaged games, for example in the case of educational 
games, there will always be an abstraction, and the fi t between the users and the 
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game will depend a great deal on the distance between the imagined and the real 
users, this of course, is unavoidable. However, there is no reason to ‘guess’ the 
requirements. It can still be appropriate to gain familiarity and enculturement 
through real user proxies and to use more global measures of cultural analysis such 
as a national; identity, educational systems, and learning styles. 

 Further theorising and research using the continuum of context and culture could 
provide fruitful if we extend the framework to include such concepts as mapping 
and learning. Affordance and learning have often been intertwined, with the addi-
tion of the concepts of familiarity in the ecology literature, and enculturation 
(or socialisation) in the social constructionist literature. Mapping would extend the 
framework to further elaborate on how the affordance relates to the functions of the 
artefact, and would be a valuable extension of this model. At present mapping is 
typically considered a separate concept from affordance; however, it logically sits 
within the theory presented in this chapter as a characteristic of affordance, and will 
hopefully resolve into a more unifi ed theory of interaction in the future. 

 Gamifi cation is about developing motivation for engagement and prolonged use 
(Luminea,  2013 ) (Deterding,  2012 ). It often uses motivational devices that have 
been used in traditional gaming, and these often relate to intrinsic motivation and 
social rewards. The cultural environment of the game is as important to how the user 
engages with the gamifi ed experience as the ‘technical/instrumental’ device and 
control methods of interaction. This chapter has highlighted one of the core HCI 
theories and shown how it can be used to gain insight into the cultural needs of 
interaction in this fi eld, and how these relate to the traditional perspective of context 
in HCI design and software development.     
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Chapter 9
Psychological Theory and the Gamification 
of Learning

Richard N. Landers, Kristina N. Bauer, Rachel C. Callan, 
and Michael B. Armstrong

9.1  Introduction

Gamification is defined as “the use of video game elements…in non-gaming  systems 
to improve user experience and user engagement in non-game services and applica-
tions” (Deterding, Sicart, Nacke, O’Hara, & Dixon, 2011, p. 1). This is in contrast 
to serious games, which are “game[s] in which education (in its various forms) is the 
primary goal, rather than entertainment” (Michael & Chen, 2005, p.17). Gamification 
has emerged as a common instructional intervention to improve learner motivation 
and learning outcomes. For example, one course at Indiana University was gamified 
by presenting standard course elements in game-like terms; students gained “experi-
ence points” by completing assignments, and grades became “levels” to achieve, 
among other changes (Tay, 2010). Another instructor at Syracuse University gami-
fied his course by adding narrative elements and a record of “achievements” to the 
course based upon current published recommendations, with mixed success 
(Nicholson, 2013). In this way, most efforts to gamify learning involve the identifi-
cation of target game elements, such as the use of narrative and score tracking, from 
video games and the use of those elements in learning contexts.

Unfortunately, the practice of gamification has far outpaced researcher under-
standing of its processes and methods. Even researcher understanding of serious 
games, which have a much longer history, lags behind industry use (Bedwell, 
Pavlas, Heyne, Lazzara, & Salas, 2012). If gamification of learning can be consid-
ered the refinement and application of lessons learned from serious games, 
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 researchers therefore must strive to understand the effects of both much more clearly 
before reasonable recommendations for practice can be made.

This lack of foundational knowledge is most evident in the widely varying recom-
mendations for implementing gamification. Points, badges, leaderboards and 
achievements are commonly adopted with only some vague intention of “increased 
engagement.” Sometimes game narratives are used to transform a course, but other 
times leaderboards are simply added to a pre-existing project. Some argue that 
improved learner engagement is the primary purpose of gamification (e.g., Kapp, 
2012), but others argue that psychological engagement is only a tool to trigger 
behavioral change (e.g., Zichermann & Cunningham, 2011). Quite simply, we do not 
have a complete understanding of when gamification is an appropriate instructional 
tool and when it is not. We do not know what aspects of human cognition and behav-
ior it is capable of changing and what might be changed unintentionally when used.

We contend that an entirely new research literature is unnecessary to build such 
an understanding. Psychological research has already developed a great deal of 
theory to describe learning and motivational processes, and these theories can serve 
as a strong foundation for our understanding of gamification. In this chapter, we 
present a review of the motivational and learning theories in psychology most likely 
to describe the effects of gamification when it is implemented as an instructional 
intervention. In doing so, we highlight the most promising investigatory directions 
for researchers as well as potential roadblocks for practitioners in the implementa-
tion of gamified learning.

9.2  Theoretical Review

In our review of the literature, we identified two major types of psychological the-
ory relevant to gamification: learning theories and motivational theories. Among 
learning theories, we identified two major frameworks to describe the learning out-
comes of gamification: the theory of gamified instructional design and classic con-
ditioning theories of learning. We also identified three major types of motivational 
theories: expectancy-based theories, goal-setting theory, and self-determination 
theory. For each, we will first describe the theory, second describe its importance to 
the study of gamification, and third explore unresolved but provocative research 
questions related to the intersection of that theory and gamification.

9.2.1  Theory of Gamified Instructional Design

The psychological theory most closely related to gamification is the theory of gami-
fied instructional design (Landers & Landers, in press; Landers, in press). This 
theory describes two major psychological processes by which game elements can 
be used to affect learning in the context of gamification. Both portray the effect of 
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gamification on learning through an intermediary behavior or attitude that is itself 
caused by the use of game elements in instruction; specifically, gamification must 
be designed to affect a particular attitude or behavior. For example, game narrative 
might be used to improve affective attitudes toward training, or game goals might be 
used to increase learner meta-cognitive activity.

The theory proposes that the effect of this target attitude or behavior differs 
depending upon the precise nature of the attitude or behavior. Some behaviors are 
part of a mediating process, whereas others are part of a moderating process. In the 
mediating process, the target behavior or attitude directly affects learning outcomes. 
For example, if game goals were used to increase learner meta-cognitive activity, 
increased meta-cognition should, in turn, increase learning directly. In the moderat-
ing process, the target behavior or attitude alters the effectiveness of instructional 
design. For example, more positive affective attitudes toward anticipated training 
should not itself lead to increased learning. A student does not learn because they 
have a positive attitude. Instead, a more positive attitude will encourage the learner 
to take better advantage of high quality instructional material provided by the instruc-
tional designer. If the learner cannot ever reach desired learning outcome levels from 
the instructional material, increased learner engagement will not fix this problem.

The specific process anticipated is critical when evaluating the success of gami-
fication. If gamification is intended to operate through the mediating process and 
increased learning does not occur, one can conclude that gamification was unsuc-
cessful. If gamification is intended to operate through the moderating process and 
increased learning does not occur, it may be due to poor gamification, or it may be 
due to poor quality instructional content.

Relating the Theory of Gamified Instructional Design to Gamification Of all 
psychological theories we identified, this is the only theory that speaks to gamifica-
tion specifically. It describes two specific processes by which gamification can 
affect learning, highlighting intermediary psychological attitudes and behaviors 
through which this effect should occur.

Critically, the theory of gamified instructional design also indicates the specific 
aspects of games which should be adapted for use in gamification. Based upon work 
by Bedwell et al. (2012), which empirically derived a taxonomy of game elements 
in serious games relevant to learning, the theory of gamified instructional design 
applies this taxonomy to gamification. Thus, this theory suggests action language, 
assessment, conflict/challenge, control, environment, game fiction, human interac-
tion, immersion, and rules/goals are the most critical game elements to be applied 
in gamification.

Future Directions for the Study of the Theory of Gamified Instruction  Although 
Landers and Landers (in press) tested the mediational process of the theory of gami-
fied instructional design, the moderation process remains untested and should be a 
high priority for researchers. Additionally, the effectiveness of this mediation likely 
varies by the particular target attitudes and behaviors chosen by the instructional 
designer; as concluded by the researchers, the use of leaderboards in a course proj-
ect directly improved time spent on that project but much more indirectly affected 
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learning outcomes. As game elements and target behaviors vary, so likely will the 
effectiveness of gamification. Future research is needed to explore such variations.

The theory also leaves the specific target attitudes and behaviors of interest to 
future researchers. Although Landers and Landers (in press) successfully increased 
time on task, this is only one example of a potential target behavior. Many more 
likely exist and should be explored explicitly. Similarly, the theory does not suggest 
which game elements should be more effective than others or in what contexts, leav-
ing this too to future researchers. This theory thus provides several promising direc-
tions for future empirical research.

9.2.2  Theories of Learning via Conditioning

Two of the earliest and most pervasive theories of learning are classical and operant 
conditioning. Classical conditioning can be defined as the association of one stimu-
lus normally not yielding a certain behavioral response to a response normally asso-
ciated with another stimulus. There are three essential elements of classical 
conditioning: an unconditioned stimulus, causing an unconditioned response; a con-
ditioned stimulus, not initially causing the unconditioned response; and repeated 
exposure to both the unconditioned and conditioned stimuli in a specific, controlled 
manner (Hilgard & Marquis, 1940). If a new or altered response to the conditioned 
stimulus resulted from this joint exposure, the response is a conditioned response 
(Hilgard & Marquis, 1940). Watson and Rayner (1920) used classical conditioning 
to create emotional responses in a child to animals not normally evoking emotional 
reactions. In this experiment, the child was exposed to a harsh sound (unconditioned 
stimulus) that caused fear (unconditioned response). The child was then presented 
with several animals (conditioned stimuli). When exposing the child to the animals 
and the harsh sound at the same time, the child reacted with fear and crying. 
Eventually, the child would cry at the mere sight of the animals (conditioned 
response). As an example in the modern learning context, consider a learner who 
experiences anxiety (unconditioned response) as a result of test-taking (uncondi-
tioned stimulus). After a great deal of test-taking, the student begins to associate the 
sound of pencil scratching in a quiet room (conditioned stimulus) with test-taking. 
Later, the student hears pencil scratching in a quiet room and experiences anxiety 
(conditioned response).

In contrast, operant conditioning is a form of learning based on behavioral conse-
quences (Irons & Buskist, 2007). The process is best described as the three-phase 
process, often abbreviated ABC: an antecedent event or stimulus, a behavioral response 
to that stimulus, and a consequence dependent upon that response. Skinner (1948) 
observed operant conditioning in hungry pigeons. The pigeons observed a food hopper 
enter their cage while moving (antecedent). The pigeons would repeat that movement 
continuously (behavior) until they received more food ( consequence). As an example 
in the modern learning context, consider a learner who knows a difficult test is loom-
ing (antecedent). As a result of the impending test, the learner studies harder than usual 

R.N. Landers et al.



169

(behavior). As a result of extra studying, the learner scores a higher grade than usual 
(consequence). The learner has thus been reinforced to study harder in the future.

Consequences are the focus of learning in operant conditioning. Behavioral con-
sequences can either be reinforcement, which increase certain responses, or punish-
ment, which decrease certain responses (Irons & Buskist, 2007). An effective 
application of operant conditioning for obtaining a desired behavior is shaping (Irons 
& Buskist, 2007). By reinforcing approximate desired responses, the likelihood of 
the target response will increase. When the target response occurs and is reinforced, 
the behavior will increase. Shaping is a way to acquire certain target responses with-
out explicitly explaining what response is desirable. Skinner (1958) utilized shaping 
in developing teaching machines to optimize efficiency in education. In order to 
“shape” students’ behavior, Skinner’s machines allowed learners to compose their 
own answers and gradually moved the learner closer to fully competent behavior. A 
simple application of this machine was to teach spelling. A student would see the 
definition of the word he or she was learning, see it used in a sentence, and copy the 
word down on paper, as well as learn to recognize root words, fill in missing letters, 
and finally spell the entire word in a sentence. By presenting the student with a 
sequence of small steps, and using correct answers to move the student toward sub-
sequent steps, Skinner was able to shape student behavior such that the student 
learned how to spell a word, while comprehending both its meaning and use.

Relating Conditioning to Gamification  Operant conditioning has often mani-
fested in gamification via conditioned reinforcers (Antin & Churchill, 2011; Evans, 
Jennings, & Andreen, 2011; Malala et al., 2007). Irons and Buskist (2007) described 
conditioned reinforcers as stimuli gaining reinforcing properties by their associa-
tion with primary reinforcers (food, water, or other necessities to life). Conditioned 
reinforcers in gamification can range from points on a scoreboard to badges to 
money (Antin & Churchill, 2011; Evans et al., 2011). These rewards reinforce desir-
able behavior within the gamified system, despite badges’ inability to buy food, 
water, or shelter. Attaining more conditioned reinforcers indicates a strong record of 
desirable behavior, which hopefully pleases educators and employers, possibly 
leading to more self-satisfaction or money, paying for the necessities to live.

Evans et al. (2011) explained the use of badges in assessing learning outcomes. 
For instance, a skill-based learning outcome could be accomplished via a mechani-
cal skill-based badge—mastery of a game mechanic (e.g., speed, strategy) earns the 
badge. A skill-based learning outcome could also be accomplished via a behavior 
repetition-based badge—repeating an action a certain number of times. This badge 
may require mastery of some game element, thus accomplishing the skill-based 
learning outcome. Completing a goal outlined by a particular badge earns the user 
the badge, which is the reward increasing the behavior of completing more behavior- 
based goals (Antin & Churchill, 2011). This reward mechanism could strengthen 
many different types of learning outcomes, including outcomes based on learning 
facts, procedures, and strategies (Evans et al., 2011).

Positive reinforcement varies in effectiveness based on reward schedules (Davis, 
2012, Irons & Buskist, 2007), which should apply to gamified systems. Reward 
schedules can either be fixed or variable and either ratio-based or interval-based 
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(Davis, 2012; Irons & Buskist, 2007). Consider a fixed-ratio schedule, which 
 reinforces behavior after a certain number of responses (Irons & Buskist, 2007). In 
a gamified system, a repetition-based badge could correspond with a fixed-ratio 
reward schedule—after a certain number of responses, the badge is earned, reinforc-
ing the repetition of behavior.

Another reward schedule is variable-ratio, where the reward is granted after a 
certain number of responses, but varies in response amount from one reward deliv-
ery to the next (Irons & Buskist, 2007). In a variable-ratio 20 schedule, a reward 
may be presented after the 10th, 20th, or 30th response, but on average after the 20th 
response (Irons & Buskist, 2007). In a gamified system, a variable-ratio reward 
schedule may exist as viewing variable amounts of content. For instance, when 
browsing an educational website, the learner may receive points after viewing a 
variable number of web pages. Because the learner does not know when he will be 
rewarded, research on rewards schedules suggests that he would be more motivated 
to browse different web pages in the hopes of obtaining more points. Even though 
this approach may increase the behavior of browsing educational web pages, this 
reinforcement does not guarantee that the user will process the content or learn. 
Care should be taken when designing gamified systems on reward schedules to 
ensure that the intended behavioral outcome is achieved (i.e., learning as opposed to 
web browsing).

Gamifying a learning environment could change its atmosphere, but may come 
at a cost. Gamifying a learning environment via operant conditioning might mean 
purchasing rewards for users. Lee and Hammer (2011) worried that constantly pro-
viding classroom students with rewards (e.g., candy, stickers, gift certificates) might 
absorb teacher resources that could be used on educational material or supplies. If 
students have insufficient rewards in an operant conditioning gamified system, the 
system collapses. Desirable behavior needs reinforcement, and if students become 
accustomed to expensive rewards, encouraging words may not suffice in the future.

When a gamification system is based on competition among users, the focus of 
the environment is on the accumulation of virtual wealth (Rao, 2013). The top scor-
ing users might be motivated by their large accumulation of points on the public 
scoreboard, but some users may become discouraged or humiliated by the gamified 
system if they lack points. Users might also be discouraged by the use of gamified 
punishment. Consider a learner in a gamified classroom where learning behavior 
(e.g., answering questions) corresponds to points on a scoreboard. If a student 
answers correctly, he will gain points and his name will travel up the scoreboard. 
However, if incorrect answers are punished, he might possibly lose points, discour-
aging users from answering due to fear of failure, one of the detrimental effects of 
punishment (Irons & Buskist, 2007).

Davison and Baum (2006) found that conditioned reinforcers are not as effective 
as primary reinforcers. In a gamified system, where most of the reinforcing rewards 
are conditioned reinforcers (e.g., points, badges), learners might not be as moti-
vated as they would by primary reinforcers (e.g., food, sleep). Consider a student 
in high school or college who stayed up all night to finish an important paper.  
In a gamified classroom, a reward for this behavior might be a badge for completing 
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the term paper. However, a badge may not motivate this student to complete the next 
assignment. Rewarding his hard work with sleep (primary reinforcer) might be 
more effective in increasing the behavior of completing assignments.

Future Directions for the Study of Conditioning in Gamification  Research 
should be conducted on the varying levels of gamification integration within systems. 
Some learners may be effectively conditioned by badges as rewards, but other learn-
ers may be better conditioned by other learning-related game elements like conflict/ 
challenge, environment, game fiction, human interaction, immersion, rules/goals, or 
others (Landers, in press). Combinations of elements, like the use of leaderboards, 
may condition behavior more effectively than any element in isolation.

If the system that people encounter daily within education and the workplace must 
be based on external rewards in order to motivate users, genuine interest in those 
activities may not be present. Deterding, Khaled, Nacke, and Dixon (2011) suggest 
that gamification is a valuable approach for non-game products, services, and systems 
to be rendered more enjoyable, motivating, and/or engaging to use. Research will 
need to be conducted to determine if extrinsic rewards such as reinforcers of gamified 
systems can ultimately lead to intrinsic motivation. If gamified systems are not found 
to be more motivating, then they are complicating systems in current learning envi-
ronments. For example, in the classroom, if gamification is found to be ineffective, 
adding game elements (e.g., game fiction, additional rules/goals) might be more com-
plicated than a system of completing assignments and receiving letter grades.

Recall that Davison and Baum (2006) found that conditioned reinforcers are not 
as effective as primary reinforcers. Research should be conducted to identify any 
differences in effect between primary and conditioned reinforcers in gamified sys-
tems in order to determine the value of conditioned reinforcers. Without such exam-
ination, learning environment administrators may better focus on how to allocate 
primary reinforcers to users in order to properly motivate them.

Davison and Baum (2006) also found that conditioned reinforcers only signal the 
availability of primary reinforcers. Research is necessary to determine whether con-
ditioned reinforcers in gamified experiences serve as signals for primary reinforcers 
or strengthen the responses that produce them. Conditioned reinforcers such as 
points or badges may strengthen the behaviors that produced them in some settings, 
while in others may only indicate a job well done. A learner may see rewards as a 
signal preceding verbal praise, a possible primary reinforcer. If conditioned rein-
forcers only act as signals of primary reinforcers, administrators could avoid gami-
fication, and instead devise a systematic way of extending primary reinforcers to 
learners for desirable behavior.

In conclusion, Rapp (2013) stated that gamification efforts should identify ele-
ments of deeper engagement than simple aesthetic gamification. The true potential 
of gamification may be discovered by engaging learners beyond aesthetic changes 
(e.g., adding a progress bar indicating completion of a profile, awarding badges 
for behavior already present). These aesthetic changes are positive reinforcement 
by type, but may not have the motivating power of other types of gamification. 
Research should test operant conditioning against other motivation theories in order 
to determine the most efficient methodology for motivating modern day learners.
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9.2.3  Expectancy Theories

Vroom’s (1964) expectancy theory includes three components: valence (V), instru-
mentality (I), and expectancy (E). Valence refers to the affective orientation toward 
a specific outcome to a particular individual, and is termed the rewards-personal 
goals relationship. Individuals have valence perceptions toward all possible out-
comes. Valence can be positive (i.e., the person prefers obtaining an outcome to not 
obtaining it), zero (i.e., the person is indifferent to obtaining an outcome), or nega-
tive (i.e., the person prefers not obtaining the outcome to obtaining it) with a wide 
range of positive and negative possible values (Vroom, 1995). It is important to note 
that Vroom (1995) distinguishes between the valence (i.e., the anticipated satisfac-
tion) and value (i.e., the actual satisfaction) of an outcome. Furthermore, these out-
comes or rewards can be extrinsic like pay and promotion or intrinsic like feelings 
of accomplishment or enhanced self-esteem (Pinder, 2008).

The second component of VIE theory is instrumentality. Instrumentality is a 
probability belief linking one outcome (performance level or learning) to other out-
comes that have associated valence (Pinder, 2008; Vroom, 1964) and is termed the 
performance-outcome relationship. Instrumentality can take on values ranging from 
1, meaning that performance will certainly lead to the outcome, to −1, meaning that 
the outcome is certain without performance and performance would prevent out-
come attainment. An instrumentality value of 0 indicates that there is no perceived 
relationship between performance and an outcome.

The third component of VIE theory is expectancy. Expectancy is the strength of 
the belief that action (i.e., effort) will lead to an outcome (i.e., performance level or 
learning) and is referred to as the effort-performance relationship (Pinder, 2008). 
Expectancy ranges from zero, indicating no probability that effort will lead to per-
formance, to 1, indicating certainty that effort will lead to performance. It is impor-
tant to distinguish between expectancy and instrumentality. Expectancy refers to an 
action-outcome relationship, whereas instrumentality refers to an outcome-outcome 
relationship (Vroom, 1995).

Vroom (1964) asserted that an individual’s level of motivation to engage in a 
given behavior—the force to perform an act—is a function of these three compo-
nents: motivation = V × I × E. In other words, an individual is motivated to perform a 
behavior if he or she perceives that effort will lead to successful performance, that 
performance will lead to an outcome, and that the outcome has high value.

Similar to yet distinct from Vroom’s expectancy theory, the expectancy-value 
model proposes that there are three components to motivation, which are specifically 
linked to self-regulated learning (Pintrich, 1988, 1989; Pintrich & de Groot, 1990). 
They are expectancy, value, and affect. A major distinction between the general 
expectancy-value model and Vroom’s (1964) expectancy theory is that the expec-
tancy-value model was developed to predict student behavior in a learning environ-
ment, whereas expectancy theory was developed as a broad motivational framework 
for explaining a variety of behaviors. Similar to Vroom’s (1964) expectancy theory, 
the expectancy component refers to individuals’ beliefs about their ability to perform 
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a task and about whether they are responsible for their own performance. Expectancy 
involves learners asking themselves, “Can I do this task?”

The second component is value, which is defined quite differently from Vroom’s 
(1964) conception of valence. Value, in the expectancy-value model, refers to indi-
viduals’ goals and beliefs about the importance and interest of the task (Pintrich & 
de Groot, 1990). At its core, value is the individual’s reasons for doing a specific 
task (Pintrich & de Groot, 1990; Pintrich, Smith, Garcia, & McKeachie, 1993), and 
the key question learners ask themselves is, “Why am I doing this task?” In a sense, 
value subsumes valence as one reason an individual might be doing a task is because 
of the anticipated satisfaction of completing the task.

The final component of the expectancy-value model is the affective component, 
which includes individuals’ emotional reactions to the task (Pintrich et al., 1993; 
Pintrich & de Groot, 1990). A variety of emotional reactions are possible, such as 
anger, pride, guilt, anxiety, and so on. The essential question learners ask them-
selves is, “How do I feel about this task?”

Relating Expectancy Theories to Gamification  There are three key links between 
gamification and the expectancy-based theories of motivation. First, expectancy 
theory can be used to understand why rewards (e.g., collecting points, earning 
badges, etc.) in gamified learning lead to motivation (Vassileva, 2012). These game 
elements can be considered outcomes; that is, game elements may have valence, in 
a VIE sense, and value, in an expectancy-value model sense. Hsu, Chang, and Lee 
(2013) developed a framework of gamification design and identified achievement as 
a design component. Hsu and colleagues defined achievement as including rewards, 
goal setting, reputation, and status. These design factors are all outcomes that, in the 
framework of expectancy theory, a person may value. If an individual values earn-
ing points or badges and sees a clear path from effort to performance and perfor-
mance to outcome, then the individual is motivated to engage in the action, 
suggesting that such design factors can be used to enhance student learning.

The second key link is between gamification and the instrumentality component 
of expectancy theory. In addition to developing the taxonomy mentioned above, 
Hsu, Chang, and Lee (2013) surveyed users of a gamified collaborative storytelling 
website to determine the most important gamification features. They found that the 
most attractive game feature was that the relationship between actions and rewards 
is clear. In expectancy theory terms, this is consistent with instrumentality or the 
perception that performance will lead to outcomes.

The final link is between gamification and the affective component of the expec-
tancy value model of motivation. Status and reputation are two gamification design 
factors that both refer to achieving some level or rank (Hsu et al., 2013). However, 
Vassileva (2012) distinguishes between the two of them by noting that status is gained 
in isolation, whereas reputation depends on the opinions of others. Status and reputa-
tion can serve as a source of pride to an individual, which is an emotional reaction to 
the task. Increased pride can lead to continued participation and better learning.

Future Directions for the Study of Expectancy in Gamification Very little 
work has examined expectancy-based theories of motivation and gamification. 
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Thus, future research needs to begin by manipulating individual components of the 
three-part motivational theories to determine how levels of motivation and engage-
ment with the environment are impacted. Specifically, manipulating valence from 
expectancy theory and value from the expectancy-value model is an important first 
step because it would allow for a better understanding of which activities a student 
would choose to engage in, and hence, better designed reward systems. However, 
before manipulating value/valence it might prove fruitful to take a qualitative 
approach. Students could be provided with all of the possible reward-based gamifi-
cation design elements and asked to rate the value assigned to each one. The design 
elements identified as having the highest valence could be used to inform an experi-
mental design. For example, a study that holds instrumentality (e.g., the link between 
performance and the reward is clear for all learners) constant might randomly assign 
participants to a learning environment with badges or one with a leaderboard. This 
type of study would shed light on whether students place greater value on earning 
badges or on being at the top of a leaderboard.

Another avenue for future research is to manipulate instrumentality. This line of 
research would answer the question, “How clear does the link between performance 
and reward need to be in a gamified learning environment?” For example, research-
ers might gamify a learning environment by adding badges and manipulate instru-
mentality by assigning participants to (a) a no instructions condition where there are 
no rules for badge attainment, (b) a vague instructions condition where there are 
unclear rules for badge attainment, and (c) a clear instructions condition where there 
are clear rules for badge attainment. It could be that in a gamified learning environ-
ment, exploring the paths to badge attainment is considered part of the fun and rules 
can be less clear.

Finally, in accordance with the broader motivation literature, it will be important 
for future gamification research to begin to examine the interactive effects of value 
and expectancy in a gamified learning environment. Vroom (1964) originally pro-
posed that value and expectancy exhibit interactive effects on learning. Yet this 
assertion has not been well supported (Van Eerde & Thierry, 1996). Recent research 
in the work motivation literature has proposed that value and expectancy have addi-
tive effects and that expectancy may be differentially related to outcomes (Vancouver, 
2008; Vancouver, More, & Yoder, 2008). Future gamification research should 
attempt to manipulate expectancies in an effort to parse out the effects of expectan-
cies and value on learning.

9.2.4  Goal-Setting Theory

Like expectancy theory, goal-setting theory has a long history in the literature 
 dating back to the 1960s (e.g., Locke, 1968). Goal-setting theory proposes that 
goals directly motivate action by directing attention and effort toward goal-relevant 
activity and away from goal-irrelevant activity, by energizing effort, and by increas-
ing persistence; goals indirectly affect action through the use of task strategies 
(Latham & Locke, 1991; Locke & Latham, 1990, 2002). In other words, goals lead 
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to performance through self-regulatory processes (Kanfer & Ackerman, 1989; 
Locke & Latham, 1990). Difficult, specific goals are the optimal goal type for elicit-
ing motivated behavior (Locke & Latham, 2002). Furthermore, the underlying 
assumption is that individuals perform differently because they have different goals.

Goal-setting theory proposes four key moderators of the goal-performance rela-
tionship (Locke & Latham, 2006). The first moderator is goal commitment; indi-
viduals must be committed to their goals in order for goals to lead to performance 
(Locke & Latham, 2002). Klein, Wesson, Hollenbeck, and Alge (1999) conducted 
a meta-analysis of the goal-commitment literature and found that commitment is 
most important when goals are difficult. Although there are a number of factors that 
lead to goal commitment (Hollenbeck & Klein, 1987), two key constructs are the 
importance of the goal to the individual and self-efficacy or confidence in the ability 
to attain the goal (see Locke & Latham, 2002 for a review of this research). 
Individuals who view a goal as important and are confident they can achieve it are 
more committed to their goals (Locke & Latham, 2002). Additionally, individuals 
with higher self-efficacy use better strategies to attain their goals (Locke & Latham, 
1990; Seijts & Latham, 2001).

The second moderator of the goal-performance relationship is feedback. 
Feedback has been shown to be an important determinant of performance (Kluger 
& DeNisi, 1996). Yet, it is the combination of goals and feedback that positively 
impact performance (Becker, 1978; Latham, Mitchell, & Dossett, 1978; Locke & 
Bryan, 1969; Strang, Lawrence, & Fowler, 1978). As Locke and Latham (2002) 
note, “for goals to be effective, people need summary feedback” (p. 708). Goal-
setting theory asserts that feedback allows individuals to track their progress toward 
goal completion (Locke & Latham, 2002, 2006). Research also suggests that nega-
tive feedback leads to downward goal revision or an easier goal and positive feed-
back sometimes leads to upward goal revision or a more challenging goal (Donovan 
& Williams, 2003; Ilies & Judge, 2005).

The third moderator of the goal-performance relationship is task complexity. As 
a task becomes more complex the effect of goals becomes dependent on the indi-
vidual’s ability to automate performance and develop appropriate task strategies 
(Locke & Latham, 2002). A meta-analysis conducted by Wood, Mento, and Locke 
(1987) found that the effect of goal setting was strongest when tasks were easy (e.g., 
reaction time; d = 0.76) and weakest when tasks were more complex (e.g., business 
game simulations; d = 0.42).

The final moderator of the goal-performance relationship is situational 
 constraints. One such situational constraint is time until goal completion. Individuals 
often operate in a multiple goal environment and time has been shown to impact the 
way individuals allocate resources to goal progress (Kernan & Lord, 1990; Schmidt 
& DeShon, 2007; Schmidt & Dolis, 2009; Schmidt, Dolis, & Tolli, 2009). Another 
example of a situational constraint is role overload, which is an individual’s percep-
tion that there are insufficient resources to deal with the demands of his or her cur-
rent role, resulting in stress (Kahn, Wolfe, Quinn, Snoek, & Rosenthal, 1964). 
Brown, Jones, and Lee (2005) found that role overload moderated the relationship 
between goal level and performance such that the relationship was only significant 
when role overload was low.
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Relating Goal-Setting Theory to Gamification. Hsu et al. (2013, p. 2) note that 
gamification design to date with respect to goal setting has mainly utilized “explicit 
signs” (e.g., badges) and “progress toward goals” (e.g., progress bars). Thus, three 
mechanisms for applying goal-setting theory to gamification are badges, progress 
bars, and levels. Badges and levels can be seen as explicit signs whereas progress 
bars are progress alerts. To start, in gamification, badges are a virtual good awarded 
to an individual for completing a specific task, which can be viewed as a goal, 
although not always an explicit one (Antin & Churchill, 2011; Hsu et al., 2013). 
Furthermore, progress bars serve as feedback to users (Antin & Churchill, 2011; 
Hsu et al., 2013).

From a goal-setting perspective, badges should be accompanied by a source of 
feedback like progress bars in order to maximize the likelihood of successful per-
formance, that is, badge attainment. Singer and Schneider (2012) gamified a com-
puter science course. They implemented “milestones,” which were used as implicit 
goals, and a weekly digest, which can be thought of as a form of feedback. Interviews 
with students indicated that being able to see progress in the weekly digest was 
motivating. Consistent with goal-setting theory, it was the combination of goals and 
feedback that students found motivating. Furthermore, Hamari (2013) conducted a 
field experiment to determine whether gamification (i.e., the implementation of 
badges) of a peer-to-peer trading service results in increased activity. The study 
found that merely implementing badges did not lead to increased activity. It was 
only when individuals monitored their own badges (i.e., sought a form of feedback) 
that they engaged in more and better quality activity in the trading service.

Some gamified environments contain a variety of badges that individuals can 
earn. In fact, Hsu et al. (2013) found that having diverse and interesting badge types 
was the fifth most attractive feature of gamification to users of gamified, collab-
orative storytelling websites. This finding could suggest that having a variety of 
learning goals in a gamified environment would enhance student motivation and 
learning.

With respect to the other explicit signs, imposing “levels” or “leveling up” can be 
viewed as setting small sub-goals within the larger goal of the gamified system. The 
goal-setting theory literature suggests that setting smaller, proximal goals can help 
individuals reach larger, more complex goals (Donovan & Williams, 2003; Latham 
& Brown, 2006; Latham & Seijts, 1999). Latham and Seijts found that participants 
who had been assigned proximal and distal goals were the only group to  significantly 
increase in self-efficacy compared to participants who were assigned only distal 
goals or “do your best.” Thus, beating easier levels may serve to boost self- efficacy 
in a gamified system, which has been shown to be an important moderator of the 
goal-performance link by impacting goal level, goal commitment, and task strate-
gies (Locke & Latham, 2002).

Future Directions for the Study of Goal Setting in Gamification  Decades of 
research have examined the optimal goal type (Locke & Latham, 2002). Yet, no 
research has empirically examined whether the optimal goal type—a specific, diffi-
cult goal—remains the same in a gamified environment. Thus, an important first step 
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for research with respect to gamification and goal setting theory is to manipulate 
goal type and examine the effect it has on performance. It could be that a gamified 
environment is so intrinsically motivating that an easy or do-your-best goal would 
function similarly to a difficult goal.

Likewise, to the authors’ knowledge, no research has specifically examined goal 
regulation (either single or multiple goals) in the context of a gamified environment. 
This represents a serious gap in the literature. As aforementioned, Hsu et al. (2013) 
found that a variety of badge types (i.e., goals) was an attractive feature of gamifica-
tion to users of a collaborative storytelling website. One interesting question for 
future research is how the provision of a variety of badge types in a gamified learn-
ing environment impacts learning. Designing a badge for each learning objective 
may positively impact learning through increased engagement with all learning 
material. Alternatively, learners may have trouble regulating multiple goals, which 
would negatively impact learning. With respect to the latter possibility, research 
suggests that time pressure may be an important moderator of the relationship 
(Schmidt et al., 2009; Schmidt & Dolis, 2009).

Interestingly, the amount of time spent playing a game has a curvilinear rela-
tionship with time, represented as an inverted U shape. In other words, individ-
uals start out playing a little, increase their play over time, and then eventually 
decrease and stop playing. In a learning context, the downward trend in game play 
in a gamified learning environment would likely negatively impact learning as a 
learner could stop engaging in the learning environment before all learning has 
been accomplished. The web-based training literature suggests that time spent in 
training is related to learning (Brown, 2005). It will be important for research to 
examine mechanisms that prevent a learner from disengaging in a gamified learn-
ing environment.

One such mechanism is self-regulation, which goal-setting theory proposes as a 
key mediating mechanism of the goal-performance relationship (Kanfer & 
Ackerman, 1989; Locke & Latham, 2002). Self-regulation involves the modulation 
of thought, affect, and behavior (Karoly, 1993), and includes constructs like meta-
cognition, planning, effort, self-efficacy, and affective reactions to the task (Pintrich, 
2000). Thus, an important avenue for future gamification research is to determine 
whether self-regulation functions similarly in a gamified learning environment as it 
does in more traditional learning environments. If it does, the more important ques-
tion becomes whether self-regulatory interventions can overcome the potential 
decrease in engagement in the learning environment associated with the expected 
decrease in game play. Research in online instruction has found that prompting self-
regulation can increase learning and reduce attrition (Sitzmann, Bell, Kraiger, & 
Kanar, 2009; Sitzmann & Ely, 2010). These studies utilized simple prompts asking 
trainees questions like, “Am I concentrating on learning the material?” It may be 
that re-engaging students in the learning environment is as simple as reminding 
them to do so. For example, if a learner disengages from game play, an automated 
self-regulatory prompt could be utilized to keep the student on track.
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9.2.5  Self-Determination Theory

Self-determination theory (SDT) has been extremely influential in the field of 
 psychology with its conceptualization of intrinsic and extrinsic motivators. 
 Self- determination theory is derived from cognitive evaluation theory (CET) (Deci 
& Ryan, 1985), which states that rewards have two important features: they provide 
performance feedback and they tell a person why he or she is performing a given 
task. This awareness of why one is performing the task is also known as “control 
perceptions”. According to CET, if the control perceptions have more weight for the 
actor, the locus of causality shifts from within the individual to the external environ-
ment. For example, we can imagine a student who finds the process of painting 
rewarding so she decides to major in fine arts in college. The student earns a schol-
arship for her studies that requires a minimum GPA of 3.5. Once the student begins 
taking classes, she must now paint well in order to get good grades because of the 
scholarship. If this change causes the student to begin working solely based on the 
reward (the scholarship), the external rewards would have become more important 
to the student than that drive for personal enjoyment (an intrinsic reward), according 
to Deci and Ryan (1985).

Indeed, what is illustrated in this example is seen as the main implication for 
CET: pay for performance should reduce internal rewards by shifting individuals’ 
focus to an external reward (e.g., pay). However, CET theory could not explain 
motivation outside of contexts where the task is intrinsically appealing (Deci & 
Ryan, 1985). This is a major limitation as many tasks are not intrinsically motivat-
ing—many employees complete hours of training activities that they have little 
interest in but are required to finish as part of their job duties. As a result, Ryan and 
Deci (2000) further developed the concept of extrinsic motivation in what became 
known as SDT.

SDT further defines intrinsic and extrinsic motivation and posits that these differ-
ent kinds of motivation exist on a continuum from more extrinsic to more intrinsic, 
with the mixture thereof lying in between (Ryan & Deci, 2000). Tasks that catalyze 
intrinsic motivation are defined as inherently enjoyable or interesting to the learner. 
Intrinsic motivation is also theorized to produce higher-quality learning outcomes 
and increase creativity in the learners (Ryan & Deci, 2000). Referring again to the 
student painter, before enrolling in school, he or she was painting for enjoyment and 
learning more about Impressionists and novel painting techniques purely for his or 
her own benefit. This would likely be a period of serious exploration and expres-
sion. However, once the student is focused on maintaining a high GPA, he or she 
may no longer push the boundaries as much in terms of content or style of artwork. 
Similarly, the student may not spend as much time visiting museums and identify-
ing new sources of inspiration for its own sake. Instead, the student needs to spend 
time making art that will earn good grades and doing well in all of the other courses 
required in the program.

Ryan and Deci (2000) further posited that intrinsic motivation satisfies three basic 
psychological needs: competence, autonomy, and relatedness. For our student, this 
means that painting allows the student to perform a task proficiently, independently, 
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and while connecting with others. Extrinsic motivation is defined as a person being 
driven to complete the task to achieve some other outcome, such as earning a promo-
tion only after completing mandatory coursework. It is important to note that extrin-
sic motivation should not be viewed as weaker than intrinsic motivation. The only 
implication of SDT is that extrinsic rewards are driven by the environment, and 
intrinsic rewards are driven by need satisfaction. Extrinsic rewards may be more 
effective at altering behavior in some contexts, whereas intrinsic rewards may be 
more effective in other contexts.

SDT takes this idea of different forms of motivation one step further by creating 
a taxonomy that lies on a continuum. On one end is amotivation, or a lack of motiva-
tion, and on the other lies intrinsic motivation. In between these extremes are differ-
ent kinds of extrinsic motivation (i.e., external regulation, introjection, identification, 
and integration). These external motivations vary from an entirely external locus of 
causality to an internal locus of causality as well as from less to more autonomous. 
Amotivation is unique in that it is characterized by an impersonal locus of control 
and a lack of autonomy. In this state, an employee would be completely unmoti-
vated to complete a training course, perhaps due to feelings of incompetence or a 
belief that effort will not result in the desired outcomes, and thus the task will not 
get finished. External regulation has a completely external locus of causality, while 
introjection and identification are both a combination of internal and external locus 
of causality, with the former being largely external and the latter largely internal. In 
the state of external regulation, the employee will want to complete the training to 
receive an external reward, such as a bonus for having participated. Introjected regu-
lation works through not only external rewards but also self-esteem. For our 
employee, he or she will complete the training to receive the bonus and to not feel 
guilty for not having participated with the rest of the work group. In identification, 
the employee utilizes more self-determination to make his or her decision to com-
plete the training and participates because he or she believes the knowledge gained 
will help him or her on the job. Integration and intrinsic motivation are both consid-
ered to have an entirely internal locus of causality. Integration is similar to identifi-
cation, but now the reasons for completing the training are further internalized, 
although the employee is still motivated by some external outcome. In this case, the 
employee completes the training because he or she feels it is vital for his or her 
development on the job, but sees it as a means to a promotion. If the employee were 
motivated intrinsically, he or she would complete the training with or without any 
expected outcomes solely for its merits.

Relating Self-Determination Theory to Gamification: Gamification can utilize 
both intrinsic and extrinsic motivators to change behavior in employees or students. 
To help frame the application of SDT to gamification, this section will begin by inves-
tigating support for SDT in the literatures related to gamification before describing 
how one study in particular applied both types of motivations to a student sample.

Much of Ryan and Deci’s (2000) work has been explored and supported in 
the gaming literature. Further, one group of researchers sought to develop a 
 gaming motivation scale based on the SDT motivation taxonomy and found sup-
port for the factor structure proposed by Ryan and Deci (2000) in this context 
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(Lafrenière, Verner-Filion, & Vallerand, 2012). This suggests that the same taxonomy 
of motivation may apply in the context of gamification, which provides some impli-
cations for design, such as adding more autonomy to a task in order to promote 
different kinds of motivation in students and employees.

Researchers have also investigated the supposition that intrinsic motivation 
changes behavior by satisfying basic psychological needs. Ryan, Rigby, and 
Przybylski (2006) found satisfaction of the autonomy, competence, and relatedness 
needs predicted both enjoyment and future game play. This was further supported 
experimentally by Sheldon and Flak (2008), who manipulated learners’ abilities to 
satisfy these basic psychological needs within a game-learning context. Ability to 
satisfy needs was controlled by including statements at the beginning of the training 
task, such as encouraging participants to explore the task however they wish to sup-
port their need for autonomy. The results suggested that satisfaction of these needs 
predicted outcomes including affect and performance. Of particular interest, com-
petence satisfaction was found to be related to improved task performance. This 
suggests that including a social component such as those seen in social networking 
may be especially important when attempting to utilize gamification to improve task 
performance.

Another group of researchers expanded the SDT model in the gamification con-
text to include antecedents to the basic needs when investigating enjoyment as an 
outcome (Tamborini, Bowman, Eden, Grizzard, & Organ, 2010). The antecedents 
included perceived game skill, natural mapping of the game controller, and co- 
playing. The proposed model was able to explain 51 % of the variance in enjoyment 
of the gaming task. This is strong support for Ryan and Deci’s (2000) model but 
also demonstrates that characteristics of gamification can be linked to the psycho-
logical needs.

It is important to note that implementations of gamification may target both 
intrinsic and extrinsic motivators. For example, in a social networking site developed 
for psychology students that included gamification elements, both types of motiva-
tion were influenced (Landers & Callan, 2011). Students could earn badges by com-
pleting optional knowledge tests, which were then displayed with their profile 
whenever they posted on the site. These badges would be an extrinsic motivator 
because the students may be completing knowledge tests simply to gain those 
badges, rather than the enjoyment of taking the test. However, the social aspect of the 
site also played upon the psychological need for relatedness, and completing the 
tests may have met the students’ needs for competence. In this way, we can see that 
gamification applications related to both school and work tasks may change behavior 
through either intrinsic or extrinsic motivators as well as some combination thereof.

Future Directions for the Study of Self-Determination in Gamification: Although 
some researchers are certainly working to answer questions about how SDT applies 
in the context of gamification, many questions are still left unanswered. Two of the 
biggest issues that should be investigated in the future are what aspects of gamifica-
tion are intrinsically motivating and what moderators need to be considered when 
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looking at these relationships. Answering these questions will not only assist in 
theory development by suggesting more complete models of motivation in gamifica-
tion but also provide practical recommendations for practitioners and teachers seek-
ing to include gamification elements in school and work contexts.

Bedwell et al. (2012) developed a taxonomy of game elements in educational 
settings that could be used as a guide for establishing which of these elements 
relates to intrinsic motivation and basic psychological needs specified in SDT. The 
elements include game characteristics like challenge/conflict, rules/goals, human 
interaction, and game fiction, which researchers could manipulate experimentally to 
isolate the effects on motivation. Participants could then rate satisfaction of the 
basic needs during the task and criteria such as performance and enjoyment could 
be assessed to further develop theory on these relationships.

Another approach to this task would be manipulating each element to identify 
different levels at which the element becomes more or less motivating to a learner 
or a trainee. For example, a training task could include a simple game fiction or a 
more elaborate game fiction to investigate if the level of game fiction affects motiva-
tion. This could further be investigated by comparing the work and educational 
contexts to see if students are more motivated by the inclusion of game elements 
than employees. For these questions, the gamification motivation scale developed 
by Lafrenière et al. (2012) may be useful.

Investigating employee and student samples taps into the issue of moderators in 
the relationship between game elements and motivation. These two populations dif-
fer on important characteristics that could influence the relationship between gami-
fication characteristics and motivation such as computer experience, age, and 
attitudes toward gamification. Computer experience may also prove to be an impor-
tant moderator of this relationship. Computer experience has been found to be 
related not only to pre- and post-training scores in computer-based training (Brown, 
2001) but also attitudes toward the training task (Czaja & Sharit, 1998). 
Understanding this relationship will provide some guidance regarding which 
employees or students are most likely to benefit from gamification because those 
with more experience may be more open to utilizing these features in a training 
context. This will allow practitioners to develop more targeted interventions, per-
haps adding more game elements for populations with more experience or provid-
ing more training on the elements themselves for less experienced trainees.

Finally, the task itself may influence the relationship between gamification and 
motivation. In particular, task complexity may be important as a more complex task 
will require more cognitive resources (Morris & Leung, 2006; Van Gog, Kester, & 
Paas, 2011) and also likely more time in training. It may be that manipulating intrin-
sic motivation through gamification has a stronger effect on learning for complex 
tasks because of the investment required from the learner. On the other hand, these 
elements could prove distracting if the cognitive load becomes too great. By inves-
tigating moderators, we will better understand not only how to tailor training to the 
individual but also to the task. Practitioners and teachers can then capitalize on this 
knowledge to improve outcomes such as learning, making training more effective.
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9.3  Summary and Recommendations for Researchers 
and Practitioners

We have described here the five major theoretical traditions that we have found to 
be most relevant to gamification: the theory of gamified instruction, conditioning 
theories of learning, expectancy-based theories, goal-setting theory, and self- 
determination theory. These theories speak not only to gamification as it is intended 
but also to gamification as it is practiced. One of the most critical unanswered ques-
tions in gamification is: What is really changing when instruction is gamified? How 
is the learner changing, and is this change positive?

For researchers, we recommend careful consideration of these theories as explo-
ration of gamification continues. It is not a useful contribution to consider gamifica-
tion to be a unique and altogether new technique for influencing learning. Instead, 
gamification represents a new combination of and perspective on many prior tech-
niques, all wrapped into new packaging. This new combination may provide unique 
value beyond any of those prior techniques alone, but this is an unresolved empirical 
question. We must better understand what can be extracted from the serious games 
literature so that it can be effectively applied in this new context. Only in that way 
can we demonstrate any incremental value provided by gamification over the siz-
able arsenal of instructional techniques already available.

For practitioners hoping to implement gamification in their own courses, we rec-
ommend careful consideration of unintended immediate and longitudinal conse-
quences. Although a leaderboard may improve learner motivation to participate in a 
course project, it may also decrease later intrinsic motivation for course objectives. 
Although some learners may be highly motivated to meet relatedness needs through 
the social context of games, others might be motivated by competence needs through 
the achievement context of games.

Until future empirical research can examine the application of these theories to 
gamified instructional environments, best practices from the broader research litera-
tures can be used to inform the design of gamified learning environments. From 
conditioning research, we conclude that one must be cautious to reward only the 
particular behavior that is being targeted. Conditioning proxy behaviors (e.g., 
rewarding test scores instead of learning, or website browsing history instead of 
motivation) may be unwise. From expectancy theories, we note that individuals dif-
fer widely in their perceptions of expectancies and valence. What one learner val-
ues, another may not; what one learner believes is achievable, another may not. 
Instructional designers should be cautious to ensure that the rewards from gamifica-
tion are perceived as valuable and realistic to their learners. From goal-setting the-
ory, we reiterate a central tenet of that theory: goals must be accompanied by 
feedback (Locke & Latham, 2002). For instructional designers wishing to imple-
ment gamification, this means that game design elements must trigger both goal-
setting and allow for feedback about goal progress. Further, best-practices from the 
goal-setting literature suggest that gamification interventions should be developed 
to encourage difficult, specific goals, rather than do-your-best or easy goals (Locke 

R.N. Landers et al.



183

& Latham, 2002). This will help to ensure that the gamification intervention properly 
motivates  leaners without boring or frustrating them. Finally, from SDT theory, we 
highlight findings by Tamborini et al. (2010), which provide a direct link between 
game characteristics and psychological need fulfillment (Ryan & Deci, 2000). This 
linkage provides guidance for practitioners. For example, if an organization wants 
to utilize gamification to improve learning outcomes in a training task, it is impor-
tant to ensure that the game characteristics help support psychological needs. This 
could be done by providing a social component like a chat room to support related-
ness needs, practice activities to support competency needs, and a good deal of 
control for the learners to support autonomy. By supporting all of the basic psycho-
logical needs, a gamification intervention should be more motivating to learners and 
thus more likely to yield the desired outcomes.
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    Chapter 10   
 A History and Frameworks of Digital 
Badges in Education 

             Nathaniel     Ostashewski      and     Doug     Reid    

10.1            Introduction 

 As more and more informal educational opportunities are becoming available on the 
Internet, learners and the organizations to which they belong are challenged with 
fi nding ways of representing their educational experiences. Until recently, it was 
diffi cult for learners to collect, display, and connect learning experiences online to 
online artifacts, without using HTML code. As digital badging has acquired more 
functionality, through the efforts of organizations such as the Mozilla Open Badges 
initiative or Purdue University’s Passport project, the usefulness of digital badging 
for representing learning experiences online has become more apparent. Digital 
badges are intended to allow users to selectively display badges on websites, social 
media pages, online profi les and resumes as claims of achievement. As such they 
are quickly becoming a new method of validating and representing learning. 

 Emerging from the intersection of games culture, visuals on the Internet, and the 
traditional and historical uses of badges and medals, the digital badge is an online 
visual representation of an accomplishment, skill, or award. Gibson and colleagues 
(   Gibson, Ostashewski, Flintoff, Grant, & Knight,  2013 ) identify a digital badge as 
“a representation of an accomplishment, interest or affi liation that is visual, avail-
able online, and contains metadata including links that help explain the context, 
meaning, process and result of an activity.” Context metadata, for example, might be 
artifacts linked to the tool or environment that a person utilized to develop the arti-
facts, providing evidence or validation of the person’s skills. Badges can be linked 
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to assessment, but are not the assessment in and of themselves, rather badges 
 recognize learning and assessment that has happened. They do open up possibilities 
to be innovative about assessment in areas such as competency-based learning. 
Figures  10.1  and  10.2  provide some examples of digital badges that were earned by 
the authors in Open2Study and Tumblr.

    The concept of digital badges can be understood across a variety of implementa-
tions. Some of these are, in no particular order:

    1.    The digital representation of a skill, achievement, interest or affi liation.   
   2.    Information and evidence-based credentials complete with a set of data that 

explains and vets that badge.   
   3.    Connectors between learning experiences and contexts. In the connected learn-

ing framework, badges are the connectors that communicate and translate learn-
ing across the peer, interest, and school learning contexts of a youth’s life.   

   4.    Tools for getting jobs, credit, additional learning, reputation and other 
opportunities.   

   5.    Digital identity and reputation currency   

  Fig. 10.1    Open2Study badges       
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   6.    Alternative credentialing and accreditation system   
   7.    Distributed portfolios in that they are skill fi rst, with the evidence linked behind 

them, instead of the traditional evidence/artifact fi rst without an indication of 
aligned or assessed skills (Knight,  2013 ).     

 In summary, digital badging has emerging practices, processes, and implementa-
tion contexts as the Internet continues to represent and connect users globally.  

10.2    History and Context 

 Historically badges have been varied in terms of their form and purpose. The prac-
tice of creating, awarding, and displaying digital badges appears to have evolved 
from age-long customs of awarding ribbons and medals, such as to military person-
nel, that represent accomplishments or status. 

 The origins of the physical badge stem from the Middle Ages where they were 
worn as jewelry, or to denote the completion of a pilgrimage, or as a mark of politi-
cal allegiance. In modern times the physical badge has become known as a manner 
in which to denote military rank and achievements or for advertising, branding or 
means of visual identifi cation. 

 As military badges of rank or merit, badges have been physical items composed 
of cloth or metal intended to be affi xed to the wearer. Earliest Boy Scout badges were 
also embroidered patches of cloth representing an accomplishment or to recognize 
profi ciency in a scouting skill. The scout badges were developed to encourage scouts 
to pursue areas of interest and develop skills that might lead to careers or lifelong 

  Fig. 10.2    Tumblr badge        
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hobbies. The digital badge is a virtual representation of a credential or accomplish-
ments, visible to others through graphical display on an Internet page. Today, orga-
nizations like the 4-H Movement have adopted the concept of digital badges and are 
piloting the implementation in the area of robotics competencies (4-H,  2014 ). 

 Just as physical awards and badges represent achievements, digital or virtual 
badges are also markers of achievement with an added component of being linked to 
online evidence of the accomplishment, quality or skill. Digital badges contain meta-
data that can provide signifi cantly more information about the badge to a viewer than 
traditional badges. While a Policeman’s badge, for example, provides visual evi-
dence of being a person employed in a specifi c job, the digital badge can go beyond 
the visual evidence and provide direct online URL links to additional information or 
evidence about the badge. This has specifi c value in that the viewer can validate 
confi dence in the digital badge at any time. While the policeman carrying the badge 
can be verifi ed as well, it would require a viewer to call a police station and inquire 
further to confi rm the badge holder to be credible. Digital badges, and the metadata 
they contain in the form of URL links, are particularly valuable for education, as the 
information they can provide as validation material can be accessed by any viewer at 
any time. Digital badges also have the added advantage of being able to be connected 
virtually or shared when users wish to communicate success or accomplishments 

 One of the earliest and most notable implementations of digital badges repre-
senting real learning and skills was the automated badge system on Stack Overfl ow. 
They used badges for recognizing and rewarding behaviors within the site—good 
mentor, editor, popular question/answer—as well as hard skills demonstrated 
through the answers—html, javascript, java, and so on (WaybackMachine,  2008 ). 
Stack Overfl ow ( 2014 ) currently lists their badging system as an automated system 
where badges are “earned by achieving a measurable numeric goal queried out of 
the site database.” They further describe badges as:

  Badges are little bits of digital fl air that you earn for almost every kind of activity on Stack 
Overfl ow. The number and type of badges you’ve earned are displayed together with your 
username and reputation score around the site, as part of your usercard. 

   Stack Overfl ow implements the badge system to accomplish two specifi c goals: 
to teach new users how Stack Exchange works, and to encourage activities that are 
positive to the community. While their badges are only available through their web-
site and cannot be shared outside of their site, they launched Careers2.0, a compan-
ion website, that allows employers to pay in order to access employment candidates 
based on the badge data. This early example is one way in which informal learning 
is being represented through the use of digital badging. 

 Digital badges also appear to have begun as a metaphorical extension of the 
merit badges used by the Boy Scouts association around the globe. The merit badges 
highlight the achievement of the Scout in terms of a clearly defi ned skill or knowl-
edge set and at an established standard or level of practice. Scouting badges were 
recognized with the following attributes:

•    used to recognize skills and achievements  
•   often unlocked access to various roles or additional learning opportunities  
•   displayed and contributed signifi cantly to reputation within communities  
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•   physical badges that could not be transferred across contexts very easily.  
•   defi ned top down and left little fl exibility for customized pathways or learning.    

 The scouting badge system suited educational contexts especially well, and 
according to Erin Knight ( 2013 ), one of the innovators of the Open Badge project, 
was a starting point for Mozilla:

  The current Open Badges work looks to capitalize on the learning recognition and reputa-
tional aspects of the scouting badges, but moving to a digital badge gives us the opportunity 
to make them information-based and transferrable. Also, the ‘open’ part is aimed at ensur-
ing that there are many different pathways for learners and they can get recognized for 
learning of all kinds. 

   Mozilla launched the beta of the Open Badge Initiative in April 2012 and had 
100 unique issuers and 5,000 badges by June 2012. These numbers increased to 450 
issuers and 40,000 badges by December 2012. On March 14th, 2013 Mozilla 
launched the production version of Open Badges, including both the standard and 
software, and by mid-2013 there were already over 700 unique issuers and 75,000 
badges (Knight,  2013 ). 

 There are more and more systems being developing that allow organizations to 
create, award, and display digital badges on members’ websites, profi les, social 
media pages, and resumes. One of the leading organizations in the development of 
types and standard is the Mozilla initiative, however others are emerging as stand- 
alone (such as Accredible) or networked APIs (such as Purdue Passport, BB Building 
block, Wordpress) as well as the growing gaming platforms (World of Warcraft, 
etc.). With the advent of the Internet, badging came into its digital form initially as 
a way to represent website traffi c (Website counters), denote awards (Blogger 
Awards), and to demonstrate secure electronic payment services (Secure Site).  

10.3    Value for Education 

 Digital badging has been used in recent years in marketing and engagement strate-
gies by a variety of online services. Examples can be found on social media sites 
where the collection of badges is used as a form of incentive to promote particular 
online behaviors. Badging systems, such as the one found on the social media site 
Foursquare (  www.Foursquare.com    ), encourage certain interaction behaviors from 
users by awarding digital badges for these behaviors. These behaviors are ones such 
as: to check in frequently, to utilize the social network often, to contribute opinions, 
and to accumulate credit, recognition and prestige on the Foursquare community. 
While these kinds of badges are intended to provide some recognition in an online 
community, they are also increasingly being used as a way to foster brand loyalty 
and customer retention. 

 In education, badging systems serve a similar purpose. For education, digital 
badges are intended to:

•    Allow learners to set goals,  
•   Incentivize learners to engage in positive learning behaviors,  

10 A History and Frameworks of Digital Badges in Education
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•   To represent learner accomplishments, and  
•   Communicate success in many contexts supported by connections to learning 

artifacts.    

 In order for badges to be recognized as meaningful indicators they must eventu-
ally be linked with evidence of what activity and learning the claimant has actually 
completed. To this end developers of badging systems are looking to embed quality 
metadata within the badging system, thereby allowing the badge to be identifi ed by

•    issuer,  
•   standards achieved, and  
•   activities undertaken.    

 This association with the digital evidence of learning or engagement might be as 
simple as a hyperlink to a description or artifact, or as is occurring in more sophis-
ticated developments, the image fi le that displays the digital badge itself is encoded 
with metadata. 

 To date the most comprehensive development of a badging environment is argu-
ably found in the Mozilla Open Badges initiative, however there are several systems 
and organizations with similar goals and approaches (eg. Digitalme, Credly.com, 
Badgestack). The Mozilla system built upon open software strategies is intended to 
provide a structured and standardized environment to utilize the strengths of digital 
badges. The Open Badges project provides a platform that allows verifi cation, por-
tability, creation and collection of badges and the associated metadata that allows 
badges to be accepted as useful credentials. Other systems may be more proprietary 
in their business model and accommodate varying degrees of interoperability but 
most developers are aware of the need for portability of credentials and the expecta-
tions that users will want to accumulate and display badges as they decide. Custom 
badging solutions are also emerging as stand-alone products, (such as Accredible) 
or leverage APIs (such as Purdue University’s Passport, Blackboard’s Open Badges 
building block, various Wordpress plugins). 

 Degree credentials granted by higher education institutions are one formal way 
in which accomplishments based on standards are communicated about learners. 
However, while degrees represent information about about learner’s skills and suc-
cesses, they are often abstracted from the real learning that took place. Two people 
with the same degree may in fact have very different skillsets yet a degree is not able 
to communicate these to potential employers. Similarly many higher education 
institutions recognize the development of “soft skills” that have value for potential 
employers, and the degree systems do not provide for much fl exibility in this area. 
In this regard, badges may be very helpful by providing a more complete picture, 
presenting a more complete set of skills. Examples of what digital badges can be 
valuable for in education include:

    1.    Capturing the learning pathway—granular representations of skills or achieve-
ments along the way.   

   2.    Recognizing mastery and certifi cation.   
   3.    Signaling skills and achievements to relevant stakeholders like employers, 

institutions and social networks.   
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   4.    Carrying the information needed to understand, authenticate and validate the 
badge and the learning that it claims to represent.   

   5.    Discovering additional learning opportunities or ways to level up.   
   6.    Motivating continued or additional learning.   
   7.    Supporting innovation and fl exibility around what skills we recognize and 

legitimize—for example, twenty-fi rst century skills or often-ignored “soft” 
social skills.   

   8.    Building and formalizing identity or identities.   
   9.    Building and formalizing reputation within and across communities   
   10.    Fostering community and kinship through discovery of shared interests and 

skills (Knight,  2013 ).     

 Two opposing views are being expressed in the  digital badges in education  
debate. The debate centers on the internal versus the external source of motivation 
for completion of learning tasks. 

 Advocates of digital badges point out that students are constantly being evalu-
ated and rewarded for their grades (Rughinis,  2013 ). These rewards are for task 
completions, projects, behavior, skill competency and more. Classroom rewards 
include grades, praise, stickers, certifi cates, ribbons, medals and even badges or 
pins. These rewards already drive learning in signifi cant ways and the badges initia-
tive creates new opportunities to assign real-world value to students’ interests and 
learning accomplishments, and to demonstrate that these skills are as important 
regardless of where they are accessed. On the other hand, skeptics of digital badges 
worry that by creating too many incentives or “treats” in exchange for learning, 
students will lose interest in learning for learning’s sake:

  [S]keptics of the badge system have pointed to research that shows extrinsic motivation, or 
giving out rewards, for activities students would already be completing for their personal 
benefi t reduces their overall motivation to take part in these activities. The risk is badge 
getting as the goal, rather than the learning it represents. (Herron,  2012 ) 

   Regardless of the outcome of this debate, the use of digital badges has begun to 
capture the interest of educators and corporations around the world (Mozilla 
Foundation and Peer 2 Peer University,  2011 ). 

The next section presents the literature which includes a number of pieces that 
provide futuristic views of what might take place with digital badges in education 
(Duncan,  2011 ; Finkelstein, Knight, & Manning,  2013 ; Frederiksen,  2013 ; 
   McDaniel, Lindgren, & Friskics,  2012 ; Moore,  2013 ; Santos et al.,  2013 ). This lit-
erature gives a useful starting place to examine the current state of the literature 
surrounding digital badges and their use in education.  

10.4    Frameworks for Educational Use 

 There are numerous frameworks and contexts for the implementation of digital 
badges found in the literature. These frameworks vary a great deal in terms of goals 
and outcomes but have key commonalities around either  motivation ,  representation 
of learning , or  communication of success . Several frameworks will be reviewed that 
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focus on actual use with students rather than the more theoretical understandings of 
badges and their potentials in the education context. 

 One framework found in the literature is digital badges as being their own  cre-
dential  and  evidence - based documentation . These kinds of digital badges are pre-
sented as motivators, conversation topics, and boundary objects (Rughinis,  2013 ) in 
learning implementations. Rughinis argues that digital badges can be designed as 
status symbols and demonstrations of expertise in a learning context. There are also 
“role badges” which act as antennae to demonstrate entitlements for further partici-
pation such as “unlocking” other educational possibilities. 

 A second framework for digital badges focuses on  student behaviours  and  gami-
fi cation . Having badge types for learning, time management, and carefulness 
(Haaranen, Ihantola, Hakulinen, & Korhonen,  2014 ) puts this type of framework in 
the gamifi cation design fi eld. Haaranen provides examples using frameworks found 
in video games, computer science, and behavior of students. This research bases 
much of theoretical underpinnings on earlier work which breaks down digital 
badge use into three components; signifi ers, completion logic and rewards (Hamari 
& Eranti,  2011 ). This computer science based technically focused article is highly 
technical and represents a whole stream of literature exploring digital badges that 
is of limited use when dealing with digital badge use in educational designs. 

 The literature based in  gamifi cation  may have more relevance with the future 
use of digital badges in education. Giannetto, Chao, and Fontana ( 2013 ) present 
a more basic framework with badges being used as achievements to accomplish 
three outcomes. First, badges act as  a source of positive feedback  and reward for 
when students accomplish particular tasks. Second, there is the social compo-
nent of badges that allow students to  share their accomplishments  with others. 
Third, badges are designed to  foster a sense of accomplishment  as students prog-
ress through pathways leading to more advanced learning material. Similar 
research presented by Phelan ( 2012 ) describes a pragmatic three point model for 
badge use. In this instance digital badges are seen as: certifi cation of informal 
learning, social recognition and digital portfolio elements. Even with similar 
models in the literature, there are often vastly different viewpoints of the purpose 
and use of digital badges. This is likely due to the new and emerging nature of 
digital badges and the overlap of education and computer science perspectives of 
implementation. 

 There are also more complex frameworks of digital badge use found in the litera-
ture. Some of these base their framework on the fact that  badges are an abstraction 
of tracked data  (Charleer, Klerkx, Santos, & Duval,  2013 ). While this is based on 
the one foundational concept, the framework further expands into four key 
 characteristics. Digital badges are  feedback ,  motivation ,  catalysts for discussion , 
and  socially sharable . Other complex frameworks are based on informal learning 
environments rather than classroom or traditional online learning settings (Barker, 
 2013 ). Barker’s research presents a fi ve-part digital badge environment that has 
badges awarded for recognition of behaviors including  cooperation ,  peer competi-
tion ,  progress toward personal goals ,  achievement , and  educational experiences . 
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 Another example of a more complex framework examines the use of Mozilla’s 
open badges program (Goligoski,  2012 ). This model explores a wider milieu as it 
includes badge issuers, learners, and users viewing badges externally from the edu-
cational environment in which they were awarded. The indepth exploration into the 
planning and motivation of offering badges makes this unique in the current litera-
ture with details such as badge earning criteria and design implications. There is 
also consideration given to the range of hard and soft accomplishments and skills, 
sharing preferences, privacy preferences, and electronic portfolio options. Mozilla’s 
model is very detailed as it also explores the social impact of how participants may 
use their badges in other aspects of their life.  

10.5    Models of Educational Use 

 There are simple models of digital badge use in education represented throughout 
the literature. 

 In one article, Grant ( 2014 ) presents a simple model of badge use as proof of 
skill and achievements at a very granular level by leveraging the transparent and 
information rich metadata provided by digital badges. In another piece of literature 
Waller ( 2012 ) describes a model where badges are awarded for almost any system 
achievement, behaviour or action. These awards act as a reward and reinforcement 
of behaviour. Badges are also presented to demonstrate achievement, recognize 
skills or actions. A third simple model structures badge use as recognition of partici-
pation and recognition of demonstrated skills (   Abramovich, Schunn, & Higashi, 
 2013 ). These models are quite general and do not provide an indepth explanation for 
educators, as expected in a fi eld of research that is still very young. Further research 
in the implementation of simple badging models with specifi c outcomes is one area 
identifi ed by the authors as much needed. 

 Badging systems have been emerging in education in a variety of ways. One 
research project explores these system models in some detail (Gibson et al.,  2013 ). 
They describe digital badge use in three distinct areas. They include:

    1.    To incentivize learners to engage in positive learning behaviors   
   2.    To identify progress in learning and content trajectories   
   3.    To signify and credential engagement, learning and achievement    

  This research initially begins with a basic model and then explores in much 
greater depth the components that are separate stages in other less evolved models. 

 There are articles in the literature that base their research upon a more  educational 
design framework. Using the visual aspects of badges to illustrate the curricular 
fl ow for the learner was highlighted in Higashi, Abramovich, Shoop, and Schunn’s  
 2012  study. They envision digital badge use for several key purposes such as: cur-
riculum mapping, evidence trails, assessment, feedback, and global design docu-
ments. From this starting point, they present a more detailed framework of 
how digital badges can be used in educational settings. They present an educational 
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progression or scaffolding of badges that vary in visual size, purpose and detail. 
For example:

•    Small size badge for motivational purpose  
•   Medium size badges to represent progress milestones  
•   Large size badges for recognition purpose    

 The recognition badges in this system are further broken down into categories 
including:

• Teaching badges for pedagogy demonstration,
•    Knowledge badges for content profi ciency,  
•   High Performance badges for empirical excellence and  
•   Industry badges for external certifi cation.    

 This matrix of badge useage in educational settings is very detailed compared to 
the majority of the current literature.  

10.6    Current Use of Digital Badges in Education 

 Throughout the literature, there are examples of the implementation of digital 
badges across the educational milieu. There are four main contexts that are pre-
sented in the literature including K-12 schooling, Post-secondary environments, 
Professional/Corporate, and Lifelong learning endeavours. These four contexts will 
be presented in the following section. 

  K - 12 Schooling : The evidence of the use of digital badges in K-12 school environ-
ments is limited in the current literature. There is literature regarding the use of 
merit badges which eventually evolved into an electronic form (Bruckman,  2004 ) 
but this did not contain a theoretical underpinning similar to more recent digital 
badge implementations. The presentation of digital badge use for grade 7 and 8 
students explored student motivation and engagement (Abramovich et al.,  2013 ). 
Abramovich present fi ndings that demonstrate badges can have a positive impact on 
critical learner motivations. Their research also described how different types of 
digital badges affected different learners motivation. They argue that the extrinsic 
motivational factors badge use introduces to educational settings can have negative 
implications for some learners. The key implication of the research points to the 
need for badging implementation designers to know the ability and the motivations 
of the students for whom they are developing the curriculum. 

  Post Secondary environments : The largest subset of digital badges use in the 
 literature presented examples from postsecondary environments. Examples included 
universities from Australia, Finland, Belgium, the United States and the United 
Kingdom. There were several examples in the literature from American postsecond-
ary institutions including MIT, Harvard, UCDavis, Carnegie Mellon, Kent State 
(Pytash & Ferdig,  2014 ) and the University of Pittsburgh (Abramovich et al.,  2013 ). 
Other countries had fewer pockets of digital badge use in their institutions. 
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 From Finland, Aalto University presented research of what to do and what not to 
do when implementing digital badges (Haaranen et al.,  2014 ). Haaranen et al. pre-
sented fi ndings that demonstrated that the introduction of digital badges can improve 
scores on practical competence. At the same time digital badges had a negative 
effect on students’ understanding of theoretical concepts. Also noted was the social 
aspect of learning that was impacted with the introduction of badges and how this 
affected behaviors involving earning badges. There were some very practical sug-
gestions about the planning and the implementation of badges that grew out of their 
experience at Aalto University. 

 A pilot use of digital badges involving engineering students was conducted at 
KU Leuven in Belgium. Charleer et al. ( 2013 ) explored student awareness and 
refl ection through collaborative activities and the personal dashboard approach. 
This research also included the use of automated awarding of badges rather than 
instructor awarded badges. They discovered with careful planning and hardware, 
students found badges to be a social conduit to further discussion and refl ection. 
This type of implementation may have signifi cant value for online learning environ-
ments, such as those used in Massive Open Online Courses or MOOCs. 

 The focus of much of the postsecondary literature highlighted the fact that digital 
badge use is an emerging fi eld of study. For example, in one study students were 
used to incentivize postgraduate students (McDaniel et al.,  2012 ). In another, badges 
were awarded to students for being: social, intelligent, inquisitive, helpful, and hard 
working (Giannetto, Chao, & Fontana,  2013 ). Again, the literature examined found 
that digital badges were mainly being used for motivation and social purposes with 
many recommendations for how implementations should proceed the next time 
digital badges are used in similar settings. 

 An interesting side note of the social and sharing aspects of digital badges is how 
some institutions are offering and recognizing badges across organizations. Global 
MOOC provider organizations such as edX, and other well-known universities, 
have begun to work toward this goal (How-it-works,  2014 ). Open2study, a MOOC 
provider in Australia (a similar collaboration across institutions such as edX) offers 
digital badges which all member institutions recognize as part of the course deliv-
ery. Open2Study (Kevat,  2014 ) uses badges to motivate learners to share and help 
each other during courses, signal profi le completeness, and to represent learning 
milestones such as assessment and resource access milestones. 

  Professional & corporate : A different tact from the digital badge in education lit-
erature is the material being presented from corporate business organizations. Both 
Yahoo (Antin & Churchill,  2011 ) and Mozilla (Hickey, Itow, Rehak, Schenke, & 
Tran,  2013 ; Mozilla Foundation and Peer 2 Peer University,  2011 ) have published 
articles on the use of digital badges. Intel has also entered into an agreement with 
 Society for Science and the Public  to explore whether open badges can be utilized 
to increase youth science research (Society for Science and the Public & Intel 
Corporation,  2013 ). Mozilla has been very active regarding their Digital Badges 
and backpack system. The presentation of Mozilla’s Open Badge system is 
 referenced in a number of articles but there is very little research-based evidence 
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to demonstrate actual outcomes or results of implementation. Given how many 
articles are demonstrating implementation interest in the topic of digital badges, 
there needs to be more evidence of the educational impact this system is making on 
students for the fi eld to move forward. 

  Lifelong learning endeavours : While Digital Badge systems are being used in cor-
porate and traditional educational settings, it is having an impact in lifelong learning 
endeavours. A number of authors (Barker,  2013 ; Duncan,  2011 ; Phelan,  2012 ) refer 
to the structures that are emerging to change how people view education and soci-
ety. People outside of formal education and corporate structures are also being 
allowed access to digital badges through lifelong learning endeavours. American 
military service veterans are being given opportunities to use badges after their 
active service is up (Duncan,  2011 ). Other lifelong learning initiatives include using 
digital badges with the 4-H program in its youth development system. These are a 
few of the many examples of how badges are being used for lifelong learning and 
does not include edX and Open2Study users who appear to be engaging in learning 
for interest as opposed to their potential future career and certifi cations.  

10.7    Summary 

 The introduction of digital badges as a method of representing online activities, 
credentials, or linking to metadata presents a way for twenty-fi rst century represen-
tations to be shared and valued by all types of organizations and institutions. As with 
traditional credentialing processes, such as university degrees or professional desig-
nations, digital badging provides a method of presenting the required elements of 
issuer, standards, and activities but additionally extends beyond to include fi ne gran-
ularity details as well as links to artifacts as evidence. Specifi cally for education, 
and perhaps implementations of competency-based or mastery type learning activi-
ties, digital badges show real promise for providing motivation, signposting, and 
sharing of accomplishments in the virtual spaces of the Internet. As more and more 
formal as well as informal educational activities take hold of online technologies for 
delivery, digital badging provides opportunities for learning designers to mimic 
some of the face-to-face classroom rewards and processes that good teachers employ 
to encourage students. Research is sorely needed to extend the value of digital 
badges, digital badging systems, gamifi cation using badges, as well as the transfer-
ability of digital badges between online presentation environments. Tools such as 
Accredible are already showing promise in the world of MOOC learning, where 
learners can select digital badges and pathways that represent their informal learn-
ing in ways that employers may soon expect. In closing, digital badges as virtual 
representations of merit or credibility are providing ways for twenty-fi rst century 
learners to present their skillsets online, linked to evidence of those skills.     
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    Chapter 11   
 Game-Based Assessment: The Mash-Up 
We’ve Been Waiting For 

             Thomas     E.     Heinzen     ,     R.     Eric     Landrum    ,     Regan     A.    R.     Gurung    , 
and     Dana     S.     Dunn   

11.1             Introduction 

 Assessment is a “global term used to refer to the authentic evaluation of teaching 
and learning outcomes” (Dunn, McCarthy, Baker, Halonen, & Boyer,  2011 , p. 145). 
There are many stakeholders in assessment: students, parents, the workforce, educa-
tors, and taxpayers. They all have compelling interests in the authentic evaluation of 
higher education (Association of American Colleges and Universities,  2010 ; 
Institute for a Competitive Workforce,  2012 ; Keeling & Hersh,  2012 ). The success 
of game-based assessment (GBA) hinges on its distinctive approach to failure and 
the vision to invest in the psychometric work needed to discover whether GBA 
deserves to be transformed from a few pilot tests into a widely distributed reality. 
The early work has begun. Ifenthaler, Eseryel, and Ge’s ( 2012 ) edited volume is 
clarifying principles and technological methods as well as the justifi cations for 
game-based assessment. Shute and Ventura ( 2013 ) have described why some effec-
tive game-based assessments deserve to be called “stealth assessments.” And the 
community of game designers at conferences such as G4C (Games 4 Change) is 
demonstrating the many ways that games can be applied to novel situations. 
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 Keep three things in mind as you are introduced to GBA. First, we are only 
describing game-based  assessment  of teaching and learning, not new ways to teach 
and learn. Game-based learning and teaching is merely a happy byproduct of 
GBA. Second, we are exploring game- based  assessment, not video games. Computer 
games are scalable and can be standardized but they are only one kind of game. 
Third, the pivot point that promises to make  game -based assessment succeed where 
other approaches have failed is its playful, motivating approach to failure.  

11.2        Section 1. Why Higher Education Needs Game-Based 
Assessment 

 Humans enjoy mysteries (Wilson, Centerbar, Kermer, & Gilbert,  2005 ). Unresolved 
endings motivate gamers to play, scholars to research, and readers to turn the page. 
GBAs can bring clarity to the decades old mystery of how to conduct authentic 
evaluations in higher education, but let’s begin by telling you enough of assess-
ment’s back story to get you grinding your teeth with worry. The stakes are high, the 
investment is enormous, and the outcome is uncertain—a tipping point for creative 
solutions. To be blunt, the business of higher education is big business and, as an 
industry, we are going downhill. 

11.2.1     Completion Rates 

 We’ll begin reviewing the crisis in higher education by considering costs versus 
outcomes in terms of completion rates. In 2012, the National Center for Education 
Statistics (Snyder & Dillow,  2012 ) used their most recent data to report that 1.4 mil-
lion faculty were teaching 21.0 million students that produced approximately 1.7 
million bachelor’s degrees (roughly 15 students per faculty) member. The current 
cost (meaning it will be more by the time you read this) of undergraduate tuition, 
room, and board at public universities is $13,564 per year; at private not-for-profi t 
universities, $36,252 per year; at private for-profi t universities, $23,495 per year. 
Sixty- three percent of students receive federal fi nancial aid. If you combine the 
investment spent directly via student and parent contributions with the indirect 
investments through taxes and federal student loans, then the estimated cumulative 
expenditures for degree-granting postsecondary institutions in 2011 was estimated 
at $460 billion. This enormous investment yields about a 57 % completion rate after 
6 years—a failing grade by conventional academic standards. The remaining 43 % 
of those 21 million students represent some 9 million debt-accumulating students 
who do not earn a degree.  
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11.2.2     Workplace Skills 

 Americans remain deeply vested in higher education because there are core cultural 
assumptions about what higher education can do for individuals and society. 
Completion rates, however, do not tell us what students can actually do. So, let’s 
shift from completion rates to workplace skills. In 1991 the U.S. Department of 
Labor ( 1991 ) issued a report categorizing necessary workplace skills into three 
areas: (1) foundation skills; or (2) competency skills, that can become (3) applied 
workplace skills. To establish the Area 1 foundational skills, workers need to pos-
sess (a) basic skills (b) thinking skills (creative thinking, decision-making, problem 
solving, and metacognitive skills); and (c) personal qualities (individual responsibil-
ity, self- esteem, sociability, and integrity). Effective employees then work to estab-
lish Area 2 competencies by applying their foundational skills to productively use 
(a) resources, (b) interpersonal skills, (c) information, (d), systems, and (e) technol-
ogy. The Association for Career and Technical Education ( 2010 ) emphasized that 
these skills are  essential but incomplete . Employees should also be able to apply 
their Area 3 academic knowledge and skills to (a) practical situations; and (b) as 
technical skills that may be necessary for licensure or certifi cation in certain fi elds. 

 The U.S. Department of Labor is not the only player articulating what graduating 
college students should be able to do. The Lumina Foundation for Education ( 2010 ) 
recommended a similar degree profi le that assessed applied learning, knowledge 
(specialized, broad, and integrative knowledge), skills (communication and think-
ing skills), and civic learning.  The Chronicle of Higher Education  ( 2010 ) reported 
that since 2005, fi ve major quality-of-learning projects have emerged, including the 
Association of American Colleges and Universities (AAC&U,  2005 ) Liberal 
Education and America’s Promise (LEAP) program in 2005. These projects refl ect 
efforts to conduct national studies of employers and other stakeholders ranging 
from the general workforce readiness of college graduates to specifi c topics such as 
the importance of writing for future success. The LEAP project sponsored by 
AAC&U promotes a liberal education with assessments that can judge institutional 
success because there were  no national data  about information literacy, teamwork, 
integration of learning, civic responsibility and engagement, ethical reasoning, 
intercultural knowledge and actions, and propensity for lifelong learning. 

 In short, we know what we want in higher education—more or less—but we 
haven’t created ways to fi nd out if we are getting it. We know more about relatively 
meaningless completion rates than what students can actually do. The AAC&U 
report noted some beginning efforts, but at present  no national data exist  on learn-
ing outcomes that are deemed critical for success. Kuh, Kinzie, Schuh, Whitt, and 
Associates ( 2010 , p. 18) pointed out that we do not even assess our successes. 
“There are disadvantages to being successful and not knowing why. Not knowing 
what contributes to exceptional performance makes an institution vulnerable to los-
ing over time what made it successful in the fi rst place.” In our opinion, the research- 
based landscape has not improved much since 2005.  
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11.2.3     The Need for Authentic Data 

 Despite the absence of data, many Americans perceive far-reaching benefi ts of 
higher education: lower unemployment and poverty rates; increased earnings, civic 
engagement, consideration of others’ opinion, and healthier lifestyles (Baum & Ma, 
 2007 ). However, that faith in higher education may be slipping. When asked to rate 
how much value higher education returns to students and families, only 5 % 
responded with an  excellent  rating, 35 %  good , 42 %  only fair , and 15 %  poor  
(Chronicle of Higher Education,  2011 ). Shouldn’t a $460 billion investment be 
doing better than a combined 40 % excellent or good rating? It looks like another 
failing grade but those numbers refl ect public perceptions rather than authentic 
assessments. Perhaps higher education is doing better than its public perception. We 
don’t know but other indicators are alarming. Newly minted college graduates often 
struggle in the workplace (Gardner,  2007 ) so the graduation “rate” may not even be 
an indirect measure of learning outcomes. Keeling and Hersh ( 2012 ) collated data 
that suggest a deeper “crisis in higher learning” (p. 18):

•    most undergraduates are studying 10–13 h per week currently, down from 24 h 
per week in 1961  

•   75 % of 2-year college students and 50 % of 4-year college students cannot per-
form at a profi cient level on tasks such as summarizing the pro and con argu-
ments of newspaper editorials or comparing credit card offers with different 
interest rates  

•   only 31 % of college graduates could read a complex book and extract meaning-
ful lessons from the reading  

•   only 7 % of college students make a signifi cant gain in problem solving, critical 
thinking, and communication skills (writing) in the fi rst 2 years of college; 35 % 
of students make almost no gain at all after a 4-year college career  

•   because many believe a bachelor’s degree is a ticket to a job, teaching and learn-
ing are devalued, de-prioritized, and educational performance standards are 
reduced.    

 Now add to these red fl ags Arum and Roksa’s (    2011a ,  2011b ) refl ections on the 
outcomes of their national study of critically thinking skills published in the book 
 Academically Adrift : 

 At least 45 % of students in our sample did not demonstrate any statistically 
signifi cant improvement in Collegiate Learning Assessment (CLA) performance 
during the fi rst 2 years of college. Further study has indicated that 36 % of students 
did not show any signifi cant improvement over 4 years. They might graduate, but 
they are failing to develop the higher-order cognitive skills that are widely assumed 
college students should master (p. A30). 

 We need the practical results from authentic assessment if we are to fi nd our way 
forward in a global, competitive environment.  
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11.2.4     Competency Assessments 

 Games are only one general approach; there are many other approaches to assessing 
competencies (Klein-Collins,  2012 ; Porter,  2012 ). The  Council for Adult and 
Experiential Learning  has identifi ed two different competency frameworks: (1) the 
redesign of existing courses around competency assessments; and (2) a series of 
projects that allows credits for prior learning, such as the Western Governors 
University approach (Klein-Collins,  2012 ). In addition, assessment centers and the 
examination of work samples through portfolios also push assessment beyond mere 
knowledge retention. Performance assessments outside of higher education typi-
cally focus on domain-specifi c tasks (Mumford, Baughman, Supinski, & Anderson, 
 1998 ). A game-based lens is promising here, too, because game mechanics rou-
tinely offer skills-based badges (Carey,  2012 ). Some believe that performance 
assessment is a preferred approach because it attempts to capture complex skills 
evidenced through actual behavior rather than relying on a singular right or wrong 
“answer.” Why infer “intelligence,” for example, when we can rely on observable 
skills across multiple settings. Each of Mumford et al.’s ( 1998 ) four keys to perfor-
mance assessment is inherent in game design:

    1.    observations are made of actual performance in the specifi c domain of interest;   
   2.    participants create their responses (rather than selecting response choices from 

a list);   
   3.    inferences drawn are limited to domain-specifi c skills rather than used for broad 

generalizations (such as one’s intelligence); and   
   4.    assessments of performance skills are made against a standard or rubric that 

refl ects the quality of the observed behavior.    

  Compare competency-based assessments in any form to what it means to do well 
on multiple-choice exams. Although deciding between alternatives is a valuable life 
skill, Funk and Dickson ( 2011 ) point out that, “performance on multiple-choice 
exams may provide inaccurate information… and overestimate students’ learning” 
(p. 273). The resulting grades can miss what matters most. By contrast, Berrett 
( 2012 ) encouraged deep approaches to learning such as making students analyze 
and apply information in different contexts, refl ect on their own knowledge, identify 
gaps in knowledge, and resolve contradictory arguments. That deeper approach 
appeals to the story-telling ways we view the world and correspond to Jesse Schell’s 
( 2008 ) understanding that stories are embedded in even the simplest games.  

11.2.5     Stealth Assessment 

 The playfulness of game-based assessments can provide rich data without partici-
pants realizing how much they are revealing. For example, Shute and Ventura’s 
book ( 2013 )  Stealth Assessment  described an assessment problem in physics that 
occurs in other disciplines: students can pass a course in physics yet “fail to develop 
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an appreciation of physical principles and more important, do not remove erroneous 
notions of how the world works” (p. 53). However, a stealth assessment required 
students to demonstrate competencies in their understanding of physics by playing 
a game (called  Newton ’ s Physics ) that required them to manipulate a ramp, lever, 
pendulum, and springboard in accordance with principles of physics. 

 In  Newton ’ s Physics , players inadvertently revealed their level of understanding 
of physics by simply playing the game. But stealth assessment does not necessarily 
imply that GBA is sneaky. GBA is stealth-like because it can yield latent informa-
tion by providing competency-based, evaluative feedback. We are already trying to 
use weakly related multiple-choice data to make such inferences; GBA provides 
more data and more realistic data and it does so in a continuous feedback loop the 
same way that turning the wheel of a car provides drivers with a stream of action-
able information. Kuh et al. ( 2010 ) stated, “a key lever for continuous improvement 
is having and using good-quality, actionable data that demonstrate whether policies, 
programs, and practices are having the desired effects on student success” (p. 336). 
With the kind of creativity seldom seen in psychometrics, GBA provides fertile 
ground for skills-based stealth assessments because it is a multi-modal, multi- 
method approach that (a) uses embedded assessment, (b) can lead to nationally 
standardized tests, (c) provides cross-sectional and longitudinal data, (d) creates 
more meaningful results for program review, (e) can identify best practices, and (f) 
assesses critical thinking skills across diverse areas (   Kaya,  2010 ). 

 However, GBA is a sneaky form of stealth assessment in one way. Like any 
game, GBA can only succeed if it is engaging (i.e. fun). And that counterintuitive 
feature of GBA makes it possible to infl uence change with minimal opposition 
(Banta, Griffi n, Flateby, & Kahn,  2009 ; Liu, Bridgeman, & Adler,  2012 ). And 
opposition is likely, as Kevin Carey recognized in the  Chronicle of Higher Education : 
“Without information about learning, there is less learning. Faculty cultures and 
incentive regimes that systematically devalue teaching in favor of research are 
allowed to persist because there is no basis for fi xing them and no irrefutable evi-
dence of how much students are being shortchanged” (Carey,  2010 , p. A72). The 
lack of authentic assessment in higher education is a big problem; GBA is an incre-
mental, stealth approach that represents a big solution.   

11.3      Section 2. Eight Failures of Current Assessment 
Approaches 

 Why is authentic assessment in higher education such a challenge—and how might 
GBA overcome those challenges? The most obvious answer is the overreliance on 
convenient, traditional outcome measures: grades on quizzes, exams, and in courses. 
The implication of these traditional measures is that assessment is a not so subtle 
summary judgment of a person. For example, even very young students are threat-
ened with “it will go on your permanent record” in ways that sound more like reli-
gion than science. Games are much kinder and treat failure as information rather 
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than a summary judgment. In these next paragraphs, we will treat the failures of 
assessment in the same way—as information that can guide us to authentic assess-
ment. The current failures of assessment can be summarized in the following ways:

    1.     Uncertainty about the target audience and the stakeholders . Uncertainty about 
who is being assessed is understandable, especially in departments that focus 
exclusively on teaching their majors. Most students only take one introductory 
course, so faculty have but one opportunity to teach a fi eld’s methods, content, 
meaning, and place in the wider world. A classical education in the liberal arts 
urges us to focus our assessment efforts on those survey courses, where we have 
the widest impact. 

 There is also uncertainty about who the assessment stakeholders are. 
Economic uncertainty has enlarged that pool to include would-be and current 
students, their parents, alumni, individual faculty, academic program leaders, 
department chairs, deans, provosts, presidents, boards of trustees, regents, 
accrediting agencies, and the surrounding business community. The data driving 
assessment is a local process but its consequences reach much further, for exam-
ple, as an institutional bragging tool. Assessment in such a politicized environ-
ment undermines authentic assessment.   

   2.     Lack of agreement about what is being assessed . Faculty and departments often 
see assessment as just one more annoying responsibility. It is not that diffi cult, 
however, to translate the typical hyperbole of an institution’s mission statement 
into a thoughtful departmental mission statement that can specify learning out-
comes. Thus, before any agreement about what will be assessed is determined, 
colleagues need to fi rst revisit or create a mission statement.   

   3.     Lack of authentic assessment . An institution’s big, overall assessment is com-
posed of many small assessments; if they are not authentic, then every subse-
quent assessment is tainted and most likely a self-serving fi ction. Traditional 
tests seldom assess how well students can apply what they have learned in a new 
context but authentic assessment relies on real-world tasks that require higher- 
level skills rather than discrete bits of recognition or recall memory (   Halonen, 
Bosack, Clay, & McCarthy,  2003 ; Wiggins,  1990 ). Well-conceived essay ques-
tions can allow students to apply what they have learned but essays from test 
banks seldom encourage such thoughtful applications.   

   4.     Reinventing the wheel . Faculty members often create unnecessary work by 
assuming that assessments must be created from scratch; but many assessment 
tools can be adapted to local conditions. In psychology, for example, there are 
assessment activities related to teaching and classroom pedagogy (Dunn, Baker, 
Landrum, Mehrotra, & McCarthy,  2012 ; Dunn, Mehrotra, & Halonen,  2004 ), 
academic program assessment (Dunn, McCarthy, Baker, Halonen, & Hill,  2007 ; 
see also, Dunn, McCarthy, Baker, & Halonen,  2011 ), and curricula development 
and design (APA,  2008 ). The American Psychological Association (APA,  2013 ) 
also developed specifi c guidelines for assessing learning for each course within 
the undergraduate psychology major (APA,  2007 ,  2009 ). The 2013 APA guide-
lines can direct the development of game-based assessments.   
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   5.     Assessment is done only sporadically . Too often, assessment is done quickly, 
usually to satisfy some external demand, such as an accreditation process, or to 
provide some bit of information for a departmental report. Once the need or 
demand is satisfi ed, further assessment wait for the next “crisis.” Authentic 
assessment, however, requires collegial agreement around a plan. One of GBA’s 
potential contributions is to automate that plan in a continuous feedback loop 
that allows faculty to use that data to make adjustments that are consonant with 
the department’s mission. More data, better data, and less work sounds like a 
pretty good plan; games do it all the time.   

   6.     Assessment is used for summative rather than formative purposes . Faculty are 
justifi ably worried about how the data will be used. Like games,  formative 
assessment  provides timely information that guides meaningful adjustments. By 
contrast,  summative assessment  relies on assessment data to reward or penalize 
instructor performance. An instructor’s professional life is often at stake in sum-
mative assessment and that leads to reliance on low risk pedagogies. Knowing 
the hazards associated with summative assessment (e.g., a critical administrative 
evaluation) can discourage teachers from being creative. Formative assessment 
must be a clear and stated policy within a department or program.   

   7.     Absence of developmental rubrics linked to assessment . Learning outcomes are 
not all-or-nothing; it is a developmental process that moves from knowledge to 
understanding to application and generalizability (e.g., Dunn, McCarthy, 
Baker, & Halonen,  2011 ; Halonen et al.,  2003 ). A developmental rubric can 
guide the assessment through this developmental process the same way that 
game designers are guided by a game design document (GDD). In psychology, 
for example, one would expect a student who has only taken one or two courses 
in the discipline to have a less sophisticated understanding of research design 
and experimentation than a student who completed, say, six or eight courses. 
Developmental rubrics can assess this academic progress in the same way that 
games articulate and reward levels of achievement that allow students to map 
their educational progress.   

   8.     Lack of attention to benchmarks that can inform and defi ne program develop-
ment and assessment . Programs often rely on reputation and intuition rather than 
their own benchmarks (if they exist). Benchmarks, however, represent perfor-
mance criteria that track progress to educational goals and document teaching 
effectiveness (Dunn, McCarthy, Baker, & Halonen,  2011 ). That information 
allows faculty and administrators to develop strategic plans, allocate resources, 
expand programs, and monitor progress with descriptive outcomes such as 
underdeveloped, developing, effective, or distinguished (see Dunn et al.,  2007 ; 
Dunn, McCarthy, Baker, & Halonen,  2011 ).     

 These eight major problems with current assessment approaches in higher edu-
cation challenge both individuals and their organizations with a fundamental assess-
ment question: Do you really want to know how you are doing? Over time, GBA 
could provide a non-threatening, enjoyable way to fi nd out.  
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11.4      Section 3. Game-Based Solutions to the Failures 
of Current Assessment Approaches 

 Games transform failure into meaningful information so we will do the same thing 
by using the eight failures of assessment described above as our guide to gamifying 
academic assessment. Each of those problems is addressed by following two psy-
chometric principles: specifi city (operationalize your variables) and multiple meth-
ods (measure the same construct in multiple ways). Specifi city guides game design 
by recognizing that the target of our assessment is both what our students know and 
the skills/competencies they have acquired. We defi ne those specifi c learning out-
comes from the work of all those committees and sub-committees of our profes-
sional organizations, universities, colleges, departments, and programs (your 
authors have served on several such committees for the American Psychological 
Association as well as at our own universities and colleges). In short, GBA doesn’t 
have to reinvent the content wheel. 

 We can illustrate GBA by examining one item from an inauthentic assessment of 
graduating seniors: “Please indicate the degree to which you think that your college 
education helped you become a better critical thinker.” That is bogus for so many 
reasons that it is diffi cult to know where to begin—but let’s start: (a) Perception is 
not reality; (b) graduating seniors are emotionally biased to supply an answer that 
justifi es their years of effort and expense; (c) cognitive dissonance coerces them to 
supply a positive response; (d) the question is full of demand cues about how they 
are supposed to respond; and (e) even if the item had been written fairly, there is no 
comparison group. These data are likely to be smugly interpreted along the lines of, 
“92.4 % of our students have become critical thinkers.” However, no about of statis-
tical fuzz will ever make that assessment item anything other than an invalid, self- 
serving self-deception that confuses stakeholders while demonstrating an alarming 
lack of critical thinking. 

 GBAs can bypass all those perceptual biases with challenging, enjoyable games 
that require students to demonstrate specifi c critical thinking skills across multiple 
situations. For example, Ifenthaler, Eseryel, and Ge ( 2012 ) classify game-based 
measurements into three categories: game scores (accuracy, percentage correct), 
external criteria (time to complete a game task, debriefi ng, comparisons with tradi-
tional tests), and embedded assessments (click streams, log fi les, and information 
trails). That automatically collected data provides much richer information than any 
response to a biased multiple choice question. 

 For example,  Stinkin ’  Thinkin ’ (in development) is a series of brief game situations 
that all require critical thinking. One situation, for example, requires players to iden-
tify independent, dependent, and confounding variables while interpreting classic 
experiments, such as the elements of Milgram’s phony shock experiments. A second 
situation asks the players to identify the same variables and reasoning about why 
their stalled car suddenly starts after pounding on the wheel, staring at the engine, 
jiggling the key, etc. We keep players within their fl ow zone by gradually ratchet-
ing up the complexity of the situations and rewarding them with diffi culty points. 
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In this way, the game uses multiple methods to test students’ specifi c abilities to apply 
their methodological knowledge across a range of situations in game- like ways that 
make failure informative, the material applicable, and the context meaningful. 
Students are allowed to persist playing each situation until they achieve mastery, earn 
a badge, and graduate to the next level of diffi culty. Meanwhile, in the background, 
we are measuring percentage correct, number of attempts to get the right answer, 
time on task, and tracking the order in which they formulate answers to each assess-
ment problem. All that data is available for group and/or personal leaderboards whose 
effectiveness can be determined through game-testing. 

 The goal is assessment, not learning. However, an automatic byproduct of 
authentic GBA is generalizable learning. Students get better with each game as they 
master the material and improve their scores. We can assess critical thinking skills 
in a fun, failure-friendly way that reaches across disciplines and real life situations 
in order to apply scientifi c principles to their everyday lives. Compare that to the 
bogus assessment item, “Indicate the degree to which you think that your college 
education helped you become a better critical thinker.” 

 GBA partially addresses problem 1, uncertainty about assessment targets and the 
stakeholders, by targeting what students know and can do while playing a game. 
GBA addresses problems 2 and 8, lack of agreement about what is being assessed 
and the lack of benchmarks, by relying on the developmental rubrics that represent 
academic standards and specifi c learning outcomes established by our professional 
societies, modifi ed by the mission of each department. GBA resolves problem 3, a 
lack of authenticity, by designing games with many stories that are generalizable 
and relevant to students’ lives. For example, GBAs might create intermittent oppor-
tunities to cheat in order to assess the goal of ethical behavior articulated by the APA. 

 A different set of problems is represented by problems 4 through 8, beginning 
with the constant reinvention of the assessment process and the unsystematic nature 
of assessment, in two ways. But those are not our problems because GBA is only a 
method with only one tool in its toolbox: motivation. We have to rely on the guid-
ance of professional societies for their gradually changing content. Fortunately, 
game mechanics have a wide range of motivational tricks that overlap with estab-
lished psychological principles (described in another chapter of this book). Creating 
a comprehensive system of games addresses problem 6, that traditional assessments 
are summative rather than formative, global rather than instructive, and judgmental 
rather than helpful. The GIGO principle asserts that test questions that are Garbage 
In (“How good do you think you are at critical thinking?”) can only yield answers 
that are Garbage Out (invalid, biased, organizationally narcissistic) information. By 
designing a comprehensive set of games around the learning outcomes articulated 
by our professional societies, we can also address problem 7, the lack of develop-
mental rubrics. Because the feedback loop is automatic and prompt, GBA provides 
specifi c, comparative, high quality information about what our students know and 
can do at different stages of their academic careers. 

 That brings us to a hole we left open in Section  1 , uncertainty about who our 
stakeholders are and how assessment can help them. There’s no way around this last 
concern: At some level, assessment is about making judgments; otherwise we would 
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just call it feedback. GBA is merely an information tool; people have to make the 
assessments, but GBA lets them make data-driven evaluations. Some students 
should fail; some professors should not be tenured; some departments should be 
dissolved; and some universities should be discredited. There is a time and place for 
creative destruction. Many of our current assessment approaches should be and will 
be destroyed because they just don’t work well enough; in a few years, GBA may 
soon have us wondering why we put up with such a terrible system for so many 
decades when such an obvious improvement was hiding in plain sight.  

11.5      Section 4. Social Comparisons: Why People Love 
to be Assessed 

 GBA provides partial answers to these assessment challenges by recognizing 
another social truth that has been hiding in plain sight:  People love to be assessed . 
Think about how we informally assess the self. We use social comparisons—in fact, 
we can’t stop ourselves from making social comparisons (see Dunning, Heath, & 
Suls,  2004 ; Festinger,  1954 ). Upward comparisons occur when the target of com-
parison is someone who is superior in some way (e.g., intelligence, athleticism, test 
scores); downward comparisons occur when the target of comparison is inferior. 
Both upward and downward comparisons are potentially motivating  and  de- 
motivating. For example, in some massive multi-player online games (MMOs), you 
can see others’ avatars and be inspired by their skills; but those upward comparisons 
also might disturb or threaten your sense of self (Muller & Fayant,  2010 ). Downward 
comparisons produce a similar set of nuanced reactions. 

 Social comparisons suggest two take-home messages for GBA. First, social 
comparisons explain why points, leaderboards, and badges (PBLs) are motivating. 
Second, the motivational consequences of social comparisons are tricky; don’t slap 
PBLs on top of some existing activity and expect it to motivate participants. Like 
any psychometric effort, GBA will require a great deal of pre-testing, false starts, 
and learning curves. The payoff for an effective leaderboard is motivation. Sheldon 
( 2011 ) begins the semester by telling his class that they all have a grade of F, in the 
same way that a player starts a game at zero. He then uses students’ avatars to create 
an anonymous leaderboard that provides ongoing social comparisons. However, 
Fig.  11.1  demonstrates how leaderboards can provide more meaningful social com-
parisons than a one-dimensional rank-ordered list.

   A fully automated GBA can produce a (confi dentially-protected) two- dimensional 
scatterplot-leaderboard that changes each week by monitoring the relation between 
hours spent studying in the game environment and earned test points. The  constantly 
changing leaderboard lets students see for themselves whether hours spent within 
the game environment really pay off. Such visual feedback is more informative and 
probably more motivating than a professor hectoring students to study harder—
especially when students are empowered to make their own data points move from 
one week to the next. 
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 Social comparisons also promote social facilitation that can improve perfor-
mance merely by making people aware of the presence of others. In a classic 1898 
social psychological study, Norman Triplett noticed that bicyclists pedaled faster 
when they were riding with companions. When he took that observation into a lab, 
his results matched his fi eld observations: children winding fi shing reels with other 
children present wound faster than when winding alone (see also Strube,  2005 ). 
Social facilitation appears to the same thing that Jane McGonigal ( 2011 ) calls 
“social presence” in  World of Warcraft  or  Spore , where players share a virtual envi-
ronment. Our impulse to make social comparisons is evidence that we love to be 
assessed. Game designers know how to use leaderboards to tap into motivating 
social impulses that improve performance. 

 The craft of designing social comparisons is how we can use the epoxy-like 
mash-up between games and assessment to transform the world of assessment into 
something that sticks, hardens, and holds its value—if we mix these two ingredients 
thoroughly and get the timing right. It may prove to be more craft than either art or 
science but either way it means working with new materials, so creating GBAs will 
not be easy. It will also require a signifi cant amount of creativity and fi nancial 
investment in terms of design, coding, and game-testing. But as we demonstrated in 
Section  1 , we’re already conducting traditional assessments and getting a very low 
return on our investment.  
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  Fig. 11.1    A two-dimensional leaderboard: points earned and educational game hours. This two- 
dimensional leaderboard provides more meaningful social comparisons by using an automatic 
feedback loop that can change with each week’s new data       
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11.6      Section 5. Overcoming Fear of Failing: 
We’re Already Playing an Assessment Game 

 GBA recognizes another social truth hiding in plain sight:  College is already a 
game . The structure of most college courses uses game elements such as points, 
levels, awards, leaderboards, and rules that guide voluntary participants to over-
come arbitrary obstacles—in other words, a game. However, there is at least one 
critical difference and it has to do with failure. In academic culture a failing student 
is threatened with a lower grade and dismissal if it continues; a failing department 
is threatened with a hiring freeze or dissolution; a failing university is threatened 
with loss of its accreditation. Those harsh consequences all inspire the kind of fear 
of failing that promotes risk-averse decision-making and a fear-informed quality of 
achievement (Birney, Burdick, & Teevan,  1969 ). 

 Table  11.1  compares the consequences of failing academically and failing in a 
traditional game. In the college game, the drop out rate hovers around 50 % (Schneider 
& Yin,  2011 ), often the result of many small failures in many domains. The rate of 
small failures in games is even higher—about 80 % (see Lazarro, in McGonigal, 
 2011 ), but sometimes it is even worse. In poker, six out of seven poker players will 
lose the hand; in the classic video game of Tetris every participant is guaranteed to 
fail. Almost all sports clubs fail to achieve their goal of winning a championship. Yet 
even after retirement, professional athletes seem to look back on a failure-fi lled 
career with fondness and a wish that they could have gotten just one more chance.

   A surprising fi nding about student procrastination suggests a key difference 
between failure in academics and failure in a game: student procrastination is posi-
tively correlated with self-compassion, that is, with being kind to yourself (Deniz, 
Tras, & Aydogan,  2009 ; Iskender,  2011 ;    Rice, Richardson, & Clark,  2012 ; Solomon 
& Rothblum,  1984 ). What do think many students actually do when procrastinat-
ing? Klassen and Kuzuci ( 2009 ) found that academically procrastinating adolescent 
boys in Turkey turn to computer games. These games provide feelings of being 
challenged in ways that they do not experience when studying (Hainey, Connolly, 
Stansfi eld, & Boyle,  2011 ). In short, many procrastinating students are not running 
from a challenge; they are running to a challenge. They don’t seem to be afraid of 
failing; they just dislike the way academic failure makes them feel. 

 What would happen if we treated academics like the game it really is by reducing 
students’ fear of failure? In a study of 1,492 adolescents (50.8 % female), over the 
four high school years, Adachi and Willoughby ( 2013 ) showed that more strategic 

   Table 11.1    A qualitative comparison of responses to academic failures and game failures   

 Academic failures tend to lead to…  Game failures tend to lead to… 

 Summative assessments of the self  Formative assessments of abilities 
 A generalized fear of failing  A specifi c determination to achieve 
 Frustration and discouragement  Frustration and renewed effort 
 Lower intrinsic motivation  Higher intrinsic motivation 
 Decisions that are risk-averse  Decisions that are calculated 
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video game play predicted higher self-reported problem solving skills over time 
than less strategic video game play. Furthermore, strategic video game play pre-
dicted higher self-reported problem solving skills that predicted higher academic 
grades. In perhaps the most striking contrast to the fear of failing, game designers 
use the term ‘fi ero’, Italian for pride, to describe how gamers feel when they over-
come a diffi cult challenge. Experiencing fi ero motivates a player by activating the 
reward pathways of the brain (Hoeft, Watson, Kesler, Bettinger, & Reiss,  2008 ). 
Imagine an academic world in which fearless students are mildly addicted to the 
pleasures of being academically challenged! 

 Can we actually create such a world? According to backward design principles 
(Wiggins & McTighe,  2005 ), we can by designing courses in a different way. Start 
with the course goals, then write student learning outcomes, design assessments that 
match each learning outcome—and only then decide on which pedagogical tech-
niques will enable students to achieve those learning outcomes. This makes the 
construction of GBA much easier because each badge, achievement level, and grand 
quest relates to specifi c course content. In most games and in most jobs, you get to 
make a few rookie mistakes as you get the hang of your new responsibilities; the 
critical assessment is not that you failed but whether you learned from your failure. 
That is the more meaningful assessment we should be able to achieve through GBA.  

11.7     Summary 

 Higher education is in trouble and our current assessment methods don’t work very 
well. Game-based assessment is not the total answer, but it can be part of the 
answer, and there are at least fi ve reasons why it is likely to work. First, people love 
to be assessed and social comparisons in games are an engaging, friendly way to 
gather such data (Suls, Martin, & Wheeler,  2002 ). Second, GBA’s continuous, 
automatic feedback loop provides useful information in a timely manner. There is 
no more waiting 3 weeks for the professor or graduate student to correct the exams 
or enter grades. Third, games lend themselves to the psychometric requirements of 
specifi city, multiple measures, and multiple methods. For example, Giannotti et al. 
( 2013 ) compared fi rst and second year surgical residents in a two-group design that 
used the Nintendo ®  Wii to evaluate 16 separate metrics related to surgical skills. 
Fourth, games motivate people to perform at their highest level. A well-designed 
game uses specifi c game mechanics, grounded in scientifi c psychology, to encour-
age students to do their best. Fifth, unlike traditional assessments, GBA makes 
failing informative and motivating. Birney, Burdick, and Teevan ( 1969 ) spent much 
of their careers studying fear of failure and the news, for the most part, isn’t good. 
But it is the fear of failing, not failing itself, that seems to produce counter-productive 
decision- making. Higher education is already structured as a game. GBA applies 
the familiar, motivating techniques of games to the urgent task of authentic assess-
ment in higher education.     
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    Chapter 12   
 A Gamifi cation-Based Framework 
for Developing Learning Activities 
of Computational Thinking 

             Isabella     Kotini      and     Sofi a     Tzelepi    

12.1            Introduction 

    Modern students are familiar with digital technology and spend a lot of their free 
time to play video games (Carstens & Beck,  2005 ). Therefore, they have opened 
themselves to the use of game mechanics in their everyday life. On the other hand, 
the school reality does not refl ect the same degree of involvement and engagement 
of students in learning activities. The involvement in activities, that normally 
 students would have consider as boring and less tempting, can be interestingly 
attained through the incorporation of gamifi cation. 

 The introduction of gamifi cation in learning activities aims at making them more 
interesting and attractive to students. The term gamifi cation refers to the integration 
of game design characteristics into activities not related to the game design fi eld 
(Deterding, Dixon, Khaled, & Nacke,  2011 ). It is based on the fact that the use of 
games in the learning process not only helps the student in acquiring new knowl-
edge, but developing and applying the already-acquired information as well, while 
having fun at the same time. Game standards such as imagination, control, chal-
lenge, curiosity and competition cause internal prompting (Cordova & Lepper, 
 1996 ; Malone,  1981 ). Not only do games offer challenges, rewards and cooperation 
chances, but they also offer potentiality of redevelopment of the society itself 
(McGonigal,  2011 ). Papert ( 1993 ) believes that it is via digital games that the teach-
ing rate is succeeded, making, as a result, the learning activity more interesting. 

 The current educational games are based on the primal way of learning “play and 
learn” the benefi ts of which they reap as learning tool. Educational games usually 
implement modern theories of learning and innovative learning models, such as 
“discovery learning”, “experiential learning” and “learning in communities” (Facer, 
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 2003 ; Shaffer, Squire, Halverson, & Gee,  2004 ). At the same time, through social 
networking, students learn to respect their teammates, to identify their rights, to 
develop cooperation, friendship, justice, self-control and self-discipline and to 
develop their sociability. 

 Gamifi cation constitutes a powerful tool through which educators can teach, 
 persuade and motivate their students. Common application of gamifi cation in the 
fi eld of education, in order to encourage learning, is the integration of scoring video 
games, such as points, levels and achievements in learning activities. Activation of 
these external motives, however, at the expense of the internal ones, poses a long- 
term effect causing the decline of interest for learning. Provision of external motives 
improves the learning effect only when it comes to the short-term activities which 
aim in the development of a particular skill, for example, learning to operate text 
editing environments. 

 Computational thinking is considered to be something more than simple use of 
computers and technology. It constitutes a new approach to tackle our society’s 
challenges for the years to come, applicable to all kinds of reasoning. It includes 
problem solving capabilities, system design and human behavior understanding 
(Wing,  2006 ). It is regarded as a resultant core competency which should constitute 
an integral part of education. Consequently, the active participation of students in 
computational thinking activities is of paramount importance. 

 In our approach, we focus on the encouragement of the students’ interest, 
based on the gamifi cation philosophy. Specifi cally, this work attempts to defi ne a 
framework that supports the involvement of students in the learning process 
(Chen,  2003 ). The framework is based on the constructivist learning theory and 
on a gamifi cation environment that sets its baselines on the interests and learning 
profi le of each student. Through the combined exploration of the various theories 
of motivation and empowerment of external and internal motives on the one hand, 
and of game design and computational thinking applications on the other, we led 
to the development of a student-centered gamifi cation framework that is meaning-
ful for the students and therefore not dependent on external rewards. The empha-
sis is given on the way of thinking and on the work of the students. The evolution 
of the learning process is being assessed rather than the learning outcomes per se. 
The student is rewarded for his efforts and progress, and therefore not only for the 
conquest of cognitive and social objectives. This award is not only given to the 
student through his performance points and prizes but also provides the option for 
student engagement in authentic, exploratory gamifi cation teamwork activities. 
Such teamwork activities enhance the student’s curiosity, excite his imagination, 
and further challenge him to confront himself and make him responsible for better 
controlling his learning process. 

 The structure of this chapter is as follows. In Sect.  12.2 , the main concepts of 
gamifi cation, learning theories and computational thinking are presented. The main 
principles of organization and designing of computational thinking learning activi-
ties with the endorsement of gamifi cation elements are explained in Sect.  12.3 . In 
Sect.  12.4 , the proposed student-centered gamifi cation framework for developing 
learning activities is described, and the characteristics of the proposed framework 
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such as constructivist learning theory pillars, gamifi cation elements, a teacher’s 
guideline, computational thinking skills, computational thinking dispositions and 
behaviors, and computational thinking vocabulary are analyzed. In Sect.  12.5 , the 
use of the proposed framework is explicated and in Sect.  12.6  the application of the 
framework with three prototype scenarios is presented. Finally, Sect.  12.7  concludes 
the chapter.  

12.2     Background 

12.2.1    Gamifi cation 

 Although the term gamifi cation is relatively new, it has been dominated in the 
 policies of various companies in their efforts to reach new customers and retain their 
existing clients through the notion of rewards and awards. For decades, companies 
have used their dynamics in the form of happy hours. However, it has only been in 
recent years that gamifi cation has been widely used in business and technology. By 
utilizing practices, techniques and integrated concepts of the world of online  gaming 
industry practitioners are trying to enhance business applications and communica-
tions tools. A representative example is the fi xed customer reward program, such as 
the encashment of air miles. Such programs aim at both increasing the use of ser-
vices and at shaping desired behavior, when in the same time the users seek to 
achieve specifi c goals, the satisfaction of which would lead them to gain external 
rewards (Zichermann & Cunningham,  2011 ). 

 Gamifi cation uses game mechanics to increase commitment, dedication, and the 
enjoyment of players in a given environment. These mechanisms are directly related 
to the provision of rewards. In many cases, they provide rewards to players when 
they perform an action on a predetermined time depending on the levels of diffi -
culty. Therefore, gamifi cation is a powerful strategy that infl uences and motivates 
groups of people. Many applications of gamifi cation can be found in the fi eld of 
learning, education, personal growth and development. In such cases the goal is the 
intrinsic motivation by using extrinsic motivation tools such as virtual medals, gifts, 
avatars and achievements. 

 The word “game” gives to the character of the respective activity exciting experi-
ence characteristics. In reality, however, during the gamifi cation process it is usually 
used the least interesting parts of games, such as the scoring system. For this reason, 
it is recommended to use the term “pointsifi cation”, instead of gamifi cation, as a label 
for those gamifi cation systems that the only element that they incorporate in their non-
playful activities is indeed the scoring system (Robertson,  2010 ). Moreover, games 
have goals and structure (Maroney,  2001 ). The gamifi cation that is only based on the 
scoring system is considered to be focused only on the objectives while it ignores 
other structural features of a game. Ian Bogost ( 2011 )  proposes the term to be changed 
to “exploitationware”, considering that this term best describes what actually hap-
pens. The basic message of these criticisms of gamifi cation is based on the fact that 
there are more effective ways than just a scoring system to attract users. 
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 The orientation trend of organizations towards the gamifi cation can be concern-
ing especially in the case agencies are not aware of its potential long-term negative 
effects. The concept of gamifi cation is tightly joint with the motivation. People can 
be driven to do things because of internal or external motives. A meta-analysis con-
ducted by Deci, Koestner, and Ryan ( 2001 ) on motivation in educational environ-
ments, concluded in that almost every type of reward (apart from uncontrolled 
verbal rewards) decreases intrinsic motivation. Consequently, gamifi cation, which 
aims to provide only external motives, contributes dramatically in the reduction of 
intrinsic motivation. If an organization starts using gamifi cation techniques based 
only on external rewards and suddenly decides to stop the rewarding program, then 
the organization will be in a worse position than it was when it fi rst started. In fact, 
it will be less likely for a user to return to the desired behavior without external 
reward (Deci et al.,  2001 ). In the book “Gamifi cation by Design” (Zichermann & 
Cunningham,  2011 ), the authors argue that the assumption that intrinsic motivation 
is more effective than external rewards is unfounded. They believe that gamifi cation 
can be used by organizations to control users’ behavior by replacing intrinsic 
 motivation with external rewards. They concede, however, that from the moment a 
person starts providing rewards, and then he will become part of an endless loop of 
reward-providing (Zichermann & Cunningham,  2011 ). 

 In the education area, gamifi cation implements specifi c mechanisms to increase 
the participation and engagement of students in the learning process. Gamifi cation 
converts activities not related to the game and fun to game-centered activities that 
are enjoyable. For example, it can be used to encourage students of a university to 
participate in a class lectures or to online learning communities to complete and 
submit their assignments on time and to retain this behavior for a long time. One of 
the most “famous” examples of the application of gamifi cation in the higher educa-
tion is also the one developed by Lee Sheldon, a Professor at Rensselaer Polytechnic 
Institute. In particular, he converted the points earned by the students into experi-
ence, their grades into different levels and created student-avatars. The result was to 
dramatically increase the participation and presence of students in the class and to 
increase the quality of the produced learning material produced (Laster,  2010 ). 
Other interesting examples are the online platforms of Khan Academy ( 2013 ) and 
CodeAcademy ( 2013 ) course providers that both utilize a variety of mechanisms 
such as games points and badges to reward participants for their course completion. 
The participants feel that they learn while having fun, and therefore they do not face 
courses as “work” or “compulsory exercise for their home.” 

 In the educational sector, however, it is important for students to be facilitated on 
the one hand in understanding how much the activity is important for themselves, 
and on the other in their self-determination for active participation (Deci & Ryan, 
 2004 ). The primary aim of the educational process should be to strengthen internal 
motives that give rise to spontaneous learning and behavior. This intrinsic motiva-
tion will stem from the students’ love for learning, the pleasure they will derive 
from their particular occupation as well as the satisfaction through their develop-
ment and progress.  
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12.2.2    Learning Theories 

 The learning theories of behaviorism, cognitivism and constructivism have greatly 
infl uenced the teaching and pedagogical approaches applied in the classroom 
(   Learning-Theories,  2013 ). 

 Behaviorism (Chen,  2003 ) is based on the “stimulus—response”. It considers the 
mind as a “black box”, meaning that the response to the stimulus can be observed 
quantitatively, by totally ignoring the possibility of thought processes occurring in 
the brain. Students passively accept the provided information and knowledge and 
need an external motive to be activated. The emphasis is given on the content and 
not to the student or the learning experience. Although this method has been the 
basis of education for centuries, have major drawbacks. The main criticism 
(Masuyama,  2006 ) refers to the fact that students have fewer opportunities to 
develop critical and analytical skills, which are vital to the digital world of today 
and tomorrow. 

 Cognitivism replaced behaviorism in 1960 and became the dominant example. 
Cognitive psychologists deny the limitations of behaviorism that focus primarily on 
the observable behavior. They argue that the “black box” of the human mind must 
be opened and examined and that mental processes such as thinking, memory, 
knowledge and problem solving should be explored. Cognitivism focuses directly 
on the structure and function of the human mind. People are not “programmed” 
beings who simply respond to stimuli from the environment; on the contrary they 
are rational beings that require active participation in order to learn and whose 
actions are results of thoughts. Changes in behavior are still observable, but only as 
an indication of what happen in the mind of the student. 

 Constructivism is an extension of cognitive science. It combines knowledge 
from a developmental perspective, with other important issues, such as motivations, 
self-directed learning and emphasis on social learning environment. Learning is a 
process of constructing knowledge. Students actively construct new ideas or con-
cepts based on current and previous knowledge and experience by interacting with 
the social environment. The infl uence of constructivism (Thramboulidis,  2005 ) has 
expanded beyond the research and scientifi c community and affected the curricula 
of several advanced countries. 

 Gamifi cation started as a process that embraces behaviorism but, through the 
teaching framework proposed in this paper, the utilization of gamifi cation in the 
learning theories of constructivism will be illustrated.  

12.2.3    Computational Thinking 

 The present era is characterized by an exceptionally high growth in the information 
and communication technologies (ICT). The rapid evolution of computers, espe-
cially in terms of performance and functionality of hardware and software led to 
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new application domains and ways to utilize them in order to provide more effi cient 
and safe systems to support human activities. At the same time, the increasing com-
plexity of introducing advanced technology to large-scale automated systems neces-
sitates the use of computer-based tools to support the processes of planning, 
implementation, auditing, monitoring and diagnosing such systems. The ability of 
using such tools to design systems, to predict the behavior of systems and to model-
ing them requires having capabilities such as computational thinking (Denning, 
 2009 ; Henderson,  2009 ; Wing,  2006 ; ClarkeJ & Wing  1996 ; Lu & Fletcher  2009 ). 

 Computational thinking is not a new idea. The algorithmic thinking fl ourished in 
the decades of 50 and 60 aiming mainly in standardizing problems for converting 
input to output and secondly in searching optimal algorithmic solutions of these con-
versions. Computational thinking has expanded as a concept and involves thinking at 
multiple levels of abstraction, using mathematical algorithms in the development and 
consideration of the complexity of the solution depending on the size of problems 
(Denning,  2009 ). Additionally, computational thinking is based on  calculation proce-
dures used in solving problems. It is considered as a fundamental process and there-
fore every child nowadays (and every person in the future), except the skills of writing, 
reading and arithmetic should have computational thinking skills, too. 

 Problem solving, designing systems, understanding of human behavior based on 
basic concepts and tools of computer science are included in the computational 
thinking skills (Wing,  2006 ). Computational thinking involves the use of abstrac-
tion, division of a problem into simpler, using heuristic methods, scheduling a proj-
ect, use large amounts of data, etc. Moreover, it offers opportunities to create a new 
relationship with scientists from other fi elds, by offering them the fundamental prin-
ciples of computer science and the incorporation of these principles in their own 
fi elds (Denning,  2009 ). 

 According to the above features, it is clear that computational thinking should be 
developed at early ages of man. Moreover, we believe that the development and 
cultivation of this ability should be dominating the entire spectrum of education.   

12.3     Developing Learning Activities 

 Learning is a process of producing meaning. It occurs through the ingestion and 
processing of experiences as well as the harmonization of them with previous 
beliefs, experiences and knowledge that leads to behavior change. This process of 
transformative learning focuses on the search for meaning (Mezirow,  1991 ). Each 
student has a different frame of reference. 

 In a learning activity every student fi nds a different meaning depending on his 
needs, interests and abilities. In the proposed gamifi cation framework we use those 
items from the game area that will help students to fi nd meanings in non-playful 
learning activities (Kotini & Τzelepi,  2013a ). These data are well accustomed so 
that can be used as a tool that supports students to learn through changing disposi-
tions and beliefs. 
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 In the proposed student-centered framework, the objectives of learning activities 
are jointly shaped with the students. This enables students to devise their own learn-
ing process and feel proud for achieving the objectives they set to themselves. Each 
student sets by himself his own style of learning and hence he is jointly responsible 
for the personalized learning approach. The student has to solve a problem through 
the learning activity according to his own pace settlement or he can select the type 
of feedback that suits to his individual learning style. The design of learning activi-
ties focused on the student can help to avoid meaningless or negative gamifi cation. 
The use of external rewards to control behavior can create a negative feeling to the 
student regarding non-playful context. Therefore, the use of external rewards is not 
a feature of a design that is oriented towards the student. Meaningful gamifi cation 
that is centered on the student leads to a positive change in disposition. The main 
question that runs through all phases of design and development of gamifi cation is: 
“How does this benefi t the student?” 

 Another critical element of designing learning activities focusing on the student 
is evaluation. In order for a student to understand what is happening, it is important 
not to link the assessment of learning outcomes only with the corresponding score 
of the student. The score per se does not allow the student to grasp the reality of the 
development of learning process. In this case, the student understands the gamifi ca-
tion based system as an external control system since the scoring system is based on 
assumptions and prejudices of the educational sector. Designing systems to be more 
transparent with the main objective to provide descriptive formative assessment of 
the students’ learning process instead of just the scores, we aim at creating the con-
ditions that will enable the student to later carve his own learning path and set his 
own goals. Restrictions on these goals can be provided, if necessary, with appropri-
ate justifi cation, so that the student has the necessary information required for fur-
ther decision making. 

 The opposite of meaningful gamifi cation is meaningless gamifi cation. In mean-
ingless gamifi cation, the design is based on the needs and goals of the educational 
curriculum without taking into account the needs of the student. The meaningless 
gamifi cations’ policy is based on points and levels and leads to external rewards that 
have nothing to do with the underlying activity. These policies do not focus on the 
long-term learning benefi ts of the student. They only focus on the improvement of 
a threshold to achieve the learning outcomes in a short time. The main question that 
runs through all phases of the design and development of meaningless gamifi cation 
is: “How does this benefi t the education system?” The answer is by creating mean-
ingful gamifi cation that benefi ts the student, creates a positive impression on the 
non—playful frame and provides long term benefi ts to both the student and the 
educational system. The benefi ts to the education system are derived indirectly from 
the positive and signifi cant benefi ts of its students. 

 Another meaningful threat to gamifi cation is that of the design-oriented play 
mechanism. In this case, the design is not focused on what is best for the student, 
but on what is of latest version or easier to be applied by disregarding the basic 
needs and goals of the student. As a result, a gamifi cation environment is created 
that provides to students meaningless experiences. The integration of new or inter-
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esting game mechanisms in education systems without prior study in depth can 
result in problematic learning activities. Although a new facility may be attractive 
to students, the lack of integration with the underlying learning activity may lead to 
non-participation of students. The aim of meaningful gamifi cation is the linkage of 
the various elements of the game space with those aspects of the underlying learn-
ing activities that are meaningful to the student. These links can help students to 
match the aspects of the underlying activity with their own goals and desires. 

 In the proposed framework, the learning activities lead to the development of 
computational thinking skills, dispositions and vocabulary, which are considered by 
the students as a new approach not only for solving scientifi c problems but also for 
meeting challenges of their daily lives (Yadav, Zhou, Mayfi eld, Hambrusch, & 
Korb,  2011 ). The semi structured problems, the complexity of the solution and the 
discovery of the optimal solution can be found in all aspects of daily life and stu-
dents with enhanced skills of computational thinking can start their careers on a 
professional and personal level with a signifi cant lead. 

 The skills and concepts included in computational thinking can be nurtured and 
strengthened in all learning subjects through appropriate methods and ways of 
teaching (Barr & Stephenson,  2011 ). The analysis, collection and representation of 
data, splitting the problem into sub problems, abstraction, algorithms and processes, 
automation and simulation can be incorporated in other disciplines beyond com-
puter science. Students can develop the basic abilities of computational thinking by 
actively participating in authentic, exploratory, teamwork activities that have mean-
ing for them, seize the cultural and knowledge background and focus on modeling, 
simulation, robotics, and design and development of interactive multimedia 
(Brennan & Resnick,  2012 ; Lee et al.,  2011 ). Activities that focus on the process of 
thinking and learning and give emphasis not only to what students learn but how 
they learn, transform students for users and consumers of technology to creators and 
self-expressed persons. 

 In the research work of Lee et al. ( 2011 ), the proposed activities have escalating 
diffi culty. In particular, the activities are grouped in a three-dimensional form (use-
modifi cation- creation) and are implemented in rich learning environments through 
the downward guidance of the teachers (scaffolding). Initially, students perform 
experiments with pre-existing models, they execute a program that controls a robot 
or they play a computer game. Through the time they begin to modify the model, the 
game or the program by increasing its complexity. Then, students create their own 
projects and develop their own ideas through a series of repetitive control, analysis 
and improvement procedures. The passage from the stage of the modifi cation to the 
process of creating original and complex project requires students with elevated 
levels of presentation, analytical and abstract reasoning skills. The participation of 
students in progressively more complex tasks is making them accountable for the 
progress of their learning and increases their self-esteem. With these modeling, 
simulating and designing of game development scopes, students can develop their 
computational thinking through abstraction, analysis and automation procedures. 

 In the fi eld of modeling and simulation the students start from a situation prob-
lem and then plan and develop the corresponding model, while they also investi-
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gate, control, modify, extend and contrast it with other comparable models, those 
of their classmates. The students choose to represent the elements and factors that 
they consider most important in order to study the situation. In the fi eld of robot-
ics, students are involved in an abstraction process while they are trying to design 
and program a robotic device in such a way that they react under specifi c fi eld 
conditions. Furthermore, in the fi eld of design and game development students 
have the opportunity to use their capabilities for abstraction and modeling at mul-
tiple levels starting from the conceptualization of the problem and reaching the 
conversion of these concepts into individual characters and part of code. They can 
provide new methods of representing non-default character behaviors. Students 
are involved every time in the analysis process when trying to decide whether 
deductions were correct and effective according to predefi ned criteria. The pro-
cesses of testing and debugging their game, as well as evaluating both their own 
works and those of their classmates, can enhance their analytical and critical 
abilities.  

12.4     The Proposed Framework 

 In the defi nition of game by Dempsey, Haynes, Lucassen, and Casey ( 2002 ) as a set 
of activities with goals, constraints, rewards and consequences, where one or more 
players are involved, we aim at incorporating elements and instruments from the 
gaming and game design spaces in learning environments. The main idea of this 
proposal is based on the ability of the student to freely choose his learning path and 
to formulate an appropriate learning content. Better results can be achieved when 
the student, with the help of his teacher, decides for his own learning process with-
out the infl uence of external controls of behavior. A classic reward system does not 
lead to increased performance in any case (Kohn,  1999 ). Students, who are accus-
tomed to be actively engaged in learning activities due to benefi t rewards, feel less 
willing to continue trying in the case the reward system is removed (Deci et al., 
 2001 ). However, the continuous use of the rewarding system can lead to a long 
decrease of the intrinsic motivation. 

 Working on this direction, we provide a student-centered gamifi cation frame-
work for enhancing the students’ involvement in the learning procedure, based on 
a gamifi cation environment (Kotini & Τzelepi,  2013b ). For this student-centered 
gamifi cation framework, we borrow elements from the area of game design and 
we introduce them, readjusting them, as appropriate, in a learning environment. 
These elements, as they are following presented in brief, constitute the central 
leadings upon which the learning activities for the computational thinking devel-
opment are formed. 

 In our approach, learning activities are accompanied by a series of computational 
thinking characteristics and gamifi cation elements that are based on the constructiv-
ist learning theory. The scope is focused in the area of teaching computer science. 
In more detail, the characteristics of the proposed framework include:
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•     Constructivist Learning Theory Pillars : The basic elements of constructivist 
learning theory can help the teacher to build students’ knowledge by enhancing 
the existing ones.  

•    Gamifi cation Elements : The brief description and reference to the correspond-
ing gamifi cation element helps the teacher to question himself about the scope of 
the proposed playful inquiring learning that is meaningful for students and for 
strengthening their autonomy.  

•    Computational Thinking Skills : Brief description of the corresponding skills 
of computational thinking and how they relate to the activity or why the activity 
is considered as an one that encourages computational thinking.  

•    Computational Thinking Disposition and Behaviors : The association of phys-
ical activity with a computational thinking disposition helps both the teacher and 
the student to identify dispositions and behaviors that are necessary for the con-
quest of the computational way of thinking.  

•    Computational Thinking Vocabulary : Using an appropriate vocabulary con-
tributes to the recognition and to the successful transfer of knowledge to other 
tasks and learning subjects.    

 In the above features, we add the individual  cognitive objective  of an activity. 
Each teaching activity is based on the constructivist learning theory, after enriched 
with gamifi cation elements. Enhancing the intrinsic motivation of students is 
refl ected in the development of computational thinking skills, dispositions and 
vocabulary. 

12.4.1    The Pillars of the Constructivist Learning Theory 

 The educational process is proposed to be based on a number of key pillars of the 
constructivist learning theory, in order to be capable of supporting in a playful way 
the active involvement of students in activities that develop their computational 
thinking abilities (Kotini & Tzelepi,  2013c ). These main pillars are the following:

•    Active participation of the students  
•   Scaffolding  
•   Activities that excite the student’s interest and whose implementation is 

feasible  
•   Instruction is based on students’ prior knowledge  
•   Use of notions met in everyday life  
•   Objectifi cation of the notions  
•   Team learning  
•   Systematization of teaching scenarios  
•   Adaptation of learning procedures to the new technologies  
•   Spiral approach to teaching  
•   Freedom to choose the appropriate learning process  
•   Feedback  
•   Discovery, exploratory learning  

I. Kotini and S. Tzelepi



229

•   Self-assessment  
•   Activities with escalating levels of diffi culty  
•   Students learn better when they know the purposes and objectives of the course  
•   Learning process is strengthened when it occurs within a social context  
•   Learning activities are based on students’ interests.    

 As the goal of learning activities is creating learning outcomes, it is very impor-
tant to follow constructive principles in creating such activities. A teacher in order 
to schedule and create an activity must take into account the following questions:

•    Is the learning activity designed to meet student’s learning goals and interests?  
•   Can students solve tasks in different ways by following clear, concrete and 

formed rules?  
•   Are there step-by-step instructions for each learning activity?  
•   Is the activity stimulating students’ thinking?  
•   Is the activity supporting students’ access prior knowledge?  
•   Is the cognitive level of a student taken into consideration?  
•   Is the activity appropriate for students with different learning styles and needs?  
•   Is there a progressive transition from easier task to more diffi cult and the most 

diffi cult task?  
•   Are tasks not too trivial and not too diffi cult for a student?  
•   Can the content be adapted to the cognitive level of a student?     

12.4.2    Gamifi cation Elements 

 The integration of gamifi cation elements as described below makes learning activi-
ties more interesting. It attracts students by using a playful way to be actively 
engaged in the learning process. The proposed framework is aimed at increasing 
students’ internal motivation rather than external. As a result, the gamifi cation ele-
ments were selected under the light of constructivist learning theory and also to be 
compatible with learning activities. Each of these elements has been adjusted to the 
peculiarities of the learning environment in such a way as to promote the develop-
ment of computational thinking skills. All gamifi cation elements can be classifi ed in 
three categories: elements of behavior, feedback and progression (Kumar,  2013 ). In 
the category of behavior gamifi cation elements focus on human behaviors and 
intrinsic motives. In the category of progression gamifi cation elements included are 
used to structure and stretch the accumulation of meaning skills and in the category 
of feedback gamifi cation elements provide feedback on the learning activity. 

12.4.2.1    Elements of Behavior Category 

•      Open - type problems : Original activities, for example, from the area of model-
ing, robotics and game designing, which are based on the ideas of computational 
thinking, boost the students’ analytical thinking abilities and make these activi-
ties attractive, by enhancing in that way the student’s internal motives. Open- 
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type problems constitute a challenge for the students, because there are multiple 
solutions, and therefore enhance their interest, while, at the same time, activate 
their creative ability, innovation and critical thinking.  

•    Framework : Modern programming and multimedia environments wherein the 
students are invited to create, Such environments are not utilize the test and grad-
ing evaluations but rather stress the learning itself; the learning that is being 
made through presenting working plans makes students feeling that they work as 
young researchers/scientists (viz. “players” on scientifi c matters that are of their 
interest, leaving the grading stress behind). That is the main reason for not using 
a grading system in the proposed framework.  

•    Freedom of choice : Students have the possibility to select, among a wide variety 
of actions, those that fi t to their own learning profi les. According to the self- 
determination theory, the greater control one has in choosing his actions, the 
greater the possibility of reinforcing his intrinsic motivation for participation and 
activation (Deci et al.,  2001 ). Most students fi nd greater meaning in a learning 
activity that is combined with fun than when they are going to get rewards or 
simply “to learn something”. The learning outcomes are improved when the 
activities evolve in gamifi cation contexts where students explore subjects accord-
ing to their own rules instead of the teacher’s rules.  

•    Imaginary : Students are easily getting bored. One reason they don’t like the 
school study is because it is a tedious process. The involvement of imagination 
in development activities makes the whole process more interesting and there-
fore it operates as an internal motive for learning.  

•    Emotion : The designing of the learning activities, which is based on the philoso-
phy of gaming aims at activating students’ interest and curiosity via amusing 
activities. Various games are designed to engage the student’s emotional (anxi-
ety, curiosity, enthusiasm, tenacity) and therefore are more likely to be retained 
in the memory of the student for later use (LaBar & Cabeza,  2006 ). Creating 
emotions such as expectation (when the student has to face something new for 
the fi rst time), surprise (when the student studies the same learning subject but 
through another point of view) and pleasure (when one feeling takes the place of 
the other) can lead in a fundamental understanding of the learning subject. By 
acquiring new knowledge and new skills, the confi dence of students is being 
increased and they feel ready to undertake new challenges.  

•    Rules : Each learning activity demands the adding of rules. Rules need to be clear, 
concrete and formed according to the level and the interests of each student; rules 
also need to be formed in that way to make the learning activity attractive.  

•    Action — Challenge : Adding or emphasizing a challenging or action element 
makes the learning procedure more exiting and entertaining for the student. The 
action, for example, is highlighted in an educational process of learning pro-
gramming when it is requested by the student to modify a game in Scratch ( 2013 ) 
in order to make it more diffi cult or more attractive. The simulation and model-
ing of real situations either from school or from their daily lives may be challeng-
ing for the students. Additionally, the creation of applications for mobile phones 
excites and interests most of the students because it focuses on a digital medium 
and is directly related to their daily routine in real world.  
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•    Discovering — Researching : It is benefi cial to give students the possibility to 
discover unexpectedly new abilities and meet challenges through the learning 
procedure. In the Kodu ( 2013 ) programming environment, for example, students 
believe that the games they can create are limited to collecting apples and to 
throwing rockets. However, during the learning process, the students may pleas-
antly discover that it is also possible to simulate the exploration of the planet 
Mars or how a football matches may evolve.  

•    Student roles : The learning procedure includes many roles for the students. 
Each student’s roles can be altered during the learning procedure. Originally, the 
role of manager (for managing his own learning path) is assigned to every stu-
dent and the assignment remains active till the end. Moreover, during the learn-
ing process he is able to undertake the tasks of mentor, supporter or feedback 
assistant to the members of his team, co-author of the action plan and coordinator 
of the whole session. In this way, the student forms a wider image and under-
standing of himself, regarding the learning subject as well as the limits within 
which they are learning.  

•    Team cooperation : Team work contributes in the development of the positive 
learning results, because learning is a sociable procedure. A student that observes 
the way according to which his classmates research and participates with the rest 
of the class in the realizing of a common activity, is exposed to more stimuli; as 
a result, the student will have more chances to give a purpose to the learning 
activity. For example, students can design and complete a job by working in 
groups to divide up their work online and to participate in online learning com-
munities for supporting their classmates. This shared commitment increases the 
likelihood that students will fi nd meaning in the activity because of the multipli-
cation of the represented viewpoints.  

•    Interaction : The students are not passive receivers of the learning context but 
rather they play a main role in the “game of learning”, within an environment 
that provides them with experiences. Working in teams, receiving feedback, pro-
gramming interactive modern computational environments, researching, learn-
ing of acting and taking part in group discussions contain interaction elements 
and provide the learning procedure with substantial, powerful and attractive 
characteristics. For example, in a learning activity such as “Play—Modify—
Create” students could write their experiences to help their classmates who are 
preparing to be engaged in a similar activity to prepare properly. The online 
platforms of synchronous and asynchronous e-learning and communication give 
the opportunity to students to fi nd meaning in the learning activity through inter-
action with both their classmates and their teachers.  

•    Pleasure : Students like games because they make them enjoy themselves. The con-
cept of gaming is a synonym to the free research and discovery. By resolving open, 
authentic problems, for example, stimulates the creative ability, innovation and criti-
cal thinking. Tackling new challenges in the limits of students’ potential and the 
ability to solve them in different ways, provides the student with opportunities for 
further experimentation, exploration and personal expression. In this student-cen-
tered gamifi cation framework, the student feels “the master of the game” because the 
learning activity is designed to meet his own learning needs, goals and interests.     
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12.4.2.2    Elements of Progression Category 

•      Diffi culty levels : Through the diffi culty levels, students are rewarded progres-
sively for their learning achievements. It has been proved that by including this 
element in learning activities, an intrinsic motivation of the students is created, 
since they are helped to break apart the learning activities in small parts, giving 
them intermediary cognitive and recognitive abilities. For example, learning pro-
gramming structures could involve three stages: “Play—Modify—Create”. The 
“Create” stage has the highest diffi culty and involves the development of meta-
cognitive skills. It represents the fi nal stage and the successful outcome presup-
poses the successful outcome of the two previous levels of “Modify” and 
“Execute”. In the games, while the players are trying to achieve their goals, they 
realize what is happening and then they try something different. The same pro-
cedure is used in gamifi cation where students are moving within a circular frame 
between investigation and refl ection. It is worth noticing that at each stage the 
learning activities are relevant to the subject of the students.  

•    Development — Progress : There should be a visual representation of the prog-
ress of the student in the whole learning procedure. The representation of the 
student’s progress should be descriptive enough and must indicate his progress 
on learning, thinking and creating. The student thus realizes continually the cog-
nitive and metacognitive objectives of the educational process reached and 
understands his achievements at any time. The individual student fi le, which 
shows the progress and development of the student, is completed by the students 
with the help of their teacher. The descriptive assessment varies according to the 
type of action, and diffi culty of the student’s capabilities. Students have the abil-
ity to select among a wide range of activities those actions that fi t their learning 
profi le, in order to achieve their goal.  

•    Renewal : We almost never play a game only once. Moreover, every time we play 
it in a slightly different manner. Thus, the action of gaming can be more predict-
able every next time of playing. For this reason, the student in a class of com-
puter science that is called to repeat, for example, a “Play-Modifying-Creating”- like 
learning activity should start searching every next time in a different variety of 
already prepared programs. These new programs will give him the feeling that he 
begins engaging for the fi rst time to something completely different. The feeling 
of a new experience increases the positive learning outcomes while reduces the 
feeling of failures from previous attempts.     

12.4.2.3    Elements of Feedback Category 

•      Time limits : In case the deadlines are passed, the student can lose grades or 
other advantages he gained through the activity. The introduction of time limits 
can make students more responsible for their actions and help them to realize 
attentively their mistakes and rearrange their learning development as to imple-
ment the next activity within the specifi ed time.  

I. Kotini and S. Tzelepi



233

•    Feedback : There will be many times that the student will meet diffi culties or fail to 
accomplish a particular activity. The immediate feedback from the teacher or its 
classmates will help the student to realize its mistakes and focus on the modifi ca-
tion of its learning path. Students can seek for clarifi cation of their work and dis-
cuss with their peers and teachers, by posting comments through an online platform. 
Students should receive notifi cation via email in order to be able, for example, to 
respond quicker to posts and comments of their classmates. Students actively par-
ticipate in the entire process through experimentation (test and error) that regenera-
tive functions to realize their mistakes, correct them and learn from them.  

•    Rewards : Rewards might appear as a positive surprise to the students. Letting 
them continue the activity to a next “diffi culty” level, giving them additional 
grades, or conferring them the “junior trainer” role for the rest teams of their 
classmates or a short extension of a project’s deadline could count as such 
rewards. The rewards are given when they succeed in a series of challenges or 
when they are participating in some activities. Students are rewarded with expe-
rience points for undertaking various tasks. The choice of the desired reward is 
given to the student.      

12.4.3    Teacher’s Guideline of Gamifi cation Elements 

 The proposed framework is aimed at increasing students’ internal motivation rather 
than external. It is very important to incorporate intrinsic motivation because 
research shows that integration of intrinsic motivation in learning process creates an 
environment that allow students to have a fun and engaging learning experience. 
Taking all these into account, the scenario of a lesson must meet most of the follow-
ing questions grouped in the above mentioned three categories:

•     Behavior 
 –    Does the learning activity provide the student with opportunities for further 

experimentation, exploration and personal creative expression?
 –    Is the activity attractive and fun?  
 –   Does the activity activate students’ interest, curiosity, imaginary and 

enthusiasm?  
 –   Do students explore new areas of interest?  
 –   Do the activities encourage team work and interaction between members’ 

group and teachers?  
 –   Do students focus on competing with themselves and recognizing 

self-achievement?  
 –   Have students the ability to select among a wide range of activities those 

actions that fi t their learning profi le, in order to achieve their goal?  
 –   Is the activity an open—ended and authentic problem?  
 –   Are students engaged to achieve something great, awesome and bigger than 

themselves within a specifi ed time?  
 –   Does the learning procedure include many roles for the students?        
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•    Progression
 –     Is the representation of the student’s progress descriptive enough?  
 –   Does the representation of the student’s progress indicate his progress on 

learning, thinking and creating?  
 –   Is there a virtual or physical representation of having accomplished a learning 

activity?     

•    Feedback 
 –    Is there a recognition of achievement (such as by the sharing of created 

artifacts)?  
 –   Is there a differentiated list of rewards so that students can work towards 

something that interests them?  
 –   Is it given immediate feedback to students if they do a task wrong? Have stu-

dents the chance to try it again?  
 –   Are students only given a certain amount of time to do something?  
 –   Is appropriate information released to the students at each level?  
 –   Are the rewards given when they succeed in a series of challenges or when 

they are participating in some activities?  
 –   A student that is called to repeat a learning activity should start accomplishing 

every next time with a variety of different tasks?       

 Only after responding these questions should the implementation of gamifi cation 
elements be considered. These questions help the teacher defi ne the possible weak 
points in the learning activities, and work around them. The above questions are 
designed to shine the light on gamifi cation in a format familiar to teachers. 

 Any gamifi cation effort beyond the extrinsic motivation elements requires design 
and analysis of multiple aspects like behavior, progression, feedback and possible 
interactions between them. The precision and effi ciency of applying gamifi cation 
elements to the teaching depends on the thoroughness of implementing these 
aspects. Also, it is important to meet most of the above mentioned questions in order 
not to lose these specifi c and important aspects.  

12.4.4    Computational Thinking Skills 

 The computational thinking in education involves a process of problem solving that 
contains capacities development (Computational Thinking Teachers Resources, 
 2013 ). In the context of teaching the various subjects, the development of the fol-
lowing computational thinking skills is desirable (Kotini & Τzelepi,  2012 ):

•    Formulating problems in a way that enables the use of hardware and software 
tools for solving them  

•   Modeling problems  
•   Logically organizing and analyzing data  
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•   Representing data through abstractions, e.g. models and simulations  
•   Automating solutions through algorithmic thinking  
•   Identifying, analyzing, and implementing possible solutions with the goal of 

achieving the most effi cient and effective combination of steps and resources  
•   Synthesizing of individual solutions and searching for the optimal one  
•   Generalizing and transferring the problem-solving process to a wide variety of 

problems  
•   Developing of abstraction and pattern recognition abilities  
•   Testing and debugging processes  
•   Self-assessment     

12.4.5    Dispositions and Behaviors of Computational Thinking 

 The above skills are supported and strengthened by a number of dispositions and 
behaviors that are essential features of computational thinking:

•    Confi dence in dealing with complexity  
•   Persistence in working with diffi cult problems  
•   Tolerance for ambiguity  
•   Ability to deal with open-type problems  
•   Ability to communicate and work with others to achieve a common goal or 

solution     

12.4.6    Computational Thinking Vocabulary 

 The problem solving procedures used to enhance these skills in a cognitive—emo-
tional context include an appropriate vocabulary that is useful for knowledge trans-
ferring to other cognitive subjects, as follows:

•    Data collection  
•   Data analysis  
•   Data representation  
•   Problem decomposition  
•   Abstraction  
•   Algorithms and procedures  
•   Automation  
•   Simulation  
•   Parallel processing      
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12.5     Use of Proposed Framework 

 The above framework is designed to help teachers in the construction of their gami-
fi ed lesson plans. Specifi cally, the main objectives of this framework are:

•    to help teachers develop an understanding of gamifi cation and recognize the 
gamifi cation elements they are already including in their lessons  

•   to support teachers re-examine their current lessons with an eye to extending an 
activity with gamifi cation elements. Teachers can use this framework as model 
for re-examining lesson plans to identify where gamifi cation elements currently 
exist and where an added activity or extension could incorporate gamifi cation 
into a learning experience.    

 The recognition of gamifi cation elements can be achieved by the teacher, taking 
under consideration the questions provided in teacher’s guideline section. Α teacher 
should take into account the learning objectives of the scenario in order to be able 
to design appropriately a learning activity with gamifi cation elements. Each learn-
ing activity is based on a main idea. This main idea is related to the desirable learn-
ing results. The scenario aims not only at targeting a learning outcome but to 
motivate, to entertain and to attract students’ interest. As a result, teacher can create 
scenarios based on a gamifi ed story using the pillars of Constructivist learning the-
ory such as active participation of students which is also a gamifi cation element. For 
example, teachers could teach the algorithm of “divide and conquer” by using a 
fi ctitious but serious problem: “A pair of dirty socks has accidently been wrapped in 
one of the gifts that Santa is ready to deliver, and he needs help to understand how 
to prevent a child getting an unpleasant surprise. How can we help Santa Claus 
resolve this problem?” The teacher has to answer the following three questions.

•    Is the problem—scenario—main idea capturing the students’ interest?  
•   Is the problem—scenario—main idea leading us in achieving a learning 

outcome?  
•   Are the gamifi ed learning activities tightly connected to the learning goal?    

 The above questions are intended to help teachers correlate gamifi cation ele-
ments with the learning activities. Teachers, who respond to each one of the ques-
tions as they plan their lesson, integrate gamifi cation elements into teaching. At the 
end of the course and after the implementation of scenario the teacher can evaluate 
the scenario and refl ect on the fi nal results. If the results are desirable he/she can 
keep the scenario as it is written. Otherwise, he/she will need to make adjustments 
to the scenario where there are weaknesses and add an activity or an extension that 
could incorporate gamifi cation into a learning experience.  
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12.6     Application Scenarios 

 The following three examples illustrate the application of the proposed framework 
and demonstrate the utilization of gamifi cation as a mean to encourage the students 
to participate. 

 For each scenario, indicative correlations between learning activity and the pro-
posed framework, with the following meaning are provided. Each description of 
activity is provided in a gray frame, followed by the achieved computational think-
ing skills, dispositions, or vocabulary and the related objectives of gamifi cation and 
constructivist learning theory. Words or phrases surrounded by brackets (i.e. 
[Announce]) represent the particular actions on which the correlation is defi ned. To 
clarify whether an action is considered as a computational thinking or gamifi cation 
one additional commentary is provided as needed. 

 For each principle and objective of gamifi cation and constructivist learning the-
ory, there is a disposition of computational thinking that is enhanced. This correla-
tion leads to positive results in terms of disposition of computational thinking 
obtained through the proposed framework. Activities based on constructivist learn-
ing theory and embedded with gamifi cation features are more attractive and can 
help the students to develop and improve computational thinking skills and disposi-
tion. Additionally, these activities provide students with the appropriate vocabulary 
in order to apply their skills and knowledge in other subjects. In this way, the diffu-
sion of knowledge and skills of computational thinking is achieved. 

12.6.1    First Scenario 

 The fi rst scenario refers to teaching the structure of the “if-then” control statement 
in the programming environment Scratch (Scratch,  2013 ). The correlation to the 
computational thinking, gamifi cation elements and constructivism learning theory 
objectives throughout the learning activity is depicted below. An introduction to 
conditional statement “If”. The teacher [ announces ] to the students the purpose and 
objectives of the lesson. 

 [ Announce ]

 –    Gamifi cation (Rules): In the fi eld of game design and in the educational fi eld, 
the rules should be known from the beginning to ensure a balanced and a fun 
learning framework.  

 –   Constructivist Objective: Students learn better when they know the purposes 
and the objectives of their lesson.  

 –   Computational Thinking Disposition: Confi dence in dealing with 
complexity         
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 Cognitive Objective: Realization, recognition and modeling of the conditional 
statement by using events of everyday life. 

 [ Work in groups ]

 –    Gamifi cation (team work): The social interaction is important for building a 
learning community and enhancing the cooperation.  

 –   Constructivist Objective: The learning process is enhanced when it occurs in 
a social context.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution.    

  [Identify] 

 –    Gamifi cation (discovering -Researching): Students naturally love to explore. 
Providing multiple opportunities for discovery learning experiences contrib-
utes to the active participation of students.  

 –   Computational Thinking Skill: Development of reasoning and pattern recog-
nition abilities.  

 –   Computational Thinking Vocabulary: Data organization  
 –   Computational thinking Disposition: Tolerance for ambiguity    

  [Examples from everyday life] 

 –    Constructivist Objective: Building on the previous knowledge of the students.  
 –   Computational Thinking Disposition: The ability to deal with open-ended 

problems  
 –   Computational Thinking Vocabulary: Data collection    

  [Formulate] 

 –    Computational Thinking Skill: Development of the ability of modeling  
 –   Computational Thinking Vocabulary: Data representation through 

abstractions  
 –   Computational Thinking Disposition: Confi dence in dealing with complexity    

  [Present and discuss] 

 –    Constructivist Objective: Learning is enhanced when it occurs in a social 
context.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution.   

• Students [ work in groups ] of two. They [ identify ] and record [ examples 
from everyday life ], but also from their interaction with the digital world, 
where the realization of an action is the result of an event that has happened 
before. Then they are asked to [ formulate ] the examples in the form of “If 
… then …”. Then, students [ present and discuss ] in the class the results of 
their work.
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       Cognitive Objective: Realization, recognition and modeling of the conditional 
statements and their characteristics that are presented in written texts. 

  [Extracts of texts] 

 –    Constructivist Objective: Activities are based on the students’ interests.  
 –   Computational Thinking Disposition: Tolerance for ambiguity.    

  [Choose] 

 –    Gamifi cation (Freedom of Choice): Students get involved in the activity of 
their choice.  

 –   Computational Thinking Disposition: Confi dence in dealing with 
complexity.    

  [Identify] 

 –    Computational Thinking Skill: Logically organizing and analyzing data.  
 –   Computational Thinking Disposition: Tolerance for ambiguity. Confi dence in 

dealing with complexity.         

• [ Extracts of texts ] in electronic form from the fi elds of technology, sports, 
entertainment and media are given  to students . The students are asked to 
[ choose ] one of the proposed extract in order to [ identify ]: (i) the condi-
tional statements, (ii) the form of the conditional statements and (iii) the 
set of  actions  they perform as a result of the conditional statements. The 
students are asked to [ formulate ] the conditional statements in the form of 
“If … then …” or in the form of “If … then … else …”. Then, the students 
[ present and discuss ] in the class the results of their work.

 – Descriptions of Scratch projects are given to students. The Scratch projects 
are from the area of games, animations and stories. Students have the 
opportunity to [ choose ] the project they prefer. Students are asked to [ iden-
tify ] actions that suggest structures of control and [ formulate ] them in the 
form “If … then… else”. The students “run” the associated projects and 
[ observe ] the conduct of the characters as well as how it changes. The stu-
dents [ compare ] and discuss their notes. They have the possibility to [ ask 
for help ] from their classmates or the teacher whenever they face diffi cul-
ties. After they [ have examined ] the statements, they try to [ identify ] the 
part of the statements that “breaks” the serial fl ow of the execution and 
diverts the “scenario” from its direction. The students [ correlate ] this part 
of the statements with the previous grouping. Their projects [ are presented 
and discussed in class ].
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 Cognitive Objective: awareness, recognition and modeling of conditional state-
ment and its characteristics in Scratch projects. The students are able to recognize 
the conditional statement by either reading the source code or “running” the 
“executable”. 

  [Ask for help] 

 –    Gamifi cation (Feedback): Without proper feedback students feel lost and after 
some time they give up the effort.  

 –   Computational Thinking Disposition: Persistence in working with diffi cult 
problems.    

  [Compare] [have examined], [observe], [identify] ,  [correlate] 

 –    Computational Thinking Skill: Development of analytical and synthetic 
ability.  

 –   Computational Thinking Vocabulary: Abstraction.  
 –   Computational Thinking Disposition: Persistence in working with diffi cult 

problems.         

• The teacher in [ collaboration with students ] introduces the conditional 
statement, its characteristics and its necessity.

  [Collaboration with students] 

 –    Gamifi cation (Roles of Student): During the activities students take the roles 
of the author, the contributor, the teacher and the coordinator. Each of these 
roles cultivates and develops a broad set of skills and dispositions. The feel-
ings of satisfaction and pleasure dominate in all roles.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution.         

• Scratch projects from the area of games, animations and stories are given 
to students. Students are asked to [ choose ] the project on which they would 
like to work. They [ modify and / or expand ] this project, following specifi c 
criteria. Their projects [ are presented and discussed in class ].

  [Modify/expand] 

 –    Gamifi cation (Discovering –Researching): The process of modifi cation and 
extension challenges students to discover, explore, create and self-express.  

 –   Computational Thinking Skill: Development of analytical and synthetic 
ability.  
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 –   Computational Thinking Vocabulary: Abstraction.  

 –   Computational Thinking Disposition: Persistence in working with diffi cult 
problems.         

• Students [ create ] their own projects of a certain subject with specifi c 
requirements. They can start from scratch or use a given set of commands. 
Their projects [ are presented and discussed in class ].

 Cognitive Objective: ability to use and integrate the various conditional 
statements. 

  [Create] 

 –    Gamifi cation (Imagination): Creativity stimulates the imagination. Students 
use their imagination to provide innovative solutions to problems.  

 –   Computational Thinking Skill: Development of analytical and synthetic 
ability.  

 –   Computational Thinking Disposition: Persistence in working with diffi cult 
problems.  

 –   Computational Thinking Vocabulary: Automation.         

 Cognitive Objective :  ability to self-regulation 

  [Self-Assessment] 

 –    Gamifi cation (Freedom of choice): Students are responsible for their learning 
path.  

 –   Computational Thinking Disposition: Confi dence in dealing with 
complexity.         

• [ Self - Assessment ]. Students describe how they have worked, the diffi cul-
ties they encountered, what they liked, what they would like to change both 
at the individual level and at the level of instruction.

• Students upload their projects on the Internet at the respective [ electronic 
learning community ]. Each project is accompanied by a description about 
their working methodology in text or video form. Thereafter, students 
organize a series of seminars to introduce programming to students from 
other schools. Seminars are supported by distance synchronous and asyn-
chronous learning platforms.
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 Cognitive Objective: Diffusion of knowledge, skills, experiences and projects of 
students in other school communities. 

  [Electronic learning community] 

 –    Gamifi cation (Rewards): Reward does not come through points and degrees 
but by the possibility of engaging in other educational areas and transferring 
knowledge, skills and experiences.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution.     

12.6.2    Second Scenario 

 The second scenario refers to the course “Introduction to Programming”, as a part 
of a set of teaching activities of an interdisciplinary scenario on the food chain. 
Similarly, the correlation to the computational thinking, gamifi cation and construc-
tivist learning theory objectives throughout the learning activity is presented below.      

• The students [ work in groups ] of two. They [ create ] an interactive story of 
their choice that represents the food chain. They [ select ] a programming 
environment that they will use to implement the food chain. They can [ ask 
for help ] from their classmates and the teacher. They [ divide their stories ] 
into sections. Characters have specifi c behavior and interact with each 
other in a specifi c order. The students should [ think ] what they want their 
characters to do. How will their costumes and the backgrounds be; Then, 
they [ implement ] their ideas. They create at least three characters and use 
all the algorithmic structures and concepts that they have learned. This 
scenario demands [ advanced knowledge ] in the fi eld of the programming 
concepts. They run the program and [ ensure ] that the interactive story pro-
gresses as they had planned it. Otherwise, the students [ fi nd and correct 
their mistakes ] in order to represent in an integrated way the model of the 
relationship between the characters. The students [ present ] and [ discuss ] 
the progress they have made in the classroom. In the end, they complete, 
and add in  their  [ e - portfolio ] the self-assessment sheet.

 Cognitive Objective: The students are able to create an interactive story repre-
senting the food chain using Scratch the programming environment of their choice. 

  [Group] 

 –    Constructivist Objective: The learning is enhanced when it occurs within a 
social context.  
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 –   Gamifi cation (Team cooperation): Students learn best when they work in 
groups, because the communication among them can be amusing.  

 –   Computational thinking Disposition: Ability to communicate and cooperate 
with others in order to achieve a common goal.    

  [Create] 

 –    Gamifi cation (Open-type problems): Activities solving authentic open- type 
problems are challenging for students. The challenge makes these activities 
interesting and attractive, enhancing in this way the intrinsic motivation of the 
students.  

 –   Computational Thinking Skill: Automating solutions through algorithmic 
thinking.  

 –   Computational Thinking Disposition: Tolerance for ambiguity.  
 –   Computational Thinking Vocabulary: Automation    

  [Select] 

 –    Gamifi cation (Freedom of Choice): Students have the opportunity to choose 
from a wide range of programming environments, those environments that 
suit their learning profi le.  

 –   Computational Thinking Skill: Identifi cation, analysis and implementation of 
alternative solutions to achieve the most effi cient and effective combination of 
solution time and resources.  

 –   Computational Thinking Disposition: Ability to deal with open-type 
problems.    

  [Ask for help] 

 –    Gamifi cation (Feedback): The immediate and clear feedback reduces the 
stress of students and helps them to focus on their work. Students want to 
know the reasons why their solution is correct or not. The immediate informa-
tive feedback is different from a simple reward system. It gives  opportunities 
to students to make sense of their experiences and to refl ect on their work.  

 –   Constructivist Objective: The teacher has a consultative and guiding role and 
helps students to master new knowledge.  

 –   Computational Thinking Disposition: Ability to communicate and cooperate 
with others to achieve a common goal.    

  [Divide their stories] 

 –    Computational Thinking Skill: Students analyze their stories into smaller sub-
sections (Abstract Ability).  

 –   Computational Thinking Disposition: Confi dence in dealing with 
complexity.  

 –   Computational Thinking Vocabulary: Breaking down a problem into smaller 
more manageable parts.    
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  [Think] 

 –    Gamifi cation (Imagination): Students activate their imagination by creating 
characters and attaching behaviors in them. The excitement of the imagina-
tion is a motivating force for learning. At the same time, the skills of observa-
tion, the synthetic capacity and evaluation are cultivated.  

 –   Computational Thinking Skill: Modeling of the problem.  
 –   Computational Thinking Disposition: Tolerance for ambiguity.  
 –   Computational Thinking Vocabulary: Simulation    

  [Implement] 

 –    Computational Thinking Skill: One objective of this activity is the dynamic 
representation of the model of the food chain in a programming environment. 
Achieving this objective requires skills algorithmic thinking (for program-
ming) and simulation (representation of the mental model).  

 –   Computational Thinking Disposition: Confi dence in dealing with 
complexity.  

 –   Computational Thinking Vocabulary: Algorithms and Procedures, 
Automation.    

  [Advanced knowledge] 

 –    Gamifi cation (Level of diffi culty): A basic principle of game design is the chal-
lenge. Games are inherently satisfactory because the challenge is modulated 
according to the skill level of the player. Respectively in the education space, 
initially the activities are easy because the challenges are basic. With the pas-
sage of time and as acquiring more learning experiences, the  challenges become 
more diffi cult, keeping students at the optimum level of engagement.  

 –   Computational Thinking Disposition: Persistence in working with diffi cult 
problems.    

  [Ensure] 

 –    Gamifi cation (Development—Progress): In the games the player’s perfor-
mance is clear and is part of the dynamic of the game itself such as the score 
in football. Similarly, in a programming environment the successful comple-
tion of the project is an immediate feedback, and a representative sample of 
the evolution of the student. The student derives satisfaction from his own 
effort and the work he has done.  

 –   Computational Thinking Skill: Testing and debugging procedures.  
 –   Computational Thinking Disposition: Persistence in working with diffi cult 

problems.    

  [Find and correct your mistakes] 

 –    Computational Thinking Skill: Testing and debugging procedures.  
 –   Computational Thinking Disposition: Persistence in working with diffi cult 

problems.    
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  [Present] 

 –    Gamifi cation (Pleasure): The effort that is made and the completion of the 
project in accordance with the capabilities of students has led to the strength-
ening of self-confi dence and intrinsic satisfaction. The student derives plea-
sure from his own work rather than external rewards.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution.    

  [Discuss] 

 –    Gamifi cation (Feedback): The debate, the presentation and the exchange of 
ideas reconstructs new knowledge, reinforces the self-confi dence and 
enhances the communication skills.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution.    

  [E-portfolio] 

 –    Gamifi cation (Development—Progress): Students are themselves responsible 
for their learning process.  

 –   Computational Thinking Skill: Self-assessment  
 –   Computational Thinking Disposition: Persistence in working with diffi cult 

problems.     

12.6.3    Third Scenario 

 In this scenario, students see how often they use abstraction in their everyday life. 
So, the learning activity combine students’ everyday routine and a Mad-Lib style 
thinking game to help class learn about the effectiveness of abstraction. Students 
work in groups using papers, pencils, and printed copies of “fi ll-in-the-blank” sto-
ries to:

    (1)    have the opportunity to internalize the idea of “abstraction”   
   (2)    combine writing and abstraction to express their own creativity and   
   (3)    analyze their day to fi nd differences that they can turn into similarities.     

 Project ownership and team participation fosters student engagement. The learn-
ing activities come from the everyday life of students and have the form of solving 
open ended problems. Solving open-ended authentic problems that require imagina-
tion, inventiveness, inquiry, exploration and analysis enhance and reinforce the 
intrinsic motivation of students. 
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12.6.3.1    Activity 1        

• Prompt students with: “So, what did you have for [waffl es this morning]? 
No one? Okay, what did you have for [toast yesterday]?”

  [waffl es this morning] 

 –    Gamifi cation (Emotion): Students might look confused and curious.  
 –   Constructivist Objective: Use of notions met in everyday time    

  [toast yesterday] 

 –    Constructivist Objective: Active participation of the students.  
 –   Gamifi cation (Interaction): Some students are starting raise their hands. They 

are willing to share and to agree, because they want to participate, but proba-
bly not because they understand         

• If students do not come up with answers, provide a few prompts: “See what 
I was doing there? I identifi ed my experience in a very specifi c manner, 
and that made it harder for everyone else to relate to”. “[What could I have 
said] that more people would have related to   ?”

  [What could I have said] 

 –    Gamifi cation (Freedom of Choice): Asking “what” questions lead students to 
very different possible solutions  

 –   Constructivist Objective: Active participation of the students         

• At some point, students will start to come up with the idea of using “break-
fast” in place of the actual food that was consumed. The immediate feed-
back from the teacher or its classmates will help student to realize an 
alternative perspective of problem solving. In a way, the word ‘breakfast’ 
is like a variable that we use to hold a space for whatever it is we ate this 
morning. By taking the specifi c word out and replacing the space it leaves 
with “breakfast”, we are using abstraction to make something work for 
multiple people. “[Could you give me some examples] of other places that 
they may naturally use abstraction to allow more people to understand 
them?” “Is    there anything *not* food [related]?”

I. Kotini and S. Tzelepi



247

  [Could you give me some examples] 

 –    Constructivist Objective: use notions met in everyday time    

  [related] 

 –    Gamifi cation (Diffi culty Levels) There is a progressive transition from easier 
task to more diffi cult and to the most diffi cult task.  

 –   Constructivist Objective: Scaffolding       

• [Can you explain] the concept of abstraction?

  [Can you explain] 

 –    Computational Thinking skills: Self-assessment  
 –   Computational Thinking Vocabulary: Abstraction     

12.6.3.2    Activity 2        

• Prompt students with these questions: [Work on groups]. “I will pass out 
a fi ll-in-the-blank [story]”. “First you take your _____ then add a layer of 
_____ before you pour on a hearty dose of _____. Next, press some 
_____ down into the _____ before covering with a sprinkle of _____. 
That’s how I make a _____!” It is a specifi c story about one thing, but we 
can use abstraction to turn some of the specifi c words into blanks, and 
now the story can be about lots of things. [What can you make] your 
story about? Share your ideas with your classmates.

  [story] 

 –    Gamifi cation (Freedom of Choice): Students have the ability to select among 
a wide range of stories those paragraphs that fi t their learning profi le.    

  [What can you make] 

 –    Gamifi cation (Open-type problems) can be challenging for students inexperi-
enced with this learning strategy. Explicitly state that this problem does not 
have the “correct answer” students typically work for.  

 –   Constructivist Objective: The learning process is enhanced when it occurs in 
a social context.    
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  [Work on groups] 

 –    Gamifi cation (team work): The social interaction is important for building a 
learning community and enhancing the cooperation.  

 –   Constructivist Objective: The learning process is enhanced when it occurs in 
a social context.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution.         

• I    will you give a page that has two different stories that were created from 
the same template. Can you fi gure out what places need to be abstracted? 
What does their abstracted story look like? Can you create a third story, 
using the abstracted template? Can you abstract the template even further, 
even if the three versions of the stories don’t require it? What might that 
look like? Does a more abstract template have more or less fl exibility? Is 
there a point when abstracting a template is no longer helpful? What 
about when the entire story is blank? [Can you explain] the concept of 
abstraction?

  [Can you explain] 

 –    Constructivist Objective: (Spiral Approach in Teaching): This is given to the 
student a second chance to try again to explain the concept of abstraction.  

 –   Gamifi cation (Freedom of Choice): The student himself according to its 
learning profi le decides if he will give a defi nition or an example 
application.         

• “Let’s have fun. [You can create your own templates] from scratch and 
share them with your classmates.” [Each group could demonstrate] its 
solution to the class. For example, you can write a short [comic story] with 
many key words replaced with blanks. Ask the other classmates, in turn, to 
contribute some word for each blank and read aloud the completed story.

  [You can create your own templates] 

 –    Gamifi cation (Discovering—Researching): The learning activity provides the 
student with opportunities for further experimentation, exploration and per-
sonal creative expression.    

  [Each group could demonstrate] 

 –    Gamifi cation (team work): The social interaction is important for building a 
learning community and enhancing the cooperation.  
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 –   Constructivist Objective: The learning process is enhanced when it occurs in 
a social context.  

 –   Computational Thinking Disposition: The ability to communicate and work 
with others to achieve a common goal or solution    

  [comic story ]

 –    Gamifi cation (Pleasure): Students have fun and utilize their imagination as 
they learn. Abstraction can be fun!  

 –   Constructivist Objective: The learning process is enhanced when it occurs in 
a social context.  

 –   Computational Thinking Skills: Developing of Abstraction  
 –   Computational Thinking Disposition: The ability to communicate and work 

with others to achieve a common goal or solution.       

12.7     Conclusions and Future Work 

 The educational systems are primarily designed to provide students with in-depth 
knowledge of the cognitive subject, while developing skills, dispositions and behav-
iors of computational thinking. These skills will give them the necessary ability to 
cope with the demands and challenges of the near future. The process of increasing 
student exposure to computational thinking is complex and is based mainly on student 
engagement and motivation. Positive impact on students’ learning can be achieved 
through the involvement of students in gamifi ed learning activities that are based on 
the development of computational thinking skills. Our suggestion is to design learning 
activities, embracing the concept of gameful design and the principles of computa-
tional thinking and constructivism theory from the very beginning age, to make them 
more interesting for students and to improve learning outcomes. 

 In this article, a student-centered gamifi cation framework to enhance the active 
participation of students based on intrinsic motivation was presented. The student 
plays a major role in this context. Moreover, his participation in organizing, design-
ing and evaluating learning activities can increase the chances of fi nding meaning in 
learning activities and enhance intrinsic motivation learning. In the proposed frame-
work, students are free to fail experiment and learn at their own pace according to 
their own rules instead of the teacher’s rules. 

 Our framework proposes new ways of gamifi cation that are more meaningful for 
students. Reducing the overall importance of extrinsic rewards and introducing 
cooperative and social learning activities including “open” problems increases stu-
dent motivation and engagement. In order to enhance students’ intrinsic motivation 
concerning learning, we leverage key constructs of gamifi cation such as curiosity, 
challenge, imagination, team cooperation, self-expression, feedback, emotion and 
rewards. All the gamifi cation elements used have been selected under the light of 
constructivist learning theory and they are also compatible with learning activities. 
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Each of these elements has been adjusted to the peculiarities of the learning 
environment in such a way as to promote the development of computational think-
ing skills. By applying gamifi cation elements to computational thinking learning, 
opportunities for changing the climate in the classroom and shaping learning meta-
cognitive abilities (learning how to learn) are increasing. 

 The suggested framework attempts to change lesson plan design and structure in 
order to help teachers in the construction of their gamifi ed lesson plans. Specifi cally, 
the main objectives of this framework are helping teachers understand gamifi cation 
and recognize the gamifi cation elements that are already included in their lessons 
and encouraging teachers to re-examine their current lessons with an eye to 
 extending an activity with gamifi cation elements. Teachers can use this framework 
as a model for re-examined lesson plans to identify where gamifi cation and compu-
tational thinking elements currently exist and where an added activity or extension 
could incorporate gamifi cation into a learning experience. Three prototype scenar-
ios and the corresponding correlations to the computational thinking, gamifi cation 
and constructivist learning theory goals throughout the learning activities were pre-
sented as a guide to framework application. The fi rst two scenarios are from the fi eld 
of Computer Science and the third scenario is dialing with the notion of abstraction. 
By wrapping the appropriate set of gamifi cation design and constructivist learning 
theory principles around the educational process, a computational thinking learning 
experience can be created that motivates students during the learning process. 

 The framework we have developed for gamifi cation of Computer Science courses 
is fl exible and can be extended easily to other scientifi c areas where interventions to 
increase engagement and retention are desire, as it is presented in the third scenario. 
In our suggested model, the benefi ts of gamifi cation are not limited to the “learning 
fun” but also are extended on the development of complex problem solving skills, 
creativity and persistence in working with diffi cult problems. 

 Our empirical experience has shown that the proposed framework has had a posi-
tive infl uence on the procedure of learning. We are interested in assuring the benefi -
cial effects of the suggested model through qualitative surveys. Our proposed 
framework is still evolving. We are mainly aiming at answering the following ‘open’ 
research question; which gamifi cation element has the greatest impact on learning 
procedure and why. Although gamifi cation effect on the cognitive aspects of educa-
tive content seems to be successful, we think that by fi nding the success rate of the 
individual gamifi cation elements in the students’ engagement and in the develop-
ment of cognitive skills we could ameliorate our proposed framework. To assist 
teachers incorporate gamifi cation, computational thinking and constructivism into 
their courses, we are planning to design and develop a web-based gamifi ed lesson 
planning system. This online system will enable teachers to create easily, discuss, 
share, and disseminate lesson plans. There is a need to help teachers who are new to 
the concept of gamifi cation to understand the meaning and give them the opportu-
nity to experiment with the framework that will help them to implement gamifi ca-
tion and computational thinking in lesson plan design.     
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    Chapter 13   
 Educational Gamifi ed Science Simulations 

             Johanna     Pirker      and     Christian     Gütl    

13.1             Introduction and Motivation 

 Teaching conceptual content such as is found in STEM (Science, Technology, 
Engineering and Mathematics) fi elds represents a challenge for many educators. 
Modern instructors use pedagogical approaches based on constructivism and interac-
tive engagement (Hake,  1988 ; Sanders,  2009 ). It is important to not only recite formu-
las, but to teach how to solve problems and apply these formulas. Major issues include 
the level of abstraction and the invisibility of phenomena such as electromagnetism. 
In this context, visualization of concept can improve students’ understanding. 

 Interactive simulations are one of the most powerful tools for teaching, learning, 
and understanding the behaviour and characteristics of physical laws, processes or 
systems. Computer-animated science simulations allow users to observe a variety of 
phenomena more easily while also supporting the conduction of expensive or dan-
gerous experiments (Sanders,  2009 ). But even a well-designed simulation can be 
frustrating and does not suffi ciently focus on motivational aspects. This can reduce 
the learning outcome and effi ciency. Motivational, interactive engagement formats, 
such as a game-based or collaborative design, can be used to overcome or at least 
mitigate this issue and not only improve the students’ understanding of the concepts, 
but also increase their enthusiasm for the fi eld. 
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 The introduction of gaming strategies and game elements in these simulations 
can help to overcome the issue of insuffi cient motivation and engagement. Creating 
a motivational simulation which reminds the students of a computer game, however, 
requires an elaborate design process (Schell,  2008 ). Many studies provide informa-
tion about designing games, learning games, or simulations but say little about 
design principles to integrate game-design strategies into simulations which are in 
line with pedagogical and instructional design heuristics. 

 In this chapter we propose a gamifi cation framework with a focus on educational 
simulations in STEM fi elds. The aim is to support designing, creating, and even con-
verting an existing simulation into a gamifi ed, motivational simulation, which consid-
ers educational implications in a cost and time-effi cient way. The second part of this 
chapter introduces a fi rst application of the model demonstrating the gamifi cation 
process using the example of the Java-based educational visualization and simulation 
framework TEALsim. The last section concludes with lessons learned and further.  

13.2     Background 

13.2.1     Educational Simulations in Science Education 

 One major challenge in STEM education is the presentation and discussion of 
abstract concepts, such as physical laws and phenomena, which are diffi cult to con-
ceptualize and visualize. One example might be the interaction of electric fi elds 
with charges (Dori & Belcher,  2005 ). Neither textbooks nor the explanation of tal-
ented instructors can replace computer-based dynamic visualizations such as ani-
mations or simulations, which can conceptualize these effects. Invisible effects can 
be made visible, time and space can be stretched, and even dangerous or otherwise 
impossible experiments can be easily conducted (Lunce,  2006 ). Aldrich ( 2009 ) 
defi nes educational simulations as “[…] structured environments, abstracted from 
some specifi c real-life activity, with stated levels and goals.” 

 Dori and Belcher ( 2005 ) refl ect on their impressions of simulations in the fi eld of 
physics as follows: “These visualizations enable students to develop intuition about 
various electromagnetic phenomena by making the unseen seen in game playing and 
experimentation.” (p. 252) Animations are passive representations of principles and phe-
nomena, and are only designed for students to watch. Instead, simulations have a more 
interactive character and allow the manipulation of the conditions of the principles and 
the parameters modeled, and therefore the behavior of the visualizations (Lunce,  2006 ). 
Exploring and experiencing principles and phenomena on their own help students to 
link the abstract formulas with visible behaviors. Different educational tools such as 
Physlets (Christian,  2005 ) and online platforms and collections such as Open Source 
Physics (OSP,  2003 ), or PhET (PhET,  2011 ) are available to support the STEM curricu-
lum. Another important example is TEALsim, which focuses on the visualization of 
abstract physical concepts in the area of electromagnetism (TEALsim Website,  2004 ). 

 Research revealed that simply showing simulations to students does not enhance or 
prompt deeper understanding of concepts. Depending on the context of the learning 
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content, the interactive character of simulations, however, can serve as an  excellent 
tool to engage students and encourage them to explore diffi cult topics in more details. 
In an interview study with 89 students using different PhET simulations, Adams et al. 
   ( 2008a ) observed that “simulations can be highly engaging and educationally effec-
tive, but only if the student’s interaction with the simulation is directed by the student’s 
own questioning” (p. 1). They also suggest that if students only observe simulations 
and do not interact, they do not ask questions and cannot make new connections. 

 Different research groups have identifi ed strategies and guidelines for enhancing 
the quality of educational simulations. Bell and Smetana ( 2008 ) highlight the 
importance of student-centered instructions, which mean that simulations supple-
ment, but do not replace instructional modes. Windschitl and Andre ( 1998 ) found 
that constructivist simulations with exploratory character are “more effective in 
altering learners’ misconceptions” in comparison to confi rmatory simulations, 
where students are following clear instructions. The importance of adding 
exploration- based activities to enhance the students’ understanding of the learning 
concepts was also observed by Adams et al. ( 2008a ,  2008b ). The authors found that 
factors such as interactivity, presence of little puzzles, visual aids such as labels, and 
fun and playful elements infl uence the students’ engagement. 

 In the light of the discussion above, the following heuristics can be applied to 
guide the design process of instructional simulations:

•    Educational simulations should be constructivist with exploratory character.  
•   Educational simulations should supplement and not replace instructions  
•   Instructions should be student-centered  
•   Limitations of simulations should be pointed out  
•   Simulations should be designed in an engaging manner to support conceptual 

learning    

 Student engagement is a powerful tool for enhancing understanding and motiva-
tion to learn with the simulation. In the next section we will discuss this idea in 
more detail.  

13.2.2     Motivation and Learning 

 According to Graham and Weiner ( 1972 ) “motivation is the study of why people 
think and behave as they do. In the context of academic achievement, motivational 
concerns would be addressed if we were to ask, for example, why some students 
complete tasks despite enormous diffi culty, while others give up at the slightest 
provocation, or why some students set such unrealistically high goals for themselves 
that failure is bound to occur.” An important term hereby is  intrinsic motivation  
( IM ), which refers to doing activities because of their satisfying, fun, and interesting 
nature (Deci,  1975 ; Vallerand et al.,  1992 ). IM is an important concept for instruc-
tional designers and teachers, because it results in “ high - quality learning and cre-
ativity ,  it is especially important to detail the factors and forces that engender versus 
undermine it ” (   Ryan & Deci,  2000 ). In the context of learning, three types of IM are 
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identifi ed: (I.1) Intrinsic motivation to know, (I.2) intrinsic motivation toward 
accomplishments, and (I.3) intrinsic motivation to experience stimulating sensa-
tions such as sensory pleasure or excitement (e.g., through excitement from active 
class discussion). In contrast to IM,  extrinsic motivation  ( EM ) represents behavior 
which does not stem from personal interest. It is possible to differentiate between 
three types of EM: (E.1) External regulation (e.g., child learns because the parents 
force him to), (E.2.) Introjection (the individual has already internalized the reasons 
for the action), and (E.3.) Identifi cation (the actions are perceived as chosen by the 
individual). Beside IM and EM,  amotivation  ( AM ) is used to describe the state 
where individuals are neither intrinsically nor extrinsically motivated and do not 
experience any external or internal motivators (Vallerand et al.,  1992 ). 

 Vallerand et al. ( 1992 ) introduce the  Advanced Motivation Scale  ( AMS ) as a 
scale for measuring motivation in educational settings. It is based on the Echelle de 
Motivation en Education (EME) and helps to measure the three types of intrinsic 
motivation, the three types of extrinsic motivation, and amotivation. 

 Csikiszentmihalyi ( 1990 ) identifi ed eight major components that cause enjoy-
ment: (1) Tasks we have a chance of completing, (2) ability to concentrate on what 
we are doing, (3) tasks with clear goals, (4) tasks with immediate feedback, (5) deep 
and effortless concentration, (6) sense of control over actions, (7) loss of self- 
consciousness, (8) sense of the duration of time is altered. Csikiszentmihalyi 
describes experiences which are full of enjoyment as “so gratifying that people are 
willing to do it for its own sake, with little concern for what they will get out of it, 
even when it is diffi cult, or dangerous” (Csikiszentmihalyi,  1990 , p. 71). These 
experiences can be described as state of fl ow. Csikszentmihalyi ( 1975 ) introduced 
the term fl ow as an optimal experience characterized by full attention and maximum 
performance on an activity. Flow can be found in different activities such as experi-
encing a book, sports activities, art, or music. Plays, games, and computer games 
are obvious activities which are likely to promote such fl ow states. Many of the 
eight components that cause enjoyment can be found in games. Using these strate-
gies, games and game-based teaching methods can be a powerful way to achieve 
higher student motivation in different learning environments, such as in classrooms, 
in online environments, or in blended systems.  

13.2.3     Games and Gamifi cation in Education 

 The idea of using digital games in contexts other than fun, leisure, and entertain-
ment is not a new one. The fi rst experiments with games with a serious purpose 
were grounded in military training (Deterding, Dixon, Khaled, R, & Nacke,  2011 ). 
In the last year, more and more gaming strategies were also making their way into 
the classroom to enhance intrinsic student motivation. With key statements such as 
“Games are a more natural way to learn than traditional classrooms” (Aldrich, 
 2009 ), various ideas emerged how to integrate games or game elements into learn-
ing settings in classrooms and online learning environments. James Paul    Gee ( 2007 ) 
suggests that educators might benefi t from studying how game players learn through 
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game play. Schell ( 2008 ) even compared the traditional classroom design with a 
game (see Fig.  13.1 ).

   Playing a game is already a powerful learning tool in itself: players have to learn 
new skills in a new (but safe) environment (Koster,  2004 ). Mayo ( 2007 ) summarizes 
fi ve reasons to not only support small computer games, but also to invest into large 
scale parallel education in science and engineering via video games: (1) a single 
game can reach more people than one single lecture. (2) Video game-based educa-
tion would attract students outside the classroom. (3) Video games stimulate chemi-
cal changes in the brain that promote learning. (4) Video games achieve higher 
effectiveness than a classic lecture. (5) Video games are designed according to 
effective learning paradigms such as experimental learning, inquiry-based learning, 
self-effi cacy, goal setting, cooperation, continuous feedback, tailored instruction 
and cognitive modeling. 

 We have learned that games can be a powerful tool to support learning behavior. 
So, why aren’t today’s classrooms and learning strategies fully supported by these 
fun and motivation triggers? Schell ( 2008 ) summarizes the following challenges of 
introducing games and game-based approaches to learning settings:

    1.    Time constraints: Games usually require more time to impart the learning 
content.   

   2.    Age constraints: Usually, games are designed to attract the gamer generation, 
and therefore focus on learners who have experience with this kind of 
multimedia.   

   3.    Expenses: Usually, good games include a long and deliberate design process, 
which involves many developers, artists, and designers. This design and develop-
ment process can be highly expensive.   

   4.    Design challenges: Designing a game which is fun for players but still  educational 
is challenging.    

  In the next section we analyze different aspects which can help to improve the 
design process and facilitate the involvement of games, game elements or game 
strategies in learning environments. 

  Fig. 13.1    Traditional class educational systems are arranged like games (Pirker,  2013 )       
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13.2.3.1     Designing Instructional Environments with Game Elements 

 When using game elements, strategies or fully-fl edged games to support the educational 
strategies, various implications must be considered. When introducing games to teach 
content, it is important to fi nd out which topics can and should be covered by a game, 
and which areas are either not suitable or would be too time- and cost- intensive for a 
game-based approach. Randel, Morris, Wezuel, and Whitehill ( 1992 ) examined differ-
ent studies comparing the learning outcomes of simulations and games with those of 
conventional instructions and found that “subject matter areas where very specifi c con-
tent can be targeted are more likely to show benefi cial effects for gaming.” In particular, 
studies involving STEM fi elds such as math and physics showed that the instructional 
effectiveness of games was higher than that of conventional classroom instruction. 

 Early studies have already resulted in taxonomies and strategies to enhance 
intrinsic motivations for learning based on fun elements of games. Malone and 
Lepper ( 1987 ) have identifi ed heuristics for designing intrinsically motivating 
instructional environments based on studies identifying fun elements of games. 
They range from interpersonal motivators, including motivation, to cooperative or 
competitive activities or the receipt of social recognition, and individual motivators. 
Individual motivators can be one of the following. First, students should experience 
challenges, which require a balanced level of diffi culty. Students should have goals, 
encounter uncertain outcomes (such as variable diffi culty levels, multiple levels of 
goals, hidden information, or randomness) and need frequent, clear, constructive 
and encouraging performance feedback, including positive feedback to enhance 
self-esteem. Second, the curiosity of students should be encouraged. It is important 
to balance the level of informational complexity according to the students’ current 
state of knowledge. Third, students should have a sense of control and a feeling of 
self-determination. Fourth, inspirational, playful environments and the involvement 
of imagination can promote intrinsic motivation. 

 Another approach to make the learning experience more incentive and enhance 
the students’ motivation is the use of gamifi cation strategies. Instead of designing an 
entire game, what is expensive and requires lots of resources and specialists, gami-
fi cation is the “use of game design elements in non-game context” (Deterding et al., 
 2011 , p. 2426). Adding these elements is a comparatively cost-effective way of 
adapting existing processes and services to make them more fun. One famous exam-
ple of gamifi cation in classroom education is Quest to Learning (Q2L). Q2L is a 
school in New York City which uses gamifi cation strategies as a basis for the cur-
riculum design. Instead of learning for exams, students learn by solving riddles, 
fi nishing missions, or enacting role-playing scenarios. Students are rewarded for 
their effort by getting points, instead of getting frustrated and stressed through fail-
ing exams (McGonigal,  2011 ). 

 An example for an online educational platform grounded in gamifi cation strategies 
is Khan Academy. Khan Academy is a collection of different learning resources con-
nected to courses created with the purpose of enabling users to learn different topics, 
such as STEM fi elds, history, languages, or fi nance. It helps people to track their 
learning progress and uses gamifi cation strategies such as points, badges, and awards 
to create a more fun, exciting, and motivating environment (Thompson,  2011 ). 
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 In the next section we introduce different mechanics for both game design and 
gamifi cation strategies.   

13.2.4     Game Design and Gamifi cation Strategies 

 Different authors have proposed different sets of game design strategies and frame-
works for creating games and gamifi ed scenarios for various purposes. The purpose 
of this section is to outline various ideas from different authors and to pave the way 
for analyzing science-based games, simulations, and gamifi ed applications on the 
basis of these strategies. 

13.2.4.1     Game Design Elements 

 Looking at the structure and elements of games, it can be seen that most are made 
up of the same or similar kind of principles. An early description of game elements 
was introduced by Avedon and Sutton-Smith ( 1981 ). They identify ten structural 
elements of games: purpose, procedure for action, rules governing action, number 
of participants, roles of participants, results, required skills for action, interaction 
patterns, physical settings, environmental requirements, and required equipment. 
Koster ( 2004 ) summarized the following game elements: preparation before a chal-
lenge (such as choosing cards for a card game), a sense of space (such as the envi-
ronment or the game board), a solid core mechanic or game rule, a range of 
challenges, a range of abilities required to solve the encounter, and skills which are 
required to use the abilities. 

 To make a game into a learning experience, he also suggests including features 
such as a variable feedback system, balance between player level and game diffi -
culty, and consequences for failures. 

 Schell ( 2008 ) breaks down a game into four main elements, which he describes 
according to their visibility to the player (see Fig.  13.2 ). The most visible element 
is the  aesthetics  of a game. This includes aspects such as the interface, the sounds, 
and the game atmosphere. Less visible, but still tangible for the player are the  game 
mechanics , which describe the goal and rules of the game, and the  game story . 
Barely visible for the players is the  technology , which Schell describes as the 
“ medium in which the aesthetics take place ”. To design a game, all four elements 
are important and must be designed in line with each other.

13.2.4.2        Gamifi cation Strategies 

 Gamifi cation uses different game design elements that are characteristic to games 
(   Deterding et al.,  2011 ). Gamifi cation frameworks focus on game components 
which are considered as fun and ignore concepts which are based on Schell’s story 
element (see Fig.  13.2 ). Zichermann and Cunningham ( 2011 ) refer to the game 
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design framework MDA (Mechanics, Dynamics, and Aesthetics) as a basis for 
 gamifi cation strategies:

    1.    Game Mechanics are used as single atoms. Typical elements for gamifi cation 
include points, levels, leaderboards, badges, onboarding strategies, challenges 
and quests, social engagement, and customization (see below).   

   2.    Dynamics represent the player interactions with the mechanics.   
   3.    Aesthetics involve the feelings of the players towards the application.    

  To apply these strategies to applications, these elements can either be imple-
mented from scratch or an existing framework can be used. Many services already 
provide instant gamifi cation frameworks such as badgeville, which provides 
mechanics such as badges and reward programs to simplify the gamifi cation process 
(Zichermann & Cunningham,  2011 ).  

13.2.4.3     Game Mechanics in more Detail 

 Since game mechanics are discussed by most game design authors, and since it is 
also a crucial part of understanding gamifi cation strategies, we should take a closer 
look at this concept. Instead of describing single atoms of game mechanics Schell 
( 2008 ) introduces six main categories of game mechanics: (1) the space where the 
game takes place; (2) objects, attributes, and states which are in the space; (3) 
actions as an operative or resultant of the player; (4) rules to defi ne the relationships 
between space, objects, and actions; (5) skill of the player; (6) chance to make game 
outcomes uncertain. It is crucial for the game experience that all mechanics are in 
balance. More advanced mechanics include interactive story elements or puzzles. 
Puzzles should be easy to use, should reward the skills of the player and should have 
meaningful consequences in the main game (   Brathwaite and Schreibe,  2009 ). 

  Fig. 13.2    Schell ( 2008 ) describes the four main game elements. Moving away from the player, 
their visibility and tangibility drops. The player communicates with these elements through inter-
action and system feedback       
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 Zichermann and Cunningham ( 2011 ) describe game mechanics as a “series of 
tools that, when used correctly, promise to yield a meaningful response” (p.36). 
In the context of gamifi cation the authors especially refer to elements such as scor-
ing elements (e.g. points), progress elements (e.g. levels, progress bar), competitive 
elements (e.g. leaderboards, high scores), onboarding strategies (to help users learn-
ing the games and acquiring new skills), badges (to support user pleasure such as 
when collecting items and signaling status, or as a surprise element), small activities 
with a clear goal (e.g. challenges, mission, and quests), or social engagement.    

13.3     Gamifi cation of Simulations and Simulation Games 

 In this section we want to enrich the educational simulations with game design ele-
ments, and therefore introduce a separation between gamifi ed educational simula-
tions and educational simulation games. Whereas educational simulation games 
describe, similar to serious games, fully-fl edged games, gamifi ed educational simu-
lations are designed with game elements. Often the differentiation however, is not 
easy, and the boundaries can be blurred (Deterding et al.,  2011 ). 

13.3.1     Towards a Defi nition 

 Many educational simulation games were designed from scratch as a game to enhance 
the understanding and motivation of students while learning concepts such as physi-
cal laws. Supercharged, for example, is a 3D simulation game developed by game 
researchers together with a MIT physicist that enables players to control a ship by 
altering its charge (Squire, Barnett, Grant, & Higginbotham,  2004 ). Designing an 
educational simulation game with pedagogical aims does not only require an elabo-
rate game design process, but also needs experienced pedagogues and domain experts 
(Laurel,    2008 ). Educational simulations, however, can serve as an excellent basis for 
designing games or gamifying them without the need to rival commercial entertain-
ment games (Squire et al.,  2004 ). Their interactive character can make the integration 
of playful activities and game mechanics easier. Several simulation games are based 
on specifi c game mechanics such as puzzle elements and motivate the user to solve a 
problem with the simulation. While a gamifi ed simulation mainly uses game ele-
ments such as reward systems and points to enrich the simulation, the simulation 
game often changes the purpose of the single task to create entire game scenarios and 
a game environment, and include different game-specifi c activities (game play). A 
well-designed simulation game is a valuable educational resource but has drawbacks, 
such as the need of an elaborate design which leads to high design and implementa-
tion costs. A gamifi ed simulation can overcome those issues to some extend as long 
as it does not miss out the fun and engaging aspects, by simply adding high scores, 
points, and badges without taking the design into account (Koster,  2004 ). 
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  Gamifi ed simulations  use the original simulation as a basis and enrich it with 
different game elements (such as progress bars, points, and challenges) without the 
need for an elaborate game design. Figure  13.3  illustrates the coherence of game 
elements and game activities (such as core mechanics, game rules, game goal, and 
game type) in the simulation type. The differences between a gamifi ed simulation 
and a fully-fl edged simulation game can be blurry. A gamifi ed simulation can still 
have some game activities, such as solving puzzles, but it mainly applies the game 
design elements to the simulation to make the single tasks more engaging.

    Simulation games  tend to have a more playful character and can be more engag-
ing than gamifi ed simulations. However, due to the modifi cation of the purpose of 
the simulation, game-based implementation such as simulation games tend to privi-
lege engagement over accuracy and completeness of content (Van Eck,  2006 ). 

 Martens, Diener, and Malo ( 2008 ) offer a similar representation, demonstrating 
the interplay of pedagogy, computer science, and games, but do not include ele-
ments typical for the different types. Another way to differentiate between simula-
tion games and gamifi ed simulations is by referring to Schell’s ( 2008 ) main game 
design elements which include mechanics and a story. While gamifi ed simulations 
use the original simulation and enrich it with game mechanics, a simulation game 
also needs additional design aspects such as a story with elements such as goals, 
obstacles, and confl icts. 

 In the next section, different game design and gamifi cation strategies are outlined 
and discussed based on successful examples to fi nd a common basis for design 
 heuristics suitable for educational simulations (Fig.  13.4 ).  

  Fig. 13.3    While simulation 
games include game activities 
and story elements, in 
gamifi ed simulations game 
mechanic atoms are applied 
to simulations       
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13.3.2     Educational Simulation Games 

 Several authors have described different educational simulation games. In this sec-
tion we will introduce selected games and analyze their main concepts. Following 
this, we will discuss existing guidelines for the design of simulation games with a 
focus on instructional aspects. 

13.3.2.1     Analyzing Successful Examples 

  Supercharged  !  is an educational simulation game developed in consultation with a 
MIT physicist which challenges players to use electromagnetic forces to navigate a 
ship through a maze. The gameplay is structured in the two phases of planning and 
playing, and consists of several levels. In the planning phase, the players can place 
a limited set of charges to set a navigation path for the ship. In the play phase the 
player can change the charges to change the direction of the ship. In a study with 
students, Squire et al. ( 2004 ) found out that playing the game “enabled some stu-
dents to confront their conceptions of electrostatics, as they played through levels 
that contradicted their understandings” (p. 518). However, many students had prob-
lems memorizing different physical concepts and terminology which was intro-
duced in cut scenes, which were skipped by many students (Squire et al.,  2004 ). 

  PhET  provides several freely available online simulation games for learning 
physics. Most of the simulations use a similar user interface with drag and drop 
mechanics (Adams et al.,  2008a ,  2008b ). PhET simulations remind the player of 
real world objects and familiar setups, thereby enhancing understanding. Instead of 
traditional simulations, PhET uses a comic-like representation to visualize objects 
and setups. Students are free to explore the environment and start the animations 
and interactivities. Most of the simulations involve small puzzles with clues to help 
students to understand the concepts (Adams, Perkins, & Wieman,  2006 ).  

  Fig. 13.4    While simulation 
games include the aspects of 
the simulation, game 
mechanics, and a story, in 
gamifi ed simulations game 
mechanics are simply applied 
to simulations       
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13.3.2.2     Educational Simulation Game Design 

 Several authors describe design guidelines for creating educational simulation games. 
PhET simulations, for example, follow design guidelines for creating new simulations 
that were based on a user study with over 200 students (Adams et al.,  2008a ,  2008b ). 
In this look and feel guide, the authors describe important aspects for successfully 
creating educational simulations which focus on imparting conceptual knowledge. 
These guidelines focus on applying an attractive layout, encouraging exploration, and 
including intuitive controls, representational aspects and help items (Adams et al., 
 2006 ). The simulation design process is based on a cyclic principle, which starts by 
setting learning goals. In the next steps the design gets iteratively enhanced after stu-
dent interviews. After achieving the fi nal desired design, the simulation can be used 
and evaluated in classroom scenarios (PhET Simulation Design Process,  2013 ).   

13.3.3     Educational Gamifi ed Simulations 

 Recently developed “citizen-science” games such as Foldit became famous for their 
ability to not only educate people about scientifi c phenomena, but also to help 
researchers to develop new scientifi cally valid theories or models. Even though the 
main purpose of these gamifi ed simulations is not to educate, but rather to encour-
age involvement in the scientifi c process, it is still necessary to apply educational 
strategies to impart basic knowledge to the players, so that they are able to play and 
advance. In the next sections we will introduce some of these gamifi ed science 
simulations and analyze their design according to the mechanics and strategies dis-
cussed in the previous section. 

13.3.3.1     Analyzing Successful Examples 

 *Foldit Website, ( 2012 ) is a multiplayer application, which has successfully gami-
fi ed a real-world problem in the form of a simulation game. It uses the power of 
“human intuition and three-dimensional pattern-matching skills to solve challeng-
ing scientifi c problems” (Khatib et al.,  2011 ). The main mission is the creation of 
complex buildings. Foldit is designed as a puzzle game with points and ranks. It 
uses typical game elements, such as rankings, scores and progress bars. To learn the 
game mechanics, Foldit uses a typical onboarding strategy, where users learn about 
the gameplay and the single elements via small missions. It uses ranking informa-
tion, points, and progress bars as integrated game mechanics. 

  EteRNA  is a project developed by Stanford and Carnegie Mellon that enables the 
playful design of RNAs. With the slogan “played by humans, scored by nature” 
EteRNA tries to highlight its realism. It is an online game, where users manipulate 
nucleotides to decipher real RNA problems (Wired,  2012 ). 

 Similar to Foldit, EteRNA uses a puzzle-based game strategy to attract players. The 
users learn about RNA during the fi rst tutorials which are used as onboarding and 
which introduce new game elements. The game uses social engagement strategies 
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such as a live chat. The gamifi cation mechanics can be summarized as onboarding, 
missions, points, leaderboard information, social engagement and progress feedback. 

  Phlyo  is a science game which allows the comparison of genomes of different 
species. It is designed to solve the Multiple Sequence Alignment problem 
(Kawrykow et al.,  2012 ). Similar to the previous science games, Phylio is based on 
a puzzle game design. It uses tutorials to teach both the initial content and constant 
instructional content during the fi rst missions. Leaderboard information and points 
provide the player with constant feedback about their status, and players receive 
new “talents” when solving new puzzles.  

13.3.3.2     Educational Gamifi ed Simulation Design 

 While many authors have described how to design educational simulations, educa-
tional games, or educational simulation games (Ibrahim & Jaafar,  2009  and Teed, 
 2012 ), only a few have provided guidelines on how to gamify an existing simulation 
or educational simulation. An exception is the gamifi ed simulation design process 
described by Becker and Parker ( 2011 ). The authors suggest six steps. First, the 
needs are analyzed. The second phase is the research and preparation phase, to iden-
tify observable elements, and gather data. In the third phase, elements such as the 
interface, gameplay, game mechanics, or the structure are designed and evaluated. 
Step four and fi ve involve the production of the conceptual model, and the program-
ming phase to create the operational model. Finally, the process ends with the test-
ing phase. A model showing how to use existing simulations to create gamifi ed 
educational simulations, however, is still missing.   

13.3.4     Analyzing Design Characteristics of Gamifi ed 
Simulations 

 Educational gamifi ed simulations and educational simulation games share one impor-
tant common issue: They require not only players and game developers, but also scien-
tifi c and pedagogical experts for the design process (Cooper   , Khatib et al.,  2010 ; 
Cooper, Treuille et al.,  2010 ). In the previous section we introduced some gamifi ed 
simulations with a scientifi c background. Most of these exemplary games applied gam-
ifi cation and game design strategies based on genres with problem- solving characteris-
tics such as puzzle game elements to challenge individuals with a scientifi c background 
to accomplish higher goals. To teach the required learning content they usually use 
small tutorials followed by a small quest which forces the player to apply the new 
knowledge. After that, the users earn points, achievements, and/or badges as feedback 
on their learning and mastery progress. An important feature of gamifi ed science appli-
cations such as Foldit is the meaningful context. Players do not only have fun, they also 
learn, and in some of the examples they can even solve real world problems. Another 
important element found in these science games is the freedom to explore and experi-
ment. These games support both collaborative plays, where players can exchange tips 
via an online chat, and competitive plays, triggered through leaderboard information. 
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 Based on the observations stated above, game design, and gamifi cation mechan-
ics, the following selection of important and frequently used game elements found 
in educational science games (either simulation games or gamifi ed simulation) can 
be summarized as follows:

•    Instructional Missions (Onboarding): Players should be strongly encouraged to 
do instructional missions with an onboarding and explanatory character. Players 
are likely to skip or ignore cut scenes, so important learning content shouldn’t be 
placed there, and players should instead learn the content during small missions.  

•   Interactive Challenges: Constant missions and challenges with an interactive 
character should engage users to ensure that they continue to play. Missions can 
get harder, but they have a clear objective and the rules do not change.  

•   Puzzle Character: Challenges and missions can be designed as a puzzle mecha-
nism, which challenges players to solve different small activities with a clear goal.  

•   Collaborative Challenges: Working together on problems and solving riddles 
together can help players to understand the phenomena in more detail.  

•   Competitive Challenges: Leaderboard information, rankings, points, and versus 
games support competitive play.  

•   Feedback: Feedback types such as points, achievements, and badges give players 
valuable feedback on their current skill level. Also, players are more likely to 
repeat levels with a lower score and can recap and reinforce what they have learned.      

13.4     Design Principles for Educational Gamifi ed Simulations 

 When designing a simulation with game elements it is important to integrate the 
game design elements and scenarios without losing sight of the pedagogical goal. 
There are three different strategies that can be used to create a simulation with game 
mechanics. (1) Design the gamifi cation simulation from scratch, (2) build a separate 
gamifi cation framework around the existing simulation, and (3) integrate game ele-
ments into the existing simulation. In each of these situations it is crucial that the 
gameplay strategy supports the learning objectives to make the game an interesting 
and fun experience for the player (Kelly et al.,  2007 ).

13.4.1       Design Elements 

 We can identify three major design elements for educational gamifi ed simulations 
based on the observations in the previous section.

•    Interactivity: This includes elements and activities which challenge players to 
actively interact with the simulation. This includes instructional missions, inter-
active challenges, and puzzle missions.  

•   Feedback: Feedback elements are triggered by user behavior and interactions 
with the simulations. They should help the user to fi nd the correct solution or to 
get information about their performance.  
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•   Game Participants: This indicates how many players are involved in the game 
activities. The gamifi ed simulations can be designed either for single player, 
competitive, or collaborative activities.    

 Figure  13.5  demonstrates the relationship between the interactive behavior and 
feedback possibilities of simulations and gamifi cation mechanics (which are demon-
strated as a selection of game design elements). The number of potential players can 
infl uence the gamifi cation strategy by allowing for advanced feedback information 
in the form of leaderboards and high scores, and by allowing missions to be designed 
that involve group assignments, either in a collaborative or a competitive way.

13.4.2        Design Process 

 Based on these assumptions, we can defi ne fi ve major steps for the design process 
(see Fig.  13.6 ). First, the pedagogical goal is outlined and defi ned. Second, the inter-
action possibilities within the simulation are defi ned. Third, potential cooperative 
and collaborative strategies are specifi ed. Fourth, feedback possibilities of the 

  Fig. 13.5    Overview of the interactive and feedback elements used to gamify simulations       
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simulation and missions are identifi ed and linked to feedback types such as points, 
badges, or similar. In the last step the challenges are designed and linked to the 
feedback systems.

   In the next section we will discuss how to apply the gamifi cation elements and 
the gamifi cation process in the three different strategies of gamifi cation.  

13.4.3     Gamifi cation Strategies 

 We already defi ned the three possible strategies for gamifying educational simula-
tions. It is possible to either start from scratch with the simulation design and apply 
gamifi cation strategies to it at this stage, or to gamify an existing simulation. Here 
we can also differentiate between two strategies: In the fi rst case, gamifi cation 
mechanics and elements are directly integrated into the simulations. The second 
possibility is to integrate the simulation into an existing gamifi cation framework or 
other tools or applications which support gamifi cation strategies. In this paper we 
are especially interested in the process of adapting existing simulations and will 
describe the last two strategies in more detail. However, many of the processes and 
elements described above can still be applied to simulations which should be already 

Pedagogical 
Goal

• How to interact with the 
simulation?

Interactive 
Simulation 
Elements

• One Player / Cooperation 
/Collaboration

Game 
Participants

• Points, Rewards, Badges, 
Progress Bars, Leaderboard 
Information, etc.

Feedback 
Types

• Onboarding Mission
• Interactive Missions
• Puzzle Missions
• Competitive / Collaborative 

Missions

Challenge 
Design

  Fig. 13.6    Major steps used 
to gamify an educational 
simulation       
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designed in a gameful way. A simulation can be redesigned more gamefully without 
changing, redeveloping and redesigning it by adding more (i) interactive challenges, 
and (ii) a feedback system. 

13.4.3.1     Integrate Game Elements into the Existing Simulation 

 Interactivities and feedback elements are directly connected to the simulation 
framework and can communicate with each other. This enables direct and immedi-
ate feedback which is an important aspect of learning success. To use this method, 
the simulation must feature an interface to directly communicate with the gamifi ca-
tion framework, or must be adaptable to be directly capable of being integrated. 

  Interactive Challenges  .  Interactivities and according events can be directly linked 
to the simulation behavior. Missions or challenges, but also advanced interactivities 
with the simulation can be added directly to the simulation. 

  Feedback System  .  Feedback information and behavior corrections can be automati-
cally triggered by simulation events. This enables direct and immediate feedback 
for an improved learning experience. 

 Usually this integration requires programming knowledge, which reduces the 
ability of instructors to easily adapt the single elements, add additional content, or 
gamify a simulation without support.  

13.4.3.2     Build a Gamifi cation Framework Around the Existing Simulation 

 Issues such as adding missing simulation interactivities or missing interfaces to the 
simulation, or additional requirements, such as simple extensibility and adaptability 
require the designers to use other tools to support gamifi cation mechanics. This 
requires a separate stand-alone tool for the gamifi cation ideas. These tools should be 
manageable by the instructor. 

  Interactive Challenges  .  Even though a simulation does not provide the possibility 
of arranging playful interactivities with players, the instructor can still prepare dif-
ferent interactivities such as word problems, which force the students to interact 
with or observe the simulation. 

  Feedback System  .  Interactive challenges can be linked to an external pointing sys-
tem. Based on this information, different gamifi cation elements, such as rewards, 
leaderboard information, or badges can be applied. 

 These arrangements can be applied to different learning environments and are 
not limited to instant gamifi cation platforms, online, or e-learning tools. The chal-
lenges and feedback information can be calculated automatically by tools such an 
e-learning system but can also be provided personally in-class by the instructors. 

 An advantage is the adaptability that is also possible for instructors without pro-
gramming knowledge. However, the system does not provide immediate feedback 
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on simulation activities. The user behavior within the simulation cannot be observed 
and assessed or corrected using feedback. This strategy is suitable for simulations 
which offer limited interaction possibilities with the user.    

13.5     Case Study: Gamifi ed TEALsim 

 One example of our own research is based on the simulation framework TEALsim. 
It is a java-based open-source framework for creating physical simulations in the 
area of electromagnetism and was developed at the Center for Educational 
Computing Initiatives at the Massachusetts Institute of Technology (   TEALsim 
Website,  2004 ). TEALsim allows users to create new simulations (Fig.  13.7 , left 
shows a simulation of Faraday’s Law) or simulations games (Fig.  13.8  shows a pin 
ball based game with charges)

    In the next section we discuss the application of the gamifi cation strategies with 
the related elements and the process on one selected simulation of the TEALsim 
framework. 

13.5.1     Integrate Game Elements into the Existing Simulation 

 To add interactivities and related feedback methods, a TEALsim simulation demon-
strating Faraday’s Law was used, which allows user input in the form of moving the 
magnet. Figure  13.8  shows the original simulation. 

  Fig. 13.7     Left : a simulation of Faraday’s law.  Right : a simulation game based on pin ball       

 

J. Pirker and C. Gütl



271

 Based on the gamifi cation process model the single steps of the gamifi cation 
process (see Figure  13.6 ) are outlined:

    1.    Defi ning a pedagogical goal: The student should learn the fi rst principles of 
Faraday’s Law and should learn about current and fl ux in this context.   

   2.    Identifying interactive simulation elements: The user can move the magnet or the 
coil and change the resistance of the ring. Over time the simulation delivers 
information about fl ux and current as output on the graphs.   

   3.    Game participants: The gamifi ed simulation will be designed for one person 
challenges. However, the interactions and possible missions would support both 
collaborative and competitive challenges.   

   4.    Feedback types: The simulation is a rather small one, and its pedagogical goals 
are also accomplished in a short time. Only progress information and notifi cation 
about fi nished challenges are integrated.   

   5.    Challenge design: One small onboarding mission to familiarize the user with the 
possibilities of interaction. Other missions include small quizzes which require 
the user to work with the graphs and the ring resistance settings.     

  Fig. 13.8    Original TEALsim simulation of Faraday’s Law       
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 Figure  13.9  shows the advanced Faraday’s Law simulations which integrated a 
player progress module on the upper right, which informs the user about his prog-
ress and communicates new challenges and missions.

   This small simulation could be one of many in a series of simulations demon-
strating and teaching Faraday’s Law. Further feedback types such as badges could 
be used to reward the user after they have successfully completed the task.  

13.5.2     Build a gamifi cation framework around 
the existing simulation 

 The concepts stated above can also be used to gamify simulations without adapting 
the original code, or using an interface for the simulation. Direct interactions are not 
possible but the missions can be integrated into an online system such as the learn-
ing management system Moodle, which supports progress representations, points, 
and also reward systems such as badges.   

  Fig. 13.9    TEALsim simulation with integrated player interaction behavior       

 

J. Pirker and C. Gütl



273

13.6     Conclusions 

 Most pedagogical experts and game designers agree with the statement that games 
have high potential for teaching new concepts and can make learning fun. Koster 
( 2004 ) even states that “ with games ,  learning is the drug ”. Based on the example of 
very successful gamifi ed scientifi c simulations such as FoldIt, we have learned that 
gamifi cation strategies can be a good way to adapt scientifi c simulations and pro-
cesses to make them more motivating and engaging, and to attract larger user groups. 

 When developing a gamifi ed simulation it is important to focus on the interactive 
aspects in order to attract the user’s attention. In contrast to traditional simulations, 
it is not only the user who should interact with the simulation. Instead it is equally 
crucial that the simulation motivates the user through constant interaction and feed-
back possibilities. 

 Many frameworks support the embellishment of different applications with gam-
ifi cation strategies. However, especially in educational scenarios it is important to 
avoid losing the focus on the main educational objectives and to create game 
mechanics such as missions, which are both fun and educational. 

 In this chapter we have discussed the single elements that are important when 
creating educational simulations which are both fun and of pedagogical value. 
Furthermore, we have described a step-by-step process for combining these ele-
ments to create simulations without losing sight of the pedagogical goal. This model 
was particularly designed for science simulations and is strongly dependent on the 
interactive elements of the simulation. However, the model can also be applied to 
other areas if a clear pedagogical goal exists and if there is the possibility of inter-
acting with the application.     
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Chapter 14
From Market Place to Collusion Detection: 
Case Studies of Gamification in Education

Pinata Winoto and Tiffany Y. Tang

14.1  Introduction

During CHI 2011, a number of researchers attempted to define gamification 
(Deterding, Khaled, Nacke, & Dixon, 2011; Jacobs, 2013; Lee & Hammer, 2011). 
While most of these definitions have focused on the use of such game elements as 
game mechanics, attributes, game-thinking, and many others in non-game environ-
ments. Jacobs (2013) and Bunchball (2010) point to an additional key aspect of 
elements that should be prioritized: to influence player behaviors, which has been 
widely adopted in the business community to build customer community and loy-
alty, improve customer engagement, reinforce brand identity, and many others at 
various levels (Bunchball, 2010). Gartner pointed out that more than 50 % of busi-
nesses will use gamification as the driving mechanism to transform business opera-
tions by 2015 (Burke, 2011).

With the success of gamification in business, educators also have started to con-
sider gamifying the learning environment (Domínguez et al., 2013; González & 
Area, 2013; Raymer, 2011; Simões, Redondo, & Vilas, 2013). Reward systems 
(including trophies, badges, experience or reward points, etc.) and leaderboards are 
the most commonly found game dynamics implemented in these studies (Domínguez 
et al., 2013; Simões et al., 2013). Mixed results were reported in (Domínguez et al., 
2013) that documents student engagement for a university-level course. While gam-
ification encourages learner interest and participations on one hand, on the other 
hand, it failed to improve the cognitive performance of some learners. That is, there 
is no direct correlation between learner academic performance and their involve-
ment in the game-like activities. Simões et al. (2013), González and Area (2013) 
and Raymer (2011) present the design guidelines and suggest key rules while 
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 gamifying learning and teaching. A recent book by Kapp (2010) probes in greater 
details into the many aspects of game dynamics, explores the design theories such 
as the cognitive apprenticeship to support the instructional use of games, and high-
lights the many advantages of the use of gamification in learning and instruction.

There is no doubt that gamification in education has the potential to encourage 
learner participation and engagement, trigger learner interest and induce more fun 
during the learning process. But gamification in education is not to simply adopt 
game mechanisms such as leader-boards and reward systems as largely imple-
mented in (Domínguez et al., 2013; Simões et al., 2013). In fact, it is far from that 
as criticized by Robertson (2010) who pointedly argued that ‘games ≠ points’. 
Poorly or inappropriately designed learning activities lead to the overall failure of 
gamifying the classroom. Although Domínguez et al. (2013) did not explain why 
the system failed to facilitate learner performance (the ultimate goal of any educa-
tional systems), a lack of integrating more game dynamics directly into the learning 
activities might be the main reason. Because points, levels, badges, rewards and 
player status might directly or indirectly force learners to pursue the goal of achiev-
ing these instead of paying more attention to the learning process itself. Besides, not 
every learner will find it appealing to engage in game-like environments (Domínguez 
et al., 2013). The learning experiences and pedagogy should not be suppressed dur-
ing gamification. Unfortunately, to the best of our knowledge, there are few empiri-
cal studies which look from inside the learning activities to study the intrinsic 
behaviors and attitudes of learners, which motivate our studies. Specifically, we will 
present several case studies that spanning over the past several years on the impact 
of the game-play dynamics and game mechanics on maintaining group behaviors 
and dynamics.

Since the case studies differ in the purpose on which each serves, the mecha-
nisms and the environment in which gamification is designed and implemented are 
different:

 1. Case Study One attempts to observe the price of helps and how social rewards 
can drive competition among learners as intrinsic motivation to facilitate 
learning;

 2. Case Study Two continues to working on Case Study One to look into how the 
competition and collaboration against the same team can have an impact on fair 
play between teams;

 3. Case Study Three explores how a simple reward-point formula can be used to 
encourage fair-grouping;

 4. Case Study Four creates a market place for group of learners to trade in their 
programs in an attempt to understand learner groups’ behaviors from the behav-
ioral economics’ view; and

 5. Case Study Five attempts to deter group plagiarism and collusion in the gamifi-
cation environment.

The theories drawn to implement gamification mechanisms in our studies include 
game theory, behavioral economics and social psychology.
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This chapter is organized as follows. In the next section, we will present the five 
case studies, including brief discussions on the obtained results and related works. 
Lessons learned from all five cases will appear in section 3. Section 4 concludes this 
chapter.

14.2  Case Studies

14.2.1  Case Study One: Peer Tutoring (The Price of Helps)

In this study, we conducted three separate yet related experiments to examine how 
willful learners help. In each experiment, a programming task with different diffi-
culty level is given to each group to complete. For example, in task 1, group of 
learners were asked to design a simple game using Visual Basic.NET (the user 
interfaces of the game are shown in (a–e) of Figs. 14.1 and 14.2). In order to study 
how willful they help, 20 % of their marks will be drawn from their participations 
in a discussion forum where helps and answers will be valued higher than 
questions.

In the setting, each learner is allowed to seek help from other learner(s) to solve 
some programming tasks. Each helpee is required to acknowledge his/her helper(s) 
by recording their name. If several learners work together in a group, each may 
record all other group members as his/her helpers. As the rewards for the most help-
ful learners, they would receive “insurance” points, which could be used to guaran-
tee their minimum score in midterm/final exams, that is, a minimum “C+” grade 
would be given when their exam score is below a “C+”. Figure 14.3 shows the 
average number of helpers and the ratio of helpee seeking help from others in a class 
of 53 learners after 8 consecutive in-class practices.

Each practice could be finished within 20–50 min depending on learner pro-
gramming skills, while the allocated time is 60 min. Learners who have finished the 
practice before the class ended may choose to leave the class or help others.

Figure 14.3 illustrates results showing the number of helpers and the ratio of 
helpees during the 8-week learning period. We conclude that both the ratio of learn-
ers looking for help and the number of helpers for each helpee are increasing over 
time, which are between 0.5 and 0.85 and between 1.7 and 2.5, respectively. This 
phenomenon is intuitive because more learners felt comfortable of asking help and 
helping others over time. However, the most helpful learners (that is, six learners 
who helped others more than 16 times in total) are top learners who do not need 
insurance at all. It appears that they were not driven by the insurance of grade “C+”, 
but other aspects, such as altruism, pride, reputation, friendship, or others. On the 
other hands, weaker learners mostly fall into the helpee group because they might 
not be able to finish the tasks on time and therefore gained less reputation than the 
helpers. Among those 53 learners, 7 learners neither seek help from others nor help 
others. And among those 7 “solitary” learners, only one participated in all practices, 
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while the rests only participated occasionally (4 learners had attended less than four 
times during the 8-week program). Hence, near 90 % of active learners (had attended 
at least 50 % of the classes) had either helped or seeked help from other(s) in at least 
one occasion.

From some of the most active helpers, we plot their helping trends shown in 
Fig. 14.4. Apparently, they were very active in the 5th and 6th week. The primary 
factor affecting this pattern is due to their ability to solve the tasks earlier than oth-
ers (note: CH. Koh and JH. Hwang were mostly working in the same team in 

Fig. 14.1 The game interface (1)
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Fig. 14.4), which depends on the difficulty level of weekly problems. This trend is 
consistent for all six top helpers, which suggest a stable trait among helpers.

14.2.1.1  Discussion

Peer-tutoring program inside classrooms has been widely promoted since long time 
ago, in which it works best when learners with various skills or abilities are working 
together (Gartner & Riessman, 1994; Kunsch, Jitendra, & Sood, 2007; Topping, 
2008). Earlier research stated that peer helps might be motivated by rewards includ-
ing monetary, academic reward such as class credits (Greer et al., 1998); however, 
helps were largely established through agents and knowledge matchmaking; and the 
focus has been on the benefits of peer helps in problem-based learning and extrinsic 

Fig. 14.2 The game interface (2)
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motivation of peer helps, and not on the intrinsic motivation (Chan & Chou, 1995; 
Constant, Sproull, & Kiesler, 1996; Greer et al., 1998; Johnson, 2002; McLean, 
2004; Terrion & Leonard, 2010). Lepper and Hodell (1989) dealt with intrinsic 
motivation and suggested four methods to enhance intrinsic motivation, two of them 
are what motivates one of our studies here: designing challenging class activities for 
learners to complete so as to indirectly identify learners with competitive skills and 
engage learners in a series of fantasy games. In our simulated study, we conclude 
that learners may be motivated to help others using social incentive (pride, fame, 
friendship, etc.), which drives competition among helpers. However, it will take 
some “playing” rounds before it could motivate them work in this setting. Also, a 
small fraction of learners may prefer to work alone, primarily due to their personal 
characteristics, which may reduce their engagement in peer-learning activity.

14.2.2  Case Study Two: Pairwise Competition 
on Programming Tasks

Competition and cooperation in learning has been fruitfully examined in a number 
of previous studies, among them Lawrence (2004), Regueras et al. (2009, 2011); 
Regueras, Verdú, Verdú, and de Castro (2011), Muñoz-Merino, Molina, Muñoz- 
Organero, and Kloos (2012), and Cantador and Conde (2010). Regueras et al. 
(2011) employed a wikispace for the collaboration part while a series of contest for 
the competition part, and results showed the blended methodological approach 
motivates learner participations, as also reported in Lawrence (2004). Muñoz-
Merino et al. (2012) documented the use of a series of tournaments alternately 
through both inter-group competition and intra-group collaboration; unfortunately 
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evaluation studies were not conducted. Although Regueras et al. (2009) integrated 
competition in class activities, the experiments are not sufficient to demonstrate the 
effectiveness of competition, especially with respect to learning outcomes; that is, 
there is no direct correlation regarding learners’ academic performances with the 
scores obtained from the competitive games. Cantador and Conde (2010) argued 
that although competitive learning has the potential to motivate learners and improve 
learners’ overall academic performances, the focus of the competitive elements 
should be on the learning goals instead of the competition itself. While these earlier 
efforts recognized the importance of integrating both collaboration and competi-
tion, there are few studies peeling from inside the competitive and collaborative 
groups and examined the effect of a learner competing and collaborating with the 
(same) other learner. In this section, we briefly discuss the design of this case study 
and show the initial results of it.

Learners are divided into groups of two, and asked to solve four test problems 
and four practical problems. The first problem is a test problem, which is followed 
by a practical problem, then by the next test problem, and by another practical prob-
lem, and so on. Each pair of learners competes in solving the test problem, but col-
laborates to solve the practical problem. The winner of test problem will get 5 
points, and the loser will receive zero. And the winner must help the loser in solving 
the subsequent practical problem. Only after the problem solved, both will get 20 
points and they proceed to compete on the next test problem, if any. They must solve 
all problems consecutively, and the way to solve practical problems is indeed the 
common practice in pair-programming paradigm. However, unlike in the common 
pair-programming practice in which a turn-taking is used to decide who is the helper 
(or observer) (Williams, 2011; Williams, Kessler, Cunningham, & Jeffries, 2000), 
in this classroom setting we used competition to decide it. The purpose of competi-
tion is to maintain the balance of learning outcome and to motivate learner’s partici-
pation, where the stronger learners are expected to give opportunity to and help their 
peer to learn better. As an incentive to induce competition, a maximum of 20 points 
is provided from four test problems. However, since all pairs are formed by learners 
themselves, we are aware that some of them will adopt egalitarian principle to share 
the points (Erdal & Whiten, 1996). Figure 14.5 illustrates the tasks and their rewards 
respectively.

The results of our implementation are as follows: 8 out of 13 pairs split the com-
petition reward evenly at 2:2 (won twice lost twice). Three pairs split the reward at 
3:1, and only in one pair at 4:0 (a stronger learner won all four test problems). 
Another pair’s result is 2:1 because they fail to finish the third practical problem 
which makes them not able to proceed to solve the last test problem.

While the majority of pairs seems to adopt egalitarian principle to split the 
reward, around a quarter of learners had taken the competition seriously. Indeed, the 
evenly split reward might be the result of a fair competition, that is, there is a 50 % 
chance ((4!/2!)/4! = 0.5) to get this outcome when learners are equally good in solv-
ing test problems. Given this chance, about four pairs of them might compete fairly 
or we may speculate that the total of 9 pairs out of 13 had actually competed fairly, 
which is not a bad result. It is common for learners to compete for a higher mark. 
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However, competing and collaborating with the same person(s) at the same time is 
what we hope our learners to taste and has rarely been studied. However, it is unclear 
how the mechanism will affect learner performance both as a whole and individu-
ally. More experiments need to be conducted to answer this question.

14.2.3  Case Study Three: Fair Grouping Issue

In a team project, learners tend to choose peers with similar characteristics; for 
instance, smart learners are more likely to pair with other smart learners, which is 
known as “the reflection problem” (Manski, 1993). This phenomenon may cause 
‘unfair’ feeling among weak learners toward the grading criteria, similar to the 
Matthew effect: the rich get richer, the poor get poorer (Rigney, 2010). To remedy 
the problem, instructors may assign the group members, yet, in some situation this 
approach may impede the learning progress of smart learners to their sub-optimal 

Fig. 14.5 The collaborative and competitive group tasks and their corresponding rewards
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level, especially when they are assigned to work with those they would not 
 collaborate with in the first place. In order to provide freedom to them while reduc-
ing the unfair grouping, in our third setting we adopted the following linear formula 
to adjust the group points:

 
Adjusted base

base earned
G G

G G= +
-( )´100

100  

Where G is the set of group members, earnedG denotes the points [0, 100] earned 
by this group, and

 

base
Prev

GG
i G i= - Î100

£

 

where Previ refers to the previous points of member i.
Given this formula, the smarter the group members, the higher their average 

individual test points, and the lower their group base points. Conversely, the weaker 
the group members, the higher their base points; hence, the higher their chance to 
remedy their point. Therefore, we are not only facilitating weaker groups to earn 
higher points, but also providing incentive for smart learners to be in the same group 
with weaker learners.

However, from our implementation in two classes in Korea we only observe a 
small fraction of smart learners willing to accept weak learners in their group. So 
far, only one group had successfully blended two ‘smart’ learners with two ‘weak’ 
learners and achieved exceptional performance in the end in terms of team spirit and 
project outcome. In the other groups, only ‘smart’ learners solved the problem, leav-
ing ‘weak’ learners as free riders or doing trivial jobs such as printing, binding, 
testing, etc. Nonetheless, weak learners feel more comfortable under this marking 
scheme and none of them complained about the unfair marking issue since the pol-
icy was implemented. To avoid unreasonable free-riding behavior, we allow a group 
leader to ‘expel’ her/his member under condition that s/he could prove that the 
‘free-rider’ had not fulfilled his/her assigned duties resulting in an irreparable dam-
age to the team project. In such case, we usually will assign the expelled members 
an individual work to substitute their group project. Knowing such unfavorable situ-
ation, only a handful of learners were expelled in our past experience, mainly 
because they had dropped the class!

14.2.4  Case Study Four: Simulated Market (An 
Outsourcing Game)

This simulation is part of Software Project Management class when the author 
taught at a university in Hong Kong. In this setting, learners are divided into several 
groups and each group plays both roles as an outsourcer and software developer. 
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As an outsourcer, the group will be endowed with certain amount of points transfer-
rable to developer(s) for implementing the proposed project (in terms of software 
requirements). The transferrable points (represented as the outsourcing fee which 
could be converted into points later) are determined in an open auction, where mul-
tiple outsourcers meet multiple developers and negotiate the outsourcing price. 
When a developer could deliver the software on time (or earlier) some bonus points 
will be given to the outsourcer. In addition, the completed project itself will be 
evaluated to earn points. Hence, it is the outsourcer’s interest of looking for a good 
developer with the lowest price, and the developer’s interest would be to get as 
many orders as possible from outsourcer(s).

In order to provide more information to both outsourcers and developers, we 
allow all parties to meet and market their proposals and their programming skills. 
Such opportunity could also be used to reduce the market friction, so as to maximize 
its efficiency. From an experiment conducted, only two groups of developers suc-
cessfully reach agreement with two outsourcers, while more than ten other groups 
failed to negotiate their developing costs. The two main reasons are, 1) an excessive 
demand by developers in accepting the contract; 2) a lack of trust by outsourcers in 
the ability of developers. After all, they were all learners who had known each other 
about their skills.

Regardless of a small number of successful transactions, the simulation has 
achieved its primary goal of demonstrating the common outsourcing problems, such 
as the lack of trust between developer and outsourcers, which could be remedied by 
building a good reputation and accepting a lower developing fee. And in order to 
build reputations, the game should be extended to a longer time so as to allow each 
party to get to know each other and be ready to outsource.

14.2.5  Case Study Five: Preventing Cheating (Sharing 
Answers) During Exams

Among the many cheating deterrence strategies in classrooms including installing a 
small program called Remote Proctor (Bedford, Gregg, & Clinton, 2009), the use of 
essay question form exam (King, Guyette, & Piotrowski, 2009), employing a class 
mole created under an alias name by the class instructor him/herself (Christe, 2003), 
shorter test taking time (King et al., 2009), one of the easiest ways to prevent cheat-
ing during exams is to provide various problem sets (Bedford, Gregg, & Clinton, 
2011; Chiesl, 2007); yet, the problem becomes harder in computer science classes 
than in others, because sometimes we may allow learners to access connected com-
puter during the test or allow them to do it at home, especially for some complex 
programming tasks. To prevent them from sharing their answers with other(s) in an 
in-class exam, we will not inform learners of the number of different problem sets, 
leaving them in ill-informed state, and altering as least items as possible so that dif-
ferences cannot be noticed easily. This can be done in programming problems; for 
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instance, altering the code from “z = x − y + 1” into “z = x + y + 1” could not be easily 
noticed when there are more than ten lines of code. From our experience, cheating 
learners might notice it later after receiving their exam papers and compared them 
carefully with their cohorts. Usually, almost none of them would cheat again after 
being fooled by this strategy.

In order to prevent cheating on take-home exams, we tend to assign sharable 
bonus reward to those who submitted the exams earlier than others, where more 
reward could be received by each when fewer learners receive it—a zero-sum game 
(von Neumann & Morgenstern, 1944). The following formula is adopted to calcu-
late the reward received by learner i:

 

r
t
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i

S s
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where S is the set of all learners who have submitted their work before the deadline 
and their mark is greater than 60 %, ti is the remaining time left from the submitted 
time of learner i to the deadline, and R is the total rewards. The reward can only be 
collected by learners whose exam scores are above 60 %. This is important to avoid 
submission of premature work.

It is clear here that the more learners submitted before the deadline, the larger the 
denominator, hence, the lower the reward by each learner. Also, the larger the value 
of ti, the larger the value of ri. Therefore, learners tend to have incentive to submit 
their work as earliest as possible and prevent others from submitting before the 
deadline, or, they have incentive to avoid sharing their work with others before the 
deadline. To avoid learners from sharing their work with others few hours before the 
deadline, we adopted a fuzzy deadline, for example, the deadline could be any time 
between October 10 and October 13, which will be decided randomly after October 
13. Learners who submitted after the deadline will be penalized -20 each day. Given 
this scenario, most learners will submit their work on or before October 10 for the 
sake of rewards and to avoid penalty, but they may only share their work with others 
after October 13 to reduce the competition for the rewards; hence, increasing the 
risk for cheaters from waiting help from others.

We had adopted this setting in many occasions while teaching in Korea, yet, no 
verification of its effectiveness could be carried out due to that fact that we were not 
able to detect a violation, if any.

14.3  Discussions

From our previous experiences in classroom gamification, two important aspects 
should be taken into account when designing better gamification rules, especially in 
programming courses involving many group tasks. Firstly, some learners may not 
be truly ready for a ‘fair play’, that is, they may see winning the game as their main 
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goal (above learning goal), which lead to the downplaying of the learning process. 
We have observed such behavior that some learners may deviate from seeking the 
truth of knowledge in order to win the game in our experiments. Secondly, to a cer-
tain degree, promoting collaborative activities among learners may improve learn-
ers learning outcome; yet, a careful evaluation should be taken to avoid ‘unfair’ 
grading due to ‘the reflection problem’ and other cheating forms.

Although Cantador and Conde (2010) pointed out the importance of implement-
ing a fair or healthy game where an outcome should be trivial while the winning 
process should be stressed, there are few research efforts rigorously examine how to 
achieve it. As lessons learned from our experiments we suggest not attaching points 
earned from the game to the gameplay per se, but directly to the learning outcome. 
By doing so, learners may not have the chance to earn game points from other than 
achieving better learning outcome. If earning game points could not be directly 
attached to learning outcome, an indirect reward could be provided such as an insur-
ance of getting a certain grade in an exam, obtaining the right to drop the worst 
assignment grade or being able to be late in submitting an assignment, etc.

The solution of the second problem is much more complicated than the first one 
due to many other external factors affecting the subjective view of ‘unfairness’ in 
the group tasks. For example, it is common that a group member complained that 
other group members were not contributing as much as him/her; thus, they should 
not earn the same mark, even the group was formed by learners themselves. 
Arbitration may not always be successful; and providing incentive to include weak 
learners is not a good solution either. Self-reporting mechanism about their indi-
vidual contribution may not help much either because some learners may exagger-
ate their contributions while others may under-report it, which might lead to unfair 
evaluation. From our experience, it would be much more efficient to give all group 
members the same mark but allow them to expel the member who had severely 
damaged the group progress, and let them decide their individual tasks. At the end, 
we will pick and share some interesting issues from each group project in the class, 
and use them as the optional questions in the final exam. In this case, all learners in 
a group are forced to understand the whole issues since they might be asked to solve 
it in the final exam.

14.4  Concluding Remarks and Future Studies

There is no doubt that gamification in education has the potential to encourage 
learner participation and engagement, trigger learner interest and induce more fun 
during the learning process. But gamification in education is not to simply adopt 
game mechanisms such as leader-boards and reward systems. Instead, in order to 
prevent learners from simply pursuing the various game goals such as achieving 
certain levels, points, status or other goals, more efforts should be invested on the 
appropriate pedagogically designed learning activities to facilitate teaching and 
learning as a whole. Research findings drawn from such areas as game theory, 
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behavioral economics and social psychology can illuminate design  strategies of 
these activities. In this chapter, we presented several case studies that spanning over 
the past several years on the impact of the game-play dynamics and game mechan-
ics on maintaining group behaviors and dynamics. More empirical studies in this 
line of research should be conducted in order to gain a more thorough understanding 
of both the benefits and drawbacks of gamification in education.
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    Chapter 15   
 Physical Skills and Digital Gaming: 
The Relationship between Basketball 
and an Augmented Reality Adaption 

             Andreas     Hebbel-Seeger    

15.1             Introduction 

 In the fi rst instance  “Gamifi cation” and “Game-based-learning” or “Serious Games” 
are indicating different things. Gamifi cation “is different to other concepts, such as 
‘serious games’, which is concerned with the incorporation of non-entertainment 
elements into game-environments (   Liu et al.,  2011 ) where a task is incorporated 
into the game so that the task is accomplished (Oja and Riekki  2012 , p. 138)” (Wood 
& Reiners,  2012 , p. 102). In the sense of Gamifi cation game principals and game 
elements were particularly used for motivational reasons. They should support the 
engagement within tasks or should support the coping of tasks on a preferably high 
level of activity while the target group hasn’t any or not enough intrinsic motivation 
to do so. Application designers are taking“the motivational properties of games and 
layers them on top of other learning activities, integrating the human desire to 
 communicate and share accomplishment with goal-setting to direct the attention of 
learners and motivate” (Landers & Callan,  2011 , p. 421). 

 Thereby the work on learning objects is just one application option. Other options 
are focusing on administration- or management challenges, sporty workout or typi-
cal tasks within the framework of business like the work on an assembly line, data 
processing and so on. 

 But if learning should be conveyed through the use of game elements, beyond 
motivation psychology (see Hebbel-Seeger,  2012 ,  2013 ) it has to by clarifi ed which 
other factors are effective. Especially questions about transfer and the transfer 
 conditional variables are meaningful if digital applications are used.  
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15.2     Transferability between real and digital worlds 

   “At fi rst players always learn something about the game they play. Next to explicit and 
implicit rules, they aquire specifi c game skills. By playing regularly you just get better 
(Juul,  2005 ). But apart from these learning moments, computer and videogames are 
 overstepping the framework of the game itself and can overspill into other areas of life” 
(Breuer,  2010 , p. 13). 

   A connection in-between digital games and motor-driven abilities is usually 
explored in scientifi c studies of neurophysiology. Walter et al. ( 2001 ) examined 
neural activities of probands in a driving-simulator while Whright & jackson ( 2007 ) 
explored the neural activities and the learning success of test persons who needed to 
react on video projections of tennis rackets. 

 Rosenberg, Landsittel, and Averch ( 2005 ) and Rosser et al. ( 2007 ) showed that 
the use of digital games is connected to effi ciency and quality in the context of 
endoscopic interventions by surgeons. The authors trace back this fact to the addi-
tional release of dopamine in the area of the striatum and the frontal cortex during 
game: both are areas which are connected to eye-hand coordination. By playing 
games of certain ability Rosser et al. state the possibility that nerve tracts can 
develop in a way which enhances eye-hand coordination and visual depth imagina-
tion to later on improve minimal invasive skills such as described in the example of 
learning skills by surgeons for surgical interventions. 

 Infl uences of digital games on sport motor-driven skills were reviewed for the 
fi rst time by Fery and Ponserre ( 2001 ) using the example of golf. They observed a 
positive transfer shift from the digital game to the real golf drive movement caused 
and enhanced by the pre-given visualization in the digital form which prepared the 
test person by imaging the movement before its execution. This thesis is also repre-
sented by Witting ( 2010 ) who sums up different studies in following results: “Even 
if so many schemes of action which are presented in video games, are not con-
sciously practiced by gamers, they can still be observed and absorbed as available 
action schemes” (Witting,  2010 , p. 11). 

 Cassavaugh and Kramer ( 2009 ) prove a connection to the training of a digital 
driver’s simulation and the driving performance of a car in the real world, while 
Dörrfuß et al. ( 2008 ) state a signifi cant infl uence of training with the game “Wii- 
Sports Bowling” regarding the performance of novices in the context of real world 
bowling. The effect of the game is interpreted via the sensomotoric layer caused by 
the game-interface with focus on the event of full bodily control: “The fact that the 
Wii allows for the player to use a style of control which enables them to carry out a 
motion much like in the real bowling game put us in the position to employ it as a 
means of coordinative training” (Dörrfuß et al.,  2008 , S. 3). 

 The Same result is described by Sohnsmeyer ( 2011 ) using the example of table 
tennis. He also choose the game console “Wii” for his studies and observes, “ that 
the engagement with digital table-tennis is leading to better reaction time. This 
result underscores the assumption of possible potential in digital games on subareas 
of anticipation skills” (Sohnsmeyer,  2011 , p. 218). 
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 Apart from the proof of transferability on the sensomotoric layer, Sohnsmeyer 
also detects a highly signifi cant cognitive impact in terms of table tennis specifi c 
instructional knowledge and takes it as evidence for the plausibility of Fritz’s ( 2011 ) 
model of transferability (comp. Sohnsmeyer,  2011 , p. 218). This result match to the 
meta-analysis from Vogel et al. ( 2006 ) which reports a general advantage of games 
and interactive simulations for cognitive gain outcomes. 

 Also Miller, Tsui, Dearden, Wolthuis, and Stanley ( 2010 ) discover references for 
a transfer from digital gameplay to real world performance by the example of bowling 
in real world and on the “Wii” console. They not only compare a Wii-treatment- group 
with a control-group but also look on a real-world-Bowling-treatment-group asking 
for the role of effi ciency and situation-dependency in digital learning. They came to 
the result, “the Wii group outperformed the regular group in terms of their bowling 
scores within their own medium, but when tested in regular bowling the Wii group 
underperformed the group trained in regular bowling” (Miller et al.,  2010 , S. 3). 

 Wiemeyer and Schneider ( 2012 ) also observe training effects in a study with 
experienced basketball players in the context of a real pitching training and virtual 
training with Nintendo’s “Wii” console and the game “Sports Resort”. In analogy to 
the results of Miller et al. Wiemeyer and Schneider confi rm a specifi c domain 
related superiority in performance by the virtual training group vis-à-vis the real 
training group but the performance evens out in the real training situation: “The 
results show that there is on the one hand a general effect of virtual and real training 
on both real and virtual throwing performance. Furthermore, the VT [Virtual 
Training] group showed specifi c improvements in the VTT [Virtual Throwing Test], 
whereas the RT [Real Training] just caught up with the VT in the RTT [Real 
Throwing Test]” (Wiemeyer & Schneider,  2012 , p. 68). 

 The authors, however, point out the fact caused by the lack of a control group that 
cannot be excluded and the observed effect is simply based on the repetition of the 
test and does not result from treatment. On the other hand, the results can be inter-
preted in such a way that the specifi c pre-experiences of all probands—all experi-
enced basketball players—show that digital adaption is more effective in comparison 
to a short-term treatment of 5 weeks with 10 training units. 

 Apart from the perspective on transferability of digital games to real world per-
ception and coordination skills, a lot of studies are exploring the sanitary constitution 
and infl uences on players. Gamberini, Barresi, Majer, and Scarpetta ( 2008 ) results on 
the base of a meta-analysis of relevant studies that there are two general effects in the 
context of “Healthcare” and digital games: “First they are entertaining. In contexts 
where health rehabilitation or health support processes can be painful or boring, 
computer games act as motivators. Secondly, computer games provide alternative 
worlds, which can be shaped on the target’s needs, facilitating the development of 
adequate behaviors transferable in to the real world” (Gamberini et al.,  2008 , S. 139). 

 Wiemeyer ( 2010 ) notices in a meta-analysis: “Also the therapy of cancer, diabe-
tes, asthma, burn-ups, cerebral injuries profi t from Serious Games” (Wiemeyer, 
 2010 , p. 252), even if he expresses his concerns that “the given studies rarely meet 
scientifi c quality criteria. Besides a lot of questions are open: Dose-Reaction- 
Relation, sustainability and useful setting” (ibid).  
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15.3     Transfer effects, transfer layers and forms of transfer 

 While most part of empirical studies in context of digital games explore the inter-
dependency of virtual application to the real world, Araújo, Davids, and Serpa 
( 2005 ) invert this perspective. The authors investigate in their study the relation 
between profi ciency level of sailors and their decision making in a computer simu-
lated sailing regatta. They observe a connection between the sailing skills and the 
profi ciency level of the probands and the performance in the computer based sail-
ing regatta, i.e. the ranking and time needed. Experienced sailors, so the result, use 
the given information about wind and competitors more successfully than unexpe-
rienced probands. 

 In reverse the authors assume that the future use of computer simulations in the 
fi eld of professional sailing can bring a lot of advantages. An exemplary application 
is named by Araújo et al. in the fi eld of talent recruitment and promotion because in 
the course of the investigation the novices who started to concentrate earlier on 
relevant sources of information where those who at the end became more successful 
than those who didn’t. 

 According to the authors perspective, computer simulations can in addition be 
used to provide training in a safe environment and to avoid possible problems and 
restrictions of a natural environment while exploring the dynamics of decision pro-
cesses. Furthermore, they assume an effect in specifi c and situated training situa-
tions and, by manipulating a training situation, an effect of setting the learners focus 
on the important source of information. 

 My own studies of sailing and the infl uence of cognitive exercise and practical 
decision taking (comp. Hebbel-Seeger,  2008 ) back up this supposition: It has been 
shown that the confrontation with a sailing simulation where the theoretical meth-
ods and approaches have been adapted to practical education for novices (comp. 
Hebbel-Seeger,  2006 ) have led to more successful performance in real-world sailing 
experience. 

 On the one hand those results correspond with Wiemeyer ( 2009 ) assumption “… 
that effects of transfer in sports primarily are to be expected on two layers:

•    Sensomotoric or rather the perceptive layer (elementary performance)  
•   Cognitive layer (knowledge, decision and strategy)” (Wiemeyer,  2009 , S. 123).    

 The basic action in the sensomotoric performance of sailing a boot can be con-
sidered to be elementary even though a coordination of elementary partial move-
ment requires a) the positioning of body weight by sitting on the edge of the boat, 
b) the necessary impact on the tiller for guidance and direction and 3) infl uencing 
the position of the canvas so as to tighten and/or loosen the sheet. The simulation 
mediates the knowledge as to how those partial movements are to be harmonized 
such as orientation to the wind in a complex human-boat-environment relationship, 
applied to a strategic layer. 

 On the other hand, the results of the sailing study also can be interpreted in the 
way of Fritz’s ( 1997 ) postulated transferability model making a differentiation of 
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fi ve transfer layers and ten possible forms of transfer. According to this, a transfer 
can basically take part on every fi ve layers:

•    Aspects of the real world are represented in the sailing simulation on the “fact- 
layer”, where users can exemplary derives information about the setup of a sail-
ing dinghy, given elements of navigation and right of way on the water.  

•   On the “script-layer” the user gains specifi c practical sailing knowledge with 
complex attributes which e.g., describes the interplay of the three basic steering 
elements on a sailing boat—comparably infl uencing driving, velocity and the 
upright of the boat and the direct and indirect piloting of a target.  

•   The difference of the “print-layer” compared to the “script-layer” is defi ned by 
“a restricted action depth and a short contextual anchoring” (Fritz,  1997 , p. 234). 
It is about simple action patterns which support holding the upright position of 
the boat or performing basic maneuvers like turns and jibes (turning the boats 
across and with the wind).  

•   “While transfers on the script-layer are relatively based on precise schemes of 
actions, the metaphoric transfer is allocated on a more abstract layer. Scripts con-
nected to direct experience were not directly transferred from the real world. 
They were used in a way of “as if” by a structural compliance.  

•   On the “dynamic-layer” the “direct impulse of action” is traced back to its 
“core”: based on a basic orientation of action with validation in the real world 
just as much as in the virtual world because the basic patterns in its function, 
forms of action according human basic needs are autonomy, relatedness and 
competence” (Fritz,  1997 , p. 237). In sports like sailing, where complex and situ-
ational variables are especially at the beginning constantly contributing to exces-
sive demands to the learning process, a “safe” environment/space in a digital 
adaption can have a positive effect on the feeling of gained competences and 
autonomy in practical doing.    

 In regard of possible forms of transfer in the meaning of Fritz’s ( 1997 ) model, 
the sailing simulation at fi rst is laid out on “problem solving transfer” where the 
basic functions and interdependencies of the three elements of control (steering ele-
ments) in sailing sport—tiller, sheet and bodyweight—are not given but tasks to be 
worked out. Problems in the virtual world and corresponding developed solving 
pattern like piloting towards an aim in direction of the wind could be transferred to 
the practical sailing performance as mentioned in the study above. 

 An “Emotional transfer” might emerge if joy over the task in the virtual world is 
transferred to practical sailing. There are no valid results concerning this study at the 
moment. An “instrumental action orientated transfer” exists in the transfer of (sym-
bolic) procedures from the virtual world to motoric movement in the practical sailing 
experience, e.g. in context of basic sailing maneuvers and “if—then” references. 

 While an “ethic-moral transfer“in general shouldn’t be part of sport simulations, 
unless topics like fairness or tolerance in sport are affected by rules, an “associative 
transfer” happens when “perception in the virtual world converges with the percep-
tion of the real world” (Fritz,  1997 , p. 238). 

 In this particular sailing simulation a “reality structured transfer” is targeted by 
transferring functional coherence like the use of specifi c control elements and the 
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behavior of the boat explored in the virtual world and adapted to the practical sailing 
practice. The successful acting of the probands who experienced the treatment by 
the sailing simulation compared to the control group, is to be stated as proof. The 
same thing counts for the “informational transfer”, e.g. by transferring knowledge, 
the naming and functions of equipment in the virtual world of the sailing simulation 
to the real world experience. 

 After all, the problem solving and “informational transfer” represent cognitive 
transfer performances. Nevertheless Fritz ( 1997 , p. 238) introduces an additional 
layer to all the mentioned forms of transfer with the “cognitive transfer” which 
mainly addresses the aspects of memory and sustainability. 

 With “time-transfer” Fritz describes the shift of time-experiences e.g. based on a 
time pressure based urge to act from a virtual world to a real setting using the 
example of sailing sport which probably causes a relief in the practical experience 
if expected handicaps are already known. 

 The tenth and last form of transfer which is named by Fritz ( 1997 ) describes the 
“fantasy-related transfer”. “Impressions in the game (elements, storyline, roles, 
actions and processes) are post-imagined in the own world of minds” (Fritz,  1997 , 
p. 238). In the signifi ance of a “Serious Game”, the creative preoccupation with the 
learning asset, in particular if the imagination provides more “freedom”, can be 
understood as a contribution to a wider perspective and can create new solutions, 
providing meaning to the real world. 

 Processes of transfer are not self-dynamic. “It’s important for a player on the one 
hand to show willingness for transfer and on the other hand to accept it.” (Sohnsmeyer, 
 2011 , p. 61). “The Key driver” for successful transfer is based on the attention of a 
player in facing the event in a virtual world (Fritz,  1997    ): “The virtual world should 
catch my attention and trigger the impulse to “step inside”… The more this world 
captures my attention, the more this world catches my attention, … so much better 
is my readiness for a transfer (Fritz,  1997 , p. 241f.). 

 The stimulative nature, casted by a virtual world, is determined by the own per-
sonal character whose individual and motivational disposition is addressed (comp. 
e.g. Hebbel-Seeger,  2012 ). Sohnsmeyer concretizes this example based on the genre 
of a digital game by stating it a prior-ranking role for the willingness of transfer 
(comp. Sohnsmeyer,  2011 , p. 61). On the other hand the realization of a game, the 
realistic representation, the game mechanics (comp. Jantke,  2007 ) and the user- 
interface (comp. Limperos, Schmierbach, Kegerise, & Dardis,  2011 ) are crucial for 
providing the incentives for transferability and acceptance.  

15.4     Theories of schemes as explanatory models 
for (sport motoric) transfers 

   Cognitive schemes provide a basic aspect to the model of transferability. Schemes organize 
our sensual impressions, experiences and adventures so they can contribute to stable 
schemes of perception and action, based on reasonable experiences. Schemes therefore are 
cognitive structures summing up typical coherences in an area (Sohnsmeyer,  2011 , p. 49). 
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   In sport science the works of Schmidt (comp. Schmidt,  1975 ,  1994 ) were -in general 
- still on the leading edge. He solved the problems of capacity and variability with the 
model of generalized motor programs, that actions can’t be analogically memorized 
(1:1) because of the amount of information, and observed variances during the act of 
performing stable movement skills which do not question the control of movement of 
a mental representation. In line with his scheme-oriented modeling Schmidt assumes 
processes of abstraction in which the identifi cation of rule observance is based on and 
summed up in similar movement categories: “A Scheme is the characteristic of a popu-
lation of objects which consists of a set of rules, which are applied as briefi ng for serv-
ing the creation of a prototype for this population.” (Schmidt,  1994 , p. 24). 

 A motoric memory stores what is needed to be done to achieve desired results 
under special preconditions. Here, the motoric memory is divided according to 
Schmidt ( 1994 ) into two units: The “Recognition scheme” contains the program 
(such as running, throwing, etc.) with the selection and combiantion of involved 
muscle bundles while the “Recall scheme” incorporates its parameters (which pro-
vides the necessary force). “Schmidt takes over these two states of memory from the 
psychology of memory by making a distinction between the active recall (recall) 
and the passive recognition (recognition)” (Künzell,  2002 , p. 21.f). 

 Motorized sport skills require corresponding learning processes in which a human 
comes into contact with the environment and gets information from which he gener-
ates the necessary skills, knowledge of movement and the ability to perform. The 
knowledge about the “performance of movement … is only one aspect of the move-
ment knowledge. Knowledge about the task, the setting, context and individual 
requirements represents other elements of the movement knowledge” (Munzert,  1992 , 
p. 352). Only in this specifi cation, which overcomes the postulated separation between 
perception and action, a connection capability regarding to the assumption of schemes 
in sports  and a transfer-related modifi cation of the same through a cognitive occupa-
tion within virtual realities, is possible, because “the    cognition of certain environmen-
tal events and upcoming wishes and plans … ‘automatically’ [evoke] suggestions and 
plans, how a realization can be achieved “(Roth,  2001 , p. 412.) this means there isn’t 
a fully disconnected scheme for cognition and action, but in principle a continuity and 
compatibility in between both areas” (Fritz,  2011 , p. 99). 

 Following the understanding of the term of information as Leist ( 1993 ) suggests 
in the context of movement and sports, information isn’t only formed of small 
knowledge particles which “only” need to be absorbed by different channels of 
cognition. “Information” is much better described as “what a competent receiver” 
can understand from a message; or: … what can be understood and itself again can 
generate information” (Leist,  1993 , p. 135). Hereby another analogy in the fi eld of 
educational sciences can be drafted postulating Piaget’s perspective: “While think-
ing is adapting to the given things, it is structuring itself and while doing so, it also 
organizes and structures the things” (Piaget,  1976 , p.18). 

 According to Fritz ( 2011 ) this process needs an effort of abstraction beforehand: 
‘The specifi c situation with its abundance of details and peculiarities has to be tran-
formed to its patterns and structures which can be “weaved” in the neural net of the 
human brain. In other words: the stimulus effect will only be added, as he adjusts to 
what is already confi gured as a structure in the brain’ (Fritz,  2011 , p. 94). 
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 Piaget hereby says that the shaping and adaption of action driven structures 
(schemes) is irrelevant whether based on physical or mental construction: “Any 
typed behavior—regardless of external action or internalized action—means and 
depicts for us an adaption or re-adaption” (Piaget,  1976 , p. 6). Based on this, the 
modifi cation of real world relevant schemes of cognition and schemes of action in 
context of virtual realities and the transferability between different worlds appears 
to be plausible.  

15.5     Transfer and transformation 

 In this contribution Fritz’s model of transfer ( 1997 ,  2011 ) in general represents 
more the heuristic model but a universally valid theory of transfer (comp. also 
Sohnsmeyer,  2011 , p. 60). Hence, this approach seems to be suitable in describing 
and explaining the “diversity and complexity of the phenomenon “transfer” in con-
junction to virtual gaming worlds” (   Witting,  2010 , p. 56) and as a sample for inter-
pretation of interdependencies between reality and virtual worlds. 

 The starting point of a possible transfer according to Fritz ( 1997 ,  2011 ) is his 
expectation of different living environments in which humans act; next to the real 
world there exists the “dream world”, the “gaming or playing world”, the “mental 
world” the “media world” and the “virtual world” whereas over layering e.g. between 
“gaming world” and the “virtual world” is possible. Experiences and knowledge or 
therefrom abstracted schemes can also be transferred within and between the worlds. 
In context of motion and sport “Transference… can be described as positive interrela-
tion between acquired action patterns and the application of those patterns in new 
contexts of motions and situations” (Hebbel-Seeger, Lietdke, & Lüssow,  2003 , S.8). 

 Fritz speaks of “intramondial transfer” if a scheme transfer happens within a liv-
ing environment:

  “If a human learned to develop schemes in the real world for specifi c situations which are 
helpful for acting, those schemes are amplifi ed when similar situations appear more often. 
If a human is more often exposed to similar impulses, then he develops the tendency to act 
according the perceived scheme” (Fritz,  2011 , p. 93). 

   Fritz describes the use of schemes beyond the limitation of singular living 
 environments as “intermondial Transfer”: ‘Schemes which own validity and mean-
ing for a specifi c world (e.g. the real world), [are] applied to another world (e.g. the 
virtual world)” (ibid). Such a transfer in general doesn’t “only” happen from one to 
another instance but also owns the characteristics of interdependency. In particular 
users of digital games in the context of sport already own domain specifi c knowl-
edge (e.g. rules) and context relevant schemes of cognition (e.g. interpretation of 
tactics) which can be used for virtual gameplay. At same time, the experiences in the 
virtual world are shaping modifi cations of previous imported schemes, which are 
modifi ed and retroact into the real context: „The player of a videogame already 
owns a specifi c stock of knowledge from the common sense world before he enters 
a virtual world and which can be helpful during the videogame. During his stay in 
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the virtual world, he will be enriched with canned knowledge (the player gets 
knowledge from the virtual world, e.g. strategy of acting, factual knowledge, use of 
input devices etc.). Occurences of transfer happens’ (Wesener,  2006 , p. 3f.). 

 Since the fundamental context of the intra- and the intermondial transfer differ 
from the setting the kind of circumstances a scheme originally has been acquired, the 
transferred entity needs to be modifi ed to gain meaning in the other world when 
applied to a new (transfer) situation” (Kempter,  2009 , p. 16); “For transferring, 
transformation is needed—especially in schemes of specifi c cases with characteris-
tics, which are able to provide abstract structures to offer space for similarities. Only 
by such transformation a transfer between the worlds is possible because impulses 
from the one world to the other world are charged with meaning” (Fritz,  2011 , p. 94). 

 Witting ( 2010 ) explores transferability of digital games via a questionnaire of the 
target group. She notices a huge intermondial potential of transferability caused by 
the high degree of interaction, while the players themselves are mostly aware of an 
intramondial transfer. “Upfront players reported about the transfer within the virtual 
gaming world between games of similar types: Virtual gaming worlds require a 
genre specifi c pattern of acting so one can successful act in the game” (Witting, 
 2010 , p. 10). “The players express that they are developing specifi c cognitive 
schemes for a specifi c type of genre, helping them to set focus on the elementary 
aspects and the course of the game” (Witting,  2010 , p. 13). 

 According to Fritz ( 2011 ) the depth of transfer for intramondial transfer is not as 
large in comparison to a transfer from one living environment to the other because 
the contextual similarities are larger. Accordingly the “adjustment of the transfer 
content to the equivalent shape of reality …, to harness knowledge and thus actions” 
(Wesener,  2006 , p. 4) in the transfer process can turn out less. To this Witting’s fi nd-
ing matches that player mainly verbalize the “more simple” intramondial transfer. A 
structural adaption “via transformation in the process of transfer happens as long as 
it evens out on a similar level” (specifi c level) fi tting specifi c schemes (Fritz,  2011 , 
p. 94). Fritz draws the conclusion that an “intermondial transfer in general only can 
succeed on a general abstract degree” (ibid). At the same time Fritz doesn’t exclude 
a transfer on a higher level and sums up further transvariables with an open mindset: 
“Which transfers in which form can be realized in the process of the game is depen-
dent on the game (and its scheme offer) and on the player, his structure, motivations, 
the rang and the differentiation of his schemes” (Fritz, 2010, p. 101). 

 Variables of a transfer in a virtual world can be seen as “moments of alikeness 
between virtual and real world” (Witting,  2010 , p. 14). Those moments of similarity 
don’t urgently need to emerge from a realistic visualization; nevertheless such visu-
alization is potentially very helpful for guidance and orientation. 

 In fact those moments of alikeness can be created by specifi c interface designs 
e.g. improved motion controls in sport games (like game consoles Wii©, 
XboxKinect© or PS3 Move©), the adaption of real world control devices in the 
shape of steering wheels, joysticks, foot pedals for driving and fl ight simulations in 
analogy to the real world and like metaphors of space to “identify” and “assign” the 
choices of “acting “and “orientation” (comp. Hebbel-Seeger,  2011 , p. 333). Nacke 
and Lindsey ( 2009 ) did an electroencephalographic measurement with gamers 
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using a movement sensitive interface. They show that such an interface aided the 
feeling of action. 

 The embedment of virtual gaming elements in a real world setting as augmented 
reality application becomes relevant when both realities merge to new hybrid world. 
Moments of alikeness from a real world used in a virtual setting create a cognitive 
relief for the user because they create continuity and transport the internalized func-
tion of real world based objects enabling the player to get much better “immersed” 
into the setting in combination with interaction creating a sense of telepresence 
(comp. Slater & Wilbur,  1997 ; Pietschmann,  2009 , p. 68ff.). “Telepresence there-
fore is described as profoundly positive feeling of immersion with a medium” 
(Huber, Hamprecht, & Heise,  2012 , p. 43): “The player … gets into what is for him 
a very pleasant state quite quickly. He merges with the game and is completely 
absorbed by it” (Fritz & Fehr,  1997 , p. 37).

  “That experience was “fl ow”, fi rst identifi ed by Mihaly Csikszentmihalyi in die 1970s. 
Flow theory describes a very focused, energized, an effective mental state that takes place 
when a person is fully involved in an activity” (Edery & Mollick,  2008 , p. 158). 

   Even if time, space and the moments of alikeness step into background during 
the state of “fl ow” the users are usually able to make the difference between the 
worlds they are located in and their matching action patterns. This ability of differ-
entiation is called “framing competency” (comp. Fritz,  1997 ,  2004 ,  2011 ; Schmitt, 
 2011 , p. 33). Gamers describe in interviews that framing competency potentially 
owns a repressive impact (comp. Witting,  2010 , p. 16). Nevertheless Witting comes 
to the result that “the framing competency listed by users … doesn’t basically pre-
vent transfers but … [empowers] the player to create awareness for the clear distinc-
tion of the different worlds” (Witting,  2010 , p. 16). 

 This assessment is congruent with Fritz’s assumptions who assigns users of vir-
tual worlds a “stable framing competency”. “This doesn’t exclude that transfers 
(more or less conscious) do happen” (Fritz,  2011 , p. 158). “The detailed sequence 
of a transfer process and in particular the factors which suspend the controlling of 
transfer and the framing competency are yet not clarifi ed” (Schenk,  2007 , p. 237).  

15.6     Intermondial transfer by the example of basketball 

 The question of intermondial transfer in the context of motion and sport is explored 
in a study using the example of basketball. The question which accompanied our 
experiment was to fi nd out and prove the interdependencies between a specifi c per-
formance in basketball, operationalized via the success of “penalty shots” and the 
performance in a digital adaption. 

 The digital adaption is designed as an augmented reality application (“AR 
Basktball” by Simiotica“ 1  vers. 1.2.0) for iOS mobile devices. 

1   http://itunes.apple.com/de/app/arbasketball/id393333529?mt=8 . 
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 A basketball basket is displayed on the screen of the device by interpreting the 
external 2D-markers via integrated camera (see Fig.  15.1 ). The digital game adopts 
the game principle of the real world (aiming and shooting) and visualizes it ade-
quately (especially colors and textures of the basketball and the appearance of the 
basket).

   The motion of shooting is performed by a wiping gesture with the fi nger and 
serves only as symbolic reference to motion of the real world. The AR adaption of 
the basketball game provides a dynamic augmented virtual setting where the vari-
ables of distance, angle and velocity is always different according to the location of 
the player, determined by the 2D-marker. Those interdependencies are calculated 
into a physics-model which provides the simulation of a reality-close fl ying behav-
ior of the basketball. The physics-model also calculates the proportions and render-
ing of the basketball and basket. 

 The aim of the study is the exploration of intermondial transferability of (throw-
ing)schemes from the real to the virtual world. With the specifi c interface design, a 
user experience by the probands of nearly zero in combination with a relatively new 
technology device (iPad) and the AR adaption as new form of virtualization, the 
application “AR Basketball” were very well suited to this experiment. A possible 
intramondial transfer, means transfer of genre specifi c cognitive schemes (comp. 
Witting,  2010 ), therefore could be excluded from the study as far as possible. 

 In combination with real and virtual elements, interaction in real time and the 
registration of action in three-dimensional space, the application fulfi lls the three 
main criteria for augmented reality (comp. Azuma,  1997 ; Azuma et al.,  2001 ). 
Within this augmented reality the game “AR Basketball” offers three different 
modes of game: “Training”, “Classic” and “Action“. 

  Fig. 15.1    “AR Basketball”—2D-marker and visualized basket on iPad       
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 In the “Training Modus” the system counts all successful strikes in a period of 
5 min. Distance and position to the marker is freely selectable. A display informs 
about the current score, a previously made high score and the running countdown. 
The training modus starts with the fi rst throw of a basketball. The counting of score 
is only interrupted if the signal of the 2D marker is lost during the gameplay and it 
immediately restarts once the recognition of the marker is back again. 

 Compared to the “Training Modus” different throwing positions are predeter-
mined in the „Classic Modus”. In addition the playground is divided into six zones 
corresponding to the position of the device and the 2D marker. A map at the bottom 
of the screen provides information about the current position and gives visual feed-
back when the correct location is reached. The task in classic modus is to perform 
three successful shots from each of the six zones. A time limit is not given but points 
are subtracted when performing a mission shot. 

 Also in the “Action Modus” different throwing position are predetermined. While 
the focus is set to pressure accuracy in “Classic Modus” (comp. Roth,  1993 , p. 88) 
the performance in the “Action Modus” is defi ned by time pressure: The player can 
throw as many basketballs as possible within a timeframe of 20 s. The aim in “Action 
Mode” is to reach the highest score in summation of all hits in the six zones. 

 The Object of the study is the exploration of transferability of sport- and motion 
based skills and its digital adaption. We decided to use a complex full body gesture 
as the object of exploration which is tagged by a highly situational constancy; the 
penalty shot in basketball. The distance to the basket, the size (radius), the height of 
the basket, 2   as well as color, texture and size of the basketball 3  is predetermined 
(comp. FIBA  2012 ). 

 Oriented to the conjunction and situational conditions of a real world penalty 
shot, we decided to use the “Training Mode” in the digital adaption of the game “AR 
Basketball” and modifi ed the time variable by the amount of ten (10) possible 
attempts for shots. The horizontal distance from proband to marker was 90 cm and 
the height over the ground level was 105 cm (in analogy to the predefi ned parameters 
of penalty shots in the real world but with other dimensions). The named specifi ca-
tions represent and guarantee a stable and functional setting for marker recognition 
and interpretation and to ensure the most a fl at angle to the basketball basket. 

 The application offers two modes of “throwing motions”: Either the wipe mode, 
where motion of the fi nger determines velocity, direction and distance of the shot 
affecting the impulse and angle of the basketball. The second option was the use of 

2   The horizontal distance from the penalty line to the center of the basket measures 4,225 m. The 
basket itself is a diameter of 45 cm and is mounted to a height of 3,05 m over ground level. 
3   The texture of the basketball is divided into 8 panels giving the ball its characteristics layout. 
While the International Basketball Association (FIBA) doesn’t demand a standard for the color, the 
worldwide largest association, the National Basketball Association (NBA), predetermines the 
“typical” color of the ball in orange with black lines. Women are playing according the guidelines 
of the international regulations with basketballs of the size 6 with a range of 724-737 mm and a 
weight of 510–567 g while men play with a basketball in size of 7, a range of 749–780 mm and a 
weight of 567–650 g. 
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a slider on the right side of the screen, also controlled by using a fi nger to defi ne the 
impulse of the basketball. If the slider is used, then the device is used to set the 
direction of the fl ying line corresponding to the localization of the marker. By 
choosing the wipe mode more variance is possible (e.g. infl uence on the direction 
the basketball should fl y to). Another reason for choosing the wipe mode was to 
avoid the memorization of a certain state of the slider and an expected transforma-
tion of the throwing scheme by the probands. This is why we decided performing 
for this study should happen via the wipe mode. 

 Despite the very mere symbolic adaption of the real-world-alike throwing motion 
we anticipated an instrumental-action oriented transfer in the context of the chal-
lenge to be solved (Fritz,  2011 , p. 130) by expecting the probands to be able to 
transfer the moments of similarity of virtual and real world schemes, here the fl ying 
behavior of the basketball; but also habituated experiences made with (basket) balls 
made in a virtual or real world context. The specifi c realization of the augmented 
reality application also pays into this thesis because it allows the convergence and 
softening of both worlds which for us is seen as key-element for making processes 
of transfer possible: “Events of similarity are described as transfer benefi cial, which 
appear to be obvious and traceable as intersubjective. Those usually stay in context 
of simulation games or refer to aspects of virtual worlds which are strongly oriented 
to the real world” (Witting,  2010 , p.16). 

 The characteristic of a fl ying ball in the penalty shot of basketball is the motion 
of a parabola (comp. Wick,  2005 , p. 36) where the ball hits the target in a sinking 
and forward going movement. The parabola is deviated from the position of the 
player and the location of the target which is allocated in a horizontal line and a in 
a higher position as the player. The variables determining the fl ying line are the 
height, angle and velocity by the moment of dropping (ibid). In best case, the player 
is able to hit the target without touching the ring of the basketball basket. 

 By the size of ring and ball and in perspective of bio-mechanics calculations, the 
ball needs to enter an angle of at least 31° to hit the target without touching an border 
of the basket (comp. Zumerchi,  1997 , p. 70). The larger the entrance angle is, the higher 
the effect on fault tolerance can be expected regarding the deviance of the ball reaching 
the center of the basket. Deductive reason therefore is: to reach the closeness to an 
entrance angle of 90°, which physically never can be achieved in this experiment. 

 Between the real world “original” and the digital adaption of the game “AR 
Basketball” exists one substantial difference. While in the real world, the dropping 
point of the ball is located beneath the target, the dropping point in the augmented 
reality application is located above the target. This depicted dropping-height basi-
cally doesn’t have an impact on the fl ying line which in both cases is a parabola 
caused by a lopsided throw. However, an infl uence on the perception of a situation 
similarity, and therefore on a central variable for the occurrence of a transfer pro-
cess, cannot be excluded. The visualization of the cue ball, the game objective and 
the game task (goal throw) are establishing a relationship to the real world. However, 
a signifi cant difference between the real world and the virtual world result from the 
perspective, the view to respectively down to the basket: In the real world, the player 
looks up to the basket from beneath. In the digital adaptation in the game “AR 
Basketball” the player looks from above to the basket. 
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 According to Fritz’s model of transfer ( 2011 ), a throwing scheme from the real 
world to the virtual world like this should be able to integrate such change of param-
eters when identifi ed by the probands as situationally “appropriate”. Under biome-
chanical consideration of the different initial positions of a penalty shot in the real 
world and the augmented reality adaption in the game “AR Basketball” it can be 
shown that the dropping point of the ball above the target is easier in comparison to 
the dropping point of the real world setting which potentially offers the possibility 
of reaching a higher mathematical entrance angle of 90° which as mentioned before 
increases the fault tolerance of deviating the ball from the center of the basket and 
therefore for a successful hit on target. 

15.6.1     Experimental Setup 

 At the beginning of the study, the probands were briefed about the task: they should 
try out to reach the highest score within a certain amount of penalty shots in the real 
world as well as in the digital adaption. The probands got 1 min to get familiar with 
the use of the “AR Basketball” application without recording the score. After a short 
break of one more minute, the probands were asked to perform ten (10) penalty 
shots in rotation into the real world basketball basket and the digital adaption on the 
iPad. All in all, the ball had been thrown in 3 rounds with 10 attempts in the digital 
adaption and 2 rounds with 10 attempts under “real” penalty shot conditions (comp. 
Table  15.1 ). No countdown had been set. Nevertheless the time had been recorded 
next to the amount of hits.

   The basis of this methodical setting is the assumption that probands show awareness 
for transferability in moments of alikeness between the real and digital world. Apart 
from the adaptions of real world basketball game which we have already described in 
the digital application “AR Basketball” such as the principles of aiming and taking over 
external design elements like color of the ball, the shape and positioning of the target 

   Table 15.1    Experimental phases   

 Sequence  Phase  Content/task 

 1  Briefi ng  Explanation of examination procedure and task 
 2  Familiarization  Try out the application “AR Basketball” on the iPad 

for the duration of 1 min without results recording 
 3  AR Basketball 1  Ten “throws” within the application “AR Basketball” 

on the iPad without time limit 
 4  Real Basketball 1  Ten “real” Penalty shots without time limit 
 5  AR Basketball 2  Ten “throws” within the application “AR Basketball” 

on the iPad without time limit 
 6  Real Basketball 2  Ten “real” Penalty shots without time limit 
 7  AR Basketball 3  Ten “throws” within the application “AR Basketball” 

on the iPad without time limit 
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(basketball basket). It is also the setting of the game in a real sports hall which generates 
a moment of similarity and in which the experiment takes place. 

 Besides the multiple changes between the performance in the real and virtual 
world and the record of success, we also wanted to rate the stability of the throwing 
action; intramondial via several attempts in the same (real) world as well as inter-
mondial a) in context of sensitivity to the real performance for interferences via 
virtualized action with comparable throw scheme but other parameters and b) in 
context of possible customization (learning effect) in the virtual world along several 
attempts in the real world and the transferred throwing scheme. 

 The aim of our study is the exploration of transferability of schemes from the real 
world into a virtual world. The forming of schemes is based on many extensive situ-
ational and task specifi c experiences, so the “strength of a scheme [is described] as 
a positive function of the amount of experience within the same category of motion” 
(comp. Wulf,  1994 , p. 23). Accordingly we operationalized the probands due gen-
eral qualifi cation in terms of the question and the period of activities in basketball. 

 In this way, we were able to recruit 52 probands of both genders (f = 14; m = 38) 
aged between 15 and 34 years who at the time of the exploration were all active 
players in clubs with a playing experience of at least 3 years with a minimum of 2 
training units a week. All through we didn’t make any differentiation in terms of 
how intensive they played (popular and professional sports) nor an affi liation to any 
league or class. Rather, we saw the action guidance in the success rate, result con-
sistency of the performance (basketball penalty shot) in phase 4 and 6, the stability 
and the task specifi c characteristic as relevant to deduce from (throw-) schemes in 
the real world. 

 For settling we conducted a hit ratio for both penalty shots with a hit ration of at 
least 50 % (aspect of success) in the real world and a deviation in the amount of 
max. 1 hit (aspect of stability). The group of probands who were successful and 
identifi ed with a stable throwing scheme were compared in the analysis with the 
group of probands, who in the real world performed less in accuracy and stability 
(less than 50 % hit ratio in one or both attempts).  

15.6.2     Results 

 In view of the penalty shot success ratio in the real world 32 of 52 probands (62 %) 
were able to reach fi ve or more hits. 25 of the 32 probands showed a deviation in the 
amount of hits by ≤1, which corresponded to percentage of 48 % of all probands. 

 This result is congruent to our expectations that experienced basketball players 
showed in context of our study and the identifi ed factors of range, length, actuality 
of sport specifi c experiences an quasi automated performance of motion (comp. 
Hebbel- Seeger & Lippens,  1995 ) which resulted in a comparatively large hit ratio 
and performance constancy. This is compliant to current results in sciences of 
motor-activity (comp. e.g. Wiemeyer,  2005 ). 
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 Only 9 of 52 probands (17 %) were not able to perform in both rounds with fi ve 
or more hits. The average hit ratio of those 9 probands was at 2,94, hits per rounds 
compared to 4,64 successful hits of the probands (n = 11), who at least could make 
in one of two rounds in the real world a score of four or more. 

 The success ratio of the probands who performed in both rounds in each case fi ve 
or more successful hits (n = 32) was comparatively at 6,97. No important differences 
could be made to the part group (n = 25), which not only performed fi ve or even 
more hits but also showed a high result consistency in terms of the amount of hits 
(difference ≤1 compared to both rounds) (comp. Table  15.2 ).

   As a start we interpret this result as proof for the heuristic scheme theory assump-
tions for action guidance where successful schemes of motion in a high perfor-
mance (in sports) are depicted as in a high result constancy (comp. e.g. Reiser, 
Müller, & Daugs,  1997 ): The performance constancy of the probands during the 
penalty shots in the real world (above a certain performance range) correlates with 
the performance level. 

 If an intermondial transfer between real and virtual worlds is successful, this 
means that the probands are able to transform their (throwing) scheme from the real 
to the virtual world, thus the probands who are also more successful should be better 
compared to the other ones. In a fi rst observation we noticed that hardly one pro-
band was able to act as successfully in the virtual world as he was in the real world. 
Only 5 of 52 probands (10 %) were able to reach a slight higher hit ratio in the 
virtual world on the iPad (average, 0,2, 0,3, 0,8, 1,7 and 2,3 more successful hits per 
round) compared to the penalty shots on the “real” basket. 

 Those were probands whose performance under “real” conditions was settled at 
the lower range with correspondingly low hit ratios (3 probands from group 3, 2 
probands from group 2). All other probands were not able to reach a similar perfor-
mance from the real setting to the virtual world: The differences in the performance 
between the hit ratio in the real world and the virtual world in group 1, including the 
part group 1b, and group 2 is signifi cant; not tough in group 3 (we used the Q-Q test 
for group 1 and the part group 1b but the non-parametric Wilcoxon Signed Ranks 

    Table 15.2    Proband classifi cation into groups based on the free-throw performance in the real world   

 Group  Description 
 Amount 
probands 

 Average amount 
of successful hit 
per round 

 Percentage to 
the main unit 
(%) 

 1  At least 5 successful hits 
in both rounds 

 32  6,97  62 

 1b  At least 5 successful hits in 
both rounds by a deviation 
in amount of hits ≤1 

 25  6,92  48 

 2  At least once 5 or more 
successful hits in both rounds 

 11  4,73  21 

 3  In both rounds less than 5 
successful hits 

 9  2,94  17 
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Test for groups 2 and 3, because the data wasn’t distributed normally and the sample 
size was rather small 4 ). 

 Accordingly, nothing points to a positive transfer. On the contrary, at fi rst it 
seemed to result in a negative transfer (interference) by scheme transfer of external 
similarities which doesn’t adapt to the virtual world and therefore doesn’t show 
such a good performances (comp. Hebbel-Seeger et al.,  2003 ). 

 An explorative data analysis can’t back up this thesis. In fact the differences of 
the penalty shooting observed in the real world and on the iPad between the groups 
even out the hit ratio and the time needed for the attempts (comp. Tables  15.3  
and  15.4 .). While the differences concerning the hit ratio of the penalty shots 
are signifi cant in the real world between groups 1 and 2 and 1 and 3 and also 
between the groups 2 and 3, no differences can be observed in the virtual world 

4   Group 1: The p-value associated with this test is 0.00 and since this is smaller than alpha (0,05.), 
we can confi dently reject the null hypothesis (there is no difference between the means) and say 
that there is a signifi cant difference between the average number of baskets made in the real world 
and the virtual world (.635). 

Group 1b: There is also a signifi cant difference in the mean number of real world and virtual world 
baskets made. The associated p-value for this test is 0.00 which is less than alpha, therefore the null 
hypothesis can be rejected with confi dence (.761). 

Group 2: We still got a low p-value (.010), which makes us confi dent that the means are in fact 
different. Group 3: We got a p-value of 0.235, which is larger than alpha. Therefore we can not 
reject the null hypothesis: There is not enough evidence to support the claim that the means are 
different. 

   Table 15.3    Explorative observation of penalty shooting performance in the real world by groups   

 Group sorting 
by penalty 
shooting 
performance 

 Amount 
of probands 

 Average 
hit ratio 
per round 

 Group internal 
variance of 
absolute hits over 
all three rounds 

 Average 
execution 
time per 
round (s) 

 Group internal 
variance of absolute 
execution time over 
all three rounds (s) 

 1  32  6,97  10–18  78,23  50–140 
 1b  25  6,92  10–19  77,36  50–110 
 2  11  4,73  7–12  77,18  53–122 
 3  9  2,94  3–8  74,72  45–116 

   Table 15.4    Explorative observation of penalty shooting performance on iPad by groups   

 Group sorting 
by penalty 
shooting 
performance 

 Amount 
of probands 

 Average 
hit ratio 
per round 

 Group internal 
variance of 
absolute hits over 
all three rounds 

 Average 
execution 
time per 
round (s) 

 Group internal 
variance of absolute 
execution time over 
all three rounds (s) 

 1  32  2,09  1–16  34,39  81–170 
 1b  25  2,12  1–16  34,32  81–170 
 2  11  2,12  0–20  34,27  72–130 
 3  9  2,19  0–13  34,81  73–128 

15 Physical Skills and Digital Gaming…



308

(we used the non-parametric Mann–Whitney Test 5 ). Same is true for the execution 
time which has been observed in between the groups 1 and 3 and shows a difference 
(but below a statistic signifi cance) which is missing in the virtual world.

    Focussing on the change of the execution times and hit ratios between the singu-
lar rounds, the probands showed following comparable development: The execution 
time shortened across all groups from the fi rst to the second penalty round in the 
real world without showing a connection to the average reached hit ratio. In con-
trast, the execution time on the iPad showed only small variances (even if across all 
groups a shortened execution time is visible), while the performance in group 1 und 
2 was increasing on low level. No improvement could be seen in group 3 (comp. 
Tables  15.5  and  15.6 ).

    The observation of the development or rather change of the hit ratio on the iPad 
along the three rounds indicates group specifi c characteristics which can be inter-
preted as the processes of transfer: While the probands of the 3rd group, in face of 
the low performance in the real world, no elaborated (throwing) scheme is assumed, 
no improvements within the three rounds is shown in context of the hit ratio—in all 
other groups (1 and 2) an improvement of successful attempts is recorded. According 
to Fritz’s model of transfers, we can read this as a sign for processes of transfer and 
an improved adaption of the acquired (throwing) scheme from the real world to the 
new context of the virtual world. 

5   The p-values are in all cases 0.00, which means there is a signifi cant difference (reject the null 
hypothesis: there is no difference between the means) in the performance between the groups. 

   Table 15.6    Explorative observation hit ratio per round in the virtual and the real world by groups   

 Group sorting by 
penalty shooting 
performance 

 Amount 
of probands 

 Average 
hit ratio 
iPad 1 

 Average 
hit ratio 
iPad 2 

 Average 
hit ratio 
iPad 3 

 Average 
hit ratio 
“Real” 1 

 Average 
hit ratio 
“Real” 2 

 1  32  1,56  2,16  2,52  7  6,94 
 1b  25  1,64  2,2  2,52  6,92  6,92 
 2  11  1,64  2,72  2,45  4,64  4,82 
 3  9  2,33  1,78  2,44  2,67  3,22 

   Table 15.5    Explorative observation of execution times per round in the virtual and real world by 
groups   

 Group sorting 
by penalty 
shooting 
performance 

 Amount 
of probands 

 Average 
execution 
time iPad 
1 (s) 

 Average 
execution 
time iPad 
2 (s) 

 Average 
execution 
time iPad 
3 (s) 

 Average 
execution 
time “Real 
1” (s) 

 Average 
execution 
time “Real 
2”(s) 

 1  32  34,56  34,78  33,18  81,44  75,03 
 1b  25  34,12  34,96  33,88  79.8  74,92 
 2  11  37,73  32,64  32,45  83,82  70,55 
 3  9  35,89  35,22  33,33  81,33  68,11 
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 The situation is different in terms of “body height”. In paragraph 5 the dropping 
height of the basketball on the iPad is listed as abstractional simplifi cation. This 
simplifi cation didn’t result at all in better scores during the experiment. In a more 
differentiated view we can notice that probands with a height of ≥185 cm (n = 25) 
performed across all three rounds on the iPad with higher hit ratios compared to 
probands with a height of <185 cm (n = 27). The differences increase in all three 
rounds and are even signifi cant (0,001) in the third round. Yet all predefi ned groups 
(comp. Table  15.2 ) were equally distributed with view on the variable of body height. 

 Since body height in basketball plays a decisive role and provides an advantage, 
one could use the argument that those taller probands were the “better” players 
within the study whose advantage is also mapped into the virtual world. Other than 
in the virtual world no statistic relevant differences could be seen in context of per-
formance and the dependency on the variable of body height. 

 The dependency on anthropometric attribute (body height) and hit ratio during 
the penalty shooting on the iPad challenges the reliability of the experiment-setup 
by assuming that the comparatively short distances (comp. paragraph 5) between 
the defi ned “throwing line”, the marker and the iPad, as well as the height of the 
marker—could create an advantage for taller probands: The potentially simple 
abstraction in the game “AR Basketball” and the higher dropping height within the 
game could be exploited by taller probands by leaning over. The distance between 
player and basket crucially could be reduced by still keeping an adequate dropping 
height; compared to the distance of the basket in the real world.   

15.7     Summary and Outlook 

 Virtual worlds have in different contexts at least a potential in context of transferring 
emotional, affective, cognitive and even motoric schemes to the real world. The 
assumption of such an—intermondial—transfer implicates that a transfer in contra- 
direction from the real into the virtual world must be possible. Sure enough, hints of 
a transfer are found when players of digital games for example adapt and project 
known rules of games from the real world into the virtual world. 

 Nevertheless, most studies in context of motion and sports have set the focus on 
the transferability from direction virtual world to real world. There is apparently a 
demand for systematic exploration, scientifi c interest and evaluation of the matter in 
the scientifi c landscape and this specifi c domain. 

 Actually possible hints to processes of transfer from the virtual to the real world 
are found in the studies. Cause by the variety of methodically approaches and dif-
ferent qualities of the studies a transfer is subjected to (motivation, cognition, affect, 
treatment etc.), valid generalizations can be deviated. 

 This study only aimed so far to see if and how an expertise acquired in the real 
world fi nds equivalence in the virtual world. The foundation of reasoning for poten-
tial processes of transfer is based on Fritz’s model of transfer ( 1997 ,  2011 ), which 
besides the differentiation of forms of transfer, layer of transfers and the process of 
transfer itself works as scheme for transformation. 
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 In difference to Wiemeyer and Schneider ( 2012 ), who also conducted a study 
using basketball and came to the result that “the real training seems to transfer to the 
virtual test” (Wiemeyer & Schneider,  2012 , p. 69), our results revealed major differ-
ences in the performance of experienced basketball players during penalty shooting 
in a real and virtual setting which in fi rst view seems to controvert a transfer. 
Nevertheless changes in performance across time on processes of transformation in 
the meaning of Fritz can be noticed and negotiated with a possible transfer between 
the real and the virtual world. 

 Since those results are of explorative character and our study is missing a control 
group, generalizations are interdicted. Our setting shows in addition sensitivity to 
the disruptive factor of body height, shown by the identifi ed correlation between 
linear growth and success rate of the task on the iPad. With this study, we think that 
we can contribute an initial point of analysis towards further research of transfer- 
effects between virtual and real worlds and vice versa.     
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    Chapter 16   
 Storytelling to Immersive Learners 
in an Authentic Virtual Training Environment 

             Lincoln     C.     Wood      and     Torsten     Reiners    

16.1            Introduction 

 University education is in a constant change, trying to improve research, teaching, 
and administration; mainly to improve in rankings and attractiveness for students. 
Investments are done in all areas; marketing promotes the quality of infrastructure, 
research outcomes, and the excellence in teaching and learning. Classrooms undergo 
a continuous upgrade with the latest advancements in technology. And while the 
teachers are trained in using the technology for, e.g., a fl ipped classroom, higher 
participation, and collaboration among the students, one component is hardly con-
sidered in the upgrade: mediation of the teaching material. PowerPoint slides are 
transferred to Prezi, text is replaced with images, and textbooks are getting addi-
tional multimedia material. However, there is no signifi cant change to make the 
material more engaging for students and to provide a sense of immersion. Indeed a 
very relevant and desirable idea to pursue as some projects demonstrate with their 
success of using games and virtual worlds in their teaching (Lee, Dalgarno, Gregory, 
Carlson, & Tynan,  2013 ;    Pirker, Berger, Guetl, Belcher, & Bailey,  2012 ). 

 We provide an open space for learning; even though having boundaries to main-
tain the user within the scope of the learning objectives. Users can deviate in the 
open space. It is all about achieving the outcome; not necessarily how this is 
achieved. Note that verifi cation of the state of objects or the environment is neces-
sary to prevent certain critical states or actions to occur. Moving a box from the 
twentieth fl oor can be accomplished by dropping it from a window; yet, using a 
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pulley and rope would cause less damage and lowers the risk of hurting innocent 
people. Still, it is the learners’ choice to pick from valid methods like pulley, lift, 
carrying, cranes, or helicopters as long as the aim of the scenario is fulfi lled. On 
completion, the result is assessed by criteria such as time taken, cost, or damage; 
thus, while a helicopter ride may be fun it is not the most cost-effi cient solution in a 
commuting problem and therefore maybe not preferable over others. Recorded vari-
ables like completion time are used to calculate a score; which the learner can 
improve on further runs. If a learner ‘gets themselves killed’ or makes a ‘fatal mis-
take’, just points are deducted instead of having an impact on the actual person or 
its virtual avatar. Virtual learning environments enhanced with gamifi cation enables 
learners to repeat situations over and over to discover the correct solution to improve 
their score (McGonigal,  2011 ). When playing games, there is a very high percent-
age of failure rates on initial attempts of approximately 80 % (Fujimoto,  2012 ); yet, 
where the player is engaged to master the activity and complete the task, the overall 
fail rate drops precipitously. This type of repeated attempt is something highly dis-
couraged by our educational systems. Educational institutions promote success and 
rather focus on a ‘single-shot’ assessment with extremely low fail rates but low 
grades than having learners repeat to improve and intensify the learning experience 
as well as learning outcome. The traditional classroom setups seem to be a fail-safe 
environment where failure and negative experience is disregarded. 

 Learners receive points, badges, or leader-board merits through gamifi cation 
techniques, promoting a competitive atmosphere where users attempt to outdo oth-
ers, while immersed in the learning scenario (Reiners, Wood, & Dron,  2014 ). 
Familiarisation with the learning environment in multiple repeated ‘challenges’ can 
motivate learners to contest more experienced learners; i.e., progressing up the lead-
erboard. In theory, it can promote a competitive atmosphere, full of rivalry, as users 
compete to outdo one another. In practice, such an approach can produce also stun-
ningly negative dynamics, as unintended consequences spring forth from thought-
less applications. Consider what it would feel like if you were to join an Internet-based 
social media with some well-recognised users having astronomical points and a 
collection of badges that would make a boy scout green with envy. While this might 
inspire you, it will undoubtedly turn-off other users. Instructional designers must 
balance gamifi cation components; for example, introducing handicaps as it is done 
in golf or by comparing learners only at the same level. A comprehensive overview 
extending beyond gamifi cation elements of points, badges, and leader-boards is pro-
vided by Reiners et al. ( 2012 ); Wood and Reiners ( 2012 ) provide a model for includ-
ing elements in a logistics and supply chain management class. 

 Throughout this chapter, we outline some of the challenges we have had with 
teaching units in Logistics and Supply Chain Management courses and address how 
we are actively solving these problems through the story: ‘nDiVE: How to immerse 
the learner in an authentic n-dimensional environment’. In the following sections, 
we describe how we condense the multiple dimensions (the exact number depends 
on specifi c learning outcomes for the programme) into an authentic, immersive 
story (using a virtual environment for visualisation) to demonstrate, simulate, and 
control real-world situations in a format that allows students to grasp the highly 
complex and interwoven processes. We decided to encode the learning material as 
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an interactive story similar to current open world video games (e.g., Grand Theft 
Auto [GTA]) or the classic ‘Dungeons & Dragons’ (Reiners et al.,  2013 , p. 735) as 
this supports the establishment of suitable scope and narratives while leaving the 
learner free to explore the space and create their own perspective on the established 
learning outcomes. In the next section, we outline the importance of deciding on the 
appropriate balance of realism and authenticity in presenting learning materials. We 
use different technologies depending on the learning objectives as well as the per-
spective the learner inhabits. The idea of fun, play and passion symbolises the gami-
fi cation concept and addresses the problem that even the perfectly designed learning 
environment is not suffi cient for a complete learning experience; learners have to be 
engaged and motivated as well. We integrate gamifi cation mechanics to trigger each 
learner’s motivation and engagement. Gamifi cation is the use of game thinking and 
mechanics in a non-game context in order to engage users and solve problems 
(Wood & Reiners,  2014 ). We conclude the paper with an outlook on the future plans 
of nDiVE and opportunities to transfer the demonstrated concepts to other areas.  

16.2    Realism and Authenticity 

 It has been well-recognized that authentic tasks, conducted in authentic situations, 
provide a stable foundation for adult-focused learning (Huang,  2002 ). Thus, while 
some argue that authentic learning should be primarily placed in real-world settings 
(Lombardi,  2007 ) (e.g., work-integrated learning or internships), others argue that 
the key characteristic is not the workplace but the authenticity of the tasks under-
taken by the student (Herrington, Reeves, & Oliver,  2010 ). Authentic tasks become 
important in this way as they support a shift away from the traditional knowledge- 
transmission approach of learning towards a constructivist approach to learning 
(Jonassen & Rohrer-Murphy,  1999 ). 

 In contrast, it still feels as though most learning in universities still focuses on 
knowledge transmission and memorisation of facts as evidenced in examinations. 
Instead, we should be moving towards learning contexts that refl ect how the knowl-
edge (that the learner should be gaining) will be used in their future. 

 Thus, effective education in supply chain focused classes will be reliant on “a 
dual focus on both content and delivery is necessary” (Wood & Reefke,  2010 , 
p. 78). The delivery can be enhanced through an authentic setting, such as using a 
study tour; however, while “the study tour helps to bridge the gap between business 
theory and practice” (Porth,  1997 , pp. 198–199), they cannot be a foundation for a 
supply chain management qualifi cation. It is unlikely (particularly, in this age of 
globalization) that a tour could focus on all relevant phases of value creation activi-
ties in a sequence of locations that students can easily visit (Hanna,  2000 , p. 205). 
Indeed, even when this is accomplished, the data or information that may be useful 
to support learning may be hidden from the students (Reiners & Wood,  2013 ). This 
provides the opportunity for a structured learning environment, delivered virtually/
online, where tasks are authentic and delivered in an immersive way to engender a 
sense of realism and connection with the learning process. In this way, the realism 
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and authenticity of the tasks that are being undertaken should be more intensive than 
being done in a traditional classroom environment, making the outcomes and activi-
ties more valuable to students and their overall learning experience. 

16.2.1    Realism Through Technology 

 Technology-supported approaches to classroom education can raise the level of 
realism. However, most adoptions of technologies in universities have focused on 
course management, monitoring data, or managing students; creating auditable out-
comes. Thus, rather than being used as a support for improved learning, it is often 
incorporated simply as a platform for a teacher-centric method of information deliv-
ery to students. In this mode, the adoption supports a low-level of cognition, with a 
strong focus on remembering information and avoiding higher levels of cognition 
(Anderson & Krathwohl,  2001 ). 

 We assert that technology must be used to push beyond this, moving away from 
a technology leading to deterioration in learning (Brabazon,  2007 ), and towards 
learner-centric classroom environments. 

 There are a number of approaches to using technology. One that we fi nd to be a 
natural match with the concept of nDiVE is of the consumer-focused Oculus Rift 
head-mounted display (HMD). The learner wears a headset with separate images 
for each eye to create a 3D surrounding. In addition, sensors track the head move-
ment to align it with the virtual environment, allowing to simply moving their head 
or body to perceive the virtual world around them (feeling a 360 presence). 
Movement of the avatar that remains, unfortunately, still diffi cult to action in the 
virtual environment and is based on the use of keyboard, mouse, or gaming control-
ler. While other options exist (e.g., a ‘cradle’ or ‘harness’ that enables the user to 
move on a ‘walker platform’) these platforms are currently not targeting the con-
sumer market and are therefore relatively unlikely to be adopted in large-scale edu-
cational settings. 

 The sense of immersion can occur in one of several ways. At the most simple level, 
it is the “suspension of disbelief” (Dalgarno et al.,  forthcoming ) in what is occurring. 
This provides a sense that the participant is ‘inside the setting (Dede,  2009 , p. 66). The 
sense of immersion can be connected to the perceptual immersion, or the depth of 
connection to the virtual environment (Biocca & Delaney,  1995 ). Yet, the feelings 
about the situation are also infl uenced by what the user is experiencing; a high degree 
of involvement by activities can lead to a sense of being completely engrossed or 
engaged with the situation, showing higher psychological immersion (Palmer,  1995 ).  

16.2.2    Authentic Assessment in nDiVE 

 Gamifi cation and the incorporation of game-based elements is particularly useful 
within authentic learning environments (Wood, Teräs, Reiners, & Gregory,  2013 ). 
Together, they can complement authentic assessments to help learners develop 
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complex and valuable skills and encourage greater self-directed learning to take 
place. In this way, we believe that gamifi cation within authentic assessment repre-
sent a leap ahead of traditional assessment mechanisms. 

 Complex assessment practices present a signifi cant barrier to adoption of greater 
authenticity in assessment. While simple multiple-choice questions can be auto-
matically assessed (and are easily supported), evaluating the capability of a learning 
to manage a disparate series of tasks in a virtual environment is not a simple under-
taking (Fardinpour, Reiners, & Dreher,  2013 ). 

 The complexity of the assessment task returns to the establishment of the frame-
work for the virtual environment. While educators agree that the deployment of 
‘artifi cially intelligent’ bots would be useful, large-scale adoption remains some 
way off and is limited by technology, institutional resourcing for changes, and train-
ing in instructional design and implementation (Wood, Reiners, & Bastiaens,  2014 ). 
However, effective design of a range of bots can be guided by developed frame-
works, minimizing the efforts required to develop support for particular learning 
activities (Wood & Reiners,  2013 ). 

 The primary challenge to incorporating gamifi cation into assessment revolves 
around the feedback mechanisms. While it is not possible to create intelligent and 
automated feedback, methods can be used to supplement feedback with ‘human 
intelligence’. There are two approaches. First, feedback can be provided by an 
instructor viewing and monitoring in-world activities. This has the benefi t of expert 
instruction, but clearly requires signifi cant time investments on the part of the 
instructor. Second, expert performances can be captured through evaluation of ‘per-
fect’ attempts at a task. This provides the learner with a framework of what they 
should be aiming to achieve, but not necessarily feedback on how they can improve 
parts of their performance to get there. Third, peer-assessment can take place, with 
other students tasked to provide guidance and feedback to the student. 

 Used in this way, the authenticity of a task can be signifi cantly increased. Authenticity 
is raised by a good replication in a virtual environment. Learners can compare and 
contrast their success with feedback from others, or from agents/bots within the system 
itself. Gamifi cation can form an adjunct to existing authentic environments, by helping 
to create a more motivating situation and encourage the desire for further self-directed 
learning by students outside of their regular educational boundaries.   

16.3    Integration of Gamifi cation Mechanics 

 We already can provide a series of well-defi ned tasks for learners. However, we 
wish to shift towards a paradigm with a greater level of openness allowing a more 
explorative and fun learning to take place. Therefore we are interested in using 
(admittedly, carefully-developed) scenarios rather than distinct tasks. This means 
that the environment and experiments have to provide incentives and objectives but 
without giving direct and complete instructions relating to what must be accom-
plished. Learners should be able to recognise important objectives and act accord-
ingly by prioritising these. 
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 Previous experiments have demonstrated signifi cant engagement with the learn-
ing scenarios. Learners have expressed that they felt as though there are really pres-
ent in the situation. It is possible to create an open space that combines play and 
self-directed learning, with minimal instructions to challenge learners to perform a 
sequence of activities. 

 We examine the implications of using of less obvious gamifi cation tools, drawn 
from game-based principles including (Wood, Teräs, & Reiners,  2013 ):

•    rewind;  
•   ghost image;  
•   save points and multiple lives; and,  
•   time- and space-control.    

 Together, these extend the ability for educators to create compelling educational 
environments. They allow behaviors to be infl uenced in a way that can enhance the 
desired learning outcomes. They can also be woven into a wider storyline and nar-
rative. Coupled with the ability to assess narratives within a virtual environment, 
these approaches can support self-directed learning. 

16.3.1    Ghost Images and Rewind 

 Self-directed learning requires something to learn against and some method for the 
learner to still strive. While leaderboards and badges give an abstract sense of 
achievement, direct or head-to-head competition support Performance-Based 
Instruction (Brethower & Smalley,  1992 ), allowing learners to evaluate precisely, 
and concretely, where their performance was lacking. 

 Ghost images can support two key learning activities. First, a learner can use a 
ghost image of their own effort, studying it retrospectively, enabling them to see how 
their performance may have been weak. This can lead to introspective self- evaluation 
of performance that can generate improvements. Second, expert performances can be 
captured and then evaluated using ghost images. This could be used as an overlay of 
an expert performance on a student performance, allowing the learner to understand 
how they deviated from an expert performance, enabling them to focus their improve-
ments on specifi c and concrete areas in the next attempt. Additionally, it provides a 
sense of accomplishment and achievement when the student can match an ‘expert’ 
performance; such an accomplishment may be more tangible and meaningful than 
simply presenting ‘summary statistics’ such as found on a leaderboard.  

16.3.2    Time and Space Controls 

 There are a range of different simulations available to help teach operations and 
supply chain management principles and most incorporate some control over time 
and space. Changing placement of items so that they are proximate in space, or 
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changing the timing of events to ensure a fl uid experience, can help keep users 
engaged in an experience. 

 Distortion over relationships in time and space are sometimes not warranted. 
Extremely realistic training scenarios may prefer to have exact replication of rela-
tionships as the learner would experience in the real world. Examples may include 
simulation of docking a ship, or a space shuttle docking with the international space 
station. Here, distorting relationships in time and space would be unwelcome. 

 In other situations, such as examining a global supply chain, an undistorted 
depiction of the passage of a vessel from a port in China to a port in the USA is 
unwelcome as it progresses over far too many days. By allowing the undistorted 
situation, no learner will remain engaged. 

 Therefore, nDiVE judiciously allows some distortion, with a strong focus on the 
learning activities that must be undertaken. These are designed into scenarios so that 
they are proximate. This is similar to the approach taken in other supply chain 
focused simulations. Examples include Involvation’s “The Fresh Connection” sim-
ulation, used by universities in Australasia, North America, and Europe (Cotter, 
Forster, & Sweeney,  2009 ). Each turn of the game compresses a 26-week period of 
time into an instant. This enables the participants to view the outcomes of their deci-
sions and gain instant feedback on what happened. This feedback allows refl ection 
on which decisions impacted these outcomes and what they can do better in the next 
round. Similarly, other simulations (e.g., Supply Chain Risk Management Game 
(Kuijpers,  2009 ) and the Supply Chain Game by Responsive.net (Feng & Ma,  2008 ) 
make use of adjustments to time and space to aid the intention of the simulation.  

16.3.3    Save Points and Multiple Lives 

 Drawing on these past elements, the use of save points, in particularly, draws on a 
particular use of time control to ‘wind back the clock’ in the simulation and re- 
arrange the items and actors as they were in an earlier confi guration, enabling a 
learner to re-attempt a particular scenario. This is closely coupled with the use of a 
‘new life’. Thus, dying most emphatically need NOT to be the end of the learning 
experience (Reiners et al.,  2014 ); indeed, learners can often dissect and examine a 
particular failure to understand the underlying causes. Armed with this information, 
they are then well-positioned to tackling the next attempt at the problem.   

16.4    An Interactive Story 

16.4.1    Nonlinear Narratives in Unrestricted Learning Spaces 

 Stories are one of the oldest means of passing on information and experiences by 
others. Storytellers combine words with gestures and expressions, creating illusions, 
using intonation to build up suspense to fi nally reach full immersion in the narration. 
Storytelling is art; the canvas being the mind and the words the crayons to draw the 
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picture. Storytelling is connective; it requires an audience with whom we can share. 
Storytelling is creative; we hear words and sounds, see gestures and expressions, but 
we also combine these shared impressions with our personal experience, under-
standing, and knowledge to our very individual story. Storytelling is an effective 
mean to convey “information in a compelling and memorable way” (Neal,  2001 ) 
and can even be considered as the “original form of teaching” (Pedersen,  1995 ). 

 Here, we examine the use of mood and storytelling tools inherited from fi lm and 
theatre (Björke,  2003 ) but applied to educational environments. The narrative has to 
be sculpted and designed to express a path through the story; yet allow for explora-
tion and individual alterations. 

 Lecturers and other teachers need to focus on the provision of skills and knowl-
edge. However, the creation of learning environments and narratives requires not 
only domain knowledge but also signifi cant design capability. We develop a learner- 
centric bounded learning space, allowing the creation of an iterative and layered 
series of narratives within a story. Narratives are not linear, but embed defi ned points 
in the story to include decisions by the learner or to nudge the learner in a certain 
direction. While the tools are forthcoming to achieve this in a simplifi ed manner, we 
are presenting here an overview of how environments have to be designed to moti-
vate through developing openness in a way that encourages curiosity and, through 
gamifi cation, rewards attempts, efforts, and success in achieving the learning objec-
tives. This contributes to literature in the 'authentic learning' as it allows suitably 
complex scenarios to be developed, and it contributes to literature in the ‘motiva-
tional learning’ space as the provision of a bounded space enables experimentation 
and fl exibility in activities undertaken towards attaining outcomes.  

16.4.2    The Gamifi ed Nudge 

 No matter what event they are involved in, participants often enjoy the freedom and 
delight of infl uencing the activities and the event as a whole. For example, Chess 
has strict rules regarding the use of pieces and how they interact, yet the players 
have a high degree of freedom as each move branches into one of the almost unlim-
ited narratives; where one decision can be countered by the opponent in many ways. 
An even higher degree of freedom for the participants is achieved in various role- 
games with co-creative elements where the game master establishes the outline of 
events that constitute each ‘quest’ that the participants are involved in. Nonetheless, 
it is the participants that largely control what happens, how it happens, and why it 
happens. Note, however, that there is also a ‘random’ element, introduced by a mul-
titude of die-rolls to discover whether ‘something’ occurs or how strong an effect is; 
often, these rolls can be seen by the players as they anxiously hold their breath. 

 The quests in games like Dungeon&Dragons are established by objectives, goals, 
and loosely structured stories that the game master (Dungeon Master, DM) controls. 
The performance of the participants is monitored and their interaction with the 
 environment is manipulated, with the DM able to slow down or speed up the progress 
of the party through a given scenario, often with ‘previously established’ tricks or 
traps that have been prepared in advance of need. 
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 What happens if the players become ‘sidetracked’ by something that is less rel-
evant? The DM merely convinces them to focus on their main objective. There are 
a number of ways of achieving this, but gentle persuasion is usually adequate. 
Similarly, in professional games like GTA, the players are ‘gently encouraged’ to 
return to the storyline by increasingly strong ‘hints’ that are dropped in the guise of 
being part of the game and environment. 

 The result is that players have a sense of freedom. They are able to explore, 
examine, learn, and interact with the world around them. They can follow their 
hearts content. Up to a point—we still have a story to tell them! The use of the 
‘nudge’ enables the native interest, curiosity, and enthusiasm of a player to be 
encouraged and incorporated into the situation. 

 The tension remains, however, of encouraging an ‘open’ exploration of spaces 
while being conscious of the fact we need a ‘closed’ focus on a particular outcome 
or result. Like when we pull a rubber band between two hands, the further we pull, 
the greater the force that attempts to correct the situation. Similarly, an open space 
can have mechanisms built in to ‘pull’ a player back to the path. 

 The implementation of a ‘pull’ or ‘nudge’ can be diffi cult to implement; while a 
DM can use observation and human intelligence, it can be diffi cult to ‘codify’ and thus 
use technology to automatically see what must happen, when, where, and by whom, 
in a way that all actions can be monitored and the scenarios adapted automatically. 

 Careful design of the learning spaces can result in a gentle set of guides to assist 
a learner in navigating through a scenario. Tracking and analyzing the data of the 
learner in the environment allows the design of a space so that learners’ time is 
primarily spent in areas (location) or narratives (objective) that they need to be in to 
complete the learning activities. Figure  16.1  shows examples from a container ter-
minal scenario where the learner is:

     1.    directed by static information integrated into the environment (e.g., signage);   
   2.    controlled by dynamic signals that fi t within the context (e.g., traffi c lights);   
   3.    forced to respond to triggered scripts that cause events to change in the immedi-

ate vicinity (e.g., a reversing truck blocking a passage);   
   4.    working in a constantly changing environment that adapts to the learner (e.g., 

container transports on a container terminal);   
   5.    artifi cial intelligence (AI) support using ChatBots knowledgeable about the sce-

nario (e.g., as outlined in Wood and Reiners ( 2013 ));   
   6.    responding to external incentives (e.g., monetary bonus from the employer); and,   
   7.    responding to intrinsic motivation induced by their sense of fun and passion to 

solve the task and achieve the goal.    

  Furthermore, such a ‘gentle’ guide requires little in the way of narrative or 
instructions. Preliminary work indicates that a simple set of instructions provided 
during an ‘orientation to the technology’ session can also encompass a basic idea of 
what to do within the environment. That, coupled with the ‘natural attractors’, gives 
the participant the basic outline of what to accomplish. Thereafter, the design and 
setup of the virtual environment should occur in such a way as to keep them on track 
while also encouraging the desired behaviours Fig.     16.2 .

   Experiments indicate that the design of interactive spaces can occur in such a 
way that prominent features act as ‘magnets’ for user attention (   Reiners, Teräs, 
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  Fig. 16.1    Overview of the container terminal scenario.  Yellow  marker are trigger (1–7),  re  indi-
cates an are where the learner can die (1–5),  white  numbers are milestones that e learner should 
reach (1–4), the  blue line  shows the path an expert walked while solving the task       

  Fig. 16.2    Cards shown to the participants to introduce them to the objectives as well as control       
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Chang et al.,  2014 ; Reiners, Wood, Gregory, & Bastiaens,  2014 ). People are by 
nature curious and inquisitive and do take the time to examine the spaces they fi nd 
themselves within. Therefore, something, which appears different or unusual, tends 
to attract their attention and hold it. In this experiment, a short but reasonable sce-
nario was developed to be readily understood by someone generally not familiar 
with the context of a container terminal; therefore, users need no prior exposure to 
the particular business or operating environment. With respect to the container ter-
minal, the participants received two information cards; one describing the story, the 
other with a map and a possible route to reach a specifi c location. The story was 
presented as follows:

   There are reports of a container left open after an inspection by government Customs offi -
cers. There are no identifi cation numbers ,  however ,  we know that it is a green container ,  the 
front door is open ,  and there is a light shining on it. As this container must be shipped as 
soon as possible ,  you must fi nd the container as fast as possible and close the door . 

   We observed a high affi nity of the participants to sticking to the story line, where 
other areas that could be of interest and were accessible, did not sidetrack them. 
Even in the case where they failed to enter the container terminal area (the entrance 
was immediately to the right after leaving the starting area), participants asked for 
support as they realized they were lost but still wanted to return to the narrative or 
story that they are participating in. Another group of participants, who did not 
receive the information cards at the start, were feeling engaged but not motivated in 
pursuing a specifi c (self-made) objective. Furthermore, the experiment showed that 
the warnings about dangerous elements in the virtual environment (e.g., those situ-
ations that kill the avatar and stops the experiment) increased the participants’ 
awareness of their surrounding; e.g., signage such as notices telling them “do not 
enter” the area and heavy traffi c nearby. 

 The experiment confi rmed that stories and storytellers (here, manifested indi-
rectly through signage or direct by scripted events) are valid tools to engage learners 
with the learning task, but also to keep them interested in exploring the space to fi nd 
an answer. Deterding ( 2014 ) shows that the incentives (or challenges) must change 
over time to prevent frustration (e.g., where the task is too challenging) and bore-
dom (e.g., where the task is too simple given the skill set of the learner). The story 
can, as described below, include gamifi cation elements to adapt the environment to 
the skill set; these include semi-intelligent bots, changing environments, or chal-
lenges involving other learners.   

16.5    Future Developments in nDiVE 

 The nDiVE project uses a virtual environment to enhance education relating to the 
movement and management of physical goods; specifi cally, logistics and supply 
chain education, although this can be extended to engineering management or con-
struction. The approach is to adapt a scenario for presentation in a virtual 
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environment whereby the situations that the learner must face are highly authentic 
and the activities or actions that they must undertake to resolve problems are authen-
tic. This should ensure high levels of transference of skills developed in the virtual 
environment into their working life. 

 The high levels of engagement that are designed into the scenarios result from 
the inclusion of technology to raise immersion, the use of gamifi cation techniques 
to hold and raise interest, and the soft technologies of an open environment to raise 
curiosity. First, HMDs, fl uid and easily controlled interfaces, and a high degree of 
realism in the representation of the virtual environment combine to create a syn-
thetic world that is both beautiful and compelling. Second, gamifi cation techniques 
are used to infl uence the behaviour of the user in a way that they keep trying and 
working towards the solutions. These approaches include a range of integrated 
mechanics and elements ranging in complexity from points and leaderboards, to 
quests and challenges, through to save-points, multiple lives, and re-wind abilities. 
Third, the open environment provides learners the ability to explore, adjust, and 
examine the world around them. They are not ‘stuck’ in a classroom but instead 
have freedom of movement and intent within the environment. Yes, there are struc-
tures and guides throughout the environment that should be undertaken to complete 
educational objectives; however, there is also the ability to ‘go off topic’ for a while 
and try something new within the environment. This can raise the natural curiosity 
of the learner increasing their intrinsic motivation; meanwhile, careful design can 
create a situation where they fulfi l educational requirements while still having fun. 

 Engagement with fi rms will enable us to create a compelling story based on a 
real setting, increasing the ability of learners to carry over skills from the virtual 
environment into real world activities. This will enable the creation of a series of 
modules that are stand-alone and may be completed individually, yet are linked 
together with a consistent fl ow in the elements of an integrated narrative (Reiners & 
Wood,  2013 ). Separate modules enable small changes to be incorporated between 
the storyline over the various modules. This model enables discrete scenarios to be 
developed without maintaining a perfectly connected story between scenarios. 

 Our next steps involve the addition of crucial gamifi cation mechanisms designed 
to further encourage the learners to complete tasks. Following from these develop-
ments, the next set of experiments will involve testing the approaches used and veri-
fying that the relationships hold. These will be used to determine the relative impact 
of different gamifi cation mechanisms and how these are related to the development 
of intrinsic motivation in the learners. We are interested in encouraging and main-
taining intrinsic motivation over time; thus, merely including points and leader-
boards is perceived as being inappropriate and they therefore only constitute a 
portion of the overall environment. 

 The involvement of gamifi cation mechanisms will be linked to the overall 
achievements of the learners. We hope to be able to connect various gamifi cation 
elements to the development of intrinsic motivation and demonstrate an improved 
outcome consisting of improved performance.  
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16.6    Conclusions 

 The creation of a virtual environment can support authentic learning and assessment 
activities. Coupling the use of contemporary technology, such as HMDs, can 
enhance learner engagement in the scenario. It is not enough, however, to simply 
‘dump’ things into the environment and tell students what must occur. Careful 
instructional design and thought is required to set up the environment to support 
learner engagement and awaken their sense of curiosity to draw them to particular 
situations. Thereafter, detailed design can be undertaken so that the activities of the 
learner are engaged towards the designer’s objectives. 

 One of the key areas for future research is to determine whether or not such envi-
ronments and programmes create long-term change in the learners. While existing 
studies show that skills and talents developed in virtual environments can be trans-
ferred to the real setting (e.g., Hebbel-Seeger ( 2014 ), chap.   15    ) there is little to 
indicate that the changes will ‘stick’ or be sustainable with the learner any longer 
than skills or talents developed in other ways. 

 The use of this approach within the business community has also been investi-
gated. It is of interest particularly as it can be used to provide a fast and quick over-
view of a situation or an emerging hazardous area where dangerous situations may 
occur. While the approach outlined here can quickly and vividly re-create the situa-
tion for a worker in the virtual environment, it is not clear whether this would be any 
more effective than simply verbally cautioning them before they enter the specifi c 
area, or using a simple pen-and-paper based checklist or learning package. The 
costs associated with employing a virtual environment in this way are considerable 
and would therefore need to demonstrate (appropriate) value or benefi t for the 
organisation before it could be successfully introduced. 

 The issue of cost vs benefi t is an important one, even within the educational 
environment. Additional work is required to more clearly identify the economic 
trade-offs of this type of virtual environment. While using existing components can 
signifi cantly reduce set-up times and costs, there is still (at this point in the project) 
a relatively high investment of time and expertise required, careful work could 
reduce this signifi cantly. However, it is not known whether this can be accomplished 
in a way that engenders wider support in the community which would be necessary 
to lead to wide-spread adoption.     
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    Chapter 17   
 Shaping Behaviours Through  Space  and  Place  
in Gamifi ed Virtual Learning Environments 

             Da     Zhang      and     Tony     Clear    

17.1             Introduction 

 Gamifi ed designs and virtual environments add new opportunities and consider-
ations to the nature of learning. In these settings the notion of ‘game’ has been 
expressly separated from the notion of ‘play’ (Caillois,  1961 ), and been incorpo-
rated into the learning and teaching activities, with varying degrees of seriousness. 
Aiming to demonstrate how behaviours may be shaped in gamifi ed virtual learning 
environments, a critical incident (namely of avatar harassment) in an early 3D col-
laborative virtual environment (CVE) setting is revisited here based on the notions 
of ‘space’ and ‘place’. The case studies presented here, arising from a long term 
action research programme into globally distributed teams and collaborative tech-
nologies (Clear & Kassabova,  2008 ), demonstrated our lack of understanding of 
people’s natural behaviours in VEs, which we believe resulted in an ‘unsafe’ VE 
and unintentional game designs. In this chapter, an exploration of the notions of 
‘space’ and ‘place’ provides a platform upon which we examine our previous 
efforts, reveal the missing element of policy and produce a framework for incorpo-
rating gamifi ed designs into VEs. The fi ndings of the research include a coherent set 
of policies to govern the VEs, and a model explaining how meaningfully gamifi ed 
designs can help shape productive behaviours and avoid the dark side of gamifi ca-
tion in a virtual learning environment.  
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17.2     Literature Review 

17.2.1     Gamifi cation 

 Deterding, Dixon, Khaled, and Nacke ( 2011 ) defi ne gamifi cation as “the use of 
game design elements in non-game contexts”. This defi nition is based on the con-
cept that games and play denote two different behaviours or meanings, and gami-
fi cation relates to games, not play. In Caillois’s ( 1961 ) analogy, paidia and ludus 
are two poles of play activities. Paidia (or playing) represent a more free-form, 
expressive notion, in contrast, ludus (or gaming) emphasizes playing rules, and 
competitive challenges. Deterding et al. ( 2011 ) argue that a more comprehensive 
comparison between gaming and playing will be conducive to clarifying the defi -
nition of gamifi cation. For example, the concept of gamefulness versus playful-
ness could imbue gamifi cation with the notion of the qualities of gaming 
experience. Deterding’s defi nition provides a theoretical guideline for applying 
gamifi cation design. However, as Huotari and Hamari’s ( 2012 ) studies suggest, 
this defi nition may become questionable, since the description of elements that 
are characteristic to games remains equivocal. Viewed from the perspective of 
service marketing, Huotari and Hamari believe the affordance of gamifi cation 
derives from gamefulness which is a unique experiential condition to games, 
rather than a set of undetermined “game elements”. Accordingly, the benefi ts of 
using gamifi cation derive from the gameful experiences. With an emphasis on 
users’ subjective experience, Huotari and Hamari’s ( 2012 ) gamifi cation defi nition 
refers to “a process of enhancing a service with affordances for gameful experi-
ences in order to support user’s overall value creation”. McGonigal ( 2011 ) in 
discussing the positive contribution of games explicitly illustrates a series of com-
parisons between gameful experiences and reality. In the light of gamifi cation, the 
discussion implies dual meanings. First, it reveals the positive emotions emanat-
ing from gameful experiences. In her TED presentation (McGonigal,  2010 ), she 
further summarized them as urgent optimism, social fabric, blissful productivity, 
and epic meaning. They consist of the motivation affordances of gamifi cation. 
Second, the fourteen gameful experiences mentioned may indicate fourteen game 
designs that could be exploited in reality. Deterding et al. ( 2011 ) categorise game 
design elements into fi ve levels, ordered from concrete to abstract, including: 
Interface design patterns; game design patterns or game mechanics; design prin-
ciples, heuristics or ‘lenses’; conceptual models of game design units; game 
design methods and design processes. Most of the elements are coincident with 
gameful experiences introduced in McGonigal’s book, thus the motivational 
affordances of these elements appear consistent with the psychological factors 
identifi ed by McGonigal. However, without a systematic understanding of the 
effect of particular elements, how best to apply game design elements in non-
game contexts is still under exploration.  
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17.2.2     Structure of Collaborative Virtual Space 

 Here, the notion of  space  is discussed with two goals. The fi rst is to build a 
 comprehensive policy framework for governing VEs. The second is to explore how 
to incorporate game designs into VEs. Harrison and Dourish ( 1996 ) conceive space 
as “the structure of the world; it is the three-dimensional environment in which 
objects and events occur, and in which they have relative position and direction” 
(p.68). In the physical world, human action and behaviours have been shaped by 
features of space, including relational orientation and reciprocity, proximity and 
action, partitioning, presence and awareness. However, they contend that “in every-
day action, this appropriate behavioural framing comes not from a sense of space, 
but from a sense of place” (ibid.). This concept provides a ground for designing and 
governing space, by separating the notion of ‘ place ’ from ‘ space ’. Clarifying the 
relationship between the two reveals how a  space  could become a  place . Harrison 
and Dourish’s ( 1996 ) well cited principle states that “space is the opportunity; place 
is the understood reality”. Stoner’s ( 1991 ) observation in a small town nicely 
explained this principle in reality, where she recorded residents’ daily lives within a 
narrow street, and found the same street ( space ) could be used for different activities 
( place ). In the phenomenon of VEs, space manifests itself as spatial metaphors in a 
text based virtual space (for instance, the sections of an on-line forum), through a 
simulated spatial sense in 2.5D (isometric projection) and in a 3D virtual space. Yet 
this virtual  space  becomes transformed into a  place  when carrying certain socially 
relevant meanings. From the perspective of building virtual teams, Hamrin and 
Persson ( 2010 ) proposed the concept of “team place” which is (1) a space where 
people have shared purpose including a shared understanding on workfl ows, on how 
to establish connection appropriately, and fi nally a shared practice, (2) a place mod-
erated by policies and time (also presented in their fi gure 15 below). This defi nition 
introduces the policy dimension for a virtual space. Dourish’s ( 2006 ) further clarifi -
cation on the distinction between ‘space’ and ‘place’, reveals the affordances of 
‘space’, which we believe, combined with these understandings of ‘place’ help pro-
duce a comprehensive picture of a VE. To further develop these ideas a Behaviour 
Mapping Model is proposed in this chapter. Building on the model, we then discuss 
the policy and gamifi cation dimensions within a VE.  

17.2.3     Policy 

 Shea ( 1994 ) defi nes netiquette as the etiquette of cyberspace; rules of netiquette 
should be built on common courtesies and should adapt computer culture. She intro-
duces ten core rules for netiquette, among which “Rule 1: Remember the human” 
(Shea,  1994 , p. 35) and “Rule 2: Adhere to the same standards of behaviour online 
that you follow in real life” (ibid. p. 37) are considered as the basic manners of 
cyberspace. Rules 3–10 are based on the computer culture of that time when the 
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interpersonal communication in cyberspace primarily relied on written messages. 
These eight rules are still applicable to current VEs, but inadequate. Second Life 
(SL) extends the ten core rules and establishes a set of social interaction norms 
called SLetiquette (SLetiquette 2014), in which the appropriate appearance and 
physical behaviour of avatars are defi ned. 

 In a virtual world, people are expected to comply with netiquette rules. However, 
when violations (including avatar harassment, invasion of privacy, deception, etc.) 
occur, policies should be laid down to address these unacceptable behaviours. 
Preece ( 2004 ) has noted two well-known approaches for online etiquette, namely 
‘setting rules’ and ‘moderating discussions’, which “can be effective but often prove 
inadequate”. Therefore, in addition to prescribed codes of conduct and moderating 
roles it will be useful to defi ne further mediating roles (moderators, role models, 
mentors, etc.) and adopt more technology reliant approaches (fi lters, community 
tools, technically oriented processes, etc.). 

 Moreover, in reality, policy rules are always supported and complemented by 
laws, but in the virtual world, policies can suffer from a legal vacuum in some areas. 
For example, harassment has been explicitly defi ned in Auckland University of 
Technology’s policy (AUT Harassment prevention and support,  2013 ), covering 
verbal (written or oral) or physical harassment. Harassment behaviour may lead to 
breaching University policies or committing crimes. However, its alternative in vir-
tual space called “Cyberbullying” only refers to verbal harassment, since the defi ni-
tion for ‘physical’ harassment remains obscure in an online setting. For example, 
Shariff ( 2005 ) describes cyberbullying as a covert form of verbal and written bully-
ing. At AUT, “we perform our teaching, research and other duties as defi ned under 
the Education Act (1989)” (AUT University’s background,  2014 ), which stipulates 
that, institutions must provide a safe physical and emotional environment for stu-
dents. Though the provision is not explicitly extended to virtual space, it is argued 
that an institution is allowed to intervene if cyberbullying has implications for stu-
dent’s well being while at school. The situation is similar in America and Canada 
where a school has an obligation to prevent student from cyberbullying if such 
expression disrupts learning (Shariff,  2005 ).   

17.3     Case Study 

 This section draws heavily upon the early work reported in Clear ( 2004 ), recounting 
a collaboration cycle, one of a series within an ongoing action research programme 
(Clear & Daniels,  2003 ), which was designed with both learning and research 
related goals. Subsequent design and theoretical work (Clear,  2007 ) and that of 
Hamrin and Persson ( 2010 ), discussed later has developed upon these ideas. From a 
learning perspective the collaboration aimed to give students exposure to collabora-
tive applications. Students co-operated in global virtual teams spanning cultural, 
geographical and temporal boundaries, since there was a 12-h time zone difference 
between New Zealand and Sweden. The research focus related to exploring the 
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differences between 2D and 3D icebreaking techniques (online icebreaker games) 
in global virtual teams. Implicit in this activity were some gamifi ed elements, 
although at that early time these were not developed in a manner fully conscious of 
gamifi ed designs. 

 The 3D environment was provided by “Teamlink” (Clear & Foot,  2002 ), a JAVA 3D 
client server application developed as a research prototype at AUT. Students were 
required to confi gure personal avatars (in this instance Lego-type fi gures) through which 
to represent themselves, and collaborate with other group members (local and remote) 
within their own rooms of a virtual world resident on their local client machine. 
Movement, conversation and confi guration data for groups and avatars in the virtual 
rooms was in turn accessed from a central server hosted at the Auckland location. 

 In the initial stage of the collaboration, students were required to become 
acquainted with their remote team members using one of two modes of cyber 
icebreaker (a 2D Lotus Notes™ forms based icebreaker game and the 3D avatar 
based icebreaker). The web forms based icebreaker was so designed that students 
worked through a linear process online involving a guessing game about their 
characteristics, which they had hidden but revealed obliquely through clues. 
Given the large time difference between sites, both icebreaker treatments had 
been designed to operate asynchronously—admittedly a somewhat counter-intuitive 
design for a 3D application. 

 Upon completion of their icebreaking phase, students were required to conduct 
an evaluation in which they indicated their preference for the 2D or 3D icebreaker 
mode. The Lotus Notes collaborative application then collated each team’s decision 
for display and online review. To that extent the exercise incorporated an element of 
competition. 

17.3.1     The Critical Incident 

 At the beginning of the trial students in allocated teams were instructed to log in and 
familiarize themselves with the 3D icebreaker application, confi gure their personal 
avatar profi les, and interact with other team members by creating a “sequence of 
steps” within their team’s 3D “thread”. 

 Perhaps the key aspect to consider here is that the students were instructed sim-
ply to “interact” with their fellow group members in the 3D space. While an internal 
trial iteration at AUT the previous semester had provided some confi dence, we had 
doubts about our ability to get this experimental application working at all between 
the two remote sites. There was a requirement to install the clients on machines at 
each site, and uncertainty over how well the instructions would cover the required 
installation and confi guration processes. We also had concerns over the stability of 
the new application, its ability to handle load, and how students should or would use 
this experimental space. Further we had not wanted to preordain how students 
should use this new space. Therefore we had consciously left the choice of activities 
open for the participants to enact themselves.  
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17.3.2     Data Sources 

 The available evidence to support the analysis conducted comes from a rich variety 
of sources, enabling a detailed picture of the critical event and surrounding percep-
tions to be reconstructed. A review of the instructions given the students, student 
evaluations given online and in group review sessions and a review with the class 
lecturer and co-researcher gave insight. Complementing these sources were several 
forms of empirical data from records stored in the database of the application. These 
included: 3D avatar confi gurations, user, groups & access data; 3D trial logs; 3D 
icebreaker threads, sequences and steps—stored in the MS-Access database and 
replayable as desired, enabling a session to be recreated “to support…aspects of the 
research process” (Benford, Fraser, Reynard, Koleva, & Drozd,  2002 ); 2D database 
weekly progress entries were also available in online logbooks.  

17.3.3     The Drunken Avatar Encounter 

 In the second week of the trial an AUT female student reported a disturbing incident 
to her class lecturer. She had formed the impression that one of her collaborating 
colleagues from Sweden had been mischievously interfering with her avatar per-
sona, in a manner that she considered inappropriate. The activities surrounding this 
incident are summarized below. 

17.3.3.1     Timeline 

 The fi rst week of the trial began in a relatively innocuous fashion, with team mem-
bers familiarizing themselves with the 3D virtual space and the application. Avatars 
were confi gured successfully by AUT students and made some exploratory steps in 
the space. Towards the end of the week a Swedish student (YP) entered the virtual 
room, and ran about after introducing himself as “a drunken polar bear”. 

 At the end of the sequence of steps he had contributed to the “3D thread”, how-
ever, he walked up to stand very closely behind a female AUT avatar (VC) (cf. 
Fig.  17.1 ), smiled, then in a subsequent sequence walked right through her and 
waved. After an intervening weekend, VC on returning to the room confronted YP 
with the words “Hi, I hope you have a hangover from your drunken polar bear 
behaviour. I was unsure what you were doing to me before but for some reason I 
turned white”. VC also mentioned the event to her class lecturer, implying that she 
thought YP had somehow gained access to her avatar persona, and ‘stripped’ her 
back to the bare white essentials.
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17.3.4         Perceptions and Reality 

 Several sources of data were further analysed in an attempt to better comprehend both 
the perceptions and the reality underlying this incident. By carefully playing back the 
3D sequences in the “Teamlink” application, it was apparent that the “drunken polar 
bear” avatar had shown a certain teenage male bravado, but it appeared that he had 
walked through not only VC’s avatar but another. By detailed analysis of the effects of 
this avatar merging, it appeared that the impacted avatar characters on the screen 
would often turn black, but not white as observed by VC. A further analysis of data 
items stored in the 3D database also verifi ed that YP had not interfered with VC’s 
avatar persona. The avatar characteristics (face, shirt colour, hat etc.) used in each 
sequence had been stored on the database to enable their reproduction should owners 
change their characteristics mid-stream. VC’s avatar properties had remained constant 
throughout. The observed “whitening” of VC’s avatar must have been a screen effect 
as the two fi gures merged in avatar collisions. 

 In the following sections, we evaluate the game elements in operation in the col-
laboration and try to explain student behaviour within 3D CVEs from the perspec-
tives of ‘space’ and ‘place’.   

  Fig. 17.1    Avatars misbehaving - the “Drunken Polar Bear”       
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17.4     Gamifi cation Elements in the 2D and 3D Collaborative 
Virtual Environments 

 The elements of gamifi cation in the two different icebreaking modes applied in the 
study are tabulated in Table  17.1  against the model for game design elements pro-
posed by Deterding et al. ( 2011 ).

   It is apparent from Table  17.1  that the game design elements are more con-
sciously designed into the 2D icebreaker, which was translated from a proven face 
to face version of an icebreaker game kindly donated by a colleague Dr Elyssebeth 
Leigh. There were obvious missing elements in the 3D version, which by merely 
providing a virtual ‘room’ in which students could mix and mingle without a more 
defi ned set of goals or challenges left more scope for errant behaviours to result. 
Perhaps the ill-defi ned nature of this virtual ‘space’ led to these unwanted 
outcomes. 

17.4.1     Refl ections on the Incident 

 In the case study, we had set up a CVE in both a 2D (a web-based groupware appli-
cation) and 3D (a 3D virtual environment) Model. Student evaluation of the contrast 
between them shows that both the 2D and 3D icebreaker activities were capable of 
building trust and developing shared purpose for the virtual learning teams (Clear & 
Daniels,  2003 ). However, from the perspective of organizing activity and using 
game elements in virtual space, we consider the 2D model was more effective than 
the 3D one, for the reasons below:

•    The 2D model structured a ‘no confusion’ environment where students acted 
with a clear purpose of making acquaintance with teammates through playing a 
guessing game. During the process, a clear social etiquette was followed. No 
abusive language was reported and observed in the text and graphic based com-
munication. And there was no complaint of annoying behaviour.  

•   The goal of game elements aligned with the collaborative purpose. As shown in 
Table  17.1 , a series of game elements, including time constraint, playing in pairs 
and in turn, challenge and reward, appeared in the icebreaker activities, which 
propelled students through a sequence of steps. Though we don’t know how 
much fun or motivation was contributed by any specifi c element, the linear ice-
breaking process of the guessing game allowed students to perform icebreaker 
tasks smoothly without confusing or distracting them.    

 In the 3D model, one more dimension was introduced into the virtual space to 
afford a more multidimensional means of representing the self in cyberspace. A 3D 
empty room was set up where students could encounter each other and the 3D avatar 
allowed students to communicate with their teammates and surroundings by creat-
ing a sequence of simple movements (for instance, smile, wave). Unfortunately, 
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such settings also resulted in confusion within the virtual space. Although the 
 students had a clear goal of meeting teammates when logging into the 3D virtual 
space, students’ negative comments suggested that they were uncertain about what 
to do when arriving there. Apparently, aimlessly wandering in an empty room con-
fused them in the virtual space. Consequently, it’s no surprise that the students VC 
and YP held different personal understandings on the 3D environment, which we 
believe in turn led to the incident. In contrast to the 2D icebreaker game, the 3D 
model provided more self-representation but less instructional guidance, which 
meant that the expected purpose of the exercise was not well addressed in the 3D 
environment. Further examination reveals multiple understandings afforded by the 
virtual space, including the individual understandings, the degree of shared purpose 
among students, and the 3D icebreaker activities we expected to see, based on which 
a variety of different behaviours appeared in the virtual space. 

 At the early stage of 3D icebreaker activities, some game elements were uncon-
sciously imported into the environment. While there was no specifi c game design or 
no playable ‘activity’, students felt that the 3D environment and self-representation 
with avatars injected more elements of fun and excitement into the virtual space 
than the 2D model (Clear & Daniels,  2003 ). Later evaluation shows that the more 
enjoyable experience led to a better completion rate. Apparently, the game elements 
partially met our expectations for the 3D model, and subsequently improved stu-
dents’ motivation in playing with the avatars. Still, the game elements lacked clear 
instructional information and failed to reduce the confusions caused by the empty 
room. The 3D avatar-based conversation did not include any specifi c process for 
helping students blend into the new environment, which resulted in the uninten-
tional game elements which failed to align with the underlying context of 3D learn-
ing environments, and then failed to prevent “Drunken Polar Bear” from behaving 
in an annoying fashion. 

 In a later version of the software we revised the design in order to offer more 
structured ‘activities’ and spaces to support collaboration and make fuller use of the 
“3Dness” of the application. Fig.  17.2  presents an “activity” captured through a 
‘helicopter’ camera view, in which students had to position their avatars in one of 
four quadrants illustrating their food preferences. From the students perspective the 
“activity” was more fun than a normal group activity as they were motivated to join 
by their curiosity about others’ choices, which could be conceived as a game ele-
ment based on Table  17.1 . Compared to the earlier design of an empty 3D room, the 
gamifi ed group activity made the 3D environment more like a social place by pro-
viding an occasion for students to socialise within their surroundings. As designers, 
we consider it was a benefi cial game design since it was able to motivate the stu-
dents to join an activity designed to achieve the expected purpose of introducing 
team members to the collaboration. The observations made from evaluating the 2D 
and 3D models indicate that the various understandings afforded by a VE provide 
an interface for moderating people’s behaviours and for incorporating game ele-
ments into virtual space.

   The key distinction between ‘space’ and ‘place’ pointed out by Harrison and 
Dourish ( 1996 ) provides an approach for capturing the various understandings 
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which relate to virtual space. While the 3D virtual world provided a room, this bland 
room really only constituted a ‘space’, in which students might locate themselves 
but there were no accompanying social structures or rules of behaviour. This virtual 
world needed to be transformed into a ‘place’ “invested with understandings of 
behavioural appropriateness, cultural expectations and so forth” (Harrison & 
Dourish,  1996 ). Therefore the application needed to take the leap from “space… the 
opportunity” to “place…the understood reality” (ibid.). 

 The challenge as project sponsor was how to envisage a design for moderating or 
controlling users’ behaviours within the ‘space’ and ultimately lead them into the 
designer’s preconceived ‘places’. The fi nal solution as demonstrated in Fig.  17.2  
involved the notion of an “activity” taking place within a scene, as a context within 
which icebreaking could be conducted. An activity would have a duration, enable 
named objects to be placed in the space, and have a focusing instruction, which 
would require avatars to locate themselves in the physical space in relation to one 
another and/or the placed objects. Thus a form of “sociometric readout where group 
members physically display their connections with each other” (Carter,  2002 ) could 
be supported within the application, and avatars would be able to orient themselves 
relative to one another based upon an icebreaking activity. These elements moved 
the “Teamlink” design closer to creating a ‘safe’ VE, within which actors could act 
more predictably.   

  Fig. 17.2    Activity based icebreaking in the 3D CVE       
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17.5     Reconceptualising Virtual Environments 

 To better inform such ‘space’ and ‘place’ designs, understanding the functioning of 
VEs at a conceptual level is challenging. For instance conceptualising the phenom-
ena of ‘space’ and ‘place’ in CVEs raises several complex and subtle questions, 
canvassed well by Harrison and Dourish ( 1996 ) and again in Dourish ( 2006 ), and 
further addressed in a global setting by Hamrin and Persson ( 2010 ) and with a focus 
on mobility in globally distributed teams by Clear, Hussain, and MacDonell ( 2012 ). 

17.5.1     Creating a Team Place 

 Harrison and Dourish ( 1996 ) believe the critical distinction between ‘space’ and 
‘place’ provides an approach for structuring virtual space. According to them, 
“Physically, a place is a space which is invested with understandings of behavioural 
appropriateness, cultural expectations, and so forth”, thus the creation of a place 
could be conceived as a process of understandings emerging and evolving within 
space. Hamrin and Persson ( 2010 ) following up on these notions, pointed out that 
“The creation of place requires the ability for users to appropriate the space, be it 
virtual or physical, to make it their own. The place must also have purpose, other-
wise it will be either short lived or not likely gain much interest” (p.23). Their 
explanation elaborates the creation process by incorporating the elements of indi-
vidual understandings and perceptions and the purpose of a place. They further 
developed a model for representing a “Team Place” based upon their work evaluat-
ing the 3D CVE application profi led in this chapter, and expressed it thus:

  This view consists of People, Purpose, Software, Links, Policies and Time and it is derived 
from Lipnack and Stamps (2000) defi nition of Virtual Teams as people working with a 
purpose across links over time. It has been expanded to include elements of    Preece’s (2000) 
defi nition of an online community, comprising of People, Policies, Purpose and Software 
(see chapter 3.9). While examining place in relation to Virtual Teams and communities, it 
is striking how many similarities there are on a conceptual layer, considering place as a set-
ting for action and correct behavior. As a concept on its own, place does not say anything 
about communication amongst its inhabitants it but when applied in this setting, the place 
that is created set the stage for mutual understanding, These understandings have brought 
us to form this view of a virtual team (fi gure 15). 
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    As can be seen from their fi gure 15, the model comprises multidimensional ele-
ments. Applying it to our 3D CVE, the people element represents the individual 
student possessing personal understandings about the space, the purpose element 
corresponds to the shared understandings, and the policies refl ect the will of the 
 space  designer. During the icebreaker activities, a shared purpose of making 
acquaintances emerged in the space; the students who adopted this idea of purpose 
thus entered into the “Team Place” and became able to perform collaborative activi-
ties. The “Drunken Polar Bear’s” behaviours indicate that he only captured parts of 
the shared purpose, and thus is perceived as wandering outside the “Team Place”. 
Because of the different personal understandings, the “Drunken Polar Bear’s” form 
of engagement with the collaboration suffers from confl ict or ambiguity, resulting 
in, for example, the reported incident. The policies element provides an opportunity 
to inject additional designer understandings, which could be preferred social norms 
or some pre-established purpose, into the virtual space. Apparently, these under-
standings were missing in our 3D CVE. While Hamrin and Persson’s model did not 
explicitly address the presence of ‘space’, both “Team Place” and each element are 
hosted by ‘space’. The ability of interacting with the people elements as well as the 
ability to embody various understandings, suggests that space is not just able to 
provide infrastructure settings, but is also capable of affording social meanings. 
Dourish’s ( 2006 ) further clarifi cation on the distinction of ‘space’ and ‘place’ 
reveals the affordances of space. He argues that “the predominant relationship 
between place and space has looked at space as pre-given and place as a social prod-
uct… However, I have argued for a different perspective, one that recognizes the 
ways that both space and place are products of embodied social practice” (p. 301). 

 The affordances of ‘space’ and ‘place’ here may constitute a ‘room’ which is full 
of opportunity for a variety of different behaviours to emerge and evolve. As for the 
CVEs, a pre-established shared understanding, which refl ects the expectations of 
the activity designer, has been injected into the virtual space during construction. 
When a participant steps into the space and starts to interact with surroundings, an 
‘individual/personal place’ emerges, which embodies the individual’s understand-
ings about the space. Besides the pre-established purpose, other forms of shared 
understanding might be produced during the collaboration. Gradually, a range of 
different behaviours appear in a CVE. As for a single user VE where users interact 
with a system separately, shared understanding does not exist. Only two types of 
individual behaviours, the expected and unexpected exist. In these circumstances, 
the policies, which provide an opportunity for moderating participants’ behaviours, 
become necessities of the space. Applying game elements into the space offers 
another opportunity for facilitating or motivating certain behaviours. 

 The above discussion has illustrated the emergence and the evolution process of 
people’s behaviours within virtual space, and also revealed the roles of policies and 
game elements in virtual space. We argue that such understanding provides a 
grounding upon which a full-fl edged policy framework could be built, and from 
which game elements could be coherently incorporated into virtual space. In the 
following section, we further propose a model for visualizing the notions of ‘space’ 
and ‘place’ as well as various behaviours existing in virtual space.  

17 Shaping Behaviours Through Space and Place in Gamifi ed Virtual Learning…



344

17.5.2     Behaviour-Mapping Model for Space and Place 
Incorporating Aspects of Policies and Gamifi cation 

 We borrow the design of Clear et al.’s ( 2012 ) Mobility Mapping Model which 
separated three distinct spheres of a globally distributed team including a virtual 
space (somewhere), an accessible and determinate space (known where), and an 
inaccessible and indeterminate space (elsewhere). Actors within these spheres 
could traverse through permeable boundaries to enable new forms of connection. 
Then we cast Hamrin and Persson’s ( 2010 ) “Team Place” Model into the Behaviour 
Mapping Model. 

 As illustrated in Fig.  17.3 , the model manifested the virtual space in a concentric 
structure of two spheres. From outside to inside, are the spheres of Space and, Place. 
Individuals could wander and act within the spheres, which are determined by the 
introduced and emerging understandings of the user, namely an ‘Individual Place’ 
in this model.

17.5.2.1       The Individual Place 

 The notion of ‘Individual Place’ is proposed here to illustrate personal behaviours 
within a virtual space. The creation of ‘Individual Place’ is the product of interac-
tions of the individual and surroundings. It represents personal understandings on 
the space which in turn shaped individual’s behaviours. Scenario One of Fig.  17.3  
depicts a single user VE and the ‘Individual Place’ is represented by a solid circle 
which indicates that users “cannot see each other”. The individual has ongoing 
awareness of activities, but does not have the sense of other users’ presence. In such 
a scenario, people’s behaviour either meets or does not meet the expected practices 
of the designer. Accordingly they either move into the place sphere or remain in the 
space sphere. Scenario Two illustrates a CVE, the ‘Individual Place’ here with a 
dotted circle indicates that users are able to interact with each other. Subsequently, 
collaboration may occur among participants. It is worth noting that a shared under-
standing is necessary for the creation of “Team Place” rather than being a prerequi-
site of collaboration. But the type or degree of shared understanding could affect the 

  Fig. 17.3    Behaviour 
mapping model       
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output of collaboration. Thus collaboration may occur among any individuals within 
the CVE, and the output varies depending on the shared understanding. For exam-
ple, the collaboration between participants C, D might offer a good experience for 
them but may result in damage for the space, due to their unexpected behaviours. 
Collaboration among participants A, B, C may similarly end in confl icts or an unin-
tended and unexpected “Team Place”. However, in both environments, the individ-
ual, staying in the Space sphere (A, B in Scenario One and A, C, D, F in Scenario 
Two), always has the opportunity to step into the Place sphere. For a space designer 
or creator, this opportunity could be afforded by explicit policies and supportive 
game designs.  

17.5.2.2     The Sphere of Space 

 In these modelled scenarios, the Space Layer (the whole area within the outermost 
solid boundary) represents a ‘space’, which provides the fundamental infrastructure 
and associated social meanings (a text-based virtual space, a simulated 3D environ-
ment, etc.) for affording various understandings. In our case study, when students 
log into the 3D environment, the virtual space could mimic for them the spatial 
sense that people possess in reality, for example the sense of up, down, left, right, 
distance, and personal space. During such interactions, the personal understandings 
of ‘individual place’ can expand and be formed gradually. However, students still 
cannot perform any tasks until stepping into the Sphere of Place.  

17.5.2.3     The Sphere of Place 

 In this model, ‘place’ is presented as the Sphere of Place which lies in and is sur-
rounded by the Sphere of Space. This structure echoes Harrison and Dourish’s 
( 1996 ) opinion that “Place is in Space”. And we use the Sphere of Place to represent 
the pre-established understandings, or “spirit” (DeSanctis & Poole,  1994 ) of the 
collaborative technology, injected by the activity designer. In a single user VE, the 
understandings are expected behaviours for individuals. When in CVEs, the under-
standings are expected shared practices. In the 3D environment, if students fail to 
capture either the shared purpose or shared social practices or both, they are viewed 
as staying in the Space sphere, for example the “Drunken Polar Bear”, whereas in 
the more delineated 2D icebreaker activity, students could easily enter into the 
sphere of Place and become ready to collaborate with other students. In this model, 
a bigger sphere for Place and a relatively smaller sphere for Space indicate the 
‘place’ is well constructed and people could easily blend into it. As discussed above, 
the Place sphere is not the only form of shared understanding in the space; other 
forms may exist at the same time. In the Scenario Two of Fig.  17.3 , different forms 
of shared understandings emerge among participant C, D, and E, F. Both could be 
conceived as a “Team Place”, according to Hamrin and Persson’s ( 2010 ) model.  
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17.5.2.4     The Policy Dimension 

 According to the proposed model, from the designer’s perspective the space is 
threatened by unexpected forms of use. Whereas from the perspective of the partici-
pant, the experience might be disrupted by unexpected harassment. In this section, 
we apply the policy dimension to the model with an aim to moderate those unex-
pected behaviours. 

   Orientation Policy 

 Based on the notion of ‘space’, we identifi ed two kinds of people who are more 
likely to stay in the Space sphere, the newcomer who is unfamiliar with the practice 
of new environments and the bungler who lacks the ability to enter into a place. 
They are prone to make errors and break rules, due to their lack of common sense 
or skills in the setting. Accordingly, an orientation/tutorial programme is needed. 
According to the proposed model, these programmes should provide the partici-
pants with opportunities to learn and practice in an environment without affecting 
the underlying setting as well as other users. A typical example could be new born 
babies who have zero idea of the culture and social norms. They will be taught and 
trained for years to understand social norms and blend into society. Another exam-
ple is an online forum which employs a linear set of simple tutorial-oriented tasks; 
new registered users are required to fi nish those tasks to get full access to activities. 
In the policy dimension, we deem the orientation/tutorial programme as a necessity 
for the virtual space and name it as an orientation policy. As illustrated in Fig.  17.4 , 
the whole Space sphere is controlled by the orientation policy.

      Location Specifi c Policy 

 Real world social norms defi ne widely acceptable behaviour standards not only in 
day to day physical, but also in virtual spaces. For instance, netiquette rules are built 
on common courtesies (Shea,  1994 ); also physical behaviours within virtual space 

  Fig. 17.4    The policy 
dimension       
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are mirrored from the real world (Crowe & Bradford,  2006 ; Jeffrey & Mark,  1998 ). 
Our case study of the 3D CVEs, to some extent, coincides with these phenomena. 
Although we did not defi ne any code of conduct during the trial, it was expected that 
the students would copy their real life social manners in the virtual place. Also, the 
reported behaviour of passing through an avatar was unconsciously interpreted by 
applying real world social norms, and then subsequently led to uncomfortable feel-
ings. From the perspective of ‘space’ and ‘place’, the phenomenon could be 
explained as the result of a real world place and a virtual place possessing similar or 
the same shared understandings and practices. Such an explanation reveals another 
implication of the phenomenon. If real world social norms are applicable to virtual 
space, compared to copying them as a whole, it is safer to check and apply the real 
world social norms into a virtual space place by place. The fi rst benefi t is to avoid 
dealing with any concept of universal laws in the real world, which are too general 
to be usefully applied in a VE. In addition, the second benefi t provides operability, 
since the specifi c place has clear responsibility and specifi c rules. For example, 
when walking on a street, people are following the rules made by the city council, 
and when stepping into a classroom, people should obey the school regulations. 
According to the proposed model, location based polices are used to execute the 
pre-established understandings within the Place sphere. Accordingly, we defi ne the 
policy for the Place sphere, as shown in Fig.  17.4 , as location specifi c policy to 
indicate it is a local/partial policy, rather than a global/universal policy. 

 Here, we further discuss the location specifi c policy for 3D CVEs to continue our 
previous exploration of defi ning protocols for virtual space (Clear,  2004 ), in which 
we have explicitly adopted a part of AUT University policy to address the incident 
of avatar harassment. Based on the conclusion of that study, we recommended 
incorporating the whole AUT University policy, introducing guidelines, responsi-
bilities, complaints procedure and discipline statute, etc., into the 3D CVEs. We 
reviewed those policies by categorizing them into responsibilities and the accompa-
nying system of conduct and penalties. 

  Conduct and Penalties System  The system is based on AUT complaints proce-
dure and discipline statute ( 2014 ) which explicitly defi nes prohibited behaviours at 
AUT. Most rules are applicable for 3D virtual education environments, however, the 
defi nition of university property and harassment needs to be further clarifi ed to be 
applied to virtual space. Because of a policy vacuum, the simulated educational 
facilities may not be deemed as university property. Thus vandalism in a virtual 
campus may not breach the law, but still could lead to misconduct, as it disrupts 
others’ learning opportunities. Corresponding policies should be laid down to 
address such behaviours. At AUT, the defi nition of verbal harassment has been 
extended to virtual space (AUT Harassment prevention and support,  2013 ) but 
physical harassment in virtual space remains undefi ned. Defi ning ‘physical’ harass-
ment in a VE is a complicated and convoluted project. However, the violation of 
personal space should be explicitly prohibited in rules. 

  Responsibility  The expected behaviour of being a university student and the 
expected behaviour at a lecture have been included in AUT academic policy (AUT 
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Academic Information,  2013 ). Staff as well as student responsibilities for using ICT 
has been defi ned in AUT Internet, Intranet and E-Mail Policy procedures ( 2013 ), 
however, most clauses are limited to the responsibilities for the legal use of copy-
right material and protecting privacy. A broader responsible use agreement has been 
proposed at NETSAFE ( 2013 ), we consider that provides an ideal model to defi ne 
staff and student responsibilities in virtual space.  

   More Considerations Supporting Adherence to Policy 

 Preece’s ( 2004 ) study and the success of 3D virtual playgrounds suggest that further 
mediating roles and more technical supporting features are needed to augment and 
compensate for defi ciencies in any policy dimension. 

   Further Mediating Roles 

 In the previous study (Clear,  2004 ), we have identifi ed a range of mediating roles for 
CVEs, including coordinator, IT administrators, moderator, peacekeeper, mentor, 
etc. These roles are important in providing the social cues to establish and reinforce 
notions of ‘place’ and patterns of acceptable behaviour, and are even needed in 
single user VEs. In Multiple User Virtual Environments World of Warcraft ®  (WoW) 
(  http://us.battle.net/wow/en/    ) for example, the Game Masters (GMs) present as ava-
tars which could be easily recognized by gamers and are able to provide a range of 
services in an effi cient manner.  

   Technical Support for Compensating Policy Dimension 

 Compared to real world spaces, virtual space is more vulnerable to malicious use or 
attack, for example, spam and hacking. Policies become insuffi cient to restrain such 
unexpected behaviours, which however could be inhibited by a technical approach. 
Various fi ltering systems have shown their potential for preventing people from 
unwanted harassments, for instance the spam blocker, communication backlist, 
mature languages fi lter, etc. In WoW, the quickest way of dealing with offences is to 
use fi lter tools to block harassment. In SL, if gamers feel uncomfortable in the sur-
roundings, they can simply teleport away to a safe location. All these features are 
applicable and necessary for 3D CVEs. In complementing the fi lter system which 
offers an effi cient but temporary solution for users to avoid harassment, a reporting 
system is needed for eliminating this problem entirely. Moreover smart and handy 
report tools are always demanded by users. SL enables gamers to collect evidence 
(taking screenshots) and fi le reports in a few steps (Second Life,  2013 ). In WoW, a 
gamer could report abuse by simply right selecting a name, then clicking report (World 
of Warcraft Harassment Policy,  2013 ). Moreover, a well-designed avatar could help a 
user avoid harm more easily. In SL, sitting down is a self-protection movement. When 
facing physical harassment or assault, the avatar could sit down to avoid being 
affected. In a virtual campus, an educator could adopt these or similar technical 
designs to create ‘gamifi ed places’ that support a positive learning environment.    
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17.5.2.5     The Gamifi cation Dimension 

 Hamrin and Persson’s ( 2010 ) “Team Place” Model depicts what a virtual team 
should look like. The model proposed here in Fig.  17.3  describes the appearance of 
virtual space, in which we could see a range of different “Team Place” and 
‘Individual Places’ evolving. Some are expected, some are not. The requirement of 
promoting desired behaviours provides opportunities to exploit the engaging nature 
of the game dimension within VEs. Yet at the same time, applying game elements 
could also be harmful. Inappropriate design may bring more unexpected behaviours 
into virtual space, for example, the “Point Hunter” (discussed below in the dark side 
of gamifi cation section). In the next section, we interpret the gamifi cation research 
below, based on the applicability of the proposed Behaviour Mapping Model, in 
order to demonstrate ways of using the model in gamifi cation design. 

   A Meaningful Gamifi cation Design 

 Nicholson ( 2012 ) proposed a user-centered theoretical framework for creating a 
meaningful gamifi cation design. According to his defi nition, a meaningful game 
design should improve users’ internal motivations by focusing on users’ needs or 
goals. Such design will result in longer-term and deeper engagement between users, 
non-game activities, and supporting organizations. In contrast, a meaningless gami-
fi cation is organization-centered design, in which users are motivated by external 
rewards that are not related to the underlying activity. Designers using meaningless 
gamifi cation will fi rst ask: “How does this benefi t the organization?” instead of how 
the gamifi cation benefi ts the user. Based on the Behaviour Mapping Model, we 
could conceive Nicholson’s effort as to build a long-term connection between users 
and non-game activities by using game design. The emphasis on users’ need or 
goals indicates that a meaningful game design must meet individual understandings 
or align with their ‘Individual Place’ in order to improve users’ internal motivation. 
However, the user-centered theoretical framework ignores the affordance of non- 
game activities, which is a ‘place’ refl ecting the expectations of the designer. 
Whether they are internal or external motivations, the goal of game design should 
always align with the designer’s understandings, ensuring that the gamifi cation 
arrow is shot directly at the target. Rather than a short-term or temporary engage-
ment, game designs that are not related to the underlying activity will lead to harm-
ful forms of gamifi cation, as discussed in the section below. Thus, we argue that the 
success of game design depends on its matching with the designer’s ‘place’; and the 
effect of game design depends on satisfying ‘Individual Place’. The organization- 
centered design therefore is a prerequisite, rather than the opposite of user-centered 
design. In Nicholson’s words, meaningful gamifi cation should fi rst align with the 
goal of non-game activities, then meet users’ needs, and ultimately build a long-
term engagement between users and underlying activities. These concepts are 
employed to analyze the cases below. 
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 In Singer and Schneider’s ( 2012 ) study demonstrating social software’s potential 
for promoting the adoption of best practices among developers, they built the 
“Teamfeed” web application (a discussion platform) based on the Subversion ®  
repository in order to encourage computer science students to make commits to the 
version control system more frequently. Game elements were used in the applica-
tion where students could represent themselves as an uploaded image icon, and a 
leaderboard listed the team members and the counts of their commits. During the 
study, they received a balance of positive and negative comments. A few students 
improved their commit frequency. But the rest insisted on their own practices. 
Interpreted applying our proposed model, the researchers tried to setup a ‘place’ for 
adopting a best practice of making more and smaller commits, and they used game 
designs as a bootstrapping strategy to incentivise more students into that ‘place’. 
However, the game design was focusing on the specifi c behaviour of making a com-
mit rather than the initial goal of promoting best practice, which led to confusion 
and criticisms. Students who had changed their behaviour were still unaware of the 
benefi t of making small commits and complained that the application had encour-
aged them to make superfl uous commits, indicating they still wandered outside the 
designer’s Place. Also, since the game design failed to meet most users’ understand-
ing, the promoted activity was resisted by a majority of students. At least half of 
them raised concerns over their commit quality and doubted the metric used in the 
leaderboard feeling that some commits were too simplistic and useless. Had the 
leaderboard incorporated the metric of commit quality it would then have become 
understandable for most students so they could match their behaviour with the 
designer’s expectation, and therefore subsequently would reduce concerns and 
motivate more students. 

 A series of experiments conducted on an IBM ®  Enterprise Social Network 
Service (SNS) depict what a successful but external motivation driven case of gami-
fi cation looks like. The SNS is an online social site which features lists, photos and 
comments. Text and graphic based social activity under a shared organization cul-
ture leave no room for confusions and misbehaviour. With an aim to incentivise 
repeat usage, increase contributions, and establish user reputations, a points-based 
incentive system was adopted to reward expected social behaviours including con-
tributing lists, photos, and posting comments. In a log analysis based on the fi rst 
three weeks of the experiment (Farzan et al.,  2008b ), the overall content contribu-
tion was dramatically increased by the incentive scheme, which was however fol-
lowed by a “decayed impact” (Thom, Millen, & DiMicco,  2012 ). A further 
evaluation on user interviews and the results of a controlled experiment conducted 
during the following six months (Farzan et al.,  2008a ), confi rmed that successful 
gamifi cation controls the behaviours of users to generate a predictable result with-
out confusing or distracting them. However, the points-based external motivation 
was destined to be a short-term effect. Users’ comments suggest that the level- 
focused users stopped contributing immediately after researching the desired level. 
And the short-term effect was more clearly revealed in an experiment conducted ten 
months later (Thom et al.,  2012 ), in which the removal of the gamifi cation feature 
led to a signifi cant decrease on content contributions.  
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   The Dark Side of Gamifi cation 

 The above discussion of meaningful gamifi cation reveals the existence of harmful 
gamifi cation whose goal fails to relate to the underlying non-game context. It is 
worth noting that harmful gamifi cation and the side effects of gaming are two dif-
ferent conceptions. In a metaphor of driving cars, the former is dangerous driving, 
which is an outcome of inappropriate usage and could be corrected. The latter is car 
emission, which is the output of the car itself, and can only be mitigated. We notice 
that the side effect of gaming has been mentioned in a few research studies, for 
example the behavioural addiction encouraged by gaming (Long,  2013 ) and com-
parison pains caused by a leaderboard (Barata, Gama, Jorge, & Gonçalves,  2013 ), 
which all stem from the nature of the game. In contrast, the dark side of gamifi cation 
is the consequence of design mistakes that accidentally build game places that are 
separated from the designer’s place. The user motivated by game elements may 
ignore the designer’s intended place and step into a separate game place. A typical 
example is the point hunters who create multiple accounts to answer their own ques-
tions to fulfi l the desire of gaining points. We believe that clarifi cation on the dis-
tinctions between the side effects of gaming and the dark side of gamifi cation is 
necessary for designers to correctly understand gamifi cation and apply it in an 
appropriate way. For example, based on the interpretation above, we could argue 
that ‘kills intrinsic motivation’ is the side effect of gaming, rather than the dark side 
of gamifi cation, which has been perceived as a painful output from gamifi cation in 
current studies.     

17.6     Conclusion 

 Virtual environments open a new arena for socialisation, and in our case study, des-
ignable ‘places’ for learning. These new learning places are becoming increasingly 
attractive to educators with the development of 3D technologies and the emerging 
gamifi cation designs. However, they are still reliant upon promising, but to some 
extent unfamiliar and unproven technology and theory is still developing within the 
virtual setting. Since, 2001 we have been conducting a series of studies within 
CVEs (Clear & Kassabova,  2008 ), to exploit their potentials for global virtual 
teams. This chapter adds to the ongoing studies and has applied the notions of 
‘space’ and ‘place’ to progress towards (1) developing a coherent set of policies to 
govern the VEs; (2) fi nding an appropriate approach to incorporate game designs 
into VEs. 

 Compared to the real world of ‘physical’ space which has been evolving with 
human society for thousands of years, the virtual context remains yet to be  harnessed. 
The unanticipated behavioural changes observed within virtual space (i.e. the avatar 
harassment incident observed in our case study) have led to the need for rules to 
avoid anti-social behaviours. In this chapter, we do not aim to defi ne a universal 
policy for virtual space. However, our discussions on the notion of ‘space’ and 
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‘place’ provide a universal approach to interpret human behaviours within the real 
world, and virtual worlds as well as those spaces of imagination. Consequently, we 
argue that the research provides an opportunity to build common courtesies, poli-
cies, policing mechanisms and roles in virtual spaces. To achieve the fi rst aim of 
devising suitable policies, we further visualized the relationship between ‘space’ 
and ‘place’, and explicitly applied it to our case study to examine human behaviours 
emerging within 3D CVEs. Subsequently we incorporated real world University 
policy into the virtual place and built a policy framework including the need for both 
orientation policy and location specifi c policy to govern such virtual spaces. In addi-
tion to the policy, we also extend the previous discussions (Clear,  2004 ) towards 
improving policy execution effi ciency by including the additional approach of aug-
menting technical feature design. 

 In this chapter, the discussion on gamifi cation frames our exploration of its appli-
cation in VEs. As discussed above, although existing research has defi ned an 
abstract approach to applying game design elements (Deterding et al.,  2011 ) and 
offered theoretical understandings on the motivational affordances of gamifi cation 
design (McGonigal,  2011 ), the ideal approach to identifying game design elements 
and their effects remains undefi ned. Thus, we could use the ‘levels of game design 
elements’ defi ned by Deterding et al. ( 2011 ) to evaluate our previous attempts, but 
not to address the policy demands needed to achieve our fi rst goal above. However, 
regardless of what could be a game design element and no matter how one could 
implement the motivational affordances of games, our research has revealed a way 
of embracing these aspects into VEs. Based on the proposed model, we interpret 
what a meaningful gamifi cation should be, and conversely introduce the dark side 
of gamifi cation. Though the concepts diverge from existing research, they provide a 
road map for our further studies. 

 We acknowledge that this work is far from complete, and elements of the model 
elaborated here will need exercising in a context of virtual courses (or other applica-
tions) applying gamifi ed designs. The respective role and importance of the contri-
bution of each of the elements of: space, individual place, team place, technology, 
roles and policy will need unpacking in future studies. From this theoretically 
informed work we hope that the models proposed and the insights into the ‘spatial’ 
dimensions of VEs can help educators realize the motivational benefi ts of gamifi ca-
tion design, and benefi t from exploiting the learning affordances of virtual spaces 
informed by gamifi ed designs. Thus may the potential for signifi cant contributions 
to collaborative learning presented by VEs be realised.     
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Chapter 18
The Development and Assessment  
of a Team- Based Management Game

John Denholm, Ian Dunwell, and Sara de Freitas

18.1 Introduction

This chapter is concerned with the design and measurement of serious games which 
simulate the operations of a company for the purpose of training potential business 
managers, while doing so in the safe environment of a Higher Education setting. It 
uses gamification to construct a scenario-based representation of an on-going busi-
ness. Mayer and de Jong (2004) says that, “Simulation-games are a simplification and 
condensation of a real system, allowing participants to experiment safely with (future) 
decisions and institutional designs and reflect on the outcome…. In a number of 
rounds, the participants make decisions, form coalitions and make compromises 
based on their given and/or self-constructed goals and interests” (Mayer & de Jong, 
2004, p. 226). The emphasis is less on breaking new ground with the technology 
employed but rather on drawing on the concepts of decision support systems (opera-
tional and financial models that employ ‘what-if’ scenarios) to optimise a future oper-
ation. Mayer and de Jong (2004, p. 223) also states that “Both gaming and group 
(decision) support system (GDSS) are frequently used to support decision- making 
and policymaking in multi-actor settings” but that, “No systematic overview or frame-
work exists in which GDSS are related to the functions of gaming or vice versa”.

The design of the game which is the subject of this article incorporates the 
features of a group decision support system (GDSS), in this case to model the 
future of an entire business operation, and harness the concept to train students of 
management working in teams to maximise the success of the business. In doing 
so it imparts practical knowledge of marketing, finance and production techniques 
while adding the spice of collaboration and competition to enhance the motivation 
to succeed.
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The content of some taught subjects does not change much over time. Examples 
are French or Mathematics. However in other areas, for example business studies or
logistics, the content and treatment are constantly changing as a result of new tech-
niques being applied in the real world. In fact globalisation and increased competi-
tion have led to significant changes in business practice. Under such pressure to 
learn new business techniques it is essential that new and better methods of training 
are adopted. To keep up with the global changes in the real world, there has to be a 
major shift in the way in which business is taught, towards a more practical approach 
and in a way which (a) makes the subject more motivational and engaging to stu-
dents and (b) places more emphasis on practical rather than theoretical issues, many 
of which no longer apply.

For these reasons there is increasing justification for employing the concepts of
Problem Based Learning (PBL) or Experiential Learning (EL) as described by Kolb 
(1984) and Thompson (2008), an approach which can be effective in dealing with 
the management of an operation, requiring soft skills e.g. people and leadership 
skills as much as technical ones. This raises secondary questions. To what extent are 
games in general designed according to recognised research-driven recommenda-
tions? What guidance exists for proper assessment of the value of games? To what 
degree does advanced technology e.g. the use of video, animation and avatars con-
tribute to the effectiveness of games? Further questions relate to attitudes within the
teaching profession. Are teaching staff generally aware of the potential value of 
games in education? How are their attitudes influenced by their knowledge or per-
ception of video and other related games designed for entertainment? Would teach-
ing staff benefit from more awareness of the purpose of games and how they are 
designed and administered?

Findings by de Freitas, Hainey, and Connolly (2006) have concluded that there 
is a need for more empirical-based research into how learning is taking place and 
how games could be specifically developed to target groups and their personalised 
learning needs. Management games are gaining currency in HE Faculties where
courses relate to industry, for example in project management or manufacturing 
operations. Simulation-based training (SBT) allows for the development of man-
agement skills at a much faster pace than usual, making it an ideal technique to use 
in management education programs (Salas, Wildman, & Piccolo, 2009). For exam-
ple, the Warwick Manufacturing Group (WMG) at Warwick University, U.K. makes 
extensive use of four different simulations covering the topics of finance, engineer-
ing design, project management and the management of change, in its classes for its 
Programme and Project Management Masters courses (Denholm, Protopsaltis, & de 
Freitas, 2013).

Games of this type have certain features in common e.g. they simulate a project 
or business operation over set time periods; they are team-based and require col-
laborative decisions. Tutor assistance and frequent feedback are an integral part of 
the process. The term Team Based Mixed Reality (TBMR) is used here to denote 
this genre of game, ‘mixed reality’ implying neither virtual nor real. An example of 
‘mixed reality’ would be students discussing issues around a table to reach a 
 consensus on decisions. Games of this type are not necessarily massively multiple 
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online role-playing games (MMORPGs) i.e. involving networked interaction with 
multiple computer screens, avatars or video. But they do demand a degree of imagi-
nation on the part of the participants, possibly more than that of one-to-one immer-
sion games, as these are constantly prompting the player with visual images. In a 
study in the 1970s by Johns Hopkins University (Boocock, 1994) involving a num-
ber of gamed simulations, experiential learning was seen as a way to improve on the 
more traditional ways of teaching the curriculum; games could extend the process 
of receiving information into the realms of acting on it. However there was doubt as 
to whether this ability to act on the information necessarily extended beyond the 
boundaries of the lesson, i.e. into the process of finding solutions to real life prob-
lems later on.

This chapter recounts a study to design and develop a generic business manage-
ment game at minimal cost and resources and test its value with cohorts of students 
in HE courses (post-graduates and undergraduates). In all a number of objectives 
were identified, i.e. to:

 I. Review the literature on serious games in education, learning theory and game 
design, in order to apply good practice to both game design and assessment.

 II. Investigate and survey a number of business games currently in use in HE.
 III. Develop a new game concept along generic lines which simulates the strategic 

planning and management of a complete business operation.
 IV. Investigate and develop techniques to enable game construction in a cost and 

resource efficient way and according to good game design practice.
 V. Develop and test a game against specific criteria, defined to maximize its 

success.
 VI. Assess the game with a large sample of students, in terms of both the subjects’ 

perception and actual measured improvement in knowledge and decision- 
making skills.

 VII. Make recommendations for alternative and future game developments.

The Serious Games Institute Business Simulation (SGIBS) game was designed 
and developed over a period of 2 years from 2010 to 2012. The developed game was 
then the subject of a series of assessment trials conducted during January and 
February 2013, the conclusions from which are covered here.

18.2 Learning Theory and Experiential Learning Models

The overall research study divides naturally into three phases: firstly preliminary 
studies focussing on students’ perceptions of games; secondly the design and devel-
opment of the SGIBS game to embody good practice; and thirdly a series of trials 
using the game to measure the actual improvement in knowledge and soft skills. 
This chapter focuses mainly on the second and third of these, leading to the research 
questions: “How critical is game design to the educational value of TBMR games?” 
and “Are games of this type effective in improving participant’s abilities”.

18 The Development and Assessment of a Team-Based Management Game
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Benjamin Bloom (1956) headed a group of educational psychologists who devel-
oped a classification of levels of intellectual behaviour important to learning. 
Bloom’s taxonomy classifies learning outcomes into three dimensions: (1) cognitive 
or knowing (2) affective or feeling and (3) psychomotor or doing. There are six 
levels in Bloom’s cognitive dimension: basic knowledge, comprehension, applica-
tion, analysis, synthesis and evaluation (Butler, Markulis, & Strang, 1988). During 
the 1990’s a new group of cognitive psychologists, lead by Lorin Anderson (a for-
mer student of Bloom), updated the taxonomy to reflect relevance to 21st century 
work, redefining the six categories as Remembering, Understanding, Applying, 
Analysing, Evaluating and Creating.

Bloom’s taxonomy is widely used as the basis for the evaluation of effectiveness 
of management or business simulations (Anderson & Lawton, 2009). TBMR games 
participants are required to engage with the three lower levels of the taxonomy: 
remembering, understanding and more specifically in relation to experiential learn-
ing, applying. Overall, simulation seems to be effective for cognitive learning, par-
ticularly the lower levels of Bloom’s cognitive dimension.

Designers need to synthesise the elements that lead to success, in particular the 
contribution of teamwork and competition, the importance of alignment to the mod-
ule Learning Outcomes/Objective (LO), the levels of challenge and the feedback 
provided during and after the game sessions. Also important are factors such as 
entertainment and goal-setting which contribute to motivation, emotion and atti-
tude. Gee (2003) suggested that in order to design a good educational game or simu-
lation, the designer should possess relative professionalism in particular areas, and 
the learning and skills imparted to students should be chosen under proper and 
intelligent consideration. Also, the educational game should be built into an exhaus-
tive value system that is relevant to the established topic of the game and should 
explicitly connect relevant instructions with particular circumstances. Gee contin-
ues, “The role of the game designer is not just to maximise imparting of information 
relevant to the topic in question, but to take the experience beyond that which tradi-
tional methods can do; to contribute some emotional experience, be it conflict, time- 
pressure or whatever in order to place the participant in as close to a real life situation 
as possible”.

de Freitas, Rebolledo-Mendez, Liarokapis, Magoulas, and Poulovassilis (2009) 
have developed an evaluation methodology for immersive learning experiences in a 
virtual world. The study incorporates a four-dimensional framework (4-DF) devel-
oped earlier by de Freitas and Oliver (2006). Within each of these, three aspects are 
identified e.g.:

The Learner (Profile, Role, Competences)
Pedagogy (Associative, Cognitive, Social/Situative)
Representation (Fidelity, Interactivity, Immersion)
Context (Environment, Access to Learning, Supporting Resources)

Arnab et al. (2013) used the 4-DF to guide the design and development of a
game, aimed at supporting the delivery of game-based learning within a formal 
 setting, which has undergone a cluster randomized control trial that concluded posi-
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tive learning outcomes, and the above elements (main and sub-headings) were con-
sidered for their relevance to the design of the SGIBS game. An earlier model by 
Keller (1984) proposed four steps for promoting and sustaining the learning pro-
cess: Attention, Relevance, Confidence, and Satisfaction (ARCS). More recently 
Schwan (2006) differentiates between four types of participant:

Impassioned: Looks for a challenge. High motivation and tolerance to frustration.
Wanna-be-Player: Identifies with and wants to be liked. Low tolerance to 

frustration.
Fun Player: Treats playing as recreational.
Occasional Player: (largest group): Plays occasionally for amusement.

The SGIBS game is designed for a number of teams competing in the same semi-
nar room, each in control of a ‘company’ and developing strategies in competition 
with other teams to achieve the highest score, according to certain pre-defined goals. 
This is conducted under time limits in order to generate conflict and raise levels of 
motivation to succeed, while promoting the message that team cooperation may 
provide a winning strategy. Meredith Belbin (1981, 1993) has become notable for 
his research which suggested that the most effective teams have members who 
between them can perform certain key roles. In his study of management teams in 
the early 1980’s he proposed a number of principles for establishing and running an 
effective team:

• Members contribute to teams in two ways: professionally and technically. They 
will play a specific ‘team role’.

• Teams with a good balance of team roles will contribute professional and techni-
cal skills to best effect.

• Effective teams comprise members who recognise and adjust to the relative 
strengths that exist within the teams in both professional and team role 
capacities.

• To be effective a team needs a balance of team roles.

Individuals are better suited to play some team roles than others, according to 
Belbin. His eight team role types, later revised to nine (Belbin, 1993) indicate the 
particular attributes associated with each and the strengths and possible weaknesses 
they can bring to each role.

The principles suggested by Belbin (1981) were considered as a basis for the 
allocation of teams prior to the game assessment trials which used as subjects eleven 
classes of students, taking a module entitled, “Management of Engineering and 
Technology Innovation” (METI) incorporated within a number of degree courses 
ranging from ICT to Engineering and Motorsport, and taught by four different 
tutors. The module required these students to work in small team and they had 
already, i.e. before the game intervention in January 2013, been required to take a 
Belbin personality type test as a means of identifying their most likely type of 
 contribution to a team, e.g. creativity, leadership etc. Immediately following these 
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Belbin tests, the results had been used by the four tutors in question to provide a 
basis for small team allocation during workshop lessons and presentations through-
out the delivery of the module. However, for game trial purposes it was considered 
that this process may not have been very reliable and that it was more appropriate to 
re-allocate all students on a (computer-generated) random basis. New teams would 
present opportunities for extended social interaction while ensuring no bias affected 
the assessment process. However, once teams were allocated the selection of spe-
cific management roles within each team, e.g. sales, finance, production, was offered 
as an option.

18.3 Preliminary Surveys of Games of the TBMR Genre

In order to gain an insight into the variety of business-related games actually in use, 
seven games were initially investigated in two Universities within the West Midlands 
region of the UK. The findings of four of these, conducted at Warwick University, 
were the subject of earlier surveys (Denholm et al., 2013). Three further games 
belonging to the genre and currently in use at a different University were identified 
and a survey of players’ opinions carried out during 2010 and 2011.

18.3.1 Hypermarket Game

This game was surveyed in November 2010 and is based largely on the use of physi-
cal plastic parts, to help postgraduate students of Logistics to understand the prob-
lems encountered in supply chains. It is similar to the M.I.T. Beer game (Millard & 
Britton, 2007). It works on a role-play principle, with each student (or team) taking 
on one of five specific roles: Consumer, Distribution Centre, Manufacturer, Primary 
Supplier and Raw Material Supplier. Comments returned with the survey included: 
“Such types of games really enhance our knowledge in practical terms” and “Good 
experience”.

18.3.2 Software Stores Control

The same survey was conducted at the end of the deployment of this game with 
students taking a ‘Developing Financial Capabilities’ module, in May 2011. The
game was created and administered by two tutors over a number of weeks. Sample 
comments returned were: “The game was very well planned & structured. It helped 
me understand & apply concepts to real companies” and, “Very good game in 
explaining financial and accounting techniques, helped to improve business skills, 
as cash matters”.
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18.3.3 Xing Game

This is a commercially available game produced by The Working Knowledge Group 
Ltd - Management Consultant, Bristol, UK. It provides a generic approach to rais-
ing awareness of the fundamentals of planning a start-up business. It has limitations; 
in particular it does not simulate the actual management of a business, only the plan-
ning of it, starting from an initial business idea presented to each team. It does not 
involve the use of computers, is not cyclical and depends on constant tutor interven-
tion. It is designed to be played by small teams but is not inter-team competitive 
although it encourages discussion. It was conducted and surveyed during Feb 2011
with seven classes of undergraduate students taking the METI module as a prelimi-
nary investigation prior to the SGIBS game assessment trials (which focussed on the 
same METI module but with a new cohort of students in the following academic 
year). Comments returned from this survey included: “I think it’s a brilliant idea, 
very different from practical learning, especially helping with the development of 
people skills”. “Would be more interesting if teams were competitive and if there 
was a certificate given to all participants”.

Findings from all three of those games showed high levels of student satisfaction,
in particular when asked if the game made them feel part of a team, if they felt they 
wanted to score well over other teams and if they would they like the opportunity to 
play the same game again.

18.4 The SGIBS Game Design and Development Process

Eseryel, Guo, and Law (2012, p. 282) says, “We do not know how to design educa-
tional games to support higher order thinking and problem-solving skill acquisition 
while maintaining high student motivation. To facilitate the design of educational 
games, validated assessment models are crucial. However there are very few game 
evaluation models available for the educational game designers.” Schrader and 
McCreery (2012) state that, “Integrating games into the classroom takes consider-
able effort for teachers and students. Few game-based educational models provide
transformative learning experiences”.

With this in mind the design of the SGIBS game was conceived, based around 
the METI undergraduate module. In addition to the relevance of its content, there 
were advantages to this choice, since a large sample of students, over a hundred, in 
eleven classes, could be made available, in the event (n = 101) six classes for game 
intervention and five classes for a control group. Two of the six game classes con-
sisted exclusively of Chinese students. These had recently arrived in September 
2012 for the second year of their degree at the UK. University under an arrangement 
whereby they completed the degree with 2 years in China followed by 2 years in the 
UK. The inclusion of two Chinese classes in the intervention trials was not planned 
in advance, as might have been the case for an in-depth cultural study, but was seen 
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in a pragmatic way as an opportunity to make comparisons between game responses 
from Chinese and Non-Chinese classes.

The game was developed using Excel version 2010 software, enabling relatively 
rapid development in comparison to the use of programming code. While not the 
preferred software choice for most advanced technology games, it provided access 
to built-in features such as mathematical and graphical functions, ideal for display-
ing results. It was completed in August 2012 and tested during two separate trial 
runs using volunteer staff at the Serious Games Institute (SGI), Coventry, UK. It is 
also worth noting that similar computer methods have been used for simulating 
investment strategy, i.e. in a group decision support system (GDSS) to simulate 
future business scenarios using projected cash flow models (Denholm, 2007). The 
projecting forward of a set of financial statements for a company (e.g. most recent 
set of accounts) on various assumptions is not dissimilar to the techniques employed 
as the scaffolding for the SGIBS game.

The game scenario was based on reviving an ailing company designing and sell-
ing coffee machines, the game running over eight, or optionally twelve, 3-month 
periods. Each of four teams in a class competes to manage ‘similar’ companies in 
the same market to implement the right strategies and take the best tactical opportu-
nities available. The periodic nature of the game allows a cycle of debate, reflection, 
decision and action (i.e. trial strategy). According to Kolb (1984) and Kiili (2007) 
this cycle is the basis of effective learning. In addition, game participants receive 
intermediate feedback and hence are in a position to react immediately to the results. 
This cycle is repeated for each period, giving the possibility of correcting the effect 
of earlier decisions. For example, if players decide to invest in more manufacturing
capacity but fail to raise the necessary funding, a large overdraft will result, some-
thing that can be corrected in the following period.

Although largely determined by the METI module Learning Outcomes/Objective 
(LO), the content and scope was limited by what could reasonably be covered in the 
allotted time for game play which, in view of time-tabling constraints, was one and 
a half hours.

Throughout the course of the game, the teams were required to take strategic 
decisions (pricing, funding and expansion). In addition, a further set of tactical 
decisions were offered at intervals, in the form of sixteen ‘opportunities’ printed on 
cards presented to all teams. On each of those cards, in the form of ‘tips’ was infor-
mation on costs, benefits and other possible consequences of choosing the option in 
question, thus avoiding the need for participants to do calculations, but rather to 
focus on making judgements.

It was considered important from the outset to focus on the pedagogy, i.e. to keep 
the game mechanics simple but to try to achieve enhanced learning and promote the 
development of soft skills. Factors which introduced entertainment and raised moti-
vation by providing challenge in the form of inter-team competition and the setting 
of winning target criteria were considered paramount. “Designing game-based 
learning is very different from designing entertainment games as it must take 
account of learning objectives, instructional activities etc. Assessments need to be 
aligned with the learning objectives”. (Smith & Ragan, 1999). “The art of game 
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design is creating situations, challenges, rules and affordances that keep players at 
the leading edge of what they can do. Research suggests that when students are 
more motivated, assessment results are a better reflection of their ability”. (Schmit 
& Ryan, 1992; Sundre & Wise, 2003).

In the end it was largely a matter of judgement as to what the scope, content and 
level of difficulty should be. The game was designed to be conducted over twelve 
rounds or periods, each representing 3 months, but may be conducted for a lesser 
number e.g. eight periods. The only distinction between periods is that they either 
require strategic decisions (periods 1, 2, 5, 7, 9 and 11) or tactical decisions (peri-
ods 3, 4, 6, 8, 10 and 12) The reason for two consecutive strategy periods at the 
outset is that in a forward planning situation the strategic plan should precede the 
detail. Two types of forward planning have been identified by the Association for 
Project Management (APM), namely ‘strategic’ and ‘detailed’ planning. The first 
involves a “top-down” approach used during the early stages, to answer the ‘why’, 
‘what’ and ‘how’ questions of a project. “Detailed planning should commence 
when strategic planning has been rightly put in place to avoid starting the project on 
a wrong note.” (Hopkinson, Close, Hillson, & Ward, 2008).

Simpler decisions were introduced first, followed by increasingly more complex 
ones. For example, in the first round of the game, denoted as Period 1, the only deci-
sion required is at what level to set the price of the product, the company’s latest 
design in coffee machines. Thereafter decisions begin to involve funding, expan-
sion, quality, advertising and cost reduction, becoming gradually more challenging, 
encouraging team discussion and conflict.

Many authors extol the virtues in games of competition, goal-setting, collabora-
tion and game ‘flow’. “In order to have meaningful social interactivity among the 
players, a game should incorporate collaborative tasks, which allow them to interact 
naturally”. (Eseryel et al., 2012). Chen, Dun, Phuah, and Lam (2006) says that, 
“Social interactivity during game play, such as competition and collaboration with 
others who are also playing the game, plays an important role in contributing to 
learners’ motivation”. Sweetser and Weth (2005) found that “social interactions 
allowed players to compete, collaborate and connect, leading to game flow experi-
ences”. Bransford, Brown, and Cocking (2000) state that, “Goal-based scenarios 
have long been viewed as an active primer for situated learning. In a good game, a 
player is involved in an iterative cycle of goal-based interactive problem-solving. 
Setting a goal or target as a measure of team success would seem to enhance the 
competitive aspect of the game”.

Dempsey, Haynes, Lucassen, and Casey (2002) found that, “Incorporating chal-
lenges, clear goals and sufficient feedback into narratives are important for players’ 
gaming experiences. There needs to be a clearly defined end-point in the game and 
hence the criteria for winning. Otherwise there is no straightforward way to assess 
the learning that has taken place”. In the SGIBS game, time constraints were 
imposed, 10 min for each cycle or period representing 3 months of real time. The 
targets set were to maximize the company’s Return on investment (RoI), 
Stakeholders’ equity and Reputation. No random elements were introduced, ensur-
ing a level playing field for all participants.
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18.4.1 Feedback

“Feedback which is used by the learner is considered the most important, distinctive
attribute of formative assessment” (Taras, 2005). “It can be found at every level and 
unit of an efficient educational system and is an overarching concept that helps to 
explain and interpret the role of assessment in educational games”. Tutor feedback 
was considered a key element in conducting the game, not just during the final 
debriefing at the end of the session but after every round. Periodic results, displayed 
to the entire class, can be discussed and lessons learned. Graphical displays are ideal 
for this, but statements on Company progress are also useful, when there is a need 
to focus on more detail, with automatic highlighting showing exceptional figures 
e.g. the highest and lowest across teams. (See Fig. 18.6 in Sect. 18.6.2 below). 
Feedback has more educational value if it is formative and immediate, rather than 
summative i.e. at the end of a module, by which time it is too late for students to 
benefit and improve their gradings. It can be argued that games give even more 
immediate feedback, as this occurs after each cycle. The SGIBS game was not used 
for summative i.e. for module gradings, but rather formative assessment, with both 
intermediate tutor feedback and final game debriefing. The chart below shows a 
simple example of immediate feedback during the game and illustrates the element 
of competition for sales in the same market (Fig. 18.1).

Feedback in this graphical form is easily assimilated, shows clear comparisons
by team and provides motivation to initiate further strategies to overtake the compe-
tition e.g. expand capacity, promote the product and reduce defective or reject parts. 
This may be especially effective if the variations in team success are not too dispa-
rate, as in the example shown.

TEAM A
28%

TEAM B
24%

TEAM C
22%

TEAM D
26%

TEAM A

TEAM B

TEAM C

TEAM D

Period 5: Customer demand for product

Fig. 18.1 Example of a 
graphical display from the 
game showing market share, 
by team
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18.5 The SGIBS Game: Characteristics and Features

The points below summarise the main features of the developed game.

 (a) It provides a platform for participants to improve both knowledge and decision- 
taking skills in relation to the problems encountered by the management of an 
ailing business, trying to innovate and become successful in a competitive 
market.

 (b) In simulating a business operation, it deals with both physical quantities and 
financial parameters: units ordered, produced and sold, defects, sales income, 
labour and material costs, profit and asset values including loans and cash. 
Results are displayed, per team and per period, in the form of Profit & Loss, 
Cash Flow and Ratios (profit margin, return on assets, debt to asset ratio).

 (c) It is designed to be conducted in a conventional seminar room, over a time- 
span of 1.5–3.0 h, with a single tutor-controlled computer for data input and a 
large screen for presenting periodic results.

 (d) It caters for up to four teams playing in competition in the same room, the 
number of participants per team ranging from one (i.e. individual play) to eight 
(maximum). Colour coding is used for easier team identification.

 (e) The same initial Game Brief Document is given to all participants prior to the 
game session, setting out the starting business scenario and stating the rules of 
play. Company financial statements are also provided in the brief for Period 0, 
the starting point.

 (f) Each team is supplied with a control sheet and opportunity cards during the 
session, as described in Sect. 18.6, allowing teams to take either strategic or 
tactical decisions.

 (g) Players within a team may, if they chose, elect to take on roles such as Director 
of Finance, Sales, Marketing, Production, but decisions taken should be agreed
by all members.

 (h) Teams are allowed a specific period of time e.g. 4 min, in which to take peri-
odic decisions. This is the same for all teams, but the time may be varied at the 
discretion of the tutor e.g. for special reasons such as language difficulties.

 (i) Strategic decisions are taken by each team on the practical aspects of produc-
ing and marketing a new product, setting its price, raising funds or expanding 
capacity.

 (j) Tactical decisions may be taken by each team involving opportunities to hire 
professional managers to manage departments (design, sales, production, pur-
chasing), promote the product, engage consultants, implement quality or auto-
mate procedures, change suppliers, update the IT facilities and outsource the 
operations. Eight such options (from a total of sixteen cards) may be selected 
by teams at certain fixed periods throughout the game.

 (k) All teams will be competing in the same market with a similar product. As 
determined by algorithms embedded in the software, decisions by one team 
may affect the results of others, e.g. via the market reacting to product prices or 
capacity.
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 (l) Decision data for each team is entered into the computer, which will then dis-
play the key results, by team (Profit & Loss, Balance Sheet, ratios) in both 
tabular data and graphical form. An indicator of relative company status (repu-
tation and image) is displayed, based on a combination of improved quality 
and appropriate advertising. (See Fig. 18.6).

 (m) Embedded calculations produce a predetermined effect on the team’s results, 
for one or more forward periods, according to the control sheet choices made 
and the opportunity cards selected.

 (n) There are no random elements, thus ensuring a level playing field with 
 winning goals equally achievable by all teams, and not subject to unforeseen 
events favouring one team. This is emphasised in the game brief given 
beforehand.

 (o) A brief feedback session is given by the tutor at the end of each period, with 
reference to the displayed periodic results. Exceptions e.g. the best and worst 
figures across the four teams are highlighted by using cell colouring.

 (p) Each team’s overall performance is measured using real-life criteria for suc-
cess (Return on Investment (RoI), Equity value, Image/Reputation and Cash 
Balance).

 (q) Terminal feedback/debriefing is given by the tutor, with comments on each 
team’s performance, highlighting good or poor decisions and their effect on the 
outcome. The game’s tracking system may be used to assist this process.

18.6 The Game Development Process

Figure 18.2 below shows the ‘Input–calculation–output’ schematic on which the 
game design was based. The section shown in Fig. 18.2 for Period 1 is repeated for 
Period 0 to the left and Periods 3, 4, 5 etc. to the right, for as many as might be 
required.

18.6.1 The Decision Input Mechanism

At the end of the permitted time for strategic decisions, the tutor takes the control 
sheets from each team and keys in the choices ticked, in the appropriate column for 
each of the teams, A, B, C or D. These choices may be hidden from the other teams 
by switching off the display screen.

Figure 18.3 below shows part of the Control Sheet (for the first four periods).
For tactical decisions, a total of sixteen opportunity cards are given to each

team at intervals during the progress of the game. The same cards are given to all 
teams at the same points in time. Any eight of the sixteen cards may be played by 
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DATA INPUT AREA: PERIOD 1 TEAM A TEAM B TEAM C TEAM D

STRATEGIC CHOICES: Price,
Funding, Capacity

DATA INPUT AREA

TACTICAL OPTIONS: Staff,
Market Research, Suppliers,
Quality etc

DATA INPUT

CALCULATIONS (HIDDEN) P1 TEAM A TEAM B TEAM C TEAM D

Investment

Periodic costs HIDDEN

Basic Demand

Demand adjusted for prices FORMULAE

Defects accounted for

Actual sales achieved

etc., etc.

PHYSICAL PARAMETERS P1 TEAM A TEAM B TEAM C TEAM D
Price set

Demand

Units sold

PROFIT & LOSS RESULTS P1 TEAM A TEAM B TEAM C TEAM D

Sales income

Labour costs etc

Profit (at various levels)

BALANCE SHEET P1 TEAM A TEAM B TEAM C TEAM D

Assets

Cash

Loans

TARGET RATIOS P1

Sales margin %

Return on Investment %

Results displayed on screen for all game participants
(exceptional values highlighted)

Results displayed on screen for all game participants
(exceptional values highlighted)

Results displayed on screen for all game participants
(exceptional values highlighted)

Results displayed on screen for all game participants 
(exceptional values highlighted)

Fig. 18.2 Diagram showing the game structure for one period (Period 1)

a team throughout the game, so the team members must agree to select only the 
best options, as well as making their choices at the most appropriate time. 
Figure 18.4 below shows a sample of three of the opportunity cards (numbers 13, 
14 and 15) that teams might play at any point, subject to limits on the number of 
decisions  permitted at any one time. Each card contains a ‘knowledge tip’ or hint, 
denoted on the card as KT, with information as to the likely outcome of making 
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8P BUSINESS GAME: CONTROL SHEET PERIODS 1-4 TEAM:
A

PERIOD 1 According to your decision: 5% down Unchanged 10% up

STRATEGIC Tick one box. new price will remain

DECISION until you change it in later period.

At this point each team is given SEVEN Opportunity Cards (Numbers 1-7)

Your team should discuss which of these options is most important at this stage.

PERIOD 2 Change price again? 5% down Unchanged 10% up

STRATEGIC Tick one box.

DECISIONS Increase / decrease your bank loan (interest rate is 8% but may change)

Enter a + 1, 2, or 3 to INCREASE Loan by £5000, £10,000, £15,000

Enter a -1, -2, -3 to DECREASE by £5, £10, £15K

PERIOD 3 PLAY up to any 2 cards (only) that you have. The rest may be used later.

TACTICAL Record the numbers of the cards played here:

Each team is now given Opportunity Cards 8-10.

PERIOD 4 PLAY any 2 cards (only) that you have. The rest may be used later.

TACTICAL Record the numbers of the cards played here:

Fig. 18.3 Illustration of control sheet given to each team (for Periods 1–4)

that choice, in addition to some cost and benefit data where applicable. For exam-
ple one card  permits the purchase of a consultancy study which may provide bet-
ter information on which to base decisions about choosing a supplier. In this case, 
a consultancy report containing relevant useful information is returned to the team 
in question, in the following period.

At the end of the permitted time for tactical decisions, the tutor takes the cards 
which each team has selected and keys in a ‘1’ against the corresponding card 
 number (1–16) against each team A, B, C or D. This triggers a series of calculations 
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which will alter future Company statements in terms of sales, costs, profits, assets 
etc. depending on the particular card option entered. The changes may affect the 
Company’s position for one or several periods into the future.

18.6.2 Progression Through the Game Session: A Snapshot

Figure 18.5 below shows a number of graphs, each of which may be displayed. 
Period 6 is taken as an example. These can be shown in any sequence, or omitted, 
depending on their relevance at that particular point in the simulation. Teams have a 
few minutes to take note of their progress, problem areas and status in relation to the 
other teams. Tutor feedback assists the learning process, e.g. team C might like to 
review their parts supplier and team D could raise a bank loan to eliminate its 
overdraft.

Figure 18.6 below shows more detailed numerical results which may optionally 
be displayed to the teams. The figure shows just two teams only (for Period 6). The 
maximum and minimum values in some key rows are highlighted to assist the peri-
odic feedback given by the tutor. An ‘image/reputation’ factor is displayed, which 
is derived on the basis of the implementation of quality improvement procedures 
plus product promotion, and while this is calculated on a fairly simplistic basis, it 
provides the right messages on the importance of quality and marketing, while add-
ing to the competitive element.

TEAM C 13 TEAM C 14 TEAM C 15
Ac�on Benefits Ac�on Benefits Ac�on Benefits

Promotion
campaign at

trade
exhibitions
and trade
journals

Launch new
versions of

product, raise
awareness for

a  time.

Switch to new
Supplier C. Has
quoted costs
almost as low
as Supplier B

benefits
unknown but
consultants

might help, at
a cost

Invest in
advanced
assembly

automation

Large capital
investment but

may reduce
labour costs

One-off cost Period costs One-off cost Period costs One-off cost Period costs
£150 As for Supp B £8,000 lab down 60%

KT: This method of promotion
focuses on the trade rather

than the general public. slow
but steady way of getting

exposure for new products as
and when launched

KT: Much time and effort must
be expended in finding and

building a relationship with a
new supplier. But it is usually

worth the effort to find the right
one, in the long term.

KT: Capital spend will not
affect your profit (not a trading

cost), but may mean incr in
bank loan and interest. Can

improve your P & L account by
reduction in labour costs.

Fig. 18.4 Illustration of three opportunity cards
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Fig. 18.5 Sample graphs of results from game shown for Period 6
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actually
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CUSTOMER
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product
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improved
by tactics)
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UNITS
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period
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met, due to
rejects, low
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3
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6

15
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TEAM A

TEAM B

TEAM C

TEAM D

Percent loss due to
defective parts supplied

Percent loss due to
production shortfall

Defects as % of units sold

Capacity, production, orders and sales

£41,500

£61,188

£41,250

£49,281

£6,085

£20,648

£5,860
£12,886

£4,885

£19,048

£5,060 £6,753

£0

£10,000

£20,000

£30,000

£40,000

£50,000

£60,000
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Sales turnover
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15%

28%

14%

10%
8%

17%

8%
5%

31%
33%

30%
32%

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

TEAM A TEAM B TEAM C TEAM D

Gross Profit/sales

Return on assets (pretax profit
/ total assets)

Gearing / leverage (loans / total
assets)

Ratios

£15,820
£17,299

£12,470

-£19,111
-£25,000

-£20,000

-£15,000

-£10,000

-£5,000

£0

£5,000

£10,000

£15,000

£20,000

TEAM A TEAM B TEAM C TEAM D

Cash / Overdraft

£50,820

£67,299

£52,470
£45,889

£15,000
£20,000

£10,000
£5,000

£0

£10,000

£20,000

£30,000

£40,000

£50,000

£60,000
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£80,000

TEAM A TEAM B TEAM C TEAM D

Equity

Loans

Company Value

Fig. 18.5 (continued)
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18.6.3 Decision Tracking Features

Trend graphs can show the progress over several time periods and these can be dis-
played occasionally e.g. as in screenshots shown in Figs. 18.7 and 18.8 below (for 
Periods 1–6).

Figure 18.9 below may be displayed at the end of the game to assist debriefing.

TEAM A TEAM B
Consultancy Report due? (prompt for tutor) no yes
Product Price set £50 £55
Planned available capacity UNITS 1000 1250
Percent loss due to production shortfall 3 6
Percent loss due to defective parts supplied 12 6
Saleable finished UNITS actually produced 855 1100
Basic CUSTOMER DEMAND for your product 1000 1033
ORDERS RECEIVED (as improved by tactics) 1313 1319
ACTUAL UNITS SOLD in period 830 1113
Orders not met, due to rejects, low capacity 483 207
PROFIT % LOSS for the period (3 months)
Sales turnover £41,500 £61,188
Materials and direct labour £20,000 £25,000
Overheads (salaries, advertising, rates, electricity,
insurance) £15,415 £15,540
Gross profit £6,085 £20,648
Interest on arranged loans £1,200 £1,600
Interest on overdraft (if needed) 0.00 0.00
Pre-tax profit £4,885 £19,048
Retained profit (after tax and div, 50% of above) £2,443 £9,524

Co. Image:
HIGH 

REPUTATION IMPROVING
BALANCE SHEET
Fixed assets and stock value £50,000 £70,000
cash / Overdraft £15,820 £17,299
TOTAL assets £65,820 £87,299

Equity £50,820 £67,299
Loans £15,000 £20,000
TOTAL assets £65,820 £87,299

RATIOS %
Gross Profit/sales 14.7% 33.7%
Return on assets (pre-tax profit / total assets) 7.4% 21.8%
Gearing/leverage (loans / total assets) 22.8% 22.9%

Fig. 18.6 Screenshot of game for Period 6: shown for two teams (highs and lows highlighted)
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To assist debriefing tutors may display this chart for each team in turn. In 
Fig. 18.9 above it is shown for team B, the winning team in this example, enabling 
tutor feedback comment such as:

“Team B decided to raise their product price at the start. Although losing them 
market share, this was not a problem as they were unable to meet the demand in any 
case due to lack of capacity and a high percentage of defective items. They increased 
capacity in stages in Periods 5 and 7, having hired top managers for production, 
purchasing and also a market research team. Once a new top design person was 
acquired, they promoted their product in trade journals and at exhibitions (wisely, 
not on TV as they are not targeting the public), raised bank borrowing to fund the 
expansion but owing to high profits were able to reduce the loans, eventually to 

£5,450

£19,048

£1,700 £5,060

-£175

£6,753

-£5,000

£0

£5,000

£10,000

£15,000

£20,000

£25,000

1 2 3 4 5 6

Team A

Team B

Team C

Team D

Pre-Tax profit P1-P6

Fig. 18.7 Graphs from game showing progress of profits, by team (Periods 1–6)

£10,850

£25,950

£7,265

£17,299

-£20,970

-£19,111

-£30,000

-£20,000

-£10,000

£0

£10,000

£20,000

£30,000

1 2 3 4 5 6

Team A

Team B

Team C

Team D

Cash position P1-P6

Fig. 18.8 Graph from game showing progress on cash flow, by team (Periods 1–6)
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below the level at which the company was first acquired. In Period 8 they 
 implemented quality procedures, possibly a little late, and outsourced production to 
Asia giving them a big cost advantage. They look set for a bright future.”

18.7 The SGIBS Game Assessment Trials

While dry runs had been conducted using volunteer researchers from the SGI, lead-
ing to minor adjustments, twelve-period pilot sessions were conducted on two post-
graduate classes in November and December 2012. These were classes of Masters 
students taking a module in Project Management Methods (n = 11) and Operations 
Management (n = 16) respectively. While these preliminary results indicated both a 
positive response from the staff and students concerned, with requests to use the 
game again, the pilot game sessions did not have a control group and were used 
purely to assess the timing and other critical factors in a live situation with real stu-
dents. Subsequently the number of game time-periods was reduced to eight for the 
main trials in view of the shorter lesson time available with the undergraduate 
classes and a decision was taken to collect student ID numbers in order to match 
pre- and post-test scores by individual student.

The SGIBS game was assessed in early 2013 with six undergraduate game 
classes, two comprising Chinese students, and five further classes for control pur-
poses. Pre- and post-tests were conducted consisting of sixteen multiple choice 
questions, each offering three alternative answers. The same test was given before 
and after the game to fifty participating students and also to fifty-one non game- 
participating students (the control group). Of the sixteen questions set, eight were 
based on factual knowledge and eight on decision-taking e.g. “What would you do 
if…?”). These two sets of questions, referred to as PART A and PART B on the test 
sheet, were used to evaluate any increase in real knowledge and soft skills respec-
tively, the results being adjusted with reference to the non-playing control classes.

Permission for the study was granted in October 2012 and full Ethics approval 
obtained from the University in which the trials were conducted in November 2012, 
following Ethics approval from the Serious Games Institute (SGI), Coventry, UK. 
where the research was conducted.

18.7.1 Results of Test Measurements and Perception Surveys

T-tests were carried out on improvements in scores for game participants versus 
improvements in scores for control participants (n = 101) as follows:

PART A: Knowledge. There was a no significant difference between the improve-
ments in game scores (M = 2.35, VAR = 294.5 SD = 17.2) and control groups 
(M = −1.69, VAR = 352.2, SD = 18.2). Conditions (1 tailed) t(99) = 1.67, p = 0.13. 
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This shows an increase in game score improvement over control score improvement 
of 4.04 % which is not significant (p > 0.05).

PART B: Decision-taking. There was a significant difference in the improve-
ments in scores for game (M = 3.00, VAR = 520.2, SD = 22.8) and control groups 
(M = −8.73, VAR = 485.3, SD = 21.9). Conditions (1 tailed) t(99) = 1.66, p = 0.005. 
This indicates a significant increase in net mean scores of 11.73 %.

BOTH PARTS A & PART B: There was a significant difference in the improve-
ments in scores for game (M = 2.68, VAR = 203.6, SD = 14.3) and control groups 
(M = −5.2, VAR = 252.0, SD = 15.31). Conditions (2 tailed) t(99) = 1.66, p = 0.005. 
This indicates a significant increase in net mean scores of 7.86 %.

These results are supported by previous studies which have shown game-based 
learning to be more effective at teaching learners how to apply knowledge rather 
than acquire the knowledge itself.

Further T-tests were carried out on improvements in scores for Non-Chinese
students versus Chinese students (n = 50). This was done using game scores only, as 
there were no Chinese students in the control group classes.

PART A: Knowledge. There was a significant difference in the improvements in 
scores for Chinese (M = −3.70, VAR = 303.3, SD = 17.4) and Non-Chinese (M = 7.50, 
VAR = 238.5, SD = 15.0). Conditions (1 tailed) t(48) =1.68, p = 0.010. This indicates 
a significantly higher (p < 0.05) improvement in Non-Chinese mean scores of 
11.20 %.

PART B: Decision-taking. There was a significant difference in the improve-
ments in scores for Chinese (M = −2.82, VAR = 557.0, SD = 23.6) and Non-Chinese 
groups (M = 7.96, VAR = 483.4, SD = 21.0). Conditions (1 tailed) t(48) = 1.68, 
p = 0.05. This indicates a significantly higher (p < 0.05) improvement in Non- 
Chinese mean scores of 10.76 %.

BOTH PARTS A & PART B: There was a significant difference in the improve-
ments in scores for Chinese (M = −3.26, VAR = 224.5, SD = 15.0) and Non-Chinese 
(M = 7.73, VAR = 136.1, SD = 12.0). Conditions (1 tailed) t(48) =1.68, p = 0.003. 
This indicates a significantly higher (p < 0.05) improvement in Non-Chinese mean 
scores of 10.99 %.

18.7.2 Survey of Students’ Perception of Game Value

A five-question survey of participants’ perceptions of the value of the game also 
conducted as shown in Fig. 18.10 below, the questions chosen to represent five key 
evaluation criteria. Responses were obtained on a 7-point Likert scale 0–6 (6 being 
the most positive response), from all game-participating undergraduates (n = 50). 
Figure 18.10 below shows the Likert scale results in response to the five questions 
in the qualitative survey.

When the two of the six game classes comprising Chinese students were anal-
ysed separately, these were seen to rate the experience less highly, on all five counts. 
(See Fig. 18.11 below).
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For the five ratings taken together, Anova between Chinese and Non-Chinese
classes showed that there was a significant difference in Chinese (M = 61.25, 
VAR = 27.34, SD = 5.23) and Non-Chinese (M = 74.37, VAR = 26.03, SD = 5.10). 
Conditions (1 tailed) t(8) = 1.86, p = 0.004.

Figure 18.12 below shows the correlation between test scores before the game 
and after.

The line of perfect correlation and zero improvement has been added, indicating 
that most Non-Chinese students either improved or stayed the same. The coefficient 
of correlation was r = 0.69 and the average improvement in scores was 7.7 %, with 
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marks ranging from 30 to 81 % before the test and from 38 to 100 % after. For
Chinese students the correlation was r = 0.42 and the average improvement in scores 
was −3.3 %, i.e. their performance declined, with marks ranging from 21 to 78 % 
before and from 25 to 78 % after. This suggests that scores for Chinese students 
were more random and less reliable as a measure.

18.7.3 Synthesis of Game Design with Reference to Suggested 
Models and Frameworks

Section 18.2 above referred to earlier models and frameworks for game design. A 
synthesis of the new game in relation to these models is suggested below.

18.7.3.1 de Freitas et al. (2009) 4-D Framework

Category Sub-category Alignment to SGIBS game
The Learner Profile, role, 

competences
Student profile is known and targeted, at least in 
terms of course, module studied and level in HE 
(with possible exceptions e.g. mature students)

Pedagogy Associative, cognitive, 
social/situative

Designed to be embedded in METI modulwe, with 
content aligned to module LOs. Builds on and 
reinforces the theory lessons given. Promotes inter- 
team conflict and intra-team cooperation, as defined 
and practiced elsewhere throughout the METI 
module
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40.0
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80.0
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Fig. 18.12 Correlation between scores, before and after the game
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Representation Fidelity, Interactivity,
Immersion

No visual representation with the business scenario, 
but use of video could be used to enhance sense of 
reality. Promotes team interactivity in a very real 
sense i.e. physical proximity, as in a boardroom 
situation

Context Environment, access 
to learning, supporting 
resources

Environment is artificial (classroom). In longer 
elapsed time version e.g. over a whole term, access 
to library, Internet or given material is possible, with 
potential benefits

18.7.3.2 The Keller (1984) Four Step ARCS Model

Step Keller’s suggestions Applications to SGIBS game
Step 1: 
Attention

Tactics employed are to 
provide surprise and gain 
interest, pose challenging 
questions and problems, using 
humour, variability and 
enquiry. Often difficult to 
sustain

Surprise and interest is generated by cards 
presented throughout game. Humour is down to 
the tutor but there are many opportunities 
during the initial briefing, debriefing and 
periodic feedback

Step 2: 
Relevance

Should relate to the topic of 
study but be seen to provide 
future practical skills e.g. to 
enhance career prospects

Wide ranging if lacking in depth, though this 
could be provided with longer sessions and 
customised versions. Aimed at being an 
introduction to many aspects of running a 
business e.g. marketing, finance, production. 
Not specialised but could be adapted as such. Is 
directly aimed at enhancing future careers in 
business management

Step 3: 
Confidence

Design game to permit rising 
steps of achievement

Starts with a simple decision on raising or 
lowering pwroduct price. Instant feedback and 
possibility of reversing decisions means that 
corrections can be made

Step 4: 
Satisfaction

The achiever must feel some 
reward, praise or intrinsic 
feeling that scoring well will 
be valuable in the future. 
Praise must not be overdone, 
or a feeling of being 
patronised may result

Tutor has opportunities after each period to give 
measured praise for progress against several 
criteria e.g. sales, profits, RoI, reputation. Final
achievement can be defined by any one of those 
measures, i.e. no single team will normally 
‘win’ outright
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18.7.3.3 The Four Types of Participants Suggested by Schwan (2006)

Attribute Characteristics Evidence during SGIBS game
Impassioned Looks for a challenge. High 

motivation and tolerance to 
frustration.

Attitude varied with class and degree type being 
studied. ICT students in general exhibited most 
passion, Motorsports students the least

Wanna-be- 
player

Identifies with and wants to 
be liked. Low tolerance to 
frustration

A small minority of students were unhappy 
about not achieving a satisfactory result

Fun player Treats playing as recreational Element of fun evidenced by banter and laughter 
in some classes, postgraduates in particular, in 
pilot classes

Occasional 
player

Plays occasionally for 
amusement

Single session did not allow this character trait 
to be observed

18.8 Conclusions

The pre-and post-test results showed that for all students, and after adjusting for the 
change on control results, the improvements in mean scores (out of 100) were:

All classes Game improvement 
(n = 50)

Control improvement 
(n = 51)

Game—Control 
(n = 101)

Knowledge 2.35 −1.69 4.04
Decision 
making

3.00 −8.73 11.73

Both 2.68 −5.21 7.89

Game classes only 
(no Chinese in control 
groups)

Chinese 
improvement 
(n = 23)

Non-Chinese 
improvement (n = 27)

All students 
improvement (n = 50)

Knowledge −3.69 7.50 2.35
Decision making −2.83 7.96 3.00
Both −3.26 7.73 2.68

The student satisfaction survey indicated positive ratings on all counts, slightly 
higher than for the three earlier game studies at the same University. Taking 
responses to all five questions together, the rating was 74.4 % for Non Chinese 
undergraduate students. For postgraduate students the rating was 76.6 % indicating
that this type of game may be equally regarded by postgraduates as by undergradu-
ates. Chinese undergraduate students had a less positive experience than others, 
returning a rating of 58.8 %, attention span dropping throughout the game and test-
ing process being a possible factor; this may have arisen from language difficulties 
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in interpreting the game brief, the test questions and other material under time pres-
sure, for students exposed to a style of educational delivery at variance with their 
previous experience.

Excluding the two Chinese classes, results from the qualitative survey of under-
graduate students taking part in the SGIBS game gave a high overall average for 
knowledge improvement (69.0 %), decision-making (69.5 %), comparison with a 
normal lesson (78.2 %) and motivation (74.7 %). Entertainment had the highest rat-
ing (80.5 %). The average for the SGIBS game qualitative responses to the satisfac-
tion survey, albeit condensed to five questions at 74.4 % (again excluding Chinese) 
was higher than for the three games surveyed in the preliminary studies, which were 
based on an eleven question satisfaction survey: Hypermarket 65.1 %, Stores 
Control 66.6 %, Xing game 64.9 %.

The design of the SGIBS game was based largely on judgement as to the appro-
priate content, goals, levels of challenge and duration of play. Findings on students’
perceptions were in line with previous literature, i.e. they confirm the importance of 
key factors such as challenge, teamwork, competition, alignment to learning out-
comes, goal-setting and feedback. However results from test questions on factual 
knowledge showed no significant improvement, as measured by PART A of the test, 
which is in line with previous research, in particular with the earlier extensive study 
summarised below:

Based on seven years of research involving 150 studies, Livingstone (1973) found that 
games can teach factual information although no better than traditional methods of instruc-
tion, but that those students preferred the method and there were short-term positive changes 
in attitudes towards education and careers (Boocock 1994) and Livingstone, Fennessey,
Colman, Edwards, & Kidder, 1973). Livingstone et al. argued that, according to the evalu-
ation of more than 150 studies in simulations, simulation games cannot provide more effec-
tive impacts than other methods of education in terms of teaching factual knowledge. 
However simulations and games are more easily accepted by students than other lecture 
activities, and they can help the student players to change their attitudes toward particular 
topics, though the effects cannot last for a long time.

However the present study does show a significant improvement in scores from 
test questions in PART B i.e. those measuring performance in soft skills. These 
results show a mean improvement of 11.7 % (n = 101, p = 005) and therefore suggest 
that present-day games of this SGIBS genre can provide a positive impact in terms 
of the teaching of soft skills. However findings for the present study can only relate 
to the developed game itself, and to the particular groups of students tested, study-
ing the chosen modules and courses at the University in question.

18.9 Future Developments

The design and development process showed that low cost game construction is 
possible with the right tools. While it involved some 250 h of the researcher’s time, 
freely available software meant that no additional resources or costs were incurred. 
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In particular where games involve numerical content or graphical displays, the 
method is proven to be effective, shortening the time needed to develop the software 
and also to make subsequent revisions and changes. It could be described as a 
generic method of software development for games of its type. The SGIBS game 
could also be the subject of a number of enhancements in future versions e.g.:

• More than four teams catered for, or adapted for students competing 
individually.

• More time-periods covered, and/or designed for longer sessions.
• Wider scope or greater depth of content e.g. specialized knowledge to raise 

challenge.
• Re-alignment to different Learning Objectives or customized for other 

modules.
• A greater number of decision-taking options, both strategic and tactical.
• Role playing elements introduced, i.e. specific management roles defined.
• Possible basis for the development of a MMORPG version permitting a wider 

participation; this would provide for massive data sampling if pre- and post- 
testing were included.

• A wider study focusing on cultural attitudes with variables such as ethnic origin, 
age and type and level of degree studied being differentiated.

Game design is an iterative process, with trial and error and re-design essential, 
analogous to Kolb’s cyclical theory of reflection in the learning process itself (Kolb, 
1984). But the design process described here may be a valuable input for expanding 
frameworks and a useful blueprint for future games of the Team Based Mixed 
Reality type and their use in game assessment.
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    Chapter 19   
 Gamifi cation in Virtual Worlds for Learning: 
A Case Study of PIERSiM for Business 
Education 

                David     Craven     

19.1             Introduction 

 A class in business management for international students operates across a lunch 
break. The students are involved in the virtual business simulation: PierSim. The 
students are so engaged and motivated that teachers cannot get the students to take 
their lunch break. The teachers take their lunch break and the students continue 
“playing” and “learning” in the PierSim environment. 

 Twenty-four ESL junior high school Chinese students visit Australia for the fi rst 
time. They are taught how to play PierSim. Within 1 h, the students are engaged and 
sharing insights into business strategy. The students use the ‘language of business’ 
and surprise their teachers travelling with them regarding their English expression. 
The engagement and involvement is so high that the students miss their bus back to 
their hotel. 

 Students playing PierSim develop strong ethical positions for their businesses 
and share them online with the public. Faced with increased competition and the 
requirement to deliver profi ts, the students breach their ethical obligations without a 
second thought. The management teams adopting the strongest ethical position are 
the fi rst to breach their code of ethics. An in-depth discussion follows on ethics and 
corporations. Does competition and the quest for profi ts compromise the values of 
even the most ethical person? 

 Students operating businesses in PierSim are faced with the challenge of global 
warming. Unable to look beyond their pursuit of profi t and cognisant of the potential for 
their actions to bring about the end of the ‘known world’, the students place self-interest 
and short-term profi t ahead of sustainability and collaboration. The virtual world disap-
pears beneath the ocean. A deep discussion follows on self-interest and global issues. 
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 Year 11 and 12 students, after having operated their businesses in a virtual envi-
ronment, sit down with the real-world CEOs of companies and have meaningful 
discussion on the issues and challenges of operating a company. The students are 
able to share insights on business that surprise the CEOs. 

 These are fi ve real world events that have occurred as a consequence of students 
using PierSim, a virtual world business simulation developed on the OpenSim 
 platform. Prior to sharing the fi ndings of 3 years of research involving PierSim, it is 
benefi cial to explore the concept of gamifi cation and its application to virtual worlds.  

19.2     Gamifi cation 

 There are a myriad of perspectives advanced on the nature of gamifi cation. Much 
time, energy and discourse has been invested in the development of a defi nition of 
gamifi cation. Deterding, Dixon, Khaled, and Nacke ( 2011 ) propose that gamifi ca-
tion is ‘the use of game design elements in non-game contexts’ (p. 2). This defi ni-
tion requires an exploration of the nature of game design. Caillois ( 2006 ) describes 
six characteristics of games: non-obligatory; has clearly defi ned limits in space and 
time; uncertain in its course and outcomes; unproductive; governed by a set of rules 
and is a ‘second reality’ (Caillois,  2006 , p. 128). Elements of this defi nition might 
be challenged in an educational setting where participation in the game is obligatory 
and may be accompanied with assessment tasks. 

 The traditional defi nition of games is that they are experiences governed by a set of 
rules and characterised by competition with a prescribed outcome (Juul,  2005 ; Salen 
& Zimmerman,  2004 ; Whitton,  2010 ). This narrow defi nition may not refl ect the 
myriad of gaming environments that have evolved in imagined and virtual worlds 
where the gaming concept is a representation of an imagined or real world involving 
a challenge and a high level of interaction (Whitton,  2010 ). There may not be a pre-
scribed end-point or a defi ned outcome in the virtual world. The element of fun and 
engagement of the user seems curiously absent from these defi nitions suggesting that 
there may be a need to develop a new defi nition of gamifi cation for the classroom 
context. In this context, gamifi cation might be better referred to as experiences that 
foster participation, are immersive and are enjoyable and engaging for the user. 

 Greater benefi t is derived from viewing gamifi cation as a process that requires an 
understanding of game design, game mechanics and game features. Game design 
requires the creation of a fun and rewarding experience governed by a set of rules 
that may be implicit or explicit. As a process it involves the user in providing feed-
back on their experience that fuels the process of continual improvement. It involves 
the adaptation of the game mechanics and features in order to improve the gaming 
experience. The experience of developing the virtual world of PierSim has revealed 
that this process is costly, continual, time consuming and requiring the use of a team 
of highly skilled people. When viewed as a process, the gamifi cation of education 
should be seen as a signifi cant investment. Gamifi cation is much more than the issu-
ing of badges and rewards in an educational context.  
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19.3     Gamifi cation of Education 

 Traditionally, video games and virtual worlds have been viewed as the province of 
Generation X, Y & Z (the Alphabet Generation). However, current research by 
Brand, Lorentz and Mathew ( 2014 ) suggest that video gaming is becoming a main-
stream activity. Eighty-one percent of mothers and 83 % of fathers play video games 
(p. 5). In the home environment, 71 % of households have two or more gamers 
(Brand, Lorentz, & Mathew,  2014 ) suggesting that gaming is becoming pervasive 
within the Australian home. The average age of gamers is now 32 (Brand et al., 
 2014 , p. 11) and 47 % gamers are female (Brand et al.,  2014 , p. 13). This develop-
ment suggests that gaming may be the new catalyst for social cohesion in the family 
(Dye,  2010 ). Gaming within the family context is becoming the new catalyst for 
cross-generational social interaction. Can gamifi cation of subjects become the new 
catalyst for engagement and participation in the education sector? 

 There is nothing new in the gamifi cation of education. In the 1970s, the SRA 
Reading Laboratory was used within the school sector to stimulate reading and 
comprehension. The programme involved performing a sequence of staged activi-
ties, receiving a reward on their successful completion and progressing to the next 
level. As an experience it satisfi ed the gamifi cation defi nition. At the time, it was 
unlikely that the teachers and students considered that they were playing a game. 
Interestingly, students ‘playing’ PierSim have shared the same perspective suggest-
ing that in the educational context it is possible to submerge the gaming elements 
into the learning experience. The immersion in the experience becomes so intense 
that the player loses sight that they are ‘playing’ a game. 

 While it is not a revelation that improving the educational outcomes for students 
is dependent upon engagement and participation (Department of Education & Early 
Childhood Development,  2009 ; Liberante,  2012 ; Richardson,  2011 ), given the per-
vasiveness of digital games and environments in the lives of the Alphabet Generation 
and their potential for bridging the generation divide, gamifi cation offers opportu-
nity to address issues of motivating and engaging the student (Fassett & Warren, 
 2004 ; Weber,  2004 ). Gamifi cation has the potential to enhance the perceived value 
of the task to the learner which in turn increases the level of interest in the learner 
and their level of motivation (Garris, Ahlers, & Driskell,  2002 ; Gee,  2003 ; Weber & 
Patterson,  2000 ). Interest and immersion in the learning environment can result in 
learning osmosis where learning seeps into the mind of the learner through the 
experience in an unconscious manner. This unconscious learning needs to be made 
conscious through the process of critical refl ection. The process results in a level of 
knowing that is enduring because it is memorable. 

 Currently, gamifi cation appears to be transfi xed on the gamifi cation of processes 
and the use of badging (Johnson et al.,  2013 ). This seems to be no different than the 
techniques used in the SRA Laboratory of the 1970s. Real learning and the gaining 
of insight and knowledge comes from the learning process generated by the gaming 
experience. Learning is a dual process of action and refl ection (Fig.  19.1 ).
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   For learning and insight to occur, the two elements must co-exist (Hansen,  2000 ; 
Kolb,  1984 ; Wood, Teras, Reiners, & Gregory,  2013 ). The insight that Newton 
gained from watching the apple fall from the tree or Watt’s observation of the boil-
ing kettle was dependent upon the active pursuit of understanding that occurred 
prior to the passive moment of inspiration. The gamifi cation of education is the 
confi guration of the experience in a manner that enables refl ection, analysis and 
insight to occur. Unless this is overlayed across the gaming experience, then the 
value of gamifi cation is limited. In the traditional classroom, the teacher might 
allow students to play games if they have fi nished their class work early. Although 
this use of gamifi cation in the classroom might enhance productivity, it contributes 
little to increasing the learning and understanding of the subject. There has been 
ample criticism of the use of rewards to promote learning (Deci,  1971 ; Kohn,  1999 ; 
Lepper, Greene, & Nisbett,  1973 ). The same criticism may well be directed to the 
current infatuation with badging. 

 Gamifi cation in the classroom, when combined with refl ection, can create a sig-
nifi cant learning experience leveraging the engagement and high energy of the 
learner (Fink,  2003 ). Not only can gamifi cation facilitate higher order learning from 
Bloom’s cognitive taxonomy such as comprehension and knowledge but also facili-
tate the development of ethical understanding, leadership and interpersonal skills, 
communication skills and the ability to adapt to change. The replacement of right 
and wrong answers with cause and effect relationships through gamifi cation fosters 
involvement, discussion and refl ection. It shifts the teacher from being the arbiter of 
the learning process to supporting, coaching and mentoring the learner in deriving 
knowledge from the experience through critical refl ection. 

 Watching teachers using PierSim in the classroom, a paradigm shift in the role of 
the teacher occurs. The experience becomes the teacher and the teacher becomes an 
observer. Through the process of observation, the teacher guides the student using a 
critical refl ective process to an understanding of what has occurred. At fi rst, it is 
diffi cult for the teacher to stand back and allow the students to make mistakes. Yet 
faced with a gaming environment comprising of a plethora of variables and where 
the only certainty is uncertainty, the teacher has no option but to adopt the role of a 
mentor and guide. Teacher and students become partners in the learning experience, 
seeking to draw meaning from what has occurred. 

 This shift develops resilience in the learner and a reliance on the team and them-
selves to derive understanding. This understanding is applied back into the learning 
experience through new decisions and actions. The feedback provided by the game 

Action
(active 

process using 
gamification)

Reflection
(Passsive, 
analysis, 

receptivity)

  Fig. 19.1    The learning 
process. (Adapted from the 
model of experiential 
learning: Kolb,  1984 , p. 42       
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and the input from the student establishes a continuous learning loop. The short 
feedback cycles support learning by trial and error in a risk free environment 
(DeKanter,  2005 ). The gaming environment reframes the nature of the learning 
experience in the classroom. 

 This is the real potential of gamifi cation in the classroom. Online education, or 
eLearning, has failed to deliver on its initial promise of reshaping learning in the 
twenty-fi rst century (Lee & Duncan-Howell,  2007 ; Penna, Stara, & De Rose,  2007 ; 
Romiszowski,  2004 ). The reason for this is the lack of interactivity and motivation 
provided by the medium (Pursel & Bailey,  2005 ). The gamifi cation of the learning 
experience offers the opportunity to overcome these issues.  

19.4     Virtual Worlds and Gaming 

 Just as there is much debate about the games and the nature of gaming, so there is 
on the nature of virtual worlds (Bell,  2008 ; Kapp & O’Driscoll,  2010 ). In its sim-
plest form, virtual worlds are rich interactive environments in 3D where the learner 
has a virtual presence as an avatar (Toro-Troconis & Mellstrom,  2010 ). Bell ( 2008 ) 
proposes that a virtual world is ‘a synchronous, persistent network of people, repre-
sented as avatars, facilitated by networked computers’ (p. 2). This means that the 
virtual world supports synchronous communication, is dynamic, continuous and 
supports networking. It involves avatars and networked computers. Virtual worlds 
provide the learner with control over their experience and enables collaboration (De 
Freitas,  2008 ). PierSim meets all these criteria. 

 PierSim is a game-oriented scenario that seeks to simulate the business environ-
ment. It has been designed to blend the virtual world (in-world) with the world of 
the classroom (out-world) to create a dynamic learning environment. Although vir-
tual worlds, such as  Second Life , cannot ordinarily be classifi ed as games because 
they lack predefi ned challenges and goals (Livingstone,  2007 ), Toro-Troconis and 
Mellstrom ( 2010 ) recognise that virtual worlds provide the potential for game-based 
learning to occur. PierSim is an example of the successful realisation of this poten-
tial. It must be remembered that this potential is realised because the learner over-
lays the learning process of action and refl ection across the simulation.  

19.5     A Case Study: PierSim 

19.5.1     Why PierSim? What’s Wrong With Business Education? 

 The future success of any economy is dependent upon entrepreneurship and innova-
tion (Braunerhjelm,  2010 ; Kukoc & Regan,  2008 ; Libecap,  2000 ; Wong, Ho, & 
Autlo,  2005 ). It might be expected therefore that business and entrepreneurship 
education within schools is given high priority by the Australian government. Yet 
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business entrepreneurship and education is often viewed as an extra-curricular 
activity rather than embedded within subjects. Business education was not consid-
ered within Phase One and Phase Two of the national curriculum in Australia 
(Australian Curriculum, Assessment and Reporting Authority,  2012 ). Only twenty 
hours in the early years and forty hours in years 9–10 has been allocated to the busi-
ness curriculum in a school year and the learning elements are often submerged 
within other subjects. The concept of entrepreneurship and its associated skills is 
not afforded the importance it warrants in the curriculum document (Australian 
Curriculum, Assessment and Reporting Authority,  2012 ; Wood,  2011 ). 

 The integration of entrepreneurship and innovation into the business curriculum 
in Australian schools will require a change in mindset. The teaching methodology 
will need to change to include a more experiential approach driven by student- 
centred learning. Greater involvement of the corporate sector in schools is required 
(Hatak & Reiner,  2012 ). At the government policy level, curriculum changes need 
to occur in order to embed entrepreneurship and innovation. Politically and ideo-
logically, teachers have traditionally been opposed to the tenets of private enterprise 
being espoused within the educational context (Down,  2006 ; O’Brien & Down, 
 2002 ). Furthermore, their experience is often limited to school, university and back 
to school as a teacher. This makes the teaching of business as a real-world experi-
ence highly challenging and demanding for the teacher. Under such pressures, it is 
highly probable that the teacher will seek comfort in the pages of a textbook. 

 Within the school system, Peter Strong, the Executive Director of the Council of 
Small Business in Australia, has identifi ed that there is a need to develop business 
entrepreneurship in our students in order to generate future economic growth for 
Australia. In a study of entrepreneurship education in secondary schools by Hatak 
and Reiner ( 2012 ) the need to embed entrepreneurship within the curriculum was 
considered to be essential. Traditional textbook methods rarely give students suffi -
cient understanding of even the basic ideas in a subject area (Ashmore,  2012 ; Kirk, 
Mathews, & Kurtts,  2001 ; Medbery,  2012 ). 

 There are signifi cant barriers to the development of entrepreneurship in our 
young people. Firstly, the level of importance and funding required for the training 
of teachers and the development of school-based entrepreneurship programmes by 
the educational funding bodies is lacking. Secondly, the curriculum is not orientated 
towards the development of entrepreneurial skills. Thirdly, teachers often lack expe-
rience and the entrepreneurial mindset to be able to deliver an effective learning 
experience. Fourthly, time and resource constraints in the school often limit the 
entrepreneurial experience that can be delivered. Faced with these barriers, gamifi -
cation of the business environment provides the opportunity for the development of 
business skills in the school environment. 

 Given the challenges faced by educators in this area, PierSim was developed to 
provide a real-world business simulation in a virtual environment (Fig.  19.2 ). 
PierSim provides students with the opportunity to operate a business in competition 
with students also operating other businesses. To date, PierSim has been effectively 
used in secondary school environments, the youth leadership program, Chrysalis 
and in the foundation year course for the University of Queensland. The virtual 
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world provides an opportunity to create a signifi cant learning experience, to develop 
entrepreneurial skills and to support teachers in teaching the business curriculum.

19.5.2        What is PierSim 

 PierSim is a 3D business simulation operating on an Open Sim platform. The simu-
lation allows teams of learners to compete against each other within an economy 
and implement the business and management principles that they have learned in 
the classroom. The variables within the environment can be manipulated to create a 
range of scenarios that challenge the learner using the principles of gamifi cation to 
create an enhanced learning experience. There are seven institutions using PierSim 
from high school business classes to a university foundation year business course 
that is compulsory for some international students to attend before enrolling in an 
undergraduate degree. 

 Learners can operate individually or in teams depending on the particular class-
room context. Each selects one of fi fty available businesses ranging from pizza 
businesses, supermarkets and coffee shops through to hotels, banks and  wholesalers, 
and seeks to operate them profi tably (Fig.  19.3 ). They must do so in a context where 
exchange rates, interest rates, sustainability issues, epidemics, supply- demand 
issues and environmental issues are volatile.

   Learners are faced with the challenge of having to maintain the health, satisfac-
tion and relationship of their avatars (staff) in order to produce quality products 
(Fig.  19.4 ).

   The learner must manage the profi tability of their company, the pricing strategy, 
the purchasing and inventory strategy, the sales and marketing strategy, change 
management, customer relationships and the risk management strategy whilst eval-

  Fig. 19.2    Wholesaler in PierSim       
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uating the moves of their competition and the changes in the environment in order 
to develop and implement their competitive responses. This is often performed in 
the context of a team in terms of maintaining accounting records and preparing and 
delivering business plans and annual reports. 

 The learning environment mixes in-world and out-world environments to create 
a seamless market place for students to operate their businesses within the virtual 

  Fig. 19.3    Hotel Island in PierSim       

  Fig. 19.4    DiBella business in PierSim       
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world and the classroom simultaneously. Screens are placed around the perimeter of 
the classroom for each of the businesses creating a space for student interaction 
(Fig.  19.5 ).

   As students develop strategies as a management team in the classroom and 
implement them both within the virtual world and within the business world of the 
classroom, the teacher is able to control all the variables in the game which enables 
the recreation of a wide range of scenarios in-world. These include events such as 
economic booms and recessions, environmental disasters, supply problems and 
command economies. The teacher becomes as much a player in the game as the 
students. Within the learning environment, the economic decisions of the company 
management affect the environment. Students must work on a collaborative 
approach that can both sustain the environment and the profi tability of the business 
(Fig.  19.6 ). The open-ended environment of virtual worlds is ideal for these ethical 
decision-making processes as there are no rights and wrongs only decisions and 
consequences.

   The learning platform has been used by over 3,000 students and has  demonstrated 
the effectiveness of the use of gamifi cation principles to engage and motivate the 
learner. PierSim has been used to teach economics, business management, account-
ing, teams and leadership, business ethics, HR management and awareness of global 
issues. It is currently being used at St. Columbans, St. Josephs Nudgee College, 
St John Fisher, Ormiston College, International Education Services, Brisbane Boys 
College and the Chrysalis leadership programme.  

  Fig. 19.5    The learning environment       
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19.5.3     Sample 

 A sample of 250 students participating in PierSim were selected randomly. The 
sample comprised 139 females and 111 males aged between 15 and 20 years old 
(Fig.  19.7 ).

19.6         Results 

 Evaluations have been conducted with teachers and students participating in 
PierSim. Each student participating in PierSim completed a questionnaire 
(Appendix). Of those students intending to pursue business subjects at university, 
close to 100 % responded that the increased understanding of business would better 

  Fig. 19.6    Strategising for a business       
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prepare them for their studies. In addition, 82.8 % confi rmed that the experience 
was fun and interesting and that this had assisted their learning. Class attendance 
during the PierSim sessions, compared to other sessions, was elevated by approxi-
mately 30 %. During the delivery of the program, in those classes that crossed a 
lunch break, learners usually refused to take a break preferring instead to continue 
with the simulation. 

19.6.1     Descriptive Statistics 

 The students found the experience working with PierSim to be satisfying ( μ  = 3.67) 
with the range being neither satisfying or non-satisfying to extremely satisfying 
(Table  19.1 ). No student found the experience to be unsatisfying.

   82.8 % of the students believed that PierSim taught them something about busi-
ness (Table  19.2 ).

19.7         Teach About Business 

 Of the 207 students who considered that they had learnt something about business 
playing PierSim, the following elements were the learning outcomes (Table  19.3 ).

   Two hundred and twenty-two of the respondents would recommend PierSim to 
other students. The recommendations are presented in Table  19.4 .

   When compared to the classroom experience, the majority of the students 
( n  = 195) saw the experience as more engaging than the traditional classroom expe-
rience (Table  19.5 ).

   The two primary reasons that were cited by the students for these responses were 
that PierSim presents theory in a practical and realistic manner and that the experi-
ence was  interactive, competitive and enjoyable. 

 The information contained in Table  19.6  indicates that the traditional gender bias 
of gaming towards males was not a factor in PierSim. In fact, the female students 
gained a greater understanding of business than their male counterparts.

   Table 19.1    Experience using Pier Sim   

  N   Range  Minimum  Maximum  Mean  Std. Deviation 

 Experience  250  2  3  5  3.67  0.620 

    Table 19.2    Learning about business   

 Frequency  Percent  Cumulative percent 

 Valid  No  43  17.2  17.2 
 Yes  207  82.8  100.0 
 Total  250  100.0 
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     Table 19.3    Learning outcomes   

 Element  Number 
 Percentage 
( n  = 207) 

 Learnt about the need to develop fl exible strategies that can adapt to 
changes in the environment 

 141  68 

 Learnt how to operate a business  138  55 
 Learnt the importance of being competitive and profi table  138  55 
 Learnt the importance of considering environmental factors  138  55 
 Learnt the importance of managing purchases   94  45 
 Learnt the importance of teamwork   67  32 
 Learnt the need for recordkeeping   29  14 
 Learnt the importance of marketing   10   9 

    Table 19.4    Recommendations for PierSim   

 Element  Number  Percentage ( n  = 222) 

 Enables the student to understand about business  167  75 
 It is an effective learning strategy  158  71 
 Learn the importance of working as a team   56  25 
 Learnt the need to be fl exible and adaptive to change   56  25 
 It is enjoyable and fun   56  25 
 Learnt the need to maintain records   29  13 

   Table 19.5    Comparison with the classroom experience   

  N   Range  Minimum  Maximum  Mean  Std. Deviation 

  Comparison classroom   250  2  1  3  2.74  0.526 

   Table 19.6    Learnt about business      

 Gender  Total 

 Male  Female 

 Teach about business  No  26  17  43 
 Yes  85  122  207 

 Total  111  139  250 

 Value  df 
 Asymp. Sig. 
(two-sided) 

 Exact Sig. 
(two-sided) 

 Exact Sig. 
(one-sided) 

  Chi-square tests  
 Pearson chi-square  5.429 b   1  0.020 
 Continuity correction a   4.672  1  0.031 
 Likelihood ratio  5.404  1  0.020 
 Fisher’s exact test  0.028  0.016 
 Linear-by-linear 
association 

 5.408  1  0.020 

 N of valid cases  250 

   a Computed only for a 2 × 2 table 
  b 0 cells (0.0 %) have expected count less than 5. The minimum expected count is 19.09  
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   The information in Table  19.7  reveals that female students had a higher level of 
satisfaction with the virtual world than their male counterparts.

   Interviews with teachers reveal that using PierSim changed their role. The teach-
ers found that they became more a facilitator than an instructor. The teacher was an 
active learner in the process in partnership with the student. At times, the teacher 
adopted a consultancy role assisting the student to integrate theory with practice. 
Teachers commented that the change in relationship promoted a deeper discussion 
and refl ection on the theory by the students.  

19.8     Interpretation 

 There are a number of interesting observations that arise from this feedback. The 
fi rst is that the majority of the students understand the learning outcomes of PierSim 
even though it is a simulation game (Table  19.2 ). Within this cohort, the emphasis 
of the learning is away from the traditional focus on marketing and towards adaptive 
strategies and the holistic elements of operating a business (Table  19.3 ). Table  19.3  
reveals that playing PierSim highlights the need for business managers to consider 
the environmental impacts of their actions. 

 The second observation is that although the students identifi ed that PierSim was 
a game simulation, the fun and enjoyable elements were not the primary drivers for 
recommending the experience (Table  19.4 ). Rather it is the learning that is derived 
from the experience that dominates the responses and it is this primary strength that 
the students recognise. The learning experience is highly integrative and engaging 
rather than being perceived as just a fun activity. The students are able to discern the 
learning that is contained in the experience. This supports the fi ndings of Prensky 
( 2001 ) that people enjoy playing games because they learn from them. 

   Table 19.7    Satisfaction with experience   

 Gender  Total 

 Male  Female 

 Experience  Neither satisfi ed or dissatisfi ed   33   30   63 
 Satisfi ed   44   30   74 
 Very satisfi ed   34   79  113 

 Total  111  139  250 

 Value  df  Asymp. Sig. (two-sided) 

  Chi-square tests  
 Pearson chi-square  49.280 a   2  0.000 
 Likelihood ratio  62.042  2  0.000 
 Linear-by-linear association  26.390  1  0.000 
 N of Valid Cases  250 

   a 0 cells (0.0 %) have expected count less than 5. The minimum expected count 
is 15.10  
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 Gaming and virtual worlds have traditionally been viewed as a masculine social 
space (Toro-Troconis & Mellstrom,  2010 ). However there does appear to be a gen-
der balance occurring in this sphere. The research in this context reveals a higher 
level of engagement of the female students in the game than their male counterparts, 
a higher level of learning from the experience and a higher level of satisfaction. 
Within the school environment of St. John Fisher, an all girls Catholic school, stu-
dents dress up in corporate uniforms and compete with a level of energy and engage-
ment that is heart-warming from an educationalist’s viewpoint.  

19.9     Conclusion 

 The future of gamifi cation in delivering real benefi ts to the learner rests with the 
integration of the process of learning into the game elements. Essentially the future 
resides not with the gamifi cation of learning but rather the learnifi cation of games. 
Instead of the current focus of seeking to apply gamifi cation to learning by using 
aspects such as badging, the future lies in the reconfi guration of the gaming experi-
ence so that it supports learning. The gaming element becomes the active experi-
ence: the raw material for refl ection and insight. As an experience, the ‘game’ 
engages, absorbs and energises the learner and the teachers. The game transforms 
and transmutes their traditional classroom roles and the classroom experience. The 
game does not become a conduit for learning and the development of knowledge 
unless the process of refl ection and analysis is applied to the ‘game’. Virtual worlds, 
such as PierSim, provide the opportunity for this continuous loop of learning to 
occur in rapid succession. 

 The evaluation of PierSim by past learners suggests that virtual worlds provide 
the potential for the support of active, contextual and experiential learning that can-
not be duplicated by a textbook alone. It is gender and age neutral. High levels of 
interactivity, submersion and engagement, coupled with the enjoyment of the ‘gam-
ing experience’, energises the learning experience. Educational outcomes are 
improved for both the teacher and the learner. The blank canvas of virtual worlds 
provides the opportunity for educators and game developers to enter into unique 
partnerships for the creation of dynamic new learning experiences. The unique 
gaming design of PierSim as a blend of in-world and out-world experiences is an 
acknowledgement of the learning potential of both the virtual world and the ‘real’ 
world. Blending the fi nite world of the classroom with the infi nite virtual world cre-
ates a required unique dynamic synergy that transforms business education. The 
future rests not with the gamifi cation of learning, but the learnifi cation of games. 

 For further information on PierSim contact: 
 E: mail: craven@pieronline.org 
 Mobile: +61 (0) 421976853 
 Phone: + 61 (7) 38327699    
 Website: piersim.com      
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19.10     Appendix: Questionnaire 
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    Chapter 20   
 Theoretical Considerations for Game-Based 
e-Learning Analytics 

             David     Gibson      and     Peter     Jakl    

20.1            Introduction 

 Considering the potentially voluminous and diverse data from user performance and 
interactions involved in digital game-based learning and gamifi ed e-learning experi-
ences introduces time-sensitivity, rapid feedback, goal-directed behavior tracking 
and other assessment challenges into analytics. In what follows, the features of a 
theoretical landscape for analysis are introduced, to help promote awareness and the 
evolution of educational measurement and assessment. 

 In brief, the two broad schools of traditional educational research methods, qual-
itative and quantitative, are bridged and bound together to create a middle ground 
for model-based scientifi c approaches required to deal with the challenges of game- 
based and gamifi ed digital performance assessment. Unlike ‘mixed methods’ 
research, which combines qualitative and quantitative approaches in various 
sequences, model-based data-science approaches are a synthesis of methods, rest-
ing on a different epistemological foundation. 

 Traditionally, qualitative and quantitative approaches have been seen as occupy-
ing separate territories (Lincoln, Guba, Lincoln, & Guba,  1985 ) and while 
hypotheses- driven science has been the epitome of educational research, the new 
methods arising from data mining and model-building science have only recently 
begun to appear in the literature as important alternatives for the study of learning 
in digital environments (Barab & Duffy,  2000 ; Gibson & Knezek,  2011 ; Pirnay- 
Dummer, Ifenthaler, & Spector,  2010 ). As evidence of the early status of the fi eld, 
in 2005, the fi rst workshop bearing the name “Educational Data Mining” (EDM) 
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was held in Pittsburgh as part of the conference of the Association for the 
Advancement of Artifi cial Intelligence, and the association’s international confer-
ence on educational data mining has been held annually only since 2008. In addi-
tion, one of the earliest conferences on learning analytics was held in 2011. 

 The new analytic methods are appearing because a digital performance (e.g. a user 
interacting with a digital application to accomplish some goal) with appropriate com-
putational support can undoubtedly involve big data. For example, in a gamifi ed 
e-learning environment, the activities involved in point scoring, competition with self 
and others, and operating within rules of play can produce voluminous data from a 
diverse set of inputs, and lead to a need for speedy decisions and adaptive responses 
by the e-learning application as well as the player. Where in the past, a complex and 
highly interactive performance, such as collaboratively solving a problem, was an 
impractical if not intractable assessment challenge to assess in a face-to-face setting; 
now when performed in a digitally supported gamifi ed environment, nearly every 
action and interaction can be documented, sampled, recorded and analyzed. But how 
do teachers, students, researchers and evaluators then know what to look for? Enter 
the methods of learning analytics for data discovery, pattern fi nding, and machine-
supported inference based on ‘big data’ and ‘complexity’ science. 

 Learning analytics in classroom-based gamifi ed systems fulfi ll several needs. 
For example, analytics are used to help instructors, learners and even the gamifi ed 
applications to identify and respond to events based on:

    1.    How effectively students comprehend the content   
   2.    How masses of other comparable learners or experts have utilized the perfor-

mance space   
   3.    How effectively both groups and individuals transfer and apply knowledge to 

new settings   
   4.    How people respond, work collaboratively, make decisions, and create artifacts 

such as short answers, constructed responses, essays, diagrams and creative 
works.     

 Analysis of the events and attributes of a learner engaged in any of the above 
activities in a gamifi ed or game-based e-learning experience can establish patterns 
of performance behaviours and relate those patterns to valued outcomes, which can 
then be used to promote learning. 

 The next section establishes the contexts of big data and complexity science in 
gamifi ed e-learning and the following sections introduce some of the key challenges 
and methods of analysis.  

20.2    Big Data and Complexity Science 

 Big data is voluminous, diverse, and time-sensitive. According to IBM, 90 % of the 
volume of data in the world today has been created in the last 2 years alone ( IBM, 
n.d. ). These features of size, variety and rate are present in game-based and gamifi ed 
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e-learning, where the goals of control might include presenting the student with the 
next challenge, adjusting the diffi culty of the practice environment, or adapting the 
curriculum and resources available to improve learning. Such learning experiences 
almost always involve near real-time interactions between learners and a computer, 
where the software tracks sequences of actions and the resources used during the 
engagement. 

  Voluminous . The records available for learning analytics often contain signifi cantly 
more information than has been traditionally documented and analyzed in learning 
engagements. For example, in a traditional 10-min segment of a test or quiz, a 
learner might create 10–20 artifacts, but during the same amount of time in a gami-
fi ed digital simulation, over 70,000 artifacts might be recorded (Gibson & Clarke-
Midura,  2011 ). Table  20.1  displays an example of the typical range of the volume of 
artifacts available for game-based e-learning analytics during various time frames 
that capture user interactions. The interaction frame count of an item is the length of 
time it takes to digitally create and store the item.

    Diverse . Digital games and simulations may include a wide variety of data types 
(e.g. biometric, unstructured, gestural) as well as performance targets (e.g. inferred 
ability, emotions, performance capabilities, routine skills, levels of expertise, and 
higher order thinking). Data types include unstructured input such as audio, video, 
click streams, and log fi les. Digital performances can also entail higher order targets 
for learning and assessment. For example, the learner in a game designed for learn-
ing might be engaged in the  epistemic frame  of a profession (   Shaffer,  2007 ), which 
is the collective practitioners’ understanding of the skills, knowledge, identity, val-
ues, and epistemology of that fi eld of practice. For example, “The doctor will BE 
you now” proclaims a chapter in a book on teaching ethics via games (Sharkasi, 
 2010 ). These immersive experiences can provide psychometricians with complex 
higher order thinking constructs such as  projective identity  (Gee,  2008 ), a process 
where  embodiment  (e.g. ‘walking in someone else’s shoes,’ or ‘feeling your way 

    Table 20.1    Artifact production rates   

 Interaction type 
 Interaction frame 
count per item 

 Artifacts produced 
per 10 min interval 

 Short essay test  1–5 min  2–10 
 Short answer test or complex turn-based game 
(e.g. chess) 

 10–30 s  20–60 

 Medium diffi culty multiple choice test (e.g. simple 
computation skill) 

 5–10 s  60–120 

 True/false quiz or simple turn-based game (e.g. 
checkers) 

 Under 5 s  300 or more 

 Twitch-speed digital game (e.g. car racing, target 
shooting) 

 0.02 s  30,000 or more 

 Biofeedback (e.g. an EEG headset at 128 frames 
per second) 

 0.008 s  76,000 or more 
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around’) reveals thinking. In addition, embodiment includes the action-fi rst nature 
of habits, gut reactions, heuristic thinking (Gigerenzer, Todd, & ABC Research 
Group,  1999 ) and physical manipulation of resources, all of which can be consid-
ered extensions of thought due to  distributed expertise  (Brown et al.,  1993 ). Note 
also the added dimension of  social knowledge  (e.g. professional identity, values and 
epistemology) that reaches beyond the strictly individual focus of traditional psy-
chometric measures of ability, personality and motivation. These examples illustrate 
that big data is not only numerous but highly varied, spanning both cognitive and 
non-cognitive dimensions of thought and action. 

  Time - sensitivity . Big data arrives quickly and must be processed at a fast rate, as 
illustrated in Table  20.1  by the column labeled ‘Interaction frame count per item.’ 
The large volume of potential information is only made meaningful if patterns can 
be recognized and related to each other and the rest of the world. In order to identify 
meaningful patterns to adapt a learning experience, inform a learner, or control 
some mechanism, methods are needed for rapid assessment and feedback. Nature 
has solved this problem with  fast and frugal heuristics  (Reimer & Raeskamp,  2006 ) 
which provide models for dealing with the challenges of big data. In the world of 
data science for example, the problem of quick thinking is solved with methods 
such as  rule - based fi ltering , where solution algorithms are sometimes evolved via 
genetic algorithms based on data mining and discovery methods operating in a 
range from unsupervised learning (e.g. computers working on their own in near-real 
time) to supervised learning (e.g. computers and humans working together in time 
consuming post-hoc mode). 

 Complexity science is an interdisciplinary fi eld, which studies the common prop-
erties of multifaceted, multilayered and convoluted systems in nature, society and 
science (Nicolis,  1989 ). Complex systems have many loosely coupled elements 
 fl exibly interacting  and  dynamically co - evolving  to produce  emergent phenomena  
such as global behaviours that are generally  nonlinear ; the behaviours cannot be 
explained in terms of a linear combination of interactions between the individual 
constituent elements (Holland,  1995 ). A gamifi ed e-learning experience is poten-
tially an example of a complex system if the player has freedom to make decisions 
and the digital application has several ways to respond to those decisions. The ongo-
ing co-evolution of the progress of such an activity involves  time - dependent inter-
dependencies  among events. For example, one event created by a player’s move 
leads to a new state of the game, which leads to a new decision point by both the 
application and the player, so at each step of the evolution of the system, there is a 
dynamic co-dependency on the immediate past state of the system for both the 
player and the gamifi ed application. 

 These aspects of big data (speed, variability and size) and complexity science 
(interdependence, multilayered events, time sensitivity, dynamics of system co- 
evolution, emergent phenomena) - give rise to new analysis challenges concerning 
data from game-based and gamifi ed e-learning.  

D. Gibson and P. Jakl



407

20.3    Data from Game-Based and Gamifi ed e-Learning 

 ‘Game-based e-learning’ implies that there is a high degree of  learner choice  about 
what actions and resources to use, a  goal  that the learner is seeking to acquire or 
attain, and  obstacles and challenges  being faced along the way. ‘Gamifi cation’ adds 
mechanisms for providing transparent feedback about goal attainment via  point 
scoring  and  competition with self and others , while a player operates within the 
 rules of play . Without the goal, the experience might be an open play space, such as 
a sand box. Without obstacles or challenges, the experience might be a recreational 
pastime. Without a high degree of choice, the experience might become a tedious 
activity. The goal gives direction and reward. The obstacles give the potential for 
interest, perseverance and achievement. Choice provides the autonomy of learning 
from self-directed experience, which is also supported by the transparency of points 
and goal tracking. These affordances of a digital game are the minimum set needed 
in good game-based e-learning. However, the specifi cs of each e-learning experi-
ence then augments the experience’s affordances for learning with important addi-
tional features needed for a player to acquire knowledge, utilize that knowledge, 
and for anyone to assess the situated and contextualized learning evidence based on 
the user’s interactions—what does the learner make and do in the digital space dur-
ing the time of the game and how are those artifacts considered as evidence of the 
user’s knowledge and know-how? 

 Inferring what someone knows and can do based on digital interactions thus 
depends on the affordances of the game or other e-learning experience  as a perfor-
mance space for assessment  (Mayrath, Clarke-Midura, & Robinson,  2012 ; Tobias & 
Fletcher,  2011 ). Combining  digital performance  with  performance assessment , this 
concept of a gamifi ed e-learning experience includes all types of performance in 
which computer technologies have taken on a primary rather than an auxiliary role in 
the content, techniques, aesthetics or the delivery of someone’s expression and where 
the digital record is used as evidence of learning. The concept implies new challenges 
for psychometrics due to the increased complexity of the digital record. The actions of 
a game-playing test-taker for example, unfold as performances in  time  and cover a 
multivariate  space  of possible events. But unfolding performances in time and space 
do not easily fi t the standard assessment models, where the responses are often narrow 
performances that are artifi cially time constrained. For example, in multiple-choice 
tests, the student selects from a limited range of answers and time is primarily used as 
a cut-off for completion of the test as a whole. 

 Data from game-based e-learning, in contrast, raises the possibility of  nonlinear 
behavior , because the changed learning environment, which has responded to the 
learner, is now the baseline for the next move. In an assessment, such change and 
adaptability entails  interaction and dependency  of the prompt with the test taker, 
which raises additional measurement challenges concerning the independence of 
the stimuli. For example, if the adaptive application does its job well and helps the 
test taker perform better over time, there should be a reduction in error variance over 
time. But this violates a condition of statistical approaches that assume independent 
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stimuli with no relationship to previous stimuli, and no change in the rate of error. 
Recycling of information violates the assumption that outputs are a simple linear 
sum of the inputs. 

 In addition to the technical problems of new dimensions of assessment and new 
nonlinear challenges for analysis, the targets of assessment are also changing, from 
basic skills and declarative knowledge toward the integration of knowledge applied 
to complex open-ended tasks requiring critical thinking, communication, collabora-
tion, and creativity (Bennett, Persky, Weiss, & Jenkins,  2007 ; Koch & DeLuca, 
 2012 ). This shift toward  higher order thinking  complicates the performance space 
with constructs that test the boundaries of the sociological (e.g. communication), 
psychological (e.g. collaboration) and procedural (e.g. creativity and critical think-
ing) domains of measurement. 

 Emblematic of the shift in measurement toward higher order thinking, the means 
of expression have expanded. In contrast with the constrained choices of standard 
test items, performance tasks in a digital-media learning environment often have 
 relatively unconstrained parameters  such as interactions with the mouse, keyboard 
and screen, storyline choices, open-ended text responses, recorded speech, drawing, 
use of digital tools including simulations of real-world tools, historical traces from 
problem solving decisions, and biometric information such as facial expressions, 
skin responses and brain states. These novel communication formats and informa-
tion sources constitute not only a new performance space for expression but also a 
larger problem space for educational measurement. With increased complexity in 
both the stimuli and responses, the measurement options and challenges are numer-
ous, as evidenced by recent research exploring the problems and possibilities of the 
emerging generation of technology-based assessments (Bennett,  2001 ; Bennett 
et al.,  2007 ; Choi, Rupp, Gushta, & Sweet,  2010 ; Clarke & Dede,  2010 ; Clarke- 
Midura, Mayrath, & Dede,  2010 ; Mayrath et al.,  2012 ; Quellmalz et al.,  2012 ; 
Rupp, Gushta, Mislevy, & Shaffer,  2010 ; Shaffer et al.,  2009 ; Stecher,  2010 ; 
USDOE,  2010 ). 

 So, the measurement challenges represented by digital performance space fea-
tures such as unconstrained and multidimensional simultaneous input of video, 
sound, and constructed artifacts, interactive adaptability, nonlinearities, personal-
ization, temporal and spatial features, and higher order thinking, demands new psy-
chometric methods (Clarke-Midura, Code, Dede, Mayrath, & Zap,  2012 ). In the 
follow sections new terms of reference are proposed for e-learning analytics from 
game-like and gamifi ed performance spaces.  

20.4    Atomistic Data Challenges 

 Data items at the atomistic level cross over the boundary between quantitative and 
qualitative research. In traditional educational research, a core item is the  count  of 
some quantity, while in game-based learning analytics, the core item is an  event , 
which may or may not be counted but which itself has structure. An event is a ‘1’ of 
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something that has a beginning, middle and end, which entails  time . In addition, 
each item has  attributes , which qualitatively adhere to and classify the event. 

  Time and event segmentation . One of the most basic questions concerning time- 
sensitive data analysis is that since systems evolve over time,  how much time do we 
need in an analysis  and  when is the best time to stop gathering and start making 
sense  of the situation? Is there a form of continuous interpretation that should be 
employed, and should it use all the data or a particular window of time? 

 Making fi ne-grained observations with process details is based in two compo-
nents of a time-based assessment event: the  situation or scenario  (e.g. the context 
that gives rise to and may contain the event), and the  actions  and  products  (digital 
performance artifacts) made by the user. A digital performance elicited by a sce-
nario can be segmented into  event frames , which others have called “slices, episodes 
and activity segments” (Choi et al.,  2010 ). 

 The concept ‘event’ is meant to capture the holism of the beginning, duration 
and ending of some  time - based unit of reference . The concept ‘frame’ is meant to 
convey a  schema of interpretation for that unit . The event frame thus identifi es that 
the disaggregation units of analysis of a dynamic performance are not point-like 
objects; they have  a time component that is essential to their meaning . Summaries 
of the unit as a whole do not help elucidate its details; and comparing whole-event 
summaries from event to event must be done with considerable care to avoid gloss-
ing over the fi ne-grain details of the events and introducing an attendant problem 
of  incommensurable interpretations  (Feyerabend,  1970 ). In addition, the units of 
analysis must be  recognizable in relationship to some structure of meaning  that is 
more signifi cant and informative than a number summarizing the mean of some 
population of data points. 

  Cyclic dynamics . When a user makes a choice and the digital e-learning application 
responds to those choices, the interaction can create  self - reinforcing loops  or cycles 
of causes, in which both the user and the application are causes and effects of each 
other in a set of on-going relationships. Stopping these cycles is an arbitrary moment 
in the co-evolving causal network. For example, imagine measuring the state of a 
room, a cooling engine and a thermostat on a day that begins cool, warms up and 
then cools down again. Early in the day the cooling engine is off, the state of the 
room and the outside temperature is cool. In the middle of the day, the cooling 
engine is on, the room is warm and the outside is warmer still. At some point, the 
outside becomes as cool as the inside and the cooling engine is still running but 
shuts off once the thermostat reaches its goal. As the room leaks cool air, the prob-
ability of the cooling engine coming on goes up, but as the room leaks cool air 
slower than the engine cools the room, the probability of the engine shutting off 
goes up and once it is off, the self-reinforcing cycle repeats. 

 In a learning context, an example of a self-reinforcing loop is the student who 
does not care about grades or pleasing the teacher (or the same can be said about one 
who is highly motivated by grades and does want to please the teacher). Caring or 
not caring are beliefs about the value of the results of behavours. The non-caring 
student expects bad grades and gets them; the caring student expects good grades 
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and gets them. Behaviours that align with the belief, cause feedback in the environ-
ment, such as grade marks from the instructor that tend to fulfi l the belief system. A 
non-caring student gets low marks and the caring one gets high marks, as expected, 
leading to reinforcement of the belief. But maximums can sometimes be reached 
that reverse the causes. Perhaps the non-caring student faces a second year at the 
same grade level and has to decide whether to drop out or to start caring enough to 
get by. Perhaps the caring student meets a teacher who grades on quality only 
regardless of effort and the student has to learn to stop caring about the grade and 
focus on the quality of the work. 

 The external drivers of such a systems may also be varying. For example, the 
outside temperature cycle boundaries will be different in each season, requiring 
measurement for months on end. The grading system might change to pass-fail and 
upset a lot of beliefs about pleasing the teacher in order to receive the highest mark. 
Such external forcing variables can also be both causes and effects connected to the 
main loop under consideration. So, the simple practice of assuming that a cause 
precedes an effect—a mainstay of linear causality - is unwarranted in certain cases. 

 To measure these kinds of systems and their cyclic dynamics, several measures 
need to be taken for a long enough period to capture the full cycle. A snapshot taken 
at any point in time (e.g. any summative assessment) of a system with cyclic interac-
tions, catches the system at some point in its loops, but the full story is not captured 
in that one picture. What is needed are methods of building models that include 
‘effects as causes’ as the complexities of interactions evolve, and methods that rep-
resent the differential phases of a loop of relationships when there are nonlinear 
causal factors in a dynamic situation. 

 The process of building a model from snapshots of a dynamic system is called a 
‘ nonlinear state space reconstruction ’ (Sugihara et al.,  2012 ). It is nonlinear because 
it is only approximately cyclic, it is a state space because all the data falls within a 
fi nite band or manifold of behaviour. That is, every state of the system will be in one 
of the spaces created by the fi nite possibilities for each variable at some point in 
time. It is a reconstruction because you have built a model of the system’s relation-
ships based on data. Such reconstructions of the underlying manifold governing the 
dynamics of a system can map to and uncover the causal relationships in a complex 
system (Schmidt & Lipson,  2009 ). State space reconstructions may be key to the 
future of assessment of digital performances in learning contexts. 

  Multicausality . Choosing an event frame for averaging, fi nding minimums and 
maximums and performing other calculations, is challenging because signifi cant 
causes may be present at  multiple time scales . At some scales, short-range dynamics 
are crucial to long-range causes, but would be obscured by summation over time. 
Methods are needed to represent and analyse multivariate relationships that are 
changing over time (perhaps rapidly), without oversimplifying them to inert quanti-
ties, when their impacts on the system are subtle, perhaps weakly coupled, and 
time-sensitive. For example, a cause may be building for some time before it exerts 
its infl uence on the system. One potential solution is to capture the network statis-
tics of many performances and use inductively evolved rule sets of network relation-
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ships as a foundation for near-real time assessments relating a current performance 
to that network (Holland, Holyoak, Nisbett, & Thagard,  1986 ). This is discussed 
further in the section on holistic data challenges. 

  Superposition . This concept points to the fact that event frames can overlap and be 
superimposed, so that during certain time periods, more than one event frame and 
interpretation might be applicable. For example, a burning ball, which might be 
both spinning and getting cooler, has separable frames of analysis that may or may 
not have a causal connection and may or may not be visible given available tech-
nologies. The boundaries of intersecting latent or unobservable variables change 
with new technology. For example, there was a time when it seemed impossible to 
talk about measuring emotions or brain states during learning. However, now brain 
waves and states can be documented during a physical task, and visual maps show-
ing steps of processes as well as intentions and affect can be created immediately 
before and during actions. 

 The aforementioned theoretical and technical tools for analysis of complex actions 
in a game-based e-learning space support the idea that digital tasks can become the 
basis for assessment inferences. Analyses of game-based e-learning may involve 
overlapping, multiple, non-exclusive representations that help elucidate and inspire 
intuitions about the data and lead to further hypotheses, they are not expected to defi n-
itively prove some position about the data that draws discussion to a close. 

 Atomistic features such as those explored above are metaphorically the equiva-
lent, in a traditional linear quantitative model, of the summaries and related opera-
tions on means of populations. The new ‘events as data points’ may come in the 
form of  strings ,  sequences ,  series ,  and motifs  as well as  products ,  documents  or 
even a  whole corpus of evidence , and as such these new clusters of data require 
recognition, classifi cation, and validation. In natural language processing this is 
done in a sequence of  tokenization , followed by  tagging , followed by  stemming , and 
other processes to form  n - grams  or  vectors . In the assessment of complex attributes, 
the n-grams of  event frame clusters  may jointly stand as evidence of a complex 
latent variable such as “leadership” or “problem-solving.” It is expected that  n - grams  
in the cognitive and non-cognitive digital performance domains will have neighbor 
structures and cluster relationships that are coherent with schemas, mental models 
and the real world.  

20.5    Holistic Data Challenges 

 The previous section outlined some of the key ‘atomistic’ data challenges concern-
ing questions such as: what is complex dynamic data when it is evidence of learning 
and performance; how levels of aggregation acquire meaning; and what happens to 
meaning as things change. In this section, the discussion briefl y addresses the con-
texts and processes of learning analytics within the larger sphere of scientifi c 
inquiry. The premise is that scientifi c inquiry has transformed from the early 
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twentieth century hypothesis-driven methods associated with the ‘scientifi c method’ 
to a computationally empowered model-building associated with ‘data science’. As 
a result, educational research is changing to accommodate new insights and possi-
bilities arising from game-based e-learning analytics. 

 To answer a scientifi c question using model-driven data science methods, after 
exploring background and prior knowledge, one starts with data instead of a hypoth-
esis (Cangelosi & Parisi,  2002 ). One proceeds by generating, synthesizing or com-
bining large quantities of data from disparate sources, and utilizing interchangeable 
steps of analyzing existing data, or building and running simulations that create 
data. These core steps of “analyze-model-simulate-generate” stand in contrast to the 
“hypothesize-experiment-analyze” steps in the traditional scientifi c method. Thus, a 
visual representation, an operational model, or a theory built from the ground up 
using data mining methods can be considered a rough analog of a statistical sum-
mary in traditional psychometrics. 

 For example, if we think of the resources in a digital performance space as nodes 
in a network, and the links between the nodes representing the probability of mov-
ing from one node to another, the resulting data summary can underlie a visual 
representation and an operational model of the space (Fig.  20.1 ). An analytics appli-
cation such as Leverage (Gibson & Jakl,  2013 ) can build an inductive model from 

  Fig. 20.1    Leverage database visualization of the historical performance on selected nodes of a 
digital performance space documents the empirical probability of sequences of nodes in a user’s 
trajectory       
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actual use of a digital space, and apply the  empirical probabilities  (Gigerenzer 
et al.,  1999 ) from real use to make probabilistic inferences about the trajectories 
from node to node in the network. This allows the summary of the performance 
space to evolve over time, but also to be used in the present moment to estimate or 
guess what the user is most likely to do.

   The paths of performance can also be further identifi ed and fi ltered so that if the 
user is for example, female and there are gender differences in the historical perfor-
mance profi le (or any number of other differentiating characteristics), then the esti-
mates can be personalized. The personalized estimates can trigger different 
messages and adaptive responses that the application can use to differentiate, per-
sonalize and adapt the user’s experience. New nodes can appear as a result of 
rules—for example, ‘if over 85 % of the population uses one of only two ‘next 
steps,’ then create a new node to hold all the responses that have less than 2 % of the 
population.’ 

 A network model can thus evolve both resources and links based on user actions. 
Such evolution is a distant cousin of ‘norming’ and the use of ‘item response theory’ 
in testing, where the population’s average performance on test items is part of 
 determining the diffi culty of each item as well as in placing the test taker within 
some normed group of performers. However, in game-based learning analytics, the 
focus is on the pathway of multivariate resources as evidence of a complex perfor-
mance capability (Quellmalz et al.,  2012 ), rather than a cluster of item-level perfor-
mances as evidence of possession of a univariate attribute. 

 The holistic state space of performances for any particular gamifi ed digital 
e-learning experience is a  collocation  (or  juxtaposition ) of the real trajectories 
through the space. The space is created by the actual things users have done. So, the 
simplest dictum for building a holistic model of learner interactions is ‘save 
 everything,’ which raises challenges of scalability, long term data storage, and the 
need for a system that allows post hoc exploration of the data. With everything 
saved, a games-based analysis can reconstruct the actual trajectories and potential 
pathways of the digital performance space. 

 Each trajectory carries with it additional attributes of each user, allowing fi ltering 
and comparing (Gibson & Jakl,  2013 ). The data challenge here at the holistic level 
is one of model building. Since many different models can be built from the same 
database, there is generally no single correct answer or perfect model. Each model 
contains partial information as well as evidence to support or reject several ques-
tions of the model builder such as: what counts as evidence of knowledge and skill 
in this instance; which judgments are of most interest for one’s current purposes 
(e.g. comparing users, assessing performance to a standard, differentiating the 
user’s experience, fi nding and presenting the next best experience, meeting the 
user’s expectations); and how have different kinds of users already experienced the 
performance space. 

 Given intersectionality of the multiple probabilistic trajectories, a theoretical 
foundation is needed for processing many rules related to a single event. Such an 
foundation is provided in  subsumption architectures  (Brooks,  1986 ,  1999 ) and 
 quasi - homomorphisms  (Holland,  1995 ; Holland et al.,  1986 ). The subsumption 
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architecture captures the idea that many simultaneous rules can be true, and when 
exceptions arise, a new smaller subset rule can be formed (and  subsumed  as a sub-
set) to handle the exceptions. This architecture allows big general rules to keep fi r-
ing simultaneous with lower rates of fi ring of their exceptions; and for rule space 
evolution to occur if the exceptions grow too big. The quasi-homomorphism cap-
tures the idea that the process of attempting to map to the real world helps decide 
via fi tness when a new rule is needed. These are foundations for making machine 
learning inferences that underlie genetic algorithm methods such as  symbolic 
regression  (Schmidt & Lipson,  2009 ). Symbolic regression searches the space of 
expressions as well as the fi tness of those expressions while attempting to maximize 
some measure of fi tness, and has been used in game-based learning analytics 
(Gibson & Clarke-Midura,  2011 ). 

 These foundational ideas allow the ‘save everything’ holistic data approach to be 
amenable to a multiplicity of  post hoc  discoveries that document the long-term rela-
tionship between user actions in relation to gamifi cation affordances, rule-driven 
determinations of those actions, and the representation of target learning behaviors. 
Once rules have been discovered, they can then be used  a priori  to predict or to form 
an expectation of performance. In this holistic space-time of  post hoc discovery  
bridged with  a priori expectation  of rules, the atomistic data challenges can be 
addressed as part of the process of building a reasoned and reasonable structure for 
understanding what users know and are able to do.  

20.6    Summary 

 Gamifi cation of e-learning, that is, the process of utilizing game-like methods to 
motivate and reward learning, involves the use of rapid feedback to adjust the user 
experience by informing, guiding and rewarding the user based on dynamic interac-
tions. The rapidity of the feedback is often accompanied by a variety of information 
modalities and types (e.g. visual, auditory, text, symbolic, semantic, operational) as 
well as by the sheer volume and high rate of information exchange. These three 
conditions fulfi ll the defi nition of ‘big data’ (i.e. voluminous, diverse, and time- 
sensitive) and gives rise to the need for an appropriate learning analytics approach 
to building the rules engine for the gamifi ed environment; especially when the rules 
need to be discovered within the masses of data created by the actual use of the digi-
tal resources and affordances, as opposed to the planned uses in a traditional ‘game’ 
created with a small and fi nite set of game rules. 

 Thus, with the advent of gamifi ed applications for learning, the instruments and 
procedures for measuring learning and performance are shifting away from point-
in- time (e.g. means taken on a slice of time) to patterns-over-time methods (e.g. 
gamifi ed trajectories evolving during some period of time). This has allowed the 
discussion of learning analytics and assessment to move from static numbers to the 
structure of reasoning (Mislevy et al,  2012 ), which in turn has created a need for 
new theoretical understandings of performance or knowledge-in-action. 
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 In particular, reasoning evidenced in a digital space is not a static edifi ce but an 
evolving performance in time, whether due to the combined actions of a population 
or the individual trajectory of an individual. In addition to time and spatial compo-
nents, the fi ne resolution of highly varied data captures and the speed of automated 
analyses have created a set of data challenges for game-based learning analytics. 
Methods based in data-mining, machine learning, model-building and complexity 
theory add to the theoretical foundation for dealing with the challenges of time sen-
sitivity, spatial relationships, multiple layers of aggregations at different scales, and 
the dynamics of complex digital performance spaces.     

   References 

   Barab, S. A., & Duffy, T. (2000). From Practice fi elds to communities of practice. In D. H. 
Jonassen, & S. M. Land (Eds.)  Theoretical foundations of learning environments ,  1 (1), 25–55. 
Retrieved from   http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.162.3127      

    Bennett, R. (2001). How the internet will help large-scale assessment reinvent itself.  Education 
Policy Analysis Archives, 9 (5), 1–23.  

    Bennett, R., Persky, H., Weiss, A., & Jenkins, F. (2007).  Problem solving in technology-rich envi-
ronments: A report from the NAEP technology-based assessment project. The Nation’s Report 
Card  (p. 180). Retrieved from   http://nces.ed.gov/nationsreportcard/pdf/studies/2007466.pdf      

    Brooks, R. (1986). A robust layered control system for a mobile robot.  Journal of Robotics and 
Automation, 2 , 14–23.  

    Brooks, R. (1999).  Cambrian intelligence: The early history of the new AI . Cambridge, MA: MIT 
Press.  

    Brown, A. L., Ash, D., Rutherford, M., Nakagawa, K., Gordon, A., & Campione, J. (1993). 
Distributed expertise in the classroom. In G. Salomon (Ed.),  Distributed cognitions: 
Psychological and education considerations . New York: Cambridge University Press.  

   Cangelosi, A., & Parisi, D. (2002). Computer Simulation : A New Scientifi c Approach to the Study 
of Language Evolution. In A. Cangelosi & D. Parisi (Eds.),  Simulating the evolution of lan-
guage  (pp. 3–28). London: Springer.  

    Choi, Y., Rupp, A., Gushta, M., & Sweet, S. (2010). Modeling learning trajectories with epistemic 
network analysis: An investigation of a novel analytic method for learning progressions in 
epistemic games. In  National Council on Measurement in Education  (pp. 1–39).  

    Clarke, J., & Dede, C. (2010). Assessment, technology, and change.  Journal of Research in Teacher 
Education, 42 (3), 309–328.  

   Clarke-Midura, J., Code, J., Dede, C., Mayrath, M., & Zap, N. (2012). Thinking outside the bub-
ble: Virtual performance assessments for measuring complex learning. In M. C. Mayrath, 
J. Clarke-Midura, & D. Robinson (Eds.),  Technology-based assessments for 21st Century 
skills: Theoretical and practical implications from modern research  (pp. 125–148). Charlotte, 
NC: Information Age Publishers.  

    Clarke-Midura, J., Mayrath, M., & Dede, C. (2010). Measuring inquiry: New methods, promises 
& challenges.  Library, 2 , 89–92.  

    Feyerabend, P. (1970).  Problems of empiricism . Cambridge: Cambridge University Press.  
   Gee, J. P. (2007). Learning and Identity: What does it mean to be a Half-Elf?  What Video Games 

Have to Teach Us About Learning and Literacy , 45–69.  
    Gibson, D., & Clarke-Midura, J. (in press). Some Psychometric and Design Implications of Game-

Based Learning Analytics. In D. Ifenthaler, J. Spector, P. Isaias, & D. Sampson (Eds.), 
 E-Learning Systems, Environments and Approaches: Theory and Implementation . London: 
Springer.  

20 Theoretical Considerations for Game-Based e-Learning Analytics

http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.162.3127
http://nces.ed.gov/nationsreportcard/pdf/studies/2007466.pdf


416

    Gibson, D., & Jakl, P. (2013).  Data challenges of leveraging a simulation to assess learning . West 
Lake Village, CA. Retrieved from   http://www.curveshift.com/images/Gibson_Jakl_data_chal-
lenges.pdf      

   Gibson, D., & Knezek, G. (2011). Game changers for teacher education. In P. Mishra, & M. Koehler 
(Eds.),  Proceedings of Society for Information Technology & Teacher Education International 
Conference 2011  (pp. 929–942). Chesapeake, VA: AACE.  

     Gigerenzer, G., Todd, P., & ABC Research Group. (1999).  Simple heuristics that make us smart  
(p. 416). Oxford: Oxford University Press.  

     Holland, J. (1995).  Hidden order: How adaptation builds complexity . Cambridge, MA: Helix 
Books/Perseus Books.  

     Holland, J., Holyoak, K., Nisbett, R., & Thagard, P. (1986).  Induction: Processes of inference, 
learning, and discovery . Cambridge, MA: MIT Press.  

   IBM. (n.d.).  Big data . Retrieved from   http://www-01.ibm.com/software/au/data/bigdata/      
   Koch, M. J., & DeLuca, C. (2012). Rethinking validation in complex high-stakes assessment 

 contexts.  Assessment in Education: Principles, Policy & Practice, 19 (1), 99–116.  
    Lincoln, Y. S., Guba, E. G., Lincoln, E., & Guba, Y. (1985).  Naturalistic inquiry  (p. 416). Newbury 

Park, CA: Sage Publications.  
     Mayrath, M., Clarke-Midura, J., & Robinson, D. (2012). Introduction to technology-based assess-

ments for 21st century skills. In M. Mayrath, J. Clarke-Midura, D. Robinson, & G. Schraw 
(Eds.),  Technology-based assessments for 21st century skills: Theoretical and practical impli-
cations from modern research  (p. 386). Charlotte, NC: Information Age Publishers.  

   Mislevy, R., Behrens, J., Dicerbo, K., Frezzo, D., & West, P. (2012). Three things game designers 
need to know about assessment. In D. Ifenthaler, D. Eseryel, & X. Ge (Eds.), Assessment in 
game-based learning: Foundations, innovations and perspectives (pp. 59–81). New York: 
Springer Science & Business Media B.V.  

    Nicolis, G. (1989).  Exploring complexity: An introduction . New York: WH Freeman.  
    Pirnay-Dummer, P., Ifenthaler, D., & Spector, M. (2010). Highly integrated model assessment 

technology and tools.  Educational Technology Research and Development, 58 (1), 3–18.  
     Quellmalz, E., Timms, M., Buckley, B., Davenport, J., Loveland, M., & Silberglitt, M. (2012). 21st 

century dynamic assessment. In M. Mayrath, J. Clarke-Midura, & D. Robinson (Eds.), 
 Technology-based assessments for 21st Century skills: Theoretical and practical implications 
from modern research  (pp. 55–90). Charlotte, NC: Information Age Publishers.  

   Reimer, T., & Rieskamp, J. (2006, November). Fast and frugal heuristics.  Encyclopedia of Social 
Psychology . doi:  10.1016/j.psychsport.2006.06.002      

    Rupp, A., Gushta, M., Mislevy, R., & Shaffer, D. (2010). Evidence-centered design of epistemic 
games: Measurement principles for complex learning environments.  Journal of Technology, 
Learning, and Assessment, 8 (4), 1–45.  

    Schmidt, M., & Lipson, H. (2009). Symbolic regression of implicit equations.  Genetic Programming 
Theory and Practice  (Vol. 7 (Chap 5), pp. 73–85).  

   Shaffer, D. (2007). Epistemic games.  Innovate, 1 (6). Retrieved from   http://innovateonline.info/
pdf/vol1_issue6/Epistemic_Games.pdf    .  

   Shaffer, D., Hatfi eld, D., Svarovsky, G., Nash, P., Nulty, A., Bagley, E. et al. (2009). Epistemic 
network analysis: A prototype for 21st-century assessment of learning.  International Journal 
of Learning and Media ,  1 (2), 33–53. Retrieved from   http://www.mitpressjournals.org/doi/
abs/10.1162/ijlm.2009.0013      

    Sharkasi, N. (2010). The doctor will be you now: A case study on medical ethics and role. In 
K. Schrier & D. Gibson (Eds.),  Ethics and game design  (pp. 275–290). Hershey, PA: IGI Global.  

    Stecher, B. (2010).  Performance assessment in an era of standards-based educational account-
ability  (p. 46). Standford, CA: Stanford University.  

    Sugihara, G., May, R., Ye, H., Hsieh, C., Deyle, E., Fogarty, M., et al. (2012). Detecting causality 
in complex ecosystems.  Science, 338 (6106), 496–500. doi:  10.1126/science.1227079    .  

    Tobias, S., & Fletcher, J. D. (2011).  Computer games and instruction . Charlotte, NC: Information 
Age Publishing.  

   USDOE. (2010). Learning powered by technology: Transforming American Education.  Educational 
Technology  (p. 88).    

D. Gibson and P. Jakl

http://www.curveshift.com/images/Gibson_Jakl_data_challenges.pdf
http://www.curveshift.com/images/Gibson_Jakl_data_challenges.pdf
http://www-01.ibm.com/software/au/data/bigdata/
http://dx.doi.org/10.1016/j.psychsport.2006.06.002
http://innovateonline.info/pdf/vol1_issue6/Epistemic_Games.pdf
http://innovateonline.info/pdf/vol1_issue6/Epistemic_Games.pdf
http://www.mitpressjournals.org/doi/abs/10.1162/ijlm.2009.0013
http://www.mitpressjournals.org/doi/abs/10.1162/ijlm.2009.0013
http://dx.doi.org/10.1126/science.1227079


417© Springer International Publishing Switzerland 2015 
T. Reiners, L.C. Wood (eds.), Gamifi cation in Education and Business, 
DOI 10.1007/978-3-319-10208-5_21

    Chapter 21   
 Critical Perspective on Gamifi cation 
in Education 

             Christopher     J.     Devers       and     Regan     A.    R.     Gurung    

21.1             Introduction 

 It is no surprise that video games are very popular. Ads for games are seen online, 
on television, Facebook, and even mobile devices. Eight of the top ten paid apps 
(04.22.2013) on the Apple app store are games, and game sales often outsell movies 
(Charlton,  2012 ). Given that gaming is popular, entertaining, and motivating, edu-
cators are exploring how gaming may infl uence learning and are creating schools 
(Corbett,  2010 ) and curricula (Olsen,  2009 ) around gaming. However, like many 
educational reforms (Sarason,  1990 ), K-12 schools are often quick to implement a 
new fad (i.e., etext, computers, gaming), but fail to ask what it means for student 
learning. Schools often spend millions on technologies that have not been proven 
effective in either laboratories or K-12 environments. Therefore, this chapter offers 
a critical perspective on gamifi cation with an emphasis on learning. We derived a 
broad hybrid defi nition of gamifi cation from both the gamifi cation literature 
(Deterding, Dixon, Khaled, & Nacke,  2011 ) and serious games literature (Zyda, 
 2005 ), and defi ne it as purposeful experiences that utilize game design and game 
elements. Overall, the chapter fi rst focuses on the basics of learning (Blakemore & 
Frith,  2005 ; Bransford, Brown, & Cocking,  2000 ; Byrnes,  2007 ; Dunlosky, Rawson, 
Marsh, Nathan, & Willingham,  2013 ; Stigler & Hiebert,  2009 ; Willingham,  2009 ); 
second, explores the advantages and disadvantages of technology in relation to 
teaching and learning; third, discusses how technology has infl uenced education 
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(i.e., reform) in the past; fourth, reviews gaming research and what it means to stu-
dent learning with respect to both current and past research trends; and last, argues 
that using a scholarship of teaching and learning (SoTL) framework can help create 
a more evidence based approach to the use of gamifi cation in education.  

21.2     Basics of Learning 

 Over the last 20 years, much has been written about how we learn (Blakemore & Frith, 
 2005 ; Bransford et al.,  2000 ; Byrnes,  2007 ; Dunlosky et al.,  2013 ; Stigler & Hiebert, 
 2009 ; Willingham,  2009 ). For example, factual knowledge, thinking, context, and 
practice are fundamental building blocks of learning (Willingham,  2009 ). Specifi cally, 
when learning new material, it is important for students to fi rst learn factual knowl-
edge within the context of what they already know, and then apply it to more complex 
situations. Additionally, repeated practice can help solidify factual knowledge and 
provide an opportunity for students to think hard about a topic, as they practice. More 
specifi cally, practice testing, distributed practice, interleaved practice, self-explanation, 
and elaborative interrogation are distinctive techniques that have all proven to be 
effective ways of learning (Dunlosky et al.,  2013 ). Technology and games can provide 
opportunities for students to participate in traditional learning methods, as well as 
offers advantages due to the digital features that many technologies provide.  

21.3     Technology 

 Technology offers numerous advantages and disadvantages over traditional meth-
ods of learning. One advantage is that technology can easily provide practice testing 
(Dunlosky et al.,  2013 ), distributed practice (Delaney, Verkoeijen, & Spirgel,  2010 ), 
instant feedback (Schooler & Anderson,  1990 ), and fl ow (   Csikszentmihalyi, 
 2008 )—all of which can facilitate a customized learning experiences for students. 
For example, games often provide practice testing and distributed practice, while 
online education can provide intelligent progress monitoring that provides tailored 
instruction and practice for students. Additionally, gamers frequently repeat specifi c 
tasks over different game levels, which provides practice testing and disturbed prac-
tice. Many role-playing games offers the opportunity for self-explaining, as gamers, 
at times self-explain when trying to complete a diffi cult task or explain to another 
gamer how to complete a task. Technology, and specifi cally gaming, can provide 
students with a digital environment that incorporates many of the proven traditional 
methods of learning. 

 Even though technology offers these advantages, there seem to be missing compo-
nents, as more often than not, technology does not have a positive impact on learning 
(Fried,  2008 ; Goodwin,  2011 ; Higgins, Beauchamp, & Miller,  2007 ; Marklein,  2010 ; 
Vigdor; Ladd,  2010  & Richtel,  2011 ). It may be that technology often fails to posi-
tively impact learning because it is missing a social component or that there are 
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embedded distractions. For example, etexts appear to offer many advantages over 
paper text, as they are searchable, can be bookmarked, offer instant defi nitions, and 
can have rich media embedded within the text. However, students still prefer printed 
books (Woody, Daniel, & Baker,  2010 ), and it is possible that all the rich features of 
etext distract from learning (DeStefano & LeFevre,  2007 ; Mayer, Hegarty, Mayer, & 
Campbell,  2005 ). An additional disadvantage of technology is that it often has a high 
initial cost and maintenance, complicated and long implementations, and requires 
training. Past research can provide guidance when using technology for teaching and 
help us understand its impact on student learning (Poirier & Feldman,  2012 ). If most 
technology does not improve learning and has a high cost, then we should be critical 
of the claims being made about gaming and its uses in education. Additionally, even 
though technology can support many of the previously mentioned learning methods, 
current educational reforms that have a strong technology focus have not been suc-
cessful (Warschauer,  2006 ) and can provide guidance, especially regarding what not 
to do, when thinking about implementing games in education.  

21.4     Educational Change and Technology 

 Technology has been infl uencing education for years. Excitement arose when paper, 
pens, highlighters chalkboards, calculators, overhead projectors, dry erase boards, 
data projectors, audience response systems, computers, tablets, virtual reality, and 
gaming found their way into education accompanied by doubts about their suitabil-
ity (Baron,  1999 ). Fortunately for students, many of these innovations did not 
impede learning but the same cannot be said for many of the technologies (i.e., 
laptops, gaming, etc.) that fi nd their way into homes and schools. 

 Some policy makers and educators thought that home computers would greatly 
impact education and possibly help close the achievement gap. However, the evidence 
suggest that home computers have negatively impacted learning (Stross,  2010 ). For 
example, with low-income students (5–8 grade), Vigdor and Ladd ( 2010 ) found a 
negative relationship between student performance (math and reading) and the adop-
tion of home computers with Internet access (broadband). A similar trend was found 
with low-income Romanian children when they were provided computers at home 
(Malamud & Pop-Eleches,  2011 ). Fortunately, the negative relationship appears to 
depend on how the computer and/or Internet access is utilized, as lower performance 
scores are not universal for all students (Battle Juan,  1999 ). It is most likely that a lack 
of supervision is one reason for the negative association, and with proper supervision, 
computers may have a positive impact on learning. Nonetheless, given the data, it is 
likely that providing home computers and Internet access to low- income families 
would widen the achievement gap, not narrow it (Vigdor & Ladd,  2010 ). 

 Hoping to increase student learning and performance, many K-12 schools 
 implemented a one-to-one laptop program. Teachers and administrators realized 
that after a few years of using computers in classrooms, there was not an increase in 
learning as they had hoped. Overall, the data suggest that one-to-one laptop initia-
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tives have little or no positive impact on learning (Goodwin,  2011 ; Grimes & 
Warschauer,  2008 ; Hu,  2007 ; Lowther, Strahl, Inan, & Bates,  2007 ; Shapley et al., 
 2009 ; Silvernail & Gritter,  2007 ). Additionally, in higher education, using a laptop 
in class is often a distraction to others and is also negatively associated with learning 
(Fried,  2008 ; Hembrooke & Gay,  2003 ; Sana, Weston, & Cepeda,  2013 ; Truman, 
 2005 ). It is possible that using laptops in class encourages multitasking (Hembrooke 
& Gay,  2003 ; Ophir, Nass, & Wagner,  2009 ; Sana et al.,  2013 ; Tugend,  2008 ), 
which distracts others from learning. 

 Overall, providing Internet connected computers in the home where activity is 
unmonitored, in K-12 schools, and higher education classes, appears to have little to 
no impact, and at times, a negative impact on learning. It is likely that the computers 
themselves are not the reason for a decrease in learning, as they are able to offer 
advantages over traditional methods of learning, but rather a lack of supervision and 
how they were used (i.e., social networking, watching videos on YouTube, etc.) that 
led to a decrease in learning. Unfortunately, these two examples are fairly consistent 
with the infl uence that other technologies have on learning—interactive white-
boards, video games, etc.—and can provide direction when exploring the infl uence 
of games in education.  

21.5     Gaming 

 The use of gaming in education is not a new concept and constitutes one aspect of 
gamifi cation using our defi nition. For years, the military (Prensky,  2003 ) and avia-
tion industry (McClernon, McCauley, O’Connor, & Warm,  2011 ) have been suc-
cessful in using simulations and virtual reality for training purposes. More recently, 
there has been a push in K-12 environments to use gaming for educational purposes 
(Gee,  2003 ; Prensky,  2007 ; Steinkuehler, Alagoz, King, & Martin,  2012 ). There are 
now a number of meta-analyses on gaming (see Kapp,  2012 ) mostly suggesting that 
games are good for learning. With the right preparation and setting (Gee,  2005 ; 
Squire,  2006 ), video games appear to have a positive impact on learning (Connolly, 
Boyle, MacArthur, Hainey, & Boyle,  2012 ; Ke,  2009 ; Randel, Morris, Wetzel, & 
Whitehill,  1992 ; Wouters, van Nimwegen, van Oostendorp, & van der Spek,  2013 ; 
Vogel et al.,  2006 ; Young et al., ( 2012 ). However, much of the data on gaming are 
self-report, case studies, or quasi-experimental (see the meta-analyses from Wouters 
et al.,  2013  and Young et al.,  2012 ). Furthermore, the bulk of the research is done on 
video games used for learning versus the actual gamifi cation of courses or class-
work. Therefore, one should be cautious of the claims made regarding games impact 
on learning. 

 At fi rst glance, the meta-analysis from Wouters et al. ( 2013 ) suggests that games 
are successful and can produce results that outperform “conventional” methods of 
instruction. However, looking more closely at the data, they also concluded that 
when experimental studies used random assignment there was not a signifi cant dif-
ference between the control and the gaming group (Willingham,  2013 ). Additionally, 
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games did not show any advantage over “passive instruction,” which is described as 
reading a book or a lecture (arguably the most common form of instruction). 
Interestingly they also found that games were not more motivating, which is often 
seen as an advantage over other types of instruction. Thus, when experimental 
design is used, there does not seem to be an advantage for games. Squire, Barnett, 
Grant, and Higginbotham ( 2004 ) represent another study where the results can be 
misinterpreted. For example, they reported that the experimental group outper-
formed the control group. Again their research design was quasi-experimental and 
lacked random assignment, and as Wouters et al. ( 2013 ) found, there is no advan-
tage to games when random assignment used. It is important that when reviewing 
the literature and data, to be critical of the results, as they can be misinterpreted. 

 The curriculum of Quest to Learn, a New York based school, is based on gaming 
(Corbett,  2010 ). While both teachers and students report that they enjoy using 
games to learn (self-reported and case study), the test data (i.e., standardized test 
scores) suggest that the school only performs slightly better than other schools on 
the standardized state tests, and at times, performs worse—specifi cally, the year and 
profi ciently level, are determining factors that cause Quest to Learn to either score 
below the State average or above the state average—the data are mixed (New York 
City Department of Education,  2013 ; Sutter,  2012 ). Again, on the surface it appears 
that gaming works, as students and teachers report satisfaction. However, when 
looking at more objective data, such as standardized tests, it does not appear that the 
school is actually performing as well as reported by the teachers and students. 
Therefore, while overall the literature supports the use of video games for educa-
tional purposes, there is very little experimental research that is supportive (see the 
meta-analysis from Connolly et al.,  2012 )—experimental research is the gold stan-
dard and should be the main source when evaluating the effectiveness of games on 
learning. Some of the most promising video game research is from intelligent tutor-
ing games/programs, which are being studied experimentally and show promising 
results (Aleven & Koedinger,  2002 ; Rutherford et al.,  2010 ). 

 However, like many fads and educational reforms, it appears that many are fail-
ing to address the important questions before millions are spent on hardware, soft-
ware, training, etc., and simply assume that because gaming is popular, motivating, 
and students like it, then they must learn something. Moreover, it seems that 
researchers may be asking the wrong questions (Willingham,  2013 ). Instead of ask-
ing, “Can students learn from games?,” maybe it would be better to ask, “What is 
the environment in which games can be effectively used?,” “How do we build games 
that impact learning?,” or “What are the components that contribute to learning in a 
game?” It is very diffi cult to make comprehensive claims regarding games, but 
maybe asking the right questions can help determine the environment and compo-
nents that contribute to learning in games. Similar to computers and other technolo-
gies, it is unlikely that games are ineffective, but rather we have yet to build a game 
that includes all the optimal components that impact learning and then match it to 
the right educational situation. A meta-analysis from Young et al. ( 2012 ) suggests, 
“The inconclusive nature of game-based learning research seems to only hint at the 
value of games as educational tools” (p. 80). The scholarship of teaching and learn-
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ing provides an avenue for helping answer the questions: “How do we build games 
that impact learning?” and “What are the components that contribute to learning in 
a game?” It also offers a framework for more rigorous research on games in educa-
tion. Not surprisingly perhaps, many elements of gaming relates to teaching. Some 
are more explicit than others such as motivation and rewards. Although a number of 
authors have evoked psychological terminology in discussions of gamifi cation 
(Kapp,  2012 ; McGonigal,  2011 ; Sheldon,  2012 ) there are still many links yet to be 
made and they each have to be tested.  

21.6     Scholarship of Teaching and Learning 

 There is no doubt that learning is complicated, but for the most part, cognitive science 
and educational research provide evidence and frameworks for how we learn 
(Blakemore & Frith,  2005 ; Bransford et al.,  2000 ; Byrnes,  2007 ; Dunlosky et al., 
 2013 ; Stigler & Hiebert,  2009 ; Willingham,  2009 ). Technology has been at the center 
of many educational fads and reforms. For many, it is not a surprise that, broadly 
speaking, technology has failed to have an impact on education, as the research sim-
ply does not support much learning gains, if any (Abachi & Muhammad,  2014 ; 
Daniel & Woody,  2013 ; Fried,  2008 ; Goodwin,  2011 ; Higgins et al.,  2007 ; Marklein, 
 2010 ; Vigdor & Ladd,  2010 ; Woody et al.,  2010 ; Richtel,  2011 ). Additionally, most 
technology centered reforms are costly. Given what we know about learning, technol-
ogy, and past reforms, it stands to reason that educational gaming will suffer the same 
fate—high cost with little change. Although there is some attention paid to whether 
gaming works in higher education (Kapp,  2012 ), and some have tried to method-
ologically use gamifi cation strategy in class design (Sheldon,  2012 ), more needs to be 
done. We use the framework of the scholarship of teaching and learning (SoTL) to 
argue for more of an evidence based approach to testing the effi cacy of gaming prac-
tices in education. It seems prudent to use our resources in areas that are more stable 
and proven to increase student learning, instead of what is popular. We fi rst briefl y 
defi ne SoTL and then discuss how it can be used to test the effi cacy of game design. 

 Boyer ( 1990 ) popularized the term “scholarship of teaching” although caring 
teachers have practiced the kind of work to which it refers for many years. When a 
teacher critically assesses his/her own teaching by focusing on student learning, 
using robust research methodology and then sharing the results in peer-reviewed 
formats, he/she is said to be doing the  scholarship of teaching and learning  (SoTL). 
SoTL entails intentional, systematic refl ections on teaching and learning resulting 
in peer-reviewed products which are made public (Gurung & Schwartz,  2012 ; Potter 
& Kustra,  2011 ). SoTL can be an integral part of every academic’s life and “brings 
powerful new principles and practices” to position decisions about key academic 
questions such as what students need to know and should be able to do (Hutchings, 
Huber, & Ciccone,  2011 , p. 3). There is now an active community of instructors 
who provide models for how to modify instructional methods and assess their effec-
tiveness. A basic model of the process is shown in Fig.  21.1 .
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   At its heart, SoTL entails assessment of learning. You may dream up an exciting 
new way to present material or design a new assignment you are sure will make 
students learn better, but if you do not assess the effect of your innovation or pay 
close attention to the different ways the change can make a difference, you are not 
being an ethical teacher or using SoTL in a principled way (Gurung,  2012 ). Are my 
students learning? How do I know? Instructors asking such questions in regard to 
their own courses in contrast to when departments, universities, or school systems 
ask such questions, make for quintessential SoTL. When one uses gamifi cation 
techniques and strategies in class design then one needs to assess whether it worked 
or not. Note that this is a related, though separate question from using games  as  and 
assessment tool in their own right (Heinzen,  2014    ). 

 To garner respect for the use of gamifi cation and its effectiveness in the classroom, 
instructors using gamifi cation need to adhere to the criteria for good scholarship. We 
are not simply advocating asking students if they liked the gamifi cation or if they 
 seemed  to do better in class. We propose that instructors need to assess the fruits of 
gamifi cation using the strict criteria of academic scholarship and SoTL. What makes 
scholarship robust and valid? What are the guidelines we should each follow as we 
conduct our own scholarship on learning? Glassick, Huber, and Maeroff ( 1997 ) iden-
tifi ed criteria for evaluation that apply equally to traditional scholarship and also to 
SoTL. The results include the following six standards to be applied to assess the qual-
ity of research from any type of scholarship: Clear goals, adequate preparation, appro-
priate methods, signifi cant results, effective communication, and refl ective critique. 
Wilson-Doenges and Gurung ( 2013 ) identifi ed a  continuum of SoTL and demarcated 
aspirational benchmarks that also serve as guidelines for research design. Whereas 
qualitative and quantitative data and approaches all have a place in SoTL, the bench-
marks provide clear cut standards of design and analysis. Similar to social science’s 
methodology for research in general, SoTL should also aim for similar standards that 
are theory-based and intentionally designed using the best models for methodological 

  Fig. 21.1    SoTL basic procedural fl ow       
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and statistical rigor. The benchmarks are divided into three main levels with the fi nal 
level comprising the gold standard for research. This increased focus on strengthening 
the scientifi c rigor of SoTL should benefi t how pedagogical research is recognized 
across disciplines in general. 

 The steps for conducting research on teaching using gamifi cation mirror most of 
the steps used to conduct research on any topic (Sansone, Morf, & Panter,  2003 ). First, 
the instructor identifi es a question or outcome of interest and then reviews what has 
been published on the topic. Next, the instructor ascertains how to answer the research 
question or determine if the learning outcome has changed. One common approach to 
this sort of research is to measure relevant aspects of what the students are learning, 
make a change utilizing the concepts of gamifi cation or introduce a new method or 
assignment, and then measure students’ learning again to determine the extent to 
which the manipulation affected it (see Bishop-Clark & Dietz-Uhler,  2012 ; and 
Gurung & Schwartz,  2012 , for exemplars of conducting SoTL research). Lee Sheldon 
( 2012 ) provides a good example of part of this process. 

 Sheldon slowly morphed his class design from a traditional format to one utiliz-
ing gamifi cation principles. For example, he moved from using letter grades in class 
to letter points. In fact, his students start class with an F and gain experience points 
(XPs) for every class activity. To mirror the game world, each letter grade is a dif-
ferent level of the game and each level has a XP requirement. His class now also had 
many more graded exercises, ‘precisely what students expect’ for a ‘multiplayer 
classroom’ (p. 58). For example, perfect attendance is rewarded with 100 points. He 
even changed the look of his syllabus to resemble the game world. Taking quizzes 
and exams became ‘defeating monsters’, writing papers became ‘crafting’, and 
class presentations became ‘quests’ (p. 26). Unfortunately, the only assessment of 
these changes we see are student comments. For true assessment of gamifi cation 
one should focus on outcomes such as performance on tests of knowledge or other 
assessments of whether learning outcomes have been accomplished. 

 The best way to assess the utility of gamifi cation is to conduct an experiment. A 
form of research that affords the most control is the true experiment, in which the 
researcher uses random assignment and thus has control over all of the independent 
variables of interest. The independent variable is what is manipulated. If an instruc-
tor compared exam performance of one section of class which featured a gamifi ed 
format with another section that did not have a gamifi ed format, the independent 
variable would be ‘use of gamifi cation’. True experiments are further broken down 
into one-way designs and factorial designs. In some studies, such as repeated mea-
sures designs, researchers hold some control over individual differences by expos-
ing participants to more than one level of an independent variable. For example, you 
may compare a section of a course with a partially gamifi ed syllabus with a section 
of a class that has a completely gamifi ed syllabus. This is the tip of the iceberg in 
terms of research methods terminology, representing some of the most common 
elements of research design. There are a variety of nuances to doing robust effective 
research (see Morling,  2012 ). 

 One easy way to start to examine gamifi cation is to pick a course in which you 
test students many times or courses that are offered consistently every semester and 
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year. This Repeated Measures Design (RMD) works well in course designs that 
have several similar exams or assignments. In such designs, the key is to identify 
changes in responses to similar question(s) over time. The measure used repeatedly 
consists of the same number of questions asked in the same order, and differences 
in the responses will be taken to indicate changes in knowledge. However, using 
identical questions is not always practical or possible in most courses. To avoid this 
problem, many instructors modify the RMD to include a pretest and a posttest. For 
example, many North American, large, general education courses give the same test 
at the beginning and end of the semester (e.g., a test of knowledge of governmental 
policy in a political science course). To test whether learning is changing over the 
course of the semester, the teacher can test if the class average is changing over 
time, test if learning has changed from the beginning of the semester (using a class 
average) or even compare a single student’s score to his or her previous score to 
determine if a student is improving over the course of the semester. If there is a 
signifi cant difference in student learning between the two assessments, it could be 
due to the instruction provided in between the pretest and the posttest. Of course, an 
instructor cannot be sure that the change was due only to the instruction unless 
he/she has measured and controlled for many other possible factors such as how 
much and how the student studied. If, while holding other variables constant, an 
instructor fi nds a signifi cant difference between the pretest and posttest measures, 
then he/she may be confi dent that his/her fi nding is a good indicator that instruc-
tional changes produced increases in learning. 

 This basic idea—measure learning (pretest), introduce a change (e.g., repeat 
quizzing), measure learning again (posttest)—allows you to test the utility of any 
pedagogical innovation featuring gamifi cation and is the crux of SoTL. There are 
simple variations on this theme. Sometimes an instructor may not even use a pre- 
measure of learning. In a two-group post-test only design, one group receives a 
gamifi ed innovation and another does not, and then both are measured on the same 
assessment. The two groups could be two sections of a class or one class divided 
into two or the same class over two consecutive semesters. Sometimes you can 
make sure all students get the new innovation or even different levels or types of an 
intervention. This within-participant design is useful when you want to test different 
variations on a theme. By having the same participants experience both (or all) 
variations, you do not have to be concerned about differences in learning being due 
to having different participants, a concern in between-participant designs.  

21.7     Conclusion and Future Directions 

 Our key message here is that as alluring as gamifi cation may be, once you incorpo-
rate it into class and design a study to test if it works, you then need to pay close 
attention to factors that can infl uence whether or not the innovation ‘worked’. Social 
science research in general but quantitative experimentation in particular, nicely 
alerts us to the fact that the changes we may see in our students’ learning may be due 
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to a whole host of factors, one of which may indeed may be what we do as  instructors 
or what the students have done (perhaps because of our instruction), but may also be 
likely due to other naturally occurring factors. People change over time (i.e., matu-
ration). Factors outside our awareness infl uence results (i.e., history). It is possible 
that changes that we see in our student learning are due to these natural changes or 
factors external to our instructional interventions. Social science methodology alerts 
us to these two confounds, to many others, and most importantly, to ways to avoid 
them. Watching out for these confounds is critical when assessing the effectiveness 
of changes to instructional methods. Detailed descriptions of these confounds can 
be found in research methods books and are worth the perusal (Creswell & Piano 
Clark,  2012 ; Morling,  2012 ). 

 It is also important to ask if the changes are statistically signifi cant. Social sci-
ence methodology involves signifi cance testing. Assessing change is one type of 
pedagogical endeavor that necessitates the quantitative method regardless of disci-
pline. If you want to know if students improved after a change you made (e.g., a new 
assignment, an innovative presentation, group work, fl ipping your class—see 
Schwartz & Gurung,  2012 ), you need to know if that change would have happened 
by chance or if any other factors could account for it. This requires quantifi cation of 
the evidence (e.g., themes brought up in a close reading, concepts used in essays, 
levels of meaning). When social scientists ask if the change is statistically signifi -
cant, they really want to ensure that the change is due to what was done and not just 
due to chance. Stated in this way, it is seems hard to not care about statistical signifi -
cance. If you have worked hard to change your instruction and improve student 
learning, it is important to know whether that change would have happened by 
chance and without your intervention in the fi rst place. Before one spends more time 
and energy on changing instruction or even trying to get others to also change 
instruction based on the changes you have seen, you should be sure your changes 
are not random. Statistical testing does this for you. 

 Statistical signifi cance need not be the ultimate and only criterion for SoTL but 
it is certainly something to be considered for appropriate and relevant research 
designs and questions. Gamifi cation is exciting and students and instructors may 
enjoy experiencing it in the classroom but the true test is whether learning is chang-
ing and if that change is signifi cant. An instructor may see exam scores increase but 
that change needs to be statistically signifi cant. Furthermore, statistical signifi cance 
should not be confused with or taken to be synonymous with ‘signifi cant’ as used in 
everyday life (i.e., to mean important). Misinterpreting this term can easily make 
faculty from disciplines who do not use statistical testing feel as though the work 
they do is less important. 

 SoTL provides the teacher with a wide variety of fi ndings ripe for modifying and 
using in the classroom. It is imperative to assess the effectiveness of any change in 
a robust way and be prepared for the possibility that what may work in a game may 
not necessarily work in a classroom. Even some science of learning results from 
other classroom studies may not necessarily translate to your classroom. Using 
basic research design methods well will at least ensure that you get a sense of what 
does work. SoTL can help us answer when and how gamifi cation works, and 
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 provides a structure for future gamifi cation research. Future research will provide us 
with a better understanding of the optimal components that impact learning in gami-
fi cation, as well as how to match components to the right situation and environment. 
What is the best way to use badges and levels of accomplishment? Are there some 
personality or cognitive characteristics that predispose some students to benefi t 
more from gamifi cation than others? Are there specifi c disciplines or topics that are 
better suited for gamifi cation? These are but some of the rich questions gamifi cation 
and learning researchers can address in the future.     
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    Chapter 22   
 Implementing Gamifi cation: Requirements 
and Gamifi cation Platforms 

             Philipp     Herzig     ,     Michael     Ameling     ,     Bernhard     Wolf     , and     Alexander     Schill       

22.1          Introduction 

 Gamifi cation, the  “use of game design elements in non-game contexts”  (Deterding, 
Dixon, Khaled, & Nacke,  2011 ), has emerged as a novel aspect for information 
systems (IS). Current studies provide empirical evidence that the addition of game 
design elements increases participation (Thom, Millen, & DiMicco,  2012 ) or factors 
such as fl ow, enjoyment, or perceived ease of use (Herzig, Strahringer, & Ameling 
 2012 ). Therefore, the addition of game design elements in IS such as Enterprise 
Resource Planning or Customer Relationship Management systems, is a promising 
approach to increase the users’ motivation, enjoyment, and effi ciency on the job. 

 However, introducing gamifi cation into existing or new systems is an expensive 
task with regards to development efforts. Simultaneously, the benefi ts for gamifi ca-
tion are diffi cult to guarantee and to measure which makes the entire project a risky 
undertaking. The risk for enterprise IS is even higher due to their tight coupling with 
business processes, organizational structure, or the business model they support 
(Krafzig, Banke, & Slama,  2005 ). 

 In order to reduce initial development efforts as well as maintenance costs in the 
long run, gamifi cation solutions emerged on the market. However, the require-
ments, features, methods, and architectural approaches often remain unclear or 
unstructured. Moreover, different solutions for various purposes exist. This makes 
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it arguably diffi cult for IT experts who are in charge of planning, executing, and 
operating the gamifi cation project to select the technology or approach that fi ts best 
to the conceptual requirements from gamifi cation designers. Moreover, IT experts 
have to take additional organizational requirements of other stakeholders into 
account which further infl uences technology decisions. 

 To support this decision process, we provide a preliminary systematization of 
gamifi cation solutions based on a comprehensive requirements defi nition in the fol-
lowing. For each described class, we highlight advantages and disadvantages. This 
classifi cation provides guidance for architects to align the specifi c set of business 
requirements with the technology features of the various solutions. 

 First, we introduce the general gamifi cation development process and describe 
roles and tasks which are involved within large gamifi cation projects. Second, we 
describe conceptual requirements for gamifi cation. These requirements are derived 
from prior theoretical work. Third, we map these conceptual requirements onto 
functional and non-functional requirements for IS. Fourth, we classify and compare 
gamifi cation solutions and present technical trade-offs that are necessary to under-
stand for implementation. Finally, we demonstrate how to apply the classifi cation 
using two of our practical use cases which have different requirements. Namely this 
concerns the gamifi cation of a car-sharing solution as well as reaction games for a 
soccer club from German Bundesliga.  

22.2     The Gamifi cation Process 

 In this paper, we understand gamifi cation as a software development process 
(Fig.  22.1 ) which it based on the Rational Unifi ed Process (RUP) by Kruchten ( 2004 ). 
Within the depicted process each box represents one workfl ow comprising multiple 
tasks and roles. The thin arrows represent the fl ow of  artifacts  between workfl ows. 
The gray arrows indicate that there is a bilateral change of activity, e.g., between roles 
involved in the various tasks and workfl ows. The following roles are considered:

   First, the  end user  is a role which is shared by a group of people who are experi-
encing the gamifi cation in the end. They participate in a set of identifi ed business 
processes and should engage with these processes better or more often after gamifi -
cation has been introduced. Depending on the context, the  end users  are either 
employees (business-to-employee) or customers (business-to-customer) who are 
participating in internal or external processes of the company respectively. 

 Second,  gamifi cation experts  are persons with high expertise in designing com-
pelling and engaging game or gamifi cation designs. Preferably those persons have 
very good knowledge of psychological models and methods as well as general game 
design methodologies and tools. Furthermore, persons of this role have already 
designed a couple of successful gamifi cation applications before. 

 Third,  domain experts  are persons with profound knowledge of the target busi-
ness processes and its target  end users .  Domain experts  should have high under-
standing on the positive and negative aspects that  end users  are experiencing within 
the target business processes. Furthermore, the ideal person for this role is respon-
sible for the processes and, thus, interested in improving it. 

P. Herzig et al.



433

 Fourth,  business experts  are persons who are responsible for the overall project 
and have to manage the project’s budget, deadlines, and stakeholders. Overall, these 
persons are responsible for the successful execution of the project and to achieve the 
initial project goals. 

 Fifth,  IT experts  preferably have high expertise in designing, provisioning, 
assembling, and deploying large scale IT systems in the company. These persons 
exactly know the existing IT landscape of the company and are responsible for the 
seamless integration of new components and tools into the existing infrastructure. 
Moreover, these persons advise domain, business, and gamifi cation experts on the 
decision for the right software components and tools to successfully deploy the 
gamifi cation solution on top of the existing business processes. 

 In the following, the respective workfl ows of the development process are 
explained in    more detail. 

22.2.1     Business Modeling 

 The business modeling workfl ow has the same goal as defi ned in the RUP. The 
domain experts explain the set of business processes which are intended to be 
gamifi ed to all other involved stakeholders except end users. The goal of this 
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phase is that all participants get a common understanding of the business processes 
including its merits and drawbacks. Moreover, the general objectives of the proj-
ect have to be identifi ed. This includes the type of end users who should be 
engaged (employees, customers, external stakeholders) and other important envi-
ronmental variables. Finally, the project’s vision and the goals are communicated 
to all project members. All responsible roles participate in this workfl ow except 
the end user.  

22.2.2     Requirements 

 In the requirement phase, the respective use cases are analyzed based on the proj-
ect’s goals. Furthermore, the  end users  have to be analyzed with regards to motiva-
tion, engagement, and participation within the target processes. This analysis can be 
conducted qualitatively or quantitatively, for example, using interviews or question-
naires. The analysis has to cover at least what (may) the target group motivates 
already or in general to participate in the considered processes and what are reasons 
to not participate. As a result of this analysis, a list with reasons for and against the 
process as well as motivating factors should be compiled. 

 Besides the analysis of the current situation, business, domain, and gamifi cation 
experts should explicitly agree on the target situation and the metrics (e.g., engage-
ment criteria) that measure the project’s success, e.g., what should the outcome of 
the gamifi cation be (e.g., 50 % increased user retention). 

 Key personnel involved in this workfl ow includes:  gamifi cation experts ,  domain 
experts ,  business experts , and  end users .  

22.2.3     Design 

 The  design  phase is primarily concerned with the specifi cation of a meaningful 
 game  or  gamifi cation  design. From the design perspective, it is the most compli-
cated one since all stakeholders have to agree on a specifi c and precise design alter-
native. This phase, furthermore, is supposed to have multiple iterations as known 
from classical game design (e.g., Salen & Zimmermann,  2004 ). 

 In each iteration the gamifi cation concept is refi ned and revised by the gamifi ca-
tion experts based on the outcome of previous iterations. 

 Second, the proposed or revised concept is presented to the  domain  and  business 
experts  using presentation slides or spreadsheets. 

 Third, if these stakeholders propose modifi cations to the concept, the gamifi ca-
tion experts start over from the fi rst step and revise the gamifi cation concept 
accordingly. 
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 Fourth, if the stakeholders approve the concept, playtesting sessions can be 
organized (Salen & Zimmermann,  2004 ). To prepare these sessions, the gamifi ca-
tion experts may either develop the gamifi cation alone using a low-fi delity proto-
type or consult  IT experts  to implement a proof-of-concept as software solution 
(high-fi delity). 

 Fifth, the prototype of the gamifi cation is playtested with a group of  end users  
who share their opinion, identify problems, or proposes improvements based on the 
experience with the early prototype. These suggestions and improvements lead back 
to the fi rst step and results in a revised version of the gamifi cation concept. 

 This workfl ow is repeated until all stakeholders have agreed on a specifi c gami-
fi cation concept. Hence, output of this workfl ow is the precise defi nition of the 
intended gamifi cation concept. The design workfl ow is presented in Table  22.1 .

22.2.4        Provisioning 

 In this phase, the  IT experts  take over the gamifi cation concept as design specifi ca-
tion and analyze the market to select an appropriate gamifi cation solution. This 
decision is infl uenced by technical constraints of the existing IT infrastructure, the 
gamifi cation concept itself, and the business processes that emerged as artifacts out 
of the previous steps. Hence,  IT experts  are responsible for the execution of this 
workfl ow. In some situations, they may consult domain, gamifi cation, or business 
experts to clarify the gamifi cation concept or to discuss additional technical con-
straints with regards to the gamifi cation concept. Output of this workfl ow is the 
provisioning of all systems that are necessary to integrate including their documen-
tations, APIs, and tools. Nonetheless the output of this workfl ow might also be that 
no gamifi cation solution can be reused and that a custom implementation has to be 
provided. In this case, the output of this workfl ow comprises further the right 
resources which allow for the successful implementation.  

   Table 22.1    Specifi cation workfl ow   

 Step  Description  Responsible role 

 #1  Creation/revision of gamifi cation concept  Gamifi cation experts 
 #2  Presentation of gamifi cation concept 

to domain experts 
 Gamifi cation experts 

 #3  Proposal of modifi cations to gamifi cation concept  Domain experts, business experts 
 #4  Prepare gamifi cation concept for playtesting  Gamifi cation experts, IT experts 
 #5  Playtesting the current concept with end users  Gamifi cation experts 
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22.2.5     Implementation 

 After the provisioning phase, the  IT experts  are responsible to assemble, implement, 
and integrate all components for the fi nal gamifi ed application. If the  provisioning  
resulted in the reuse of integrated, generic, or achievement solutions (Sect.  22.4 ), 
this phase concerns the integration of the company’s IS and the respective gamifi ca-
tion solution. Further, the gamifi cation concept has to be confi gured within the tar-
get gamifi cation solution. If, however, the  IT experts  decided against the reuse of 
existing solutions, the IT department has to implement the gamifi cation on its own. 
Therefore, implementation takes place within the existing IS or as independent part 
providing appropriate interfaces for integration. Furthermore, additional services 
might be assembled and integrated, e.g., identity, user management, or e-mail ser-
vices. Additionally, custom user interfaces have to be implemented to present the 
gamifi cation to the end user in an easy to use way. 

 In this workfl ow, primarily the  IT experts  of the company are involved. Output of 
this workfl ow is the gamifi ed application in a fi rst running prototype.  

22.2.6     Test 

 The testing phase joins all the artifacts from the prior workfl ows and tests require-
ments and assumptions against the running prototype. This includes technical tests 
for functional correctness and non-functional attributes. Additionally, this work-
fl ow includes domain, gamifi cation, business experts, and end users to test whether 
the application behaves as designed or not. Output of this workfl ow is the tested 
gamifi ed IS.  

22.2.7     Deployment 

 If all tests have been passed successfully, the  IT experts  are responsible for the fi nal 
deployment in the IT landscapes and to open access to all end users.  

22.2.8     Monitoring 

 This phase concerns the monitoring of the running gamifi cation concept. The 
 deployment phase  continuously outputs operational user data signifying the usage 
of the target processes. This data is assembled and aggregated in the monitoring 
phase in accordance with the engagement criteria and process models defi ned by 
the requirement phase. Based on the comparison of these three aspects, additional 
modifi cations and suggestions for improving the gamifi cation design ( engagement 
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delta ) might be derived. This delta is communicated back to the  gamifi cation 
experts  who start again at the  design phase  and propose modifi cations to the gami-
fi cation concept.   

22.3     Requirements 

 In the following section, we describe functional and non-functional requirements of 
gamifi cation that are important to the  provisioning  and  implementation  phases 
respectively. We root these technical requirements in general conceptual require-
ments for gamifi cation. Therefore, we describe conceptual gamifi cation require-
ments fi rst. Afterwards, we map conceptual to technical requirements for IS. 

22.3.1     General Gamifi cation Requirements 

 Since researchers have not agreed on a common taxonomy of game concepts yet 
(Bjoerk & Holopainen,  2005 ), we conducted a literature review to identify common 
elements. For structuring the requirements, we used a preliminary taxonomy pro-
vided by Deterding et al. ( 2011 ). In this taxonomy fi ve levels for gamifi cation design 
are introduced:  Game interface patterns  (L1),  Game Design Patterns  (L2),  Game 
Design Principles  (L3),  Game Models  (L4), and  Game Design Methods  (L5). While 
levels  L1  and  L2  are concerned with  what  visual concepts exist and  how  these ele-
ments relate to each other, all other levels ( L3 – L5 ) comprise design methods to 
create compelling game or gamifi cation designs. We assume that only elements on 
 L1  and  L2  are related to the technical realization. Therefore, all other levels are 
omitted for further consideration. 

22.3.1.1     Basic Concepts (L1) 

 For the fi rst level of Deterding’s taxonomy, we describe the atomic visual elements 
of gamifi cation in Table  22.2 . For each element we provide a name, possible syn-
onyms, subtypes of the element, and references to its defi nition. For example, we 
describe the visual element  Point  where possible synonyms are  Metric ,  Measure , or 
 Currency . Moreover, there are different types of points such as advancing, redeem-
able, karma, skill, or reputation points.

   Further visual elements belonging to  L1  can be identifi ed from the literature. 
Those are aggregations or compositions of the atomic elements according to some 
aggregation function. For example, an avatar is the composition of specifi c amounts 
of, e.g., points, badges, role, or skills for a particular player. A leaderboard is the 
aggregation of avatars and their points etc. All identifi ed aggregations are presented 
in Table  22.3 .
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22.3.1.2        Gamifi cation Rules (L2) 

 Besides concepts on  L1 , we consider concepts on  L2  which concerns elements 
determining  how  the gamifi cation is “played”. According to Schell ( 2008 ):  “Rules 
are really the most fundamental [game] mechanic. They defi ne the space, the objects, 
the actions, the consequences of actions, the constraints, and the goals” . While the 
concepts on  L1  determine the existence of concepts on a meta-level, rules determine 
the gamifi cation logic and how instances of the L1 concepts evolve over time. 

 This evolution depends, for example, on: 

•     User Actions  (e.g., user  u  does action  a ) (Schell,  2008 ).  
•    External Events  (e.g., mission completed during a rainy day) (Schell,  2008 ).  

   Table 22.2    Visual (Basic) game mechanics   

 Game design 
element  Synonyms  Subtypes  References 

 Point  Measure, 
metric, 
currency 

 Advancing, redeemable 
point, karma, 
 reputation 

 Zichermann and 
Cunningham ( 2011 ), Bunchball 
Inc. ( 2010 ), Werbach and 
Hunter ( 2012 ) 

 Mission  Goal, 
 challenge 

 Individual, collective  Schell ( 2008 ), Zagal, Mateas, 
Fernández-Vara, Hochhalter, and 
Lichti ( 2005 ), Kapp ( 2012 ), 
Dormans ( 2012 ) 

 Role  –  –  Reeves and Read ( 2009 ) 
 Skill  –  –  Reeves and Read ( 2009 ), 

Zichermann and 
Cunningham ( 2011 ), Schell ( 2008 ) 

 Feedback  None  Informational: 
 points, notifi cation, 
 achievements, 
 narration; 
 corrective: notifi cations 

 Kapp ( 2012 ), Reeves and 
Read ( 2009 ), McGonigal ( 2011 ) 

 Event  User actions  Operative, resultant, 
external, interim 

 Schell ( 2008 ) 

 Achievement  Badge, 
 Trophy, 
 virtual good 

 Expected, 
 unexpected, 
 partially (un-)expected 

 Zichermann and 
Cunningham ( 2011 ), Bunchball 
Inc. ( 2010 ), Montola, Nummenmaa, 
Lucerano, Boberg, and Korhonen, 
( 2009 ), Hamari and Eranti,  2011  

 Good  –  Virtual, real  Reeves and Read ( 2009 ), Bunchball 
Inc. ( 2010 ) 

 Narrative 
 context 

 Storytelling  –  Reeves and Read ( 2009 ), 
Kapp ( 2012 ) 

 Notifi cation  Alert  –  Schell ( 2008 ), Deterding 
et al. ( 2011 ), Kapp ( 2012 ) 
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•    Interim Events  (e.g., event as interim result) (Schell,  2008 ).  
•    Gamifi cation Context  (e.g., user  u  has already 50 points) (Schell,  2008 ).  
•    Constraints  such as temporal, spatial, Boolean, numeric, or random logic (e.g., 

user  u  did action  a  1 day after completing mission  b ) (Kapp,  2012 ; Schell,  2008 ; 
Werbach & Hunter,  2012 )  

•    Randomness  (e.g., the user’s action  a  is only considered in 50 % of all cases) 
(Deterding et al.,  2011 ; Kapp,  2012 ; Schell,  2008 )  

•    Joint Actions  (e.g., users  u  1  and  u  2  did action  a  together/against each other) 
(Zichermann and Cunningham,  2011 )  

•   or other user-independent or environment constraints (e.g., only the fi rst 50 users 
may get a badge).    

 These elements are considered as the  conditional  part of rules. Besides condi-
tions, rules comprise  consequences  which are applied once conditions are fulfi lled. 
Further, consequences are instances of atomic elements of  L1 , e.g., points, badges, 
or missions.   

   Table 22.3    Visual (Aggregated) game mechanics   

 Game design 
element  Synonyms  Aggregates  References 

 Space  Gameplay  All elements  Schell ( 2008 ), Zagal 
et al. ( 2005 ) 

 Context  Objects’ state  Points, levels, achievements, 
goods, skills 

 Schell ( 2008 ) 

 Avatar level  Level, 
 player level 

 Points  Zichermann and 
Cunningham ( 2011 ), 
Bunchball Inc. ( 2010 ), 
Kapp ( 2012 ) 

 Avatar  None  Context, roles, notifi cations, 
avatar levels, goals 

 Zichermann and 
Cunningham ( 2011 ), 
Bunchball Inc. ( 2010 ), 
Kapp ( 2012 ), Reeves 
and Read ( 2009 ) 

 Virtual economy  Marketplace  Avatars, virtual goods, virtual 
currencies 

 Reeves and Read ( 2009 ) 

 Leaderboard  Highscore, 
scoreboard 

 Points, avatars  Zichermann and 
Cunningham ( 2011 ), 
Bunchball Inc. ( 2010 ) 

 Communication 
system 

 None  Notifi cations  Reeves and Read ( 2009 ) 

 Team  Cooperation  Avatars  Zichermann and 
Cunningham ( 2011 ), 
McGonigal ( 2011 ) 
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22.3.2     Functional Requirements 

 To support the technical realization of gamifi cation on  L1  and  L2 , a gamifi cation 
solution has to offer the following functional features: 

    Entity Support:     The ability to provide a variety of entities 
refl ecting concepts of  L1  (e.g., notions for 
 badges ,  point ,  missions , or  skills ) and their 
relationships (e.g.,  aggregations  of points).   

   Entity Defi nition and Management:     The ability to support the design, defi nition, 
and management of  L1  entities, i.e., creating, 
updating, or deleting instances of entities at 
design and runtime (e.g., creating a badge 
instance with name, description and graphi-
cal image). The current state of entities has 
to be made persistent as well.   

   User Management:     The support of management and confi gura-
tion of user data (e.g., that the user may fl ag 
his gamifi cation profi le as “anonymous”).   

   State Retrieval:     The support of parametrizable queries based 
on the state of entities (e.g., retrieving a per-
sonal profi le containing a summary of  L1  
elements for the player).   

   Rule Management:     The ability to support the design and defi ni-
tion of rules (e.g., give user  u  fi ve points for 
action  a ).   

   Rule Reasoning:     The powerfulness of rules determines 
whether arbitrary gamifi cation concepts can 
be implemented or not. Therefore, the rule 
language and its operators (e.g., logical, tem-
poral, spatial, join, or fi lter operators) must 
be Turing-complete. This allows rule reason-
ing over a variety of dimensions such as user 
actions, objects, state, and constraints at run-
time according to the rules defi ned at design 
time. 1    

   Analytics:     The support of gamifi cation data analysis 
by its stakeholders over a wide range of 
 dimensions such as time, users, applications, 
companies or tenants in order to monitor and 
improve the impact of the gamifi cation 
concept (e.g., has user retention increased 
through the new badges introduced last 
quarter).   

1   For a complete list of rule requirements see Herzig, Jugel, Momm, Ameling, and Schill ( 2013 ). 
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22.3.3        Non-Functional Requirements 

 The non-functional attributes shape the overall design and architecture of a 
gamification solution. In this paper, we only consider quality attributes that are 
useful with regards to the assumptions of the  gamifi cation development process . 
However, we acknowledge that further quality attributes are important as described 
in Herzig, Ameling, and Schill ( 2012 ). 

  Flexibility:  The gamifi cation concept has to be changeable to adopt new design 
demands and business requirements after the  deployment  and during the  monitoring  
phase. For example, if the  gamifi cation experts  decide to give users three points 
instead of fi ve points for a particular user action, this has to be changeable without 
rebuilding or redeploying the IS. 

  Invasivity:  Refers to the degree, how invasive the gamifi cation solution has to be 
implemented into the host application. Non-invasivity fosters a decoupling of func-
tionality from technology, i.e., the IS must be independent from short-term technol-
ogy innovations (Erl,  2009 ; Krafzig et al.,  2005 ). This attribute mainly infl uences 
the decisions taken in the  provisioning  phase. 

  Integrability:  Refers to the degree, how much effort is necessary to integrate the 
gamifi cation solution into the IS within the  implementation  phase. 

  Reusability:  Refers to the degree, how reusable the gamifi cation solution is in dif-
ferent contexts in order to reduce development and maintenance costs in the long 
run. As such, it directly infl uences all phases of the gamifi cation process starting 
from the  provisioning  phase. 

  Performance:  The evaluation of rules, i.e., detection of patterns in conjunction with 
object state, has to be processed at least in perceived (soft) real-time (e.g., < 500 ms, 
Miller,  1968 ) for large amounts of concurrent users (e.g., McGonigal,  2011 ) after 
 deployment . 

  Manageability:  The persisted data must be manageable across the gamifi cation’s 
life cycle. For example, data has to be aggregated or anonymized after a particular 
time to ensure legal compliance in some countries or domains ( monitoring  phase). 

  Analyzability:  Refers to the degree how much data is accessible to provide the 
desired insights into user behavior ( monitoring  phase).   

22.4      Gamifi cation Solutions 

 Based on a survey of 29 gamifi cation solutions, we systematically derive four main 
classes below. For each class we describe its general functionality, present implica-
tions for requirements, and give examples. 
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 In general, an IS may comprise the backend system containing logic represented 
by the  core application  and a  frontend  that users interact with (Fig.  22.2 ). The gami-
fi cation may be considered as a separate aspect to this system containing logic (rules), 
metadata, and instance data (relationships) which are continuously updated at runtime 
based on the gamifi cation logic. While the users interact with the system as usual, the 
backend of the IS communicates with the gamifi cation solution which calculates and 
stores the user’s progress. Ultimately, the frontend of the business application has to 
represent the user’s gamifi cation results in the frontend. Based on this general 
scheme, we describe variants of gamifi cation solutions in the following.

22.4.1       Achievement Systems 

 Achievement systems (AS) are defi ned as  “secondary reward systems that have 
been developed for digital games. They integrate functionality that adds subgoals to 
the actual game experience”  (Montola et al.,  2009 ). The AS is external to the actual 
system and exposes the domain entities via standardized interfaces to the IS 
(Fig.  22.3 ). Entities such as badges are defi ned at design time. At runtime, when the 
IS decides to updates the player’s state (e.g., by giving a reward), it requests the AS to 
store this data. Vice versa, the IS may retrieve the player’s current state from the AS, 
e.g., to display the data in the frontend of the application. Moreover, the achievement 
system may offer another separate client that visualizes the player’s gamifi cation 
data in profi les or leaderboards for each game individually.

  Fig. 22.2    General scenario for adding gamifi cation to an information system       
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  Fig. 22.3    Gamifi ed information system using an achievement system       
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   Hence, AS have to comply at least with  entity support ,  entity management , and 
 analytics . Additionally, at least rudimentary  user management  functionality must be 
available. 

 The major drawback of AS is that  rules  are not supported and the gamifi cation 
logic has to reside within the IS. Consequently, a part of the gamifi cation data, e.g., 
interim gamifi cation results, reside within the IS too. This limits their  fl exibility  with 
regards to design changes as well as  reusability  in arbitrary contexts to some extent. 
Moreover, the IS has to be modifi ed intensively to integrate with the achievement 
system which contradicts with  invasivity . In all analyzed cases, integration has to be 
done programmatically without additional support (medium  integratability ). Since 
only parts of the gamifi cation data (e.g., feedback mechanisms) are available to the 
AS,  analyzability  is only given to some extent. None of the analyzed systems sup-
ports  manageability  of data. 

 From 29 evaluated systems, 11 were identifi ed as AS (Table  22.4 ). Implemen-
tations of AS for games are:  XBOX LIVE ,  PLAYSTATION NETWORK ,  STEAM ,  IOS 
GAMECENTER , and  GAMINSIDE . Most of the AS identifi ed for gamifi cation ( BEINTOO , 
 MPLIFYR ,  BIGDOOR.COM ,  LEADERBOARDED ) come with a predefi ned value system 
which cannot be customized, i.e., currencies or points are statically defi ned. 
 CONTRARILY ,  USERINFUSER  and  OPENBADGES  are highly customizable AS. Some AS 
provide a limited number of  gamifi cation concepts  only, such as points and leader-
board (e.g.,  LEADERBOARDED ) or badges (e.g.,  OPENBADGES ).

22.4.2        Integrated Solutions 

 An integrated gamifi cation solution (IG) has been developed directly for and within 
the IS (Fig.  22.4 ). Hence, the solution is tied to the IS’s structure, interfaces, and 
semantics. Therefore, implementation is very fast at early stages of development 
since features required by the target application have to be implemented only.

   Table 22.4    Analyzed achievement systems   

 System  Target  Source 

  XBOX LIVE   Games    http://www.xbox.com/     
  PLAYSTATION NETWORK   Games    http://de.playstation.com/psn/     
  STEAM   Games    http://steamcommunity.com/dev     
  IOS GAME CENTER   Games    http://developer.apple.com/     
  GAMINSIDE   Gamifi cation/loyality    http://gaminside.com/     
  BEINTOO   Gamifi cation    http://www.beintoo.com/     
  MPLIFYR   Gamifi cation/loyality    https://www.mplifyr.com/     
  BIGDOOR   Gamifi cation/loyality    http://www.bigdoor.com/     
  LEADERBOARDED   Gamifi cation    http://www.leaderboarded.com/     
  USERINFUSER   Gamifi cation    https://code.google.com/p/

userinfuser/     
  OPENBADGES   Gamifi cation    http://openbadges.org/     
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   Table 22.5    Analyzed integrated platforms   

 System  Domain  Source 

  GIGYA   Social/web 2.0    http://www.gigya.com/gamifi cation/     
  PLAYVOX   Human resources    http://www.arcaris.com/     
  PRACTICALLY GREEN   Sustainability    http://www.practicallygreen.com/     
  ZURMO   CRM    http://www.practicallygreen.com/     
  CELLCAST   Learning solution    http://www.onpointdigital.com/cellcast/     
  RESULTS.COM   Sales    http://us.results.com/     
  PUNCHTAB   Websites    https://www.punchtab.com/     

   We argue that the overall  performance  of this approach is high, since all calculations 
can be directly processed within the system. Similarly,  analyzability  can be consid-
ered as high, since all data is available for analysis. Due to the tight integration, 
 integratability  is obsolete to be considered. 

 However, we argue that this approach does hardly scale horizontally. For instance, 
 reusability  is given to a lesser extent and, thus, the gamifi cation solution has to be 
implemented repeatedly for each system separately. In all surveyed cases, these sys-
tems are also domain-specifi c, i.e., they ship with a set of parametrizable game 
design elements and rules tied to a particular domain such as sales or sustainability. 
Therefore, their  fl exibility  is limited to a large extent. Due to the tight coupling of IS 
and gamifi cation,  invasivity  is high. In addition, in no case  manageability  of gamifi -
cation data was observed. Finally, the approach results in data silos, i.e., users can 
hardly share their gamifi cation data across application boundaries without additional 
efforts since no generalization, standardization, or interoperability is  considered. 
Table  22.5  list current examples of integrated platforms for various domains.

22.4.3        Generic Gamifi cation Platforms 

 A generic gamifi cation platform (GGP) is completely decoupled from the IS, i.e., 
the gamifi cation’s state and logic are separated from the IS (Fig.  22.5 ). This allows 
for an almost  non-invasive  introduction of gamifi cation into the IS. In all cases, 

  Fig. 22.4    Integrated solution       
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generic platforms offer designers a large set of  L1  entities. In GGPs, designers con-
fi gure the gamifi cation in the platform, i.e., defi ning rules and metadata prior to 
runtime in a declarative manner. In all analyzed cases, this process is supported by 
tools and provides a high degree of  fl exibility  along the gamifi cation process.

   During runtime, the platform collects arbitrary  user actions  from the application 
and uses the  rules  to reason over the users’ events considering previous context data 
of user. 

 Non-functionally, the platform can be  reused  across multiple systems within the 
company or even across companies. This allows for the defi nition of standardized 
interfaces and design artifacts and makes interoperability between information 
systems easier. Moreover,  integratability  is highly supported through gamifi cation 
components and widgets offered by all analyzed GGP implementations. Our analy-
sis yielded that four platform can be considered as generic gamifi cation platforms 
(Table  22.6 ).

   However, such a generic service approach is also the most challenging one from 
a conceptual and technical perspective since many different design methodologies 
have to be supported. Additionally, due to the complete separation of IS and 
 gamifi cation, ensuring high  performance  is complicated. For example,  user actions  
might be lost or delayed while transmitted between IS and GGP. Moreover, we 
observed that the powerfulness and expressiveness of rule defi nitions are limited in 
current systems. More precisely, all analyzed platforms, except Herzig, Jugel, 
et al. ( 2013 ), Herzig, Wolf, Brunstein, and Schill ( 2013 ), allow rule defi nitions in 
structured query language (SQL) only. Standard ANSI-SQL is, however, not 
Turing- complete (Wang, Zaniolo, & Luo,  2003 ). For example, all platforms allow 
fi lter operators on events. Event aggregation is limited to  count  and  sum , only 

   Table 22.6    Analyzed generic gamifi cation platforms   

 System  Source 

  BUNCHBALL     http://bunchball.com     
  BADGEVILLE     http://badgeville.com/     
  IACTIONABLE     http://iactionable.com/     
  ENTERPRISE GAMIFICATION PLATFORM   Herzig, Ameling, et al. ( 2012 ), Herzig, Jugel, 

et al. ( 2013 ), Herzig, Wolf, et al. ( 2013 ) 

  Fig. 22.5    Generic gamifi cation platform       
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 IACTIONABLE  supports all classical SQL aggregation methods. Additionally, events 
can be correlated only using the logical operators  and  and  or . Moreover, sequencing 
operators are only available in  BUNCHBALL’S  platform. Although the platforms 
allow the processing of  object state , this context is maintained independent from the 
event processing, i.e., context cannot be processed together with events. As implica-
tion, this does not allow the defi nition of non-linear mission designs or context- based 
reasoning. Furthermore, the processing of continuous event streams is not foreseen. 
Since features such as temporal, spatial, or join operators are not supported, these 
platforms are also not suitable to detect arbitrary complex situations. These draw-
backs have been addressed by Herzig, Ameling, et al. ( 2012 ), Herzig, Jugel, et al. 
( 2013 ), Herzig, Wolf, et al. ( 2013 ).  

22.4.4     Others 

 In this category, all other kinds of services for gamifi cation are subsumed. For 
example,  GAMEBOXED  and  SNOWFLY  offer gamble plugins for  FACEBOOK  or  CRM  
respectively which can be used by companies for the inclusion on their social net-
work page. When users play these gambles they may earn tokens which can be 
redeemed for give-away articles later on. 

  GAMIFY  offers a central virtual world where companies may offer merchandizing 
activities (comparable to  SECOND LIFE ). However, in this case neither gamifi cation 
concepts nor rules can be defi ned by designers. 

 Additionally, some providers (e.g.,  PLAYGEN ) offer the implementation of gami-
fi cation in custom development projects. In most cases, this comprises the imple-
mentation of serious games for education or e-learning in some business-related 
domain (e.g., security, health). However, these approaches neither try to reduce 
development or maintenance costs nor do they comply with the non-functional 
requirements. Nonetheless, such implementations might benefi t to a large extent 
from the solution approaches described before.   

22.5     Requirements Mapping 

 Based on the individual characterization, we summarize results in Table  22.7 . We 
acknowledge that our aggregation may only provide a general tendency, since some 
features are implementation-specifi c. 2  For example, we present  entity support  to be 
only partially supported by AS since some implementations only provide few L1 
concepts (e.g.,  OPENBADGES ). Other implementations of AS may provide a diver-
sity of such concepts (e.g.,  USERINFUSER ).

2   The full assessment for each system and all requirements can be requested from the authors. 
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   According to Table  22.7 , all solutions support at least partially the defi nition and 
management of  entities ,  users , as well as  state retrieval . However, all analyzed solu-
tions defi ne their own data model and interfaces on  L1 . Thus, a direct comparison of 
existing systems is hardly possible. We propose to address this shortcoming in 
future work, e.g., by standardizing gamifi cation concepts and relationships to some 
degree. This would allow data exchange between solutions or the assessment of 
implementations in more detail. 

 Only  generic platforms  and some  integrated solutions  allow the management of 
gamifi cation rules. However, the powerfulness of rule reasoning is limited in current 
embodiments due to missing Turing-completeness. Generic gamifi cation platforms, 
moreover, provide the highest degrees of  fl exibility ,  non-invasivity ,  reusability ,  inte-
gratability ,  analyzability  and  manageability . On the other side, technical  complexity  
and  performance  might be considered critical. 

 Contrarily,  integrated solutions  provide high  performance  and low  complexity  
but can be considered critical in all other non-functional dimensions. 

 A trade-off between these distinct approaches are  achievement systems  which 
offer a medium degree of non-functional attributes. However, they do not provide 
the defi nition of gamifi cation rules at all. Therefore, they might be only applicable 
if the majority of the gamifi cation logic has to be implemented in the IS. 

 We did not consider any quality attributes in the  other  category, since they are not 
directly comparable against the requirements. 

 The overview given in Table  22.7  might be useful for engineers or designers to 
select the appropriate solution for future gamifi cation projects. Since some features 

     Table 22.7    Comparison of classes (AS: Achievement systems, GGP: Generic gamifi cation 
platforms, IG: Integrated solution,  ✓ : supported, ( ✓ ): partially supported, –: not supported,  ↑ : 
high, → : medium,  ↓ : low, ∘: not considered)   

 Requirements  AS  IG  GGP  Others 

 Number  11  7  4  7 
 Entity support  ( ✓ )  ( ✓ )   ✓   ( ✓ ) 
 Entity management   ✓    ✓    ✓   ( ✓ ) 
 9 user management  ( ✓ )   ✓    ✓   ( ✓ ) 
 State retrieval   ✓    ✓    ✓   ( ✓ ) 
 Rule management  –  ( ✓ )   ✓   – 
 Rule reasoning  –  ( ✓ )  ( ✓ )  – 
 Analytics   ✓    ✓    ✓   – 
 Degree of fl exibility   →   ↓    ↑   ∘ 
 Degree of invasivity   →   ↑    ↓   ∘ 
 Degree of reusability   →   ↓    ↑   ∘ 
 Degree of integrability   ↓   ∘   →  ∘ 
 Performance   →   ↑    ↓   ∘ 
 Degree of analyzability   →   ↑    ↑   ∘ 
 Degree of manageability   →   ↓    ↑   ∘ 
 Degree of complexity   ↓    ↓    ↑   ∘ 
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are highly implementation-specifi c, it is, however, still necessary to assess the 
individual solutions in one class based on the particular requirements of the intended 
project. 

 Moreover, we argue that future research in gamifi cation should address the short-
comings of the respective approaches. For example, further work is necessary to 
understand theoretical opportunities and limitations of each approach. Additionally, 
experience reports on implementation projects from practitioners and researchers 
are currently missing. Therefore, we propose to combine research on the design and 
psychology of gamifi cation with its technical realization in information systems in 
future work.  

22.6     Application 

 In order to illustrate the application of our classifi cation, we describe two real world 
examples in the following. For both examples, we used our implementation of a 
generic gamifi cation platform to realize the gamifi cation. 

 The fi rst use case covers the gamifi cation of an information system implement-
ing a carpooling business process which is used by 8,000 users on a daily basis. In 
contrast to traditional commuting applications, employees are automatically 
matched once they posted their ride intents. However, the problem exists that people 
need to be motivated to share their car as a driver which is often perceived as loss of 
fl exibility or convenience. A qualitative analysis has been conducted to fi nd out 
what the users motivate to use the application. This analysis yielded that people 
especially use the application to be ecologically sustainable, to extend their social 
network, to arrive at work with less stress, and perceive a smaller likelihood of acci-
dents. Based on these observations, a gamifi cation concept has been created to rein-
force these intrinsic motivations. 

 With regards to requirements,  fl exibility ,  non-invasivity , and  integratability  were 
considered as crucial by the application owners. On the other side,  performance  was 
not considered crucial since user action rates are relatively low (around 300 user 
actions per day). Therefore, we decided to implement the gamifi cation with a 
generic platform. The initial implementation and integration of the gamifi cation 
concept needed three working days. Moreover, rules and gamifi cation concepts are 
updated (e.g., to balance the game mechanics) every two weeks without necessity to 
change the carpooling application. 

 The second use case concerns the gamifi cation of training of a German Bundesliga 
club where the players should train several aspects such as reaction times and antici-
pation of several soccer situations. In this case, several mini serious games were 
implemented where players train individually or compete against their teammates. 

 For this implementation, we used a highly customizable achievement system 
because performance was considered very crucial. For instance, the measurement 
of reaction times has to happen with a resolution below 1 ms  (e.g., the delta 
between presenting a soccer situation to the player and the player’s response). 
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Due to the aforementioned loose-coupling of  generic platforms  and consequential 
performance limitations, the calculation of these aspects has been implemented 
within the games directly. The results are then propagated to and stored within the 
achievement system. Based on the reaction times, the AS is used to generate com-
petitive structures (e.g., leaderboards) or to visualize the players’ progress. 

 In a second iteration of the project, however, we extended the achievement 
 system to a generic gamifi cation platform because some calculations could be iso-
lated from the mini games. For example, the trainer should be enabled to change 
training thresholds and rules on-the-fl y, i.e., without recompilation and redistribu-
tion of the actual application. Hence, some aspects of the gamifi cation, e.g., calcula-
tion of reaction times, might be kept within the application and others, e.g., how 
many rounds a gaming sessions consists of, are maintained within the gamifi cation 
platform which acts as a hybrid system comprising an achievement system and 
generic gamifi cation platform.  

22.7     Summary 

 In this paper, we introduced gamifi cation as a software development process. 
Furthermore, we have outlined four classes of gamifi cation solutions supporting the 
introduction of gamifi cation into information systems. For each class we have 
explained its abstract functionality, derived advantages and disadvantages, and 
referred to examples. IT experts such as developers or architects can use this clas-
sifi cation to plan, architect, and decide for the right technology approach by consid-
ering the trade-offs within their project context. Moreover, this classifi cation avoids 
pitfalls in the planning phase from the early beginning. 

 Based on our practical experience in designing and implementing gamifi cation 
projects in IS, we argued that generic gamifi cation platforms provide the highest 
suitability for long-term gamifi cation projects due to their enhanced fl exibility, reus-
ability, and decoupling of functionality and technology. The other approaches, how-
ever, might be of advantage when short-term projects such as marketing campaigns 
are aspired or the target application is more a real game, for example, in e-learning 
environments.     
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    Chapter 23   
 Workplace Psychology and Gamifi cation: 
Theory and Application 

             Philipp     Herzig     ,     Michael     Ameling     , and     Alexander     Schill    

    Abstract     The objective of gamifi cation is to engage and motivate people in 
non- gaming contexts, for example, at the workplace. However, practitioners often 
understand gamifi cation as the introduction of extrinsic rewards (e.g., points, 
badges) as kind of non-monetary valuta and, thus, inexpensive way of rewarding 
people. Although these approaches work to some extent, successful and sustainable 
applications of game design elements foster the intrinsic motivation of people. The 
investigation of intrinsic motivation, human satisfaction, and well-being has been a 
long-term research fi eld in work and organizational psychology. In this chapter, we 
describe key theories from the domain of positive and workplace psychology. Key 
resources and factors of these theories are then linked to gamifi cation and game 
design elements. This analysis results in a general framework for quantitative gami-
fi cation research which has been partially evaluated with one of our ERP gamifi ca-
tion applications.   

23.1         Theory and Defi nitions 

 Gamifi cation, the “use of game design elements in non-game contexts” (Deterding, 
Dixon, Khaled, & Nacke,  2011 ), has emerged as a trend for information systems 
(IS). The general hypothesis is that gamifi cation fosters higher levels of engage-
ment, participation, and motivation, if applied correctly. This hypothesis is based on 
the observation that people are spending much time on playing games. For example, 
more than fi ve million people in the USA play (video) games for 40 h a week and 
gamers have collectively spent 5.93 million years playing World of Warcraft 
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(McGonigal,  2011 ), although such games do not have external value (Caillois,  2001 ). 
The question is which game mechanisms provide these levels of motivation and if 
they can be isolated from games and eventually applied within non-gaming contexts 
to foster similar behavior. 

 In this paper, we specifi cally look at the workplace as non-gaming context. Work 
and organizational psychology is studying the overall  happiness  of employees and 
proposed multiple theories and models over the past decades. These theories have in 
common that there are many ways to be happy but it is impossible to fi nd general 
happiness as everyone demands different rewards (Lyubomirsky, Sheldon, & 
Schkade,  2005 ; Sheldon & Lyubomirsky,  2007 ). These rewards can be either of 
 extrinsic  or  intrinsic  nature. The former is represented, for example, by real-world 
money, status, or goods, the latter by, e.g., positive emotions, individual strengths, 
or social connections. While  extrinsic  motivators lead to  hedonic behavior ,  intrinsic  
rewards lead to  autotelic behavior  under which all self-motivating and self- 
rewarding activities are subsumed (Csikszentmihalyi,  1975 , p. 10). McGonigal ( 2011 , 
p. 46) argues that those autotelic activities engage people completely and are the 
most  “pleasurable, satisfying, and meaningful emotional states that we can 
experience” . 

 The following chapter introduces key theories and models which target these 
intrinsic motivations. Furthermore, computer games and their motivating factors are 
analyzed. Based on this consideration, we show that there is a signifi cant intersection 
between factors leading to work and game engagement. This observation leads to 
the proposal of general framework for quantitative gamifi cation research at the 
workplace. Additionally, we present the application of this general model using the 
gamifi cation of enterprise resource planning software which acts as mediator to 
introduce game mechanics to the job. Our results demonstrate that gamifi cation 
provides promising results for higher levels of motivation on the hand and supports 
the leading hypothesis of workplace gamifi cation on the other hand. 

23.1.1     Engagement in the Workplace 

 Today the average worker spends a quarter or a third of his or her life time at work 
(Harter, Schmidt, & Keyes,  2003 , p. 205). Overall job satisfaction is a good deter-
minant of life satisfaction (Bowling, Eschleman, & Wang,  2010 ; Curhan, Elfenbein, 
& Kilduff,  2009 ; Ilies, Scott, & Judge,  2006 ). However, within a globalized work 
environment people suffer on work-related illnesses, such as burnout or depression, 
leading to a loss of 1,250 million working days per year worldwide (Rodríguez- 
Carvaja, Moreno-Jiménez, de Rivas-Hermosilla, Álvarez-Bejarano, & Vergel, 
 2010 ) and to a negatively affected life satisfaction. 

 Within the domain of work and organizational psychology, there are two main 
research streams which try to identify how the organizational environment affects 
employees’ live and performance (Harter et al.,  2003 ). First, the  person- environment 
fi t  theory by French, Caplan, and Van Harrison ( 1982 ) which is based on the  fl ow  
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theory by Csikszentmihalyi ( 1975 ). In this approach it is argued that the individual’s 
performance decreases by strain, i.e., task diffi culty is too high, or by boredom, i.e., 
task diffi culty is too low. It is necessary to avoid both states through organizational 
provisions (Harter et al.,  2003 , p. 205). 

 Second,  positive emotions  leading to happiness in the workplace (e.g., pleasure, 
enjoyment, energy) and their relationship to positive outcomes (e.g., behavioral, 
cognitive or health benefi ts) are investigated (Harter et al.,  2003 , p. 205). Research 
has found that workers in a positive mood are objectively more productive (Zelenski, 
Murphy, & Jenkins,  2008 , p. 535) or more creative (Baas, Dreu, & Nijstad,  2008 , 
p. 798). 

 More recently, researchers have begun to join both research streams by concep-
tualizing the abstract term “ happiness “ on the job by different latent variables, such 
as  engagement  or  job satisfaction , and by exploring interdependencies between 
these constructs. Therefore, Table  23.1  gives an overview of possible conceptualiza-
tion of happiness in the workplace (Fisher,  2010 ).

   It is important to note that the presented conceptualizations are neither distinct 
from each other nor do researchers agree upon their interdependencies or taxonomic 
classifi cation. For example, Fisher ( 2010 , p. 389) argues that  thriving  and  vigor  are 
part of the higher-order construct  engagement . Moreover, Schaufeli and 
Bakker ( 2010 , p. 21) argue that “job satisfaction and job involvement share some 
meaning with work engagement but cannot be reduced to it”.  Organizational 
commitment  is considered as consequence of  work engagement  (e.g., Bakker & 
Demerouti,  2008 ). Further, researchers agree that  fl ow , when experienced on the 
job, is equal to the  absorption  dimension of  engagement  (Hallberg & Schaufeli,  2006 , 
p. 120). More recently, Spreitzer, Lam, and Fritz ( 2010 , p. 135) found, that the inter-
section of  thriving  and  engagement  is characterized through  vigor/vitality . 

 Based on this analysis, Fisher ( 2010 , p. 390) argues that the constructs  work 
engagement ,  job satisfaction , and  organizational commitment  capture most of the 
variance in person-level happiness at work. Since all these variables are integrated 
into one single model, called the  job-demand resource model  introduced by 
Demerouti, Bakker, Nachreiner, and Schaufeli ( 2001 ), antecedents and conse-
quences of  work engagement  are described in the next section. 

23.1.1.1     The Job Demand-Resource Model 

 The job demand-resource model (JD-R) introduced by Demerouti et al. ( 2001 ) is 
the most used utilized model by engagement researchers (Hakanen & Roodt,  2010 , 
p. 86) and roots in the demands-control model introduced by Karasek ( 1979 ). The 
assumptions of the JD-R model are consistent with prior validated theories, such as 
the job characteristics theory (JCT) by Hackman and Oldham ( 1980 ) or self- 
determination theory (SDT) by Ryan and Deci ( 2000 ). 

 The JD-R model is based on two important higher-order constructs:  job resources  
and  job demands . According to Bakker, Hakanen, Demerouti, and Xanthopoulou 
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    Table 23.1    Happiness conceptualizations at the workplace   

 Construct  Defi nition 

 Job satisfaction  “A pleasurable or positive emotional state resulting from an 
appraisal of one’s job or job experiences” (Locke, Cartledge, & 
Knerr,  1975 , p. 1300). 

 Organizational 
 commitment 

 “Personally identifying with the organization’s goals and values 
and being effectively attached to the organization” (Fisher,  2010 , 
p. 388). 

 Job involvement  “Is a state of engagement with one’s job, identifying with one’s 
work, and viewing the job central to one’s identity and self-
esteem, roughly opposite to the concept of alienation or 
meaninglessness” (Brown,  1996 ). 

 Engagement  “A positive, fulfi lling, work-related state of mind that is 
characterized by vigor, dedication, and absorption. Vigor is 
characterized by high levels of energy and mental resilience while 
working. Dedication refers to being strongly involved in one’s 
work and experiencing a sense of signifi cance, enthusiasm, and 
challenge. Absorption is characterized by being fully concentrated 
and happily engrossed in one’s work, whereby time passes quickly 
and one has diffi culties with detaching oneself from work” 
(Bakker & Demerouti,  2008 , pp. 209–210). 

 Thriving  “Thriving at work combines feelings of vitality and energy with 
beliefs that one is learning, developing and making progress 
towards self- actualization” (Spreitzer & Sutcliffe,  2007 ). 

 Vigor  “A positive affective experience involving energetic resources 
including feelings of physical strength, emotional energy and 
cognitive liveliness” (Shirom,  2006 ). 

 Flow  “Refers to the enjoyment experienced when engrossed in a task” 
(Fisher,  2010 , p. 390). Alternatively, the defi nition of 
Csikszentmihalyi and LeFevre ( 1989 , p. 816) defi nes the construct 
as “the process of optimal experience” where “nothing else seems 
to matter” (Csikszentmihalyi,  2008 , p. 4). 

 Positive 
 psychological capital 
 (PsyCap) 

 “An individual’s positive psychological state of development 
characterized by: (1) having confi dence (self-effi cacy) to take on 
and put in the necessary effort to succeed a challenging task; (2) 
making a positive attribution (optimism) about succeeding now 
and in the future; (3) persevering toward goals, and when 
necessary, redirecting paths to goals (hope) in order to succeed; 
and (4) when beset by problems and adversity, sustaining and 
bouncing back and even beyond (resilience) to attain success” 
(Luthans, Youssef, & Avolio,  2007 , p. 3). 

 Affect at work  All previous constructs are related to attitudes or cognitions. 
Within this constructs measures are subsumed that “assess moods 
and emotions at the workplace directly” (Fisher,  2010 , p. 390). 

( 2007 , p. 275),  job demands  “represent characteristics of the job that potentially 
evoke strain, in case they exceed the employee’s adaptive capability”. 

 The counter metrics of  job demands  are  job resources  defi ned as “working con-
ditions that provide resources for individual employees” (Demerouti et al.,  2001 , 
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p. 499). More specifi cally, job resources refer to “those physical psychological, 
social, or organizational aspects of the job that may (a) reduce job demands and the 
associated physiological and psychological costs; (b) are functional in achieving 
work goals; and (c) stimulate personal growth, learning and development” 
(Demerouti et al.,  2001 , p. 501). 

 Based on these two foundational variables the dual process of the JD-R model 
has been created depicting the outcomes of job resources and demands (Fig.  23.1 ).  

 The entire model consists of two different processes. First, a  health impairment 
process  which is initiated when job demands are high, i.e., mental and physical 
resources are highly utilized leading to illnesses, such as burnout or depression. 
These mental illnesses may then lead to negative organizational outcomes. 

 Second, a  motivational process  initiated by job resources which leads to engage-
ment and positive organizational outcomes. Both processes infl uence each other 
whereby mental illnesses negatively correlate with positive organizational outcomes 
and job resources. 

 More recently, a meta-analysis of multiple studies validated the following  job 
resources :  social support  from colleagues,  autonomy/control ,  skill variety ,  organi-
zational climate  or  performance feedback  (Halbesleben,  2010 ). The same review 
also presented that organizational  commitment , individual work  performance , and 
 health  have a positive correlation with these  job resources  and  engagement . On the 
other side,  turnover intentions  are negatively correlated with  job resources . 
Furthermore,  job demands , such as work-family  confl icts  or work  overload , are 
negatively correlated with work engagement (cf. Halbesleben,  2010 , pp. 109–111). 

 The presented job resources can be either of intrinsic or extrinsic motivational 
nature. First, they are intrinsically motivating because they are supporting the indi-
vidual’s growth, learning, and development. For example, immediate feedback sup-
ports learning and job competence. As another example, social support fulfi lls the 
need for autonomy and the need to belong. Second, they have an instrumental, 
extrinsically motivating value that helps the individual to achieve his or her personal 

  Fig. 23.1    JD-R model (Bakker & Demerouti,  2007 , pp. 313–314)       
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work goals, i.e., foster the individual’s willingness to dedicate efforts and abilities 
to the task in question (Leiter & Bakker,  2010 , pp. 2–3).  

23.1.1.2     Psychological Capital and Positive Emotions 

  Job resources  are not the only source for engagement in the workplace. Hakanen 
and Roodt ( 2010 , p. 93) hypothesized that  personal resources  might be further 
determinants of engagement. Based on the theory of positive organizational behav-
ior (POB) the subset of  psychological capital  (PsyCap) can be derived which 
includes four important  personal resources  (Table  23.1 ):  hope ,  optimism ,  resilience  
and  self-effi cacy  (Luthans,  2002 ). Sweetman and Luthans ( 2010 , pp. 58–62) show 
that all these variables are good predictors for  engagement  and engagement’s sub- 
dimensions, i.e.,  vigor ,  dedication , and  absorption . In the meta-review of 
Halbesleben ( 2010 ),  personal resources  even have the highest positive impact on 
engagement with self-effi cacy as the strongest predictor.  Job resources  are, how-
ever, weaker predictors of engagement compared to  personal resources . 

 Additionally, researchers found that PsyCap has not only a direct effect on engage-
ment but is mediated through  positive emotions  such as enthusiasm, enjoyment, 
empathy, curiosity, or action. Thus, higher levels of PsyCap lead to more positive 
emotions which, in turn, lead to more engaged people (Avey, Wernsing, & Luthans, 
 2008 , p. 64). Moreover, Salanova, Schaufeli, Xanthopoulou, and Bakker ( 2010 ) 
argue, based on conservation of resources theory (COR), social cognitive theory 
(SCT), and broaden-and-build theory (BB), that  PsyCap ,  positive emotions , and  work 
engagement  together are forming a  gain spiral  with reciprocal relationships, i.e., 
increased  PsyCap  can increase  positive emotions  can increase  engagement  which, 
fi nally, increases  PsyCap  again. However, also the opposite direction is possible lead-
ing to loss spirals (Salanova et al.,  2010 , p. 119).  Self-effi cacy  is considered as the 
initiator of such gain spirals according to SCT (Salanova et al.,  2010 , p. 123). 

 The presented theories are of course not the only source for engagement on the 
job. For example, leadership qualities play an important role, since engagement has 
a contagious effect in groups (Salanova et al.,  2010 , p. 128). Moreover, leadership 
can activate positive emotions which, in turn, can support gain spirals with engage-
ment and PsyCap (Bono, Foldes, Vinson, & Muros,  2007 , p. 1357). These addi-
tional factors are, however, beyond the scope of this paper.   

23.1.2     Engagement in Games 

 This section analyzes factors leading to engagement in games based on the classifi -
cation of McGonigal ( 2011 , p. 49) Afterwards, key characteristic are compared with 
the  job  and  personal resources  outlined above. 
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23.1.2.1     Mastery 

 McGonigal ( 2011 , pp. 29–30) defi nes four different kinds of work that can be 
accomplished in games:  high-stake work  which is defi ned as “fast and action ori-
ented”,  busywork  as “completely predictable and monotonous” work,  mental work  
which “revs up [...] cognitive faculties”, and  physical work  which needs the full 
body to fulfi ll a particular task. 

 All of these types are characterized through clear goals and actionable next steps 
to make the work satisfying. Clear goals motivate the action itself and actionable 
next steps tell the user how to reach these goals immediately (McGonigal,  2011 , 
p. 55). After a goal is completed in the game, new tasks (with increased diffi culty) 
are necessary. An enjoyable state of satisfaction occurs in that case, because users 
always want to perform better for themselves by completing tasks. This process is 
called  mastery  by psychologists which is a “virtuous cycle of productivity” 
(McGonigal,  2011 , p. 53). Ultimately, a feedback system is necessary in order to 
show how much effort is still needed to fi nalize the task in question. As a require-
ment, this feedback has to be direct, immediate, and vivid in visualization 
(McGonigal,  2011 , p. 57).  

23.1.2.2     Positive Emotions and Personal Resources 

 A study using an electrocardiogram to measure emotions found that participants are 
more positively affected when they fail in the game rather than win under the 
assumption that positive feedback was given after a failure. Vice versa, emotions are 
only negatively affected on negative feedback after a failure (Ravaja, Saari, Laarni, 
Kallinen, & Salminen,  2005 , pp. 9–11). Failing on a real-world problem, however, 
leads in most cases to disappointment or stress. The researchers concluded that a 
gamer never fails passively but spectacularly and entertainingly and, thus, declares 
the failure feedback as reward (Ravaja et al.,  2005 , p. 11). 

 More importantly, positive feedback drives  hope  and  optimism  to do better on the 
next attempt. Vice versa, if one is too good regarding the task in question, he or she 
gets bored ultimately (Koster,  2004 , p. 40). Thus, the fun of a game only lasts if 
further challenge and, consequently, hope to be more successful exists. Consequences 
of  optimism  are increased  attention ,  thinking ,  learning  and  success  (Seligmann,  1998 , 
p. 69). However, giving negative feedback on failure leads to negative emotions 
(e.g., disappointment or stress).  

23.1.2.3    Social Components 

 Some positive psychologists argue that the greatest source of happiness are other 
people or social contacts (Weiner,  2008 , p. 137). Social interactions can be found in 
many games and may unleash so-called  prosocial  emotions, such as love, compas-
sion, admiration, and devotion belonging to the overall group of  positive emotions  
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(McGonigal,  2011 , p. 82). Such  prosocial  emotions are not necessarily a conse-
quence of good game design but a side effect of a socially enabled game.  

23.1.2.4    Purpose 

 Researchers agree that games do not generate external value. Value is, hereby, 
defi ned as something that has importance and consequence. Doing something in a 
game, however, has neither real-world importance nor real-world consequence 
(cf. McGonigal,  2011 , pp. 96–97). Nonetheless, players may derive a meaning out 
of their game activities because within a social context they always contribute to a 
larger task or problem that would be impossible to solve alone. The larger the entity 
is that one can attach to, the more meaning and purpose can one derive out of it 
(Seligmann,  1998 , p. 287). 

 Additionally, experiencing meaning or purpose may trigger further positive emo-
tions, e.g.,  awe . For example, when  awe  is experienced, people describe the situa-
tion as epic. According to Pearsall ( 2007 , p. 193) it is even the most satisfying 
emotion that one can feel. Moreover, this emotion acts, in turn, as a motivator for 
doing better and may foster gain spirals with engagement.    

23.2     Research Model 

 Based on the description above, Table  23.2  presents a comparison of factors leading 
to work and game engagement. We show that there is a signifi cant intersection of 
factors leading to engagement in both domains.

   Table 23.2    Comparison of intrinsic motivators in work and game engagement   

 Variable  Type 

 Antecedent 
of work 
engagement 

 Antecedent 
of game 
engagement 

 Hope  Personal resource  YES  YES 
 Optimism  Personal resource  YES  YES 
 Resilience  Personal resource  YES  NO 
 Mastery  Personal resource  YES  YES 
 Self-effi cacy  Personal resource  YES  YES 
 Autonomy/control  Job resource  YES  YES 
 Social support  Job resource  YES  YES 
 Feedback  Job resource  YES  YES 
 Skill variety  Job resource  YES  YES 
 Environmental climate  Job resource  YES  YES 
 Positive emotions (e.g., enjoyment, awe, prosocial 
emotions, curiosity, enthusiasm) 

 YES  YES 
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    Hope ,  optimism , and  self-effi cacy  as described by PsyCap can be identifi ed in 
games too, e.g., through positive failure feedback or mastery processes. Therefore, 
it is argued that mastery as the surrounding process exists in both domains. 
However,  resilience  could not be identifi ed in games, since they are played on a 
voluntary basis. 

 Furthermore,  job resources  leading to work engagement could be identifi ed in 
games as well. These variables, however, are only supported, if the gamifi cation 
concept includes at least one social component. Moreover, not all types of games 
support all job resource variables similarly. For example,  skill variety  is not given 
by all kinds of games (e.g., casual games). 

 Finally,  positive emotions  such as  enjoyment ,  compassion , or  pride  are essential 
to engagement in both domains. 

 Since these factors seem to be equally supported in both domains, the working 
hypothesis is postulated that the isolation and application of game mechanics may 
signifi cantly improve the engagement of employees on the job. Based on the previ-
ous work engagement theories, we propose a general framework shown in Fig.  23.2 .  

 In this model, the JD-R model as well as the PsyCap theory are directly refl ected 
as described in prior literature. Furthermore, the hypothesis of Salanova et al. ( 2010 ) 
is refl ected by introducing reciprocal relationships between  positive emotions , 
 engagement , and  PsyCap  which either lead to gain or loss spirals. It is important to 
note that antecedents of  engagement , i.e., job resources and demands, are omitted 
for better readability but have to be considered in studies as well in order to explain 
 engagement’s  variance. Besides  positive emotions  we separated the  fl ow  construct 
from engagement in accordance with Hoffman and Novak ( 2009 ). 

  Fig. 23.2    Proposed research model for gamifi cation       
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 Besides the plain workplace theories, we also included constructs from the 
technology acceptance model (TAM) by Davis ( 1989 ) which roots in the theory of 
reasoned action (TRA) by Fishbein and Ajzen ( 1975 ). There are three reasons for 
this inclusion. 

 First, constructs such as  positive emotions  or  fl ow  are not only antecedents to 
engagement but have a positive impact on the  perceived ease of use  (PEOU) and 
 perceived usefulness  (PU) of technology (e.g., information systems). Since infor-
mation systems are typically used to transport a gameful design, the user acceptance 
towards the underlying technology has to be improved as well. 

 Second, the JD-R and PsyCap models are diffi cult to measure as they require 
long-term studies and mature technology. The TAM, however, allows researchers to 
analyze usage intentions  ex ante , i.e., even for early prototypes (Wang,  2008 ). Thus, 
it might be useful for researchers to validate their gamifi cation approach with the 
TAM fi rst to gather fast feedback using simple prototypes. If the results are prom-
ising, scholars may then conduct a longitudinal study in a larger work setting utiliz-
ing the JD-R and PsyCap constructs. 

 Third, improvements in TAM’s constructs may have a direct infl uence on 
PsyCap. For example,  PEOU  comprises two sub-values:  effi cacy  and  instrumental-
ity . While  effi cacy  is a main factor for intrinsic motivation and may directly infl u-
ence the intention to use a particular technology,  instrumentality  tends to improve 
performance and therefore positively affects  perceived usefulness  (Davis, Bagozzi, 
& Warshaw,  1989 ). Since  effi cacy  is a key factor in PsyCap, we further argue that 
 PEOU  may even support one’s psychological capital directly. 

    Table 23.3    Defi nition of constructs   

 Construct  Defi nition 

 Interface/content (IF)  “User interface and content of the system” (Choi, Kim, & Kim, 
 2007 ). 

 Telepresence (TP)  Presence is defi ned as “the natural perception of an environment” 
and telepresence as “mediated perception of an environment”, e.g., 
in an computer- mediated environment (Steuer,  1992 ). 

 Interactivity (IA)  “The extent to which users can participate in modifying the form 
and content of a mediated environment in real time” (Steuer,  1992 ). 

 Flow (FL)  “Process of optimal experience” (Csikszentmihalyi & LeFevre, 
 1989 ) where “nothing else seems to matter” 
(Csikszentmihalyi,  2008 ) because one is engrossed or absorbed in 
the task. 

 Enjoyment (ENJ)  The extent to which “the activity of using a specifi c system is 
perceived to be enjoyable in its own right, aside from any 
performance consequences resulting from system use” (Venkatesh 
& Davis,  2000 ). 

 Perceived usefulness 
(PU) 

 “The degree to which a person believes that using a particular 
system would enhance his or her job performance” (Davis 
et al.,  1989 ). 

 Perceived ease of use 
(PEOU) 

 “The degree to which a person believes that using a particular 
system would be free of effort” (Davis et al.,  1989 ). 

 Behavioral intention (BI)  “A measure of the strength of one’s intention to perform a specifi ed 
behavior” (Fishbein & Ajzen,  1975 ). 
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 In Table  23.3  we present the defi nitions of all remaining constructs. The exem-
plary application of this model is presented in the following section based on the 
study of a gamifi ed ERP application.

23.3        Application 

 We applied a part of the proposed research model by studying the gamifi cation of 
standard sales and procuring processes using enterprise resource planning (ERP) 
systems as mediator. Today, these systems are pervasively used in the workplace 
and provide an adequate mean to study the effects of gamifi cation towards user 
perception and engagement. In this section, we shortly summarize the study and its 
results. 1  

23.3.1     Use Case 

 In the study we enriched a standard ERP system through a novel ERP interface 
which adopts the look and feel of well-known strategy games, e.g., SimCity or 
Anno (Fig.  23.3 ). We introduced several goals (missions) and feedback mechanisms 
(notifi cations, achievements, levels) on top of business processes such as procure-
ment, sales, or production planning. Missions, for example, comprise the process-
ing of standard sales and purchase orders for customers or suppliers respectively.  

  Fig. 23.3    Screenshot of gamifi ed ERP prototype       

1   Further details can be found in Herzig, Strahringer, and Ameling ( 2012 ). 
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 After the completion of missions, users increased in level and were rewarded 
with one of fi ve hidden  stars  as achievements. Some missions have to be accom-
plished under time constraints (e.g., plan a new production within 1 min) whereas 
the entire prototype ends after 15 min to allow for the comparison of results. 
Furthermore, the on-boarding phase was supported by gamifi cation instructions 
only, i.e., the game was designed to be self-explaining and participants received no 
instructions before. 

 Based on this prototype we instructed 112 subjects to play the gamifi cation 
prototype and interviewed them with regards to our model (Appendix 2). Afterwards, 
subjects refl ected the same processes in a standard ERP system. Subsequently, we 
asked the same questionnaire items for the classical approach. Our questionnaire 
comprised standard items for each model variable from prior literature. Participants 
included ERP professionals, academic personnel, and novice ERP users. As shown 
in Table  23.4 , the average respondent in the sample is 25.45 years old, has slightly 
more experience in games than in ERP and had achieved 3.786 out of fi ve stars in 
the game prototype. Variables are not normally distributed, except  ERP  experience. 
Furthermore, Table  23.5  shows the distribution of the binary variable  gender . The 
sample consists of 70 male and 42 female participants.

    Based on these variables, signifi cant correlations could be found, which are pre-
sented in Table  23.6 . These correlations can be summarized as: 

   Table 23.4    Descriptive statistics of exogenous factors a    

 Variable  Mean  S.D  Median  Jarque-Bera Test 

 Age  25.45  5.13  24  2.2 −16∗∗∗  
 Experience SAP  2.786  0.981  3  0.9307 
 Experience game  3.018  1.439  3  0.01429 ∗  
 Stars  3.786  1.436  4  0.0002488 ∗∗∗  

   a Signifi cance levels:     , ∗∗  < 1 %, ∗  < 5 %, ′  < 10 %     

  Table 23.5    Distribution 
of variable gender  

 Gender  Abs. frequency  Rel. frequency 

 Male  70  0.625 
 Female  42  0.375 

   Table 23.6    Correlation matrix of exogenous variables a    

 Age  Gender  Experience ERP  Experience game  Stars 

 Age  1  0.007  0. 256    - 0. 202    - 0. 183  
 Gender  1  0.038  0. 422   0. 297  
 Experience ERP  1  0.054  0.038 
 Experience games  1  0. 447  
 Stars  1 

   a Correlations in boldface are signifi cant at least against a 5 % level  
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•    The older the participant the lower is the experience with games (e.g., Anno) 
( − 0. 2015)  

•   The older the participant the higher is the experience with ERP (0.256)  
•   Men have higher experience in games than women (0.422)  
•   The higher the experience in games the more stars (achievements) are earned in 

the gamifi cation prototype (0.4465)  
•   Men achieve more  stars  (achievements) than women (0.297).   

23.3.2        Evaluation Results 

 Based on the questionnaire, we applied partial least squares (PLS) on the structural 
equation model for the traditional ERP system (Appendix 1; Fig.  23.5 ) and the gam-
ifi cation approach (Appendix 1; Fig.  23.6 ). Some factors (e.g.,  interactivity ) were 
not found to be signifi cant based on quality measure such as average variance 
extracted (AVE), Cronbach’s  α , or composite reliability (CR) (Chin,  1998 ; Götz, 
Liehr-Gobbers, & Krafft,  2010 ). 

 Based on the remaining constructs, the following observations were made: com-
pared to standard ungamifi ed ERP,  telepresence  is improved by 29.75 %,  interface  
by 23.4 %,  fl ow  by 30.353 %,  enjoyment  by 53.414 %,  perceived ease of use  by 
36.12 % and  usage intentions  by 12.12 %. On the other side,  perceived usefulness  
decreased by − 3. 03 %. This fact is illustrated in Fig.  23.4 .  

 In Table  23.7  we present factor means and standard deviations for all constructs. 
We observe that all mean differences are statistically signifi cant    according to  analy-
sis of variance  (ANOVA) and  Wilcoxon-Mann-Whitney -Test (U-Test), except  per-
ceived usefulness  and  behavioral intention  to use the prototype.

  Fig. 23.4    Relative improvements in gamifi cation prototype       
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   Table 23.7    Mean factor comparison for all constructs   

 Variable  Mean  S.D.  Median  JB-Test  ANOVA  U-Test 

  IA  ERP   2.990  0.754  2.988  0.518  0. 395  0. 378 
  IA  GAME   3.091  0.989  3.047  0.327 
  IF  ERP    3 . 089   0.878  3  0.158  1. 743 −09∗∗∗   1. 831 −10∗∗∗  
  IF  GAME    3 . 812   0.846  4  1.820 −08∗∗∗  
  TP  ERP    1 . 946   0.800  1.862  0.00370 ∗∗   3. 351 −06∗∗∗   7. 815 −06∗∗∗  
  TP  GAME    2 . 525   1.004  2.617  0.0846 ′  
  FL  ERP    1 . 924   0.972  1.668  0.00158 ∗∗   1. 968 −05∗∗∗   3. 207 −05∗∗∗  
  FL  GAME    2 . 508   1.030  2.669  0.0503 ′  
  ENJ  ERP    2 . 533   0.960  2.341  0.124  2. 2 −16∗∗∗   2. 2 −16∗∗∗  
  ENJ  GAME    3 . 886   0.850  4  1.381 −08∗∗∗  
  PEOU  ERP    2 . 807   0.828  2.809  0.832  2. 2 −16∗∗∗   4. 441 −16∗∗∗  
  PEOU  GAME    3 . 821   0.839  3.948  0.000748 ∗∗∗  
  PU  ERP    3 . 303   0.899  3.258  0.00661 ∗∗   0. 435  0. 8299 
  PU  GAME    3 . 203   0.995  3.250  0.0373 ∗  
  BI  ERP   3.408  1.108  3.670  0.0366 ∗   0. 2731  0. 2030 
  BI  GAME   3.574  1.149  4  0.00430 ∗∗  

   Furthermore, Fig.  23.4  shows that some path weights between constructs have 
changed signifi cantly, i.e., these factors explain their successors’ variance more or 
less. For example, although  PEOU  is increased on average,  fl ow  and  enjoyment  
explain less of PEOU’s variance (between 12 and 96 %) in the gamifi cation  prototype 
compared to the ERP model. Therefore, we conclude the research model lacks 
important factors explaining the increase in PEOU further. These additional ante-
cedents of PEOU might be derived from literature (e.g., Venkatesh and Bala,  2008 ). 

 Vice versa,  fl ow  has a stronger positive impact on  perceived usefulness  (68.96 %) 
in the gamifi cation prototype. Nonetheless, the overall mean of PU has decreased by 
3.03 %. Hence, other factors which were not observed in our study may have a 
strong negative effect on the prototype’s usefulness. In fact, we collected further 
qualitative feedback from participants why they diminished  perceived usefulness . 
The primary concern was that participants cannot imagine that an entire ERP sys-
tem would be realized with gamification. Given that further antecedents of  per-
ceived usefulness  are  subjective norm ,  image ,  job relevance ,  output quality  and 
 result demonstrability  (Venkatesh and Bala,  2008 ), we argue that  job relevance  and 
 output quality  might have the strongest negative effect on  perceived usefulness  
based on the participants’ qualitative feedback. This accounts for the inclusion of 
these additional constructs in subsequent studies. 

 Our results yield further that  fl ow  seems to have less impact on  behavioral inten-
tion , while  perceived ease-of-use  is a stronger predictor with gamifi cation. We con-
clude that the intention to use the system with gamifi cation has not increased 
signifi cantly because of two effects. 
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 First,  perceived usefulness  is decreased. Since PU explains BI’s variance twice as 
much ( 0.462 ) as PEOU ( 0.286 ) does (Appendix 1; Fig.  23.6 ), the decrease of PU 
(with gamifi cation) masks the improvements of PEOU and all its antecedents. 

 Second,  fl ow , although increased on average, has less impact on one’s BI to use 
gamifi ed ERP. Hence, BI does not improve linearly with the improvements in 
FL. We argue that both effects can be eliminated using a more mature prototype as 
well as a larger sample in a more realistic work setting. Nonetheless, our results are 
promising for future investigation of gamifi cation on the job. 

 Finally, we measured age, gender, prior experience, and stars as moderators 
between the  PEOU-BI  and  PU-BI  relationships to observe if results differ between 
exogenous variables. Here, we observed the following results with gamifi cation: 

•    Older participants tend to rate  perceived ease-of-use  higher ( β: 0.279, t-value: 
1.867 ), i.e., age moderates PEOU positively.  

•   Higher experience with classical ERP leads to higher  usage intentions  of gami-
fi ed ERP ( β: 0.119, t-value: 1.794 ).  

•   Subjects who earned more achievements in the gamifi ed ERP tend to diminish 
 perceived ease of use  slightly ( β: 0.070, t-value: 1.693 ), i.e., rewards negatively 
moderate PEOU.    

 All other variable interactions were not statistically signifi cant, i.e., the estimated 
results of the model can be interpreted independently from gender, age, or prior 
experience with ERP and games.   

23.4     Summary and Outlook 

 In this article, we presented factors which infl uence happiness and engagement on 
the job and compared those with factors leading to engagement in games. Based on 
this observation, we proposed a general research model for the investigation of 
workplace gamifi cation. This research model roots in well-established prior theo-
ries such as the job demand-resource model, psychological capital, or positive emo-
tions. Furthermore, we extended this model for conducting research with early 
prototypes. We demonstrated the application of the proposed model in a study with 
a gamifi ed ERP prototype. We showed that the gamifi cation approach yields 
improvements in factors such as  enjoyment ,  fl ow , or  perceived ease of use . However, 
the  behavioral intention  to use the prototype has not increased signifi cantly because 
 perceived usefulness  has decreased due to the presented limitations of the study and 
the prototype. Hence, we propose to include further TAM antecedents in subsequent 
studies to explain such effects in more detail. For example, perceived usefulness 
could be explained by additional variables such as  output quality  or  job relevance . 
Furthermore, our tested prototype is rather simple and does not qualify for usage in 
real work settings. Thus, the model estimation of this paper should be repeated with 
an improved prototype evaluated in a real work setting, preferably examined through 
a longitudinal study in order to confi rm or reject the effects shown in this paper. 
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 Given a broader study, we propose to include variables from the JD-R model as 
well since we showed that important factors such as  fl ow  or  enjoyment  are substan-
tially increased by gamifi cation. This supports the working hypothesis that gamifi -
cation may increase quality on the job and improve even organizational outcomes, 
such as job performance or organizational commitment.      

23.5     Appendix 1: Model Estimations    

  Fig. 23.5    Estimated model for classical ERP system (structural equation model)       

  Fig. 23.6    Estimated model for gamifi ed ERP (structural equation model)       
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23.6     Appendix 2: Questionnaire Items 

 This appendix presents the questionnaire items for each constructs of the research 
model. All items, except exogenous constructs, were measured on 5-point Likert 
scales including the levels: strongly disagree, disagree, neutral, agree, and strongly 
agree. (R) denotes a reverse Likert scale. The ordinal value range for moderator 
variables is given in [ x ,  y ] notation. Since the questionnaire was used for the non- 
gamifi ed and gamifi ed ERP system, the concrete name of the solution is replaced by 
the letter X in the questions. 

 All items below can be found in the corresponding literature as defi ned in 
Table  23.3 . References are, thus, omitted in the following text. 

  Moderators/Exogeneous Variables  

•     How old are you? [0,99]  
•   What is your gender (male/female)? [0,1]  
•   How would you self-assess your experience with classical ERP, e.g., SAP? [1,5]  
•   How would you self-assess your experience with computer games e.g., SimCity, 

Anno, The Settlers, or Age of Empires? [1,5]  
•   How many stars did you achieve in the gamifi cation prototype? [1,5]    

  Interactivity  

•     When I use X there is very little waiting time between my actions and the com-
puter’s response.  

•   Interacting with X is slow and tedious. (R)  
•   I felt that I had the freedom to do anything in X.    

  Interface  

•     The information in X was well structured/presented.  
•   Navigation in X was easy for me.  
•   The content provided by X was easy to understand.    

  Telepresence  

•     I forget about my immediate surroundings when I use X.  
•   Using X often makes me forget where I am.  
•   After using X, I feel like I come back to the “realworld“ after a journey.  
•   Using X creates a new world for me, and this world suddenly disappears when I 

stop usage.  
•   When I use X, I feel I am in a world created by the software.  
•   When I use X, my body is in the room, but my mind is inside the world created 

by the software.  
•   When I use X,the world generated by the software is more real for me than the 

“realworld.”    
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  Flow  
  The word “fl ow” used to describe a state of mind sometimes experienced by people 
who are deeply involved in some activity. One example of fl ow is the case where a 
professional athlete is playing exceptionally well and achieves a state of mind where 
nothing else matters but the game; he or she is completely and totally immersed in 
it. The experience is not exclusive to athletics: Many people report this state of mind 
when playing games, engaging in hobbies, or working. Activities that lead to fl ow 
completely captivate a person for some period of time. When one is in fl ow, time may 
seem to stand still, and nothing else seems to matter. “Flow” may not last for a long 
time on any enjoyable occasion, but it may come and go over time. Flow has been 
described as an intrinsically particular experience. 

•    Do you think you have ever experienced fl ow in X?  
•   In general, how frequently would you say you have experienced “fl ow“ when 

you use the X?  
•   Most of the time I use X I feel that I am in fl ow?    

  Enjoyment  

•     I fi nd using X to be enjoyable.  
•   The actual process of using X is pleasant.  
•   I have fun using X.    

  Perceived Usefulness  

•     Using X improves my performance in my job.  
•   Using X in my job increases my productivity.  
•   Using X enhances my effectiveness in my job.  
•   I fi nd X to be useful in my job.    

  Perceived Ease of Use  

•     My interaction with X is clear and understandable.  
•   Interacting with X does not require a lot of my mental effort.  
•   I fi nd X to be easy to use.  
•   I fi nd it easy to get X to do what I want it to do.    

  Behavioral Intention  

•     Assuming I had access to X, I intend to use it.  
•   Given that I had access to X, I predict that I would use it.  
•   I would use X frequently in the future.      
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    Chapter 24   
 The Gamifi cation as a Resourceful Tool 
to Improve Work Performance 

             Edward     T.     Chen     

24.1            Introduction 

 Wii 2, X-Box One, PS4, and handheld Nintendo DS, PSP, and Gameboy are popular 
gaming platforms. People are familiar with these names. We see many people, 
mostly children playing on these gaming devices all the time. Gamifi cation can be 
simply defi ned as the use of games in areas that are usually considered to be a non- 
game environment, be it business, social or educational. Gamifi cation is the process 
of applying the concepts of these various gaming tools to solve the complex and 
critical problems of businesses (Gronroos,  2008 ;    Ind and Coates  2013 ; Lehdonvirta, 
 2009 ; Perry,  2009 ). If these entertainment tools mentioned above can be used to 
motivate the behavior of the players and infl uence their psychology, they can have a 
far reaching effect if applied outside the basic realm of entertainment (Gears,  2012 ; 
Lockton, Harrison, & Stanton,  2010 ,  2012 ; Nakajima & Lehdonvirta,  2013 ; Pandey 
& Dutta,  2013 ; Vassileva,  2012 ). 

 The military is often the fi rst to recognize and act on concepts. The concept of 
war games predates modern warfare. Applying gaming techniques and strategies to 
military actions has literally shaped the world for hundreds of years. Advancements 
in the application of gaming techniques continue into the present day. The military 
acknowledges that the demographics of America’s armed forces reside solidly in 
the age group of video game players and incorporates the gamer lifestyle into real 
life battle situations. The fi eld controller for remote controlled drones is based on a 
popular gaming console controller. Military personnel operating remote control 
drones compare their daily combat assignments to playing video games (Arenas & 
Stricker,  2013 ; Cheney & Sanders,  2011 ; Zichermann & Cunningham,  2011 ). 
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 Typically gamifi cation works by using the same underlying technology that 
forms the basis for the video games (King, Delfabbro, & Griffi ths,  2009 ; Kozlov & 
Johansen,  2010 ; Lee & LaRose,  2007 ; Shafer, Carbonara, & Popova,  2011 ). 
Gamifi cation, however, makes the technology more interactive, which in turn 
encourages users to engage in desired behaviors. It encourages the users to solve 
various business problems while playing games. Since video games are an effective 
way of grasping a user’s attention, gamifi cation ensures that the user does not devi-
ate from the desired path and remains focused on the goal at hand. Gamifi cation 
holds advantages over other problem-solving techniques by taking advantage of 
humans’ psychological predisposition to engage in gaming (King et al.,  2009 ; 
Lockton et al.,  2010 ,  2012 ; Schonbrodt & Asendorpf,  2011 ). Gamifi cation provides 
various incentives to users for doing certain tasks otherwise considered boring, thus 
making the boring chores as fun. After all, by nature human we want to have as 
much fun as possible, especially when solving problems (Anderson,  2011 ; Lockton, 
Harrison, Cain, Stanton, & Jennings,  2013 ; Yates & Wootton,  2012 ). Some exam-
ples of boring chores gamifi cation brings to life could be those such as fi lling out tax 
forms, shopping, completing various surveys or just reading information available 
on websites. 

 Due to its potentially increasing benefi ts, organizations are trying to apply gami-
fi cation at all levels in their business. Functional areas ranging from marketing to 
engage customers and to human resources to train employees are experiencing the 
benefi ts gamifi cation brings to the table (Hoffman and Novak,  1996 ; Karakas & 
Alperen,  2012 ; Soonkwan & Wang,  2011 ; Yamabe & Nakajima,  2013 ). Many users 
consider gamifi cation to be as unpretentious as playing games to help them com-
plete a task they would usually avoid. But, game thinking is much more than receiv-
ing rewards for game behavior or receiving badges for skill as adopted by some 
companies (Raasch & von Hippel,  2013 ; Yamabe & Nakajima,  2013 ). Rather, gami-
fi cation channelizes the brain to think outside the box and forces the user to remain 
dedicated to the issue at hand (Leadbeater,  2009 ). 

 There has been an explosion in the use of gaming techniques in the past few 
years. Gamifi cation requires a thorough acceptance of the design techniques that 
will engage and empower the users. User acceptance remains a critical success fac-
tor with gamifi cation (Davis,  1989 ,  1993 ; Kelley & Johnston,  2012 ; Montola, 
Stenros, & Waern,  2009 ; Zichermann & Cunningham,  2011 ). Companies can also 
benefi t from this business technique when available data from gamifi ed websites, 
applications, and processes indicate potential improvements in areas like user 
engagement, ROI, data quality, timeliness, or learning (Anderson,  2011 ; Hosack, 
Lim, & Vogt,  2012 ; Yates & Wootton,  2012 ). 

 To keep up with this emerging technology, there is an annual gamifi cation con-
ference called GSummit for academic researchers and IT practitioners. The 
GSummit Global of 2013 was held in San Francisco in April 2013. The objective of 
this global event is to bring together top experts to engage in game design. The 
GSummit is a forum where gamifi cation techniques are explored, tested, and sup-
ported. This summit can help increase the presence of gamifi cation in today’s busi-
ness world. It changes the way that education, entertainment, philanthropy, 
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government, and customer loyalty are viewed. As the popularity and effectiveness 
of gamifi cation continues to increase, more and more companies are coming to real-
ize the benefi ts gamifi cation can have for their employees as well as their business.  

24.2    How Gamifi cation Works 

 The gamifi cation technology presents the user with an environment that incorpo-
rates gaming elements to specifi c situations or challenges they may face in real life. 
The level of sophistication driving the environment is based upon the task or goal to 
be pursued and the fi rm’s investment constraints. In its simplest form, the applica-
tion of gaming techniques can be a tally sheet used to keep score of activities rang-
ing from ideas submitted, contacts made, or quotas achieved. Others may involve a 
simulated scenario with multiple features, agents, and avatars (Boellstorff,  2008 ; 
Colborne,  2010 ; Davis, Murphy, Owens, Kazanchi, & Zigurs,  2009 ; Grassian & 
Trueman,  2007 ; Partala,  2011 ). 

 More engaging and complex systems use gaming engines. The business estab-
lishes gaming rules and defi nes them in a gaming utility (Juul,  2005 ; Salen & 
Zimmerman,  2004 ). For example, a company may establish a rule that participants 
receive points for each sales call they make. When an employee accumulates a cer-
tain number of points, they advance to the next ‘level up.’ The gaming engine tracks 
sales calls and manages the participant’s status. The engine also provides the par-
ticipants with near real-time feedback on their performance and position in com-
parison with others (Cohen, Docksai, Tucker, & Wagner,  2012 ; Zichermann & 
Cunningham,  2011 ). 

 Acceptance of gamifi cation solutions increases when the rewards are associated 
with business objectives and feedback is near real-time. Timely feedback to partici-
pants requires gaming solutions to be built on transactional systems. Each time a 
transaction is processed, the gaming rules are evaluated and the scoring is updated 
(Lowood,  2005 ; Raasch & von Hippel,  2013 ). 

 The manner in which feedback to the participants is provided is a function of 
the business information architecture. If all participants are directly connected to 
the company’s wide-area network (WAN) and all use company issued hardware, 
then pushing the results and updates to participants can be handled using the inter-
nal websites. If participants are diverse, use various mobile devices, and may or 
may not be connected to the WAN, then use of a hosted cloud solution is prefer-
able as such an approach leverages the connection technology managed by the 
service provider. In exchange for this benefi t, the fi rm accepts a level of risk 
(Bajdor & Dragolea,  2011 ). For hosted solutions to provide participants with real-
time feedback, they need access to the fi rm’s transactional systems. Depending on 
the fi rm’s business, such access may be forbidden by regulatory agencies. At a 
minimum, such an environment warrants close coordination with IS security 
groups to ensure proper fi rewalls and encryption strategies are invoked (Visser, 
Vastenburg, & Keyson,  2011 ). 
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 Areas of gamifi cation techniques can be diverse. For instance, airline pilots use 
a more drastic model of gamifi cation, where a simulator presents a sensory rich 
environment to process learning techniques (Olstam, Lundgren, Adlers, & 
Matstoms,  2008 ). An exact replica of the cockpit of the plane, for which training is 
performed, is built. Each instrument, gauge, and window is either a screen or control 
connected to the simulator computer. Simulators, such as those used by Boeing, are 
mounted on complex multi-axis robotic arms. The simulator host program presents 
the pilot with routine and emergency situations by displaying images in ‘windows’ 
setting the values of the gauges, and controls the pitch and rotation of the robotic 
arm that supports the simulator. The actions taken by the pilot are evaluated by the 
simulator host computer which then presents the outcome of the actions by provid-
ing feedback to the pilot. This approach allows the simulator to provide a more 
realistic environment as the pilot feels the movement of the cockpit in response to 
their actions. If errors are made, they are seen as a learning opportunity where no 
real harm was done, users can improve their skill level in an environment without 
the risk of performing these actions in real-life situations. 

 Gamifi cation is also used in a direct customer purchase decision situation. 
Companies that sell RVs offer a game-like environment where customers can sit 
behind the wheel and test-drive the specifi c make or model that they are interested 
in purchasing. This way, they get accustomed to the feel of driving and handling an 
RV. This gamifi cation technique helps the RV companies make a sale and provides 
customers with ease of mind and a level of reassurance and satisfaction (Klein, 
 1999 ; Lehdonvirta,  2009 ).  

24.3    Gamifi cation’s Technical Limitations 

 The technology supporting a gamifi cation program can be as basic as a manual 
guiding sheet or as sophisticated as real-time elaborate solutions supported by 
enterprise systems (Bajdor & Dragolea,  2011 ). With a limited budget, there are few 
limits from a pure technology perspective. However, there are constraints that must 
be considered when implementing the gamifi cation project (Zichermann & 
Cunningham,  2011 ). 

 The game strategy may rely on data that is not currently collected or available. 
For example, a game that awards points based upon the number of sales calls made 
cannot be implemented if call volume data is not available. Even if a business tracks 
the number of calls, it may not track the data to the individual employee. In this 
case, the strategy would have to shift from the individual to a level supported by the 
data. Perhaps the department or shift level would be more appropriate (Kelley & 
Johnston,  2012 ). 

 For the game to provide participants with real-time feedback, the data and sup-
porting application must be based on transactional systems. If the game strategy is 
based on awarding trophies based on the total number of sales calls per month, the 
participants may lose interest if they do not know where they stand against the set 
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objective throughout the month. Basing the game play on transactional systems 
allows for real-time or near real-time feedback to participants (Lowood,  2005 ). 

 Participants may be geographically diverse and not connected to the company 
network. In this case, the business may face technology constraints such as data 
and system access (Farhoomand & Lovelock,  2001 ). A gaming strategy that will 
include remote participants must consider the technology used to provide feed-
back. Most commercially available packages offer cloud-based data storage and 
applications that are mobile friendly (Bajdor & Dragolea,  2011 ; Berthon, Pitt, 
Cyr, & Campbell,  2008 ).  

24.4     Gamifi cation’s Solution to Business 
and Technical Problems 

 With this fast growing burst of online mania like Web 2.0 applications and mobile 
connectivity options, it is harder than ever to hold a person’s concentration. With all 
the information available at one’s fi ngertips, there is no binding force for the cus-
tomer to stay focused or even stay on a website for long enough to fi nd out about a 
particular product or service. The famous English saying ‘excess of everything is 
bad’ fi ts perfectly into this environment. The users have plenty of tools but hardly 
any stimulus to use them (Lockton et al.,  2010 ,  2012 ; Vassileva,  2012 ). 

 The problem stems from lack of motivation, empowerment, engagement, inspi-
ration, collaboration, and interaction (Anderson,  2011 ; Deterding,  2012 ; Gears, 
 2012 ; Nakajima & Lehdonvirta,  2013 ). These are just a few of the challenges that 
exist in today’s business and education. Researchers and practitioners are deploying 
gamifi cation to fi x these behavioral issues by developing techniques and tools to 
engage and encourage the customer, employee, student, and various audiences 
(Hosack et al.,  2012 ; Lee & LaRose,  2007 ; Lockton et al.,  2012 ; Vassileva,  2012 ). 
Gamifi cation can be used to solve problems in many areas of the business. We will 
address the common problems in major business functions and how the gamifi ca-
tion can be applied to solve these problems. 

24.4.1    Marketing 

  Business Problem : In Marketing, there is an “engagement crisis.” It is the phenom-
enon that is felt by the marketers throughout the world (van Tilburg, Francken, & da 
Rosa,  2014 ; Yang, Kang, & Johnson,  2010 ). There is a lack on their part to be able 
to keep the consumer on their website for long periods of time. Due to the explosion 
of various online tools, websites, and forums; the customer moves from one to the 
other in virtually no time at all. The marketing departments of various companies 
have spent enormous amounts of money to build the online tools to increase their 
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visibility and ultimately revenue. This could all be wasted if they cannot engage the 
consumer long enough to even look at their products and services. Marketers need 
to fi nd new ways to captivate customers so that they can be active and loyal towards 
their products. This engagement crisis has resulted in consumers being inactive in 
various programs launched by the marketing departments, thus adding to the costs 
with no returns. Ultimately, more than 50 % of customers are completely inactive in 
loyalty programs, which only further proves how essential that marketing groups 
have to increase active consumer participation in their companies (Nadeem,  2012 ; 
Vassileva,  2012 ). 

  How gamifi cation can solve the problem : Marketers can use the gamifi cation tech-
niques to build “stickier user experiences” for their customers (Soonkwan & Wang, 
 2011 ). This means the marketers can incorporate rewarding strategies on their web-
sites by applying the gamifi cation tactics previously discussed. For example, 
Facebook offers reward points or badges (similar to gold stars) to participants who 
promote on their personal Facebook pages for completing activities. Also, numer-
ous inactive loyalty programs can be revived by incentivizing the customer with 
rewarding their particular behaviors. Mundane tasks like providing personal infor-
mation or fi lling out survey forms can be better achieved by developing the process 
into a game-like environment (Lilley,  2009 ; Tromp, Hekkert, & Verbeek,  2011 ). 
This can be done by adding a circle or a bar showing the percentage of completion 
and fi lling it with different colors to show the status of completion. Thus, a projector 
manager can better control the progress and completion time. These formats will 
excite some people who are usually competitive by nature and want to fi nish a 
game. Information presented this way usually proves to be very benefi cial for the 
business, as it helps to engage users. Thus, gamifi cation can help marketing organi-
zations achieve their goals (Blanchard & Markus,  2004 ; Visser et al.,  2011 ).  

24.4.2    Community 

  Business Problem : There is an inability to create “brand advocates” and the failure 
on most companies’ parts do not deliver on the promise of being able to connect the 
customers and all the stakeholders in one place. Most companies have not been able 
to share the best available practices with their customers (Kim, Choi, Qualls, & 
Han,  2008 ). 

  How gamifi cation can solve the problem : The online communities could be profes-
sional, social, or various non-profi t associations. Gamifi cation can help encourage 
the communities to be involved by rewarding their various actions. Gamifi cation 
can create an earning atmosphere, where the desired behaviors could have more 
points attributed to favorable goals over other undesirable behaviors (Gupta, Kim, 
& Shin,  2010 ). The reward structure can be tied to various activities, such as com-
pleting a project, posting to an article, and solving a problem. The rewards could be 
in the form of a special status granted to the users. LinkedIn provides these special 
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status updates to users who frequently update their profi les (Devasagayam, Buff, 
Aurand, & Judson,  2010 ; Wu & Fang,  2010 ). Google provides Google Docs to 
allow community members to create common repository for group collaboration 
and idea sharing.  

24.4.3    Sales 

  Business Problem : The biggest challenge for the sales team in this century is getting 
people to use the enormous amount of tools available on the company website 
(Cialdini,  2007 ). Just last year alone, corporations allocated approximately $5 billion 
to sales-based applications with the purpose of better enabling the sales processes to 
be automated. However, this purpose is defeated if the consumers for whom all the 
tools have been devised do not use them (Ozkaramanli & Desmet,  2012 ). 

  How gamifi cation can solve the problem : It is important to realize that there are 
certain tasks that require human intervention rather than automation, such as con-
verting leads into opportunities and closing a deal. These opportunities mark power-
ful infl ection points in the sales process. Gamifi cation provides sales leaders with 
the supple technology, fl exibility, and proven frameworks required to drive valuable 
and engaging customer behaviors across any sales application. This in turn leads to 
increased revenue and ROI for the business as a whole. Gamifi cation can entice the 
salespeople to use one application platform, which can break down complex tasks 
into various small objectives, with each objective linked to a reward depending upon 
the importance of the objective in the overall organizational goal. MySalesGame by 
Callidus Cloud is a perfect example of this feature (Lehdonvirta,  2009 ; Lockton 
et al.,  2010 ).  

24.4.4    Support 

  Business Problem : With the expansion of the global economy and individualized 
online buying behavior, support organizations are under an immense amount of 
pressure to serve customers promptly and effi ciently. The customer support function 
has emerged as a specialized area in itself for businesses to provide the utmost 
amount of quality service to its customers (Colborne,  2010 ). 

  How gamifi cation can solve the problem : Once again, companies can leverage the 
tools provided by gamifi cation techniques to infl uence consumer buying behavior 
by educating them to use various existing support tools. The importance of support 
communities such as customer support, technical support, and helpdesk support has 
increased multifold due to the rapid growth of online tools. Through gamifi cation, 
the businesses can integrate their support systems to reward behaviors that best sup-
port its customers by offering incentives to support its staff of employees, to adhere 
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to customer quality, and to promote team spirit (Dubberly & Pangaro,  2007 ). Some 
of the examples of the support systems currently available are Zendesk, Salesforce.
com’s Service Cloud, and Jira.  

24.4.5    Product 

  Business Problem : In order to support existing online tools, gadgets, and websites, 
thousands of applications and products have been built by product professionals. 
Some of these products are state-of-the-art and use enormous amounts of research 
and development funding. Even though these applications are popular and useful, 
the large price tag will only add cost to the bottom line without generating a strong 
return if these apps fail to engage the end-user (Forlizzi,  2008 ). 

  How gamifi cation can solve the problem : The product teams responsible for the 
development of new and improved products should also have plans for the various 
gaming techniques like rewards, competition, and increasing challenge in the devel-
opment process. Direct involvement can better enable the product teams to feature 
the aspects of the product that will most likely hold consumers’ attention and attract 
them to the product. By applying gaming nature to the new product development 
process, the professionals can easily infl uence the conduct of the consumers (Crilly 
 2011 , Forlizzi,  2008 ; Gronroos,  2008 ).  

24.4.6    HR/Learning 

  Business Problem : An ever-increasing problem across the globe is that the workers 
are not engaged at work. They are not connected to the overall organizational objec-
tives and their efforts do not support the company to achieve its goals. This trans-
lates into lost time, effort, and revenue for everyone involved. It has been estimated 
that the economy of the United States has lost approximately $350 billion dollars in 
revenue (Nevo, Nevo, & Kim,  2012 ). Even though training and development pro-
grams offered in most organizations add costs to the corporation’s bottom line, these 
programs are enabled to re-engage the employees and align them with an overall 
business strategy. However, if these programs are not able to motivate the employ-
ees, it is all in vain (Agerfalk & Fitzgerald,  2008 ; Yamabe & Nakajima,  2013 ). 

  How gamifi cation can solve the problem : HR departments can enable gaming tools 
to infl uence the attitude and manners of employees within the organization. HR 
teams can add layers of gaming methodologies on top of their current systems. This 
can lead to desired employee performances, effective talent management, success-
ful learning and development processes, and better alignment with ultimate busi-
ness strategies. HR managers can offer only those trainings that will make individual 
employees better at their corporate tasks by focusing on individual skill levels. This 
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will help support employees to become an indispensable resource to the company. 
The gamifi cation platform can allow HR managers to offer this incentive and aid in 
the overall development of the organizational workforce (Vassileva,  2012 ; Yates & 
Wootton,  2012 ).   

24.5     The Limitations of Gamifi cation: Problems, 
Implications, and Managerial Caveats 

 Although the concept of gamifi cation has been around for a while, the concrete 
model of gamifi cation techniques for business gains is relatively new. There are 
limitations involved in the gamifi cation process that must be addressed and continu-
ously evaluated to understand the full potential benefi ts of gamifi cation. 

 In order to track the correct data as a business or to successfully play the game as 
a consumer, the gamifi cation system shall not present any challenges stemming 
from confusion. Extensive training and pilot experiments must be conducted to 
eradicate glitches or confusing problems that could hinder the effectiveness of the 
virtual game (Fröding & Peterson,  2013 ). Both employees and gamers must be 
given the necessary time to learn the techniques of the game to be sure it is under-
standable and attractive to both audiences (O’Brien & Toms,  2010 ; Whitton,  2011 ; 
Yates & Wootton,  2012 ). 

 In addition, the ultimate design of the gaming system must provide meaning to 
the user of the game. Without meaning, a person may lose interest quickly, become 
frustrated, become lazy with their actions, or become extreme risk takers. If the 
purpose is not meaningful, fun, or attractive, players stand a great chance of misun-
derstanding the ultimate benefi ts of gaming in the fi rst place (Klopfer, Osterweil, & 
Salen,  2009 ; Koufaris,  2002 ). Frustration could stem from not being able to meet 
the goals established by the game, which could also lead to anger or annoyance. The 
player may even stop playing the game once and for all. This could lead to the user 
transferring these emotions to his perceived image of the corporation, which may 
hinder the company’s reputation and brand image. For companies looking to cap-
ture usable data, these side effects could skew the results in a negative way. To 
alleviate this risk, the game developers must keep the ultimate target audience in 
mind when designing the game process (Ozkaramanli & Desmet,  2012 ). 

 Virtual games can also be expensive to implement, especially if a company is look-
ing for a high-tech, high-graphic solution (Whitton,  2012 ). For a small company 
whose funds might not be as readily available to implement a business component 
such as this, it can be increasingly diffi cult to offer customers this high-tech equip-
ment. Sometimes, this can put organizations in a diffi cult position. It may mean they 
may lose a competitive advantage in the marketplace if a competitor can entice users 
with virtual games that they offer instead (Kim et al.,  2008 ; Leedy & Ruyle,  2011 ). 

 Constant upkeep, security monitoring, and training costs can all add up drasti-
cally over the lifetime of the game. Technological issues could arise during the 
game’s life, which must be quickly fi xed and secured. Also, hardware and operating 
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systems may need to be upgraded before a gaming system can be launched (Chen, 
Chiang, & Storey,  2012 ). This could provide a huge expense for a company. 
Budgeting for gamifi cation is of utmost importance to be sure the gamifi cation ave-
nue is feasible for a corporation. Because safety is of utmost importance to a com-
pany’s well-being, these issues should not be ignored (Vicente,  1999 ). 

 Gamifi cation can also be costly to implement in terms of time (Chorney,  2012 ). 
Concept design, initial production, editing, trial, and ultimate publishing are pro-
cesses that all take valuable energy and time to produce an effective end product. 
The use of personal and technological resources can be immense. As Whitton 
( 2011 ) describes, it may be entirely plausible that a user spends more time learning 
the concepts and rules of the game than actually playing the game itself. If a com-
pany is not fully dedicated to a gamifi cation proposal, then it might not be worth the 
effort to pursue such a strategy. 

 When gamifi cation is implemented within a business environment, it is also 
important to stress that users can use gaming sources to learn, experiment, and use 
innovation to fi nd new ways to solve problems. As such, it must be understood that 
it is encouraged for users to make mistakes while gaming, as this strategy provides 
a safe environment in which to learn (Whitton,  2012 ). Those that ignore this fact 
will not benefi t from the opportunities gaming offers them, which could be a major 
drawback of gamifi cation in and of itself. 

 If the gaming strategy is built around teams, it may be diffi cult to monitor the indi-
vidual performance of the participants. However, experiments have shown that par-
ticipants involved in cooperative teams were more motivated and put forth more effort 
than those who played as individuals. As the game is designed, a fi rm must consider 
if a competitive or cooperative approach is more likely to meet the objective as well as 
the impact the results can have on morale (Klopfer et al.,  2009 ; Peng & Hsieh,  2012 ). 
In some high pressure situations, a competitive approach may even result in hostility 
between the participants. Therefore, when working on a game system to learn from 
business situations within a company, coworkers who have different backgrounds, 
lifestyles, personalities, and cultural values may clash over their ability to complete 
the game successfully (O’Grady  2012 ; Zichermann & Cunningham,  2011 ). 

 Lastly, in order for gamifi cation to be truly successful in a wide range of uses, 
developers must learn to “evolve past the hype” it offers and learn to implement 
common technologies into their particular business model. Instead of falling prey to 
thinking limitations, creativity could be the ultimate source of gamifi cation’s suc-
cess (Raasch & von Hippel,  2013 ).  

24.6    Assessment of Gamifi cation’s Success 

 Generation Y makes up 25 % of today’s workforce and will continue to grow. This 
is a generation of digital natives who live online. They were raised on computers, 
spending non-school hours playing video games. They rely extensively on technol-
ogy to communicate and interact with each other. They have a propensity to text 
each other instead of calling. Even dating is frequently the result of initial online 
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encounters. This generation expects real-time feedback, both in their standings as 
well as in how they compare to others. They expect to have clear goals constructed 
in a manner that allows achievement based on a series of small, progressive wins. 
They value token awards such as badges, trophies, or achievements. This generation 
expects to be introduced to the role they perform through coaching rather than by 
reading manuals. The formation of teams satisfi es a social need of individuals and 
also serves as a motivational opportunity as individuals do not want to let the team 
down (Meier & Crocker,  2010 ). 

 Karakas and Alperen ( 2012 ) indicate households playing games use either com-
puters (98 %) or game consoles (64 %). The wide-spread of these two common 
game devices makes it relatively easy for any member of the family to become 
familiar with gaming technology. Although 43 % of adults 51 and over consider 
themselves to be gamers (Karakas & Alperen,  2012 ), it is important to consider 
those who do not embrace the video gaming or digital culture. Gamifi cation is truly 
a way for companies to access a large array of users and connect with them on a 
personal basis (Cohen et al.,  2012 ). 

 Gamifi cation provides a fun, enjoyable experience that creates ways to solve 
real-world problems in similar-to-life settings. Due to the compelling nature of such 
a system, gamifi cation is likely to continue increasing in popularity with companies 
and consumers all over the world. We are already seeing many applications of this 
gaming system, whether it be with Foursquare for mobile phones or a running cam-
paign for Nike Shoes (Leedy & Ruyle,  2011 ). Gamifi cation can take many forms 
and can adapt the technological skills to any business or game setting imaginable. 
Due to its increasingly diversifi ed applications, gamifi cation has the ability to affect 
consumers of all ages, of all nations, and of all backgrounds. When combined with 
a disciplined and secure IT program, gamifi cation has no boundaries. 

 McGonigal ( 2011 ) argues that people shall play more games and not less. We 
shall use them to enhance quality of life and solve the world’s problems collabora-
tively. In one of her games called “World without Oil”. She requires the gamers to 
imagine they are on a planet that has no oil and need to fi gure out how to survive. 
The players work together by helping each other develop strategies. McGonigal is 
one of the fi rst researchers to ask the question of what games can offer society. The 
combination of crowdsourcing and multi-role gaming has clearly taken hold and 
shown business and community value (Gronroos,  2008 ; Hagel & Armstrong,  1996 ). 
With the popularity of social media, an increased ability to invoke large numbers of 
users to work on projects has become possible. We will see an increase in this form 
of volunteerism as innovations are made in user engagement and gamely activities 
(Vassileva,  2012 ; Wu & Fang,  2010 ).  

24.7    Conclusion 

 The concept of gamifi cation is based on the common sense that individuals would 
rather play than work. Many theories suggest that the brain functions differently 
when an individual is engaged in play than when focused on the mundane. 
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Physiological differences are observed and reported. The mind is more attuned to 
receiving information and processes stimuli much faster in a gaming environment. 
Often instinctive reactions, such as fi ght or fl ight, are brought to the surface during 
game play. Psychologists and training consultants seek to leverage these changes to 
the benefi t of the work environment. 

 Based on the potential gamifi cation presented to companies and users, it seems 
that the trend will grow rapidly and prove to be a success in the years to come. 
Gaming appeals to many people in the world and can make it easier to connect to 
companies, role play, innovative thinking, and problem solving. Young adults, such 
as those included in Generation X and Generation Y, are more technologically- 
savvy, which is why gaming appeals to them on both a personal and a community 
level. Thus, we shall focus on the design, development, and deployment of work 
productivity like games. Games will be an integral component of the workplace in 
the future. Not only because it has been reported as a valuable tool to drive engage-
ment, but also because we have one of the strongest gamer generations entering the 
workforce. Gamifi cation and gaming mechanics can be used in the workplace to 
enhance work performance. 

 Using games to help with the learning process has been around for a very long 
time. Whether it was a karaoke game to remember a song, competing in a spelling 
contest, or using more complex games like Monopoly to teach about money, 
games have been used to make learning more enjoyable and to increase the reten-
tion rate of information. The addition of gaming mechanics to non-game environ-
ments requires further study. The information and examples presented in this 
chapter clearly illustrate that it can enhance a user’s desire for competition, coop-
eration, and accomplishment. Gamifi cation can also raise a user’s status, which 
will ultimately increase sales, improve customer loyalty, build community of 
interest, accelerate research, and foster learning. All of which are very positive 
outcomes that can help a broad cross section of organizations – both public and 
private. Opponents speculate that gamifi cation might also be used to steer behav-
ior in a negative manner. Some even warn it can take the form of invisible and 
insidious behavioral manipulation. However, tech stakeholders and analysts gen-
erally believe the use of game mechanics, feedback loops, and rewards will 
become more embedded in daily life. Companies and government agencies are 
moving to implement more game elements in networked communications to sup-
port businesses, education, health, and training. 

 This chapter outlines the growth of gamifi cation in marketing, community, sales, 
support, product, and HR/learning. It covers recent research in gamifi cation and 
provides the implications and future direction of gamifi cation. The impact of 
increased gamifi cation and the results that businesses, researchers and employers 
are deriving from its use are discussed. Business cases presented in this chapter 
have demonstrated how gamifi cation can be used to drive sales, enhance learning, 
and improve user engagement when combined with crowdsourcing. Some research-
ers argue that gamifi cation will continue to grow as new discoveries and new tech-
niques are developed to support its effect (Anderson,  2011 ; Deterding,  2012 ; 
Klopfer et al.,  2009 ; Peng & Hsieh,  2012 ; Zichermann & Cunningham,  2011 ). 
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Others suggest that it could reach a point of saturation where it may be used to pro-
mote negative behaviors and become no longer relevant for businesses (Nevo et al., 
 2012 ; Tromp et al.,  2011 ; Whitton,  2011 ; Yamabe & Nakajima,  2013 ). As a caveat 
of applying any innovative technology, organizations need to design and deploy 
gamifi cation in alignment with their business strategy. All in all, we do expect to see 
it grow in a positive and productive direction.     
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    Chapter 25   
 Gamifi cation in the Enterprise: Differences 
from Consumer Market, Implications, 
and a Method to Manage Them 

             Basanth     Kumar     Neeli    

25.1             Introduction 

 Gamifi cation is gaining traction in the consumer market to infl uence and engage 
users to take actions towards the goals of the consumer and/or the provider. 
“Gamifi cation” is an informal umbrella term for the use of game elements in non- 
gaming systems to improve user experience (UX) and user engagement (Deterding, 
Dixon, Khaled, & Nacke,  2011 ). Though the concept is not new, (for example, air-
lines have successfully used loyalty programs like frequent fl ier programs), the mar-
ket has taken a new interest in this area. The hype and the buzz have initiated 
multiple studies and analyses from the research community. The market, too, has 
responded with multiple tools, many of which propose turnkey solutions. The term 
“Gamifi cation”, which was just a blip in 2010, today returns millions of matches on 
search engines. 

 Deterding, Dixon, Nacke, O’Hara, and Sicart ( 2011 ) defi nes Gamifi cation as 
“the use (rather than the extension) of

•    Game design (rather than game-based technology or other game related 
practices);  

•   Elements (rather than full-fl edged games);  
•   Characteristics for games (rather than play or playfulness);    

 in non-game contexts (regardless of specifi c usage intentions, contexts, or media 
of implementation).” 

 Following the successful application of gamifi cation in the consumer markets, 
enterprise markets are experimenting with the concept to increase engagement 
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 levels of employees, customers, and partners, who will, hereafter, be referred to as 
users. Though the defi nition by Deterding is apt in the domain of consumer markets, 
for application in enterprise domain, we feel it misses the specifi city in terms of the 
purpose, outcomes, and the process. The goals of gamifi cation in consumer markets 
are very diverse and the proposed defi nition acts as a generalized and objective view 
of the concept. However, for gamifi cation in the context of an enterprise for engag-
ing users, there is a need to be specifi c about the purpose, the results expected, and 
the process of gamifi cation. We propose the following defi nition for gamifi cation in 
the enterprise:

  Gamifi cation in the enterprise is the use of game design elements to engage, motivate, and 
persuade employees, customers, and partners on work and initiatives of the enterprise, to 
develop positive attitudes, personal and professional achievements, and productive 
behaviors. 

   This defi nition augments the defi nition by Deterding and adds the purpose (to 
engage, motivate, and persuade), participants (employees, customers, partners), and 
outcomes (develop positive attitudes, personal and professional achievements and 
productive behaviors). We believe that such a specifi c defi nition allows proper use 
of gamifi cation and also highlights the expectations and benefi ts. 

 Current state-of-market in gamifi cation is heavily focused on a limited number 
of game design elements, such as leader-boards, statuses, etc. An excessive focus on 
these elements jeopardizes the success of gamifi cation initiatives specifi cally in the 
enterprise. In fact, research fi rm Gartner (Gartner,  2013 ) predicts that 80 % of gami-
fi cation initiatives in the enterprise would ultimately fail. Gartner highlights that 
poor design is the main reason for these failures. A poor design could be the result 
of employing design principles suited for consumer markets and missing long term 
view and objectives for the gamifi cation exercise. Gamifi cation in the enterprise 
requires analysis on multiple aspects like motivations, reasons for engagement, 
impact of failure, etc. 

 Gamifi cation in the enterprise is not simply looking at areas where users can be 
rewarded with badges or by setting up leader-boards. This chapter argues that gami-
fi cation, specifi cally in the context of enterprises, needs to understand the chal-
lenges and motivations of the users and does not stay limited to awarding points and 
badges. To lay a basis for discussion in this chapter, we present the notion of games 
and why people play games. The concept of games play a crucial role in gamifi ca-
tion as the underlying foundation for gamifi cation is that players are engaged with 
games and thus, gamifi ed environments engage users. 

25.1.1     The Notion of Games 

 Games have been extensively researched and Charsky ( 2010 ) presents the results on 
the characteristics of games. These characteristics create an environment which 
makes players play the game.
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•     Competition  and goals which involve one player competing against another, 
against the virtual opponent, or against the time;  

•    Rules  are constraints that limit the actions a gamer can and cannot take;  
•    Choices  are the options and decisions a gamer has before and during gameplay, 

including expressive, strategic, and tactical approaches;  
•    Challenges  are the game’s tasks and activities;  
•    Fantasy  could be either exogenous (without any intrinsic connection between 

game and learning), or endogenous;  
•    Fidelity  is the representation of reality through the use of graphics, audio, video, 

and three-dimensional virtual worlds;  
•    Context  determines the setting, narrative, story, scenario, characters, back story, 

problem, and so on, for the gameplay;  
•    Feedback  provides the immediate response on the actions of the player;  
•    Paradox of control  on all aspects of the game world creates a sense of 

autonomy;  
•   The  transformation of time  where in the player loses the sense of time while 

playing the game.    

 The research highlights that games engage users because they employ the above 
characteristics in a way meaningful for the players. In addition to these characteris-
tics of games, research has been done to understand the player perspective of the 
game. From the perspective of players, studies have been done to understand the 
reasons why people are motivated to play; one of the best known works in this area 
is the study by Bartle ( 1996 ). Bartle presents four categories for players and their 
motivations. The categories are:

•     Achievers  who are driven by in-game goals, usually consisting of some form of 
accumulation e.g., experience points, levels, or virtual money;  

•    Explorers  who are driven to fi nd out as much as they can about the game and 
understanding the game mechanics;  

•    Socializers  use the game to interact and work with their fellow gamers;  
•    Killers  use the game to cause distress to other players and gain satisfaction.    

 Based on this approach, Yee ( 2007 ) presented a motivational model based on 
three components:

•    The  achievement  component relates the desire to gain points, progress through 
levels, optimize performance, challenge and compete with others.  

•   The  social  component relates to motivational needs like working and developing 
meaningful relationships with others and deriving satisfaction and benefi t from 
being part of a team; and  

•   The  immersion  component relates to exploring new areas of interest and getting 
involved in the activity.    

 Each of the player personalities interact and get engaged with the game differ-
ently. For example, achievers might like to show off their skills by using challenges 
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involving defeating others, whereas explorers might like challenges involving 
understanding and exploring the concepts or understanding the game world. 

 The above studies on games suggest that games do not engage users because of 
points, status, and leader-boards. Instead, players are engaged because of correct 
usage of the characteristics, an understanding of the personalities, and the corre-
sponding motivations and challenges. Players look for a sense of achievement, an 
opportunity to interact with others players, and are keen on getting involved in the 
narrative or the mechanics of the game. Gamifi cation initiatives should be able to 
leverage on this learning to provide an engaging experience for the users.  

25.1.2     Game Mechanics 

 Game mechanics (Game Mechanics,  2012 ) are rules and dynamics of the game 
intended to make the play/work enjoyable. For example, points are a game mechanic 
that can be used to reward some action of the user. 

 As the defi nition says, gamifi cation works with elements of game design rather 
than full-fl edged games. Game mechanics also help in building a narrative to keep 
users curious and make them look forward for the gamifi ed environment to evolve 
as they get involved with activities. Game mechanics with a narrative provides a 
means of social interaction, a sense of achievement, and a feeling of being a part of 
the gamifi ed environment.  

25.1.3     Levels of Gamifi cation 

 In the context of an enterprise, gamifi cation can be implemented at various levels 
with respect to integration of game mechanics with the underlying activities being 
performed. The different levels of gamifi cation are presented below:

•    At a  superfi cial  level, the game mechanics are used independent of activity 
being performed; for example, ten points for every activity undertaken.  

•   At an  integrated  level, the game mechanics are integrated into the activity being 
performed; for example, points are provided based on the progress, quality of 
work; etc.  

•   At the deepest level,  embedded , the activity is designed based on the mechanics; 
for example, an activity is divided into multiple sub-tasks, each providing a stage 
in a quest (Fig.  25.1 ).
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25.1.4           Areas of Application in Consumer and Enterprise 
Markets 

 Gamifi cation has been used in multiple domains. The following are a few examples 
in the consumer domain:

•    Health care—Health Month, Nike+  
•   Finance—mint.com  
•   Education—Khan Academy, StackOverfl ow  
•   Insurance—MindBloom    

 In the context of enterprises, some experiments have been implemented in the 
areas like Customer Relationship Management (CRM), education and training, 
innovation, project management, sustainability, Enterprise Risk Management, soft-
ware development, task management, etc. 

 The following websites capture the updates and latest information on 
Gamifi cation:

•      http://enterprise-gamifi cation.com/      
•     http://meta.gamify.com/      
•     http://gamifi cation.org/         

25.1.5     Why Gamifi cation in the Enterprise is Different 
to Consumer-Focused Gamifi cation? 

 As can be seen from the examples and the defi nition, it is clear that the possibilities 
of Gamifi cation in the enterprise and consumer markets vary to some levels. For 
example, in the consumer markets, the rewards play a central role either for 

  Fig. 25.1    Levels of gamifi cation in enterprise       
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incentives or social status, but in the enterprise markets, the rewards could introduce 
a confl ict of interest with the remunerations and pay packages. Thus, the freedom of 
design of reward structure in gamifi cation for the enterprise is limited. Similarly, 
there are multiple aspects on which gamifi cation differs in these two domains. For 
employing gamifi cation in the enterprise, there is a need to understand these differ-
ences, their implications, and the process of analysis and implementation as against 
the gamifi cation in the context of consumer markets. 

 This chapter provides a discussion on the differences and presents a framework 
to implement Gamifi cation in the enterprise. Though the framework is generic and 
applicable in consumer markets as well, in this chapter we provide analyses in the 
context of an enterprise.  

25.1.6     Next Sections 

 To keep the focus on gamifi cation, the chapter does not discuss the executive, mana-
gerial, and other organizational support which is very important for the success of 
any initiative in the enterprise, including gamifi cation. It should be highlighted here 
that the executive and organizational support is critical for the success and this is 
more so in the context of enterprise. 

 The next section presents the differences between gamifi cation in consumer and 
enterprise markets, followed by a discussion highlighting the implications of the 
differences. Next, we present a brief overview of various extensively studies theo-
ries in the context of motivation, persuasion, and engagement, followed by the 
description of the proposed framework and various steps involved in the framework. 
Following which, we will present high level case studies highlighting the differ-
ences and how the proposed framework can help in implementing sustainable 
gamifi cation.   

25.2      Differentiating Gamifi cation in the Consumer 
and Enterprise Market 

 As highlighted in the introduction, gamifi cation in consumer and enterprise markets 
require different approaches. Though the mechanism and thought process used 
could be similar for both markets, we argue that they cannot be the same. This is not 
to say that the practice and case studies in consumer markets are not relevant to the 
enterprise, but it should be noted that the analysis and design need to be different. 

 The following table represents differences between gamifi cation in consumer 
and enterprise markets highlighting the implications in the context of an enterprise 
(Table  25.1 ):

B.K. Neeli



495

   Ta
bl

e 
25

.1
  

  D
if

fe
re

nc
es

 b
et

w
ee

n 
co

ns
um

er
 a

nd
 e

nt
er

pr
is

e 
m

ar
ke

ts
   

 G
am

ifi 
ca

tio
n 

in
 c

on
su

m
er

 m
ar

ke
t 

 G
am

ifi 
ca

tio
n 

in
 th

e 
en

te
rp

ri
se

 
 Im

pl
ic

at
io

ns
 

 Pu
rp

os
e 

 E
ng

ag
e 

a 
ta

rg
et

ed
 g

ro
up

 o
f 

au
di

en
ce

 to
 r

es
po

nd
 to

 a
 c

al
l f

or
 

ac
tio

n;
 f

or
 e

xa
m

pl
e,

 a
do

pt
 a

 
he

al
th

y 
lif

es
ty

le
 f

or
 p

eo
pl

e 
in

 
ur

ba
n 

ar
ea

s 

 E
ng

ag
e 

al
l u

se
rs

 in
 e

nt
er

pr
is

e 
in

iti
at

iv
es

 a
nd

 d
ev

el
op

 p
os

iti
ve

 
an

d 
pr

od
uc

tiv
e 

at
tit

ud
es

 a
nd

 
be

ha
vi

or
s 

to
w

ar
ds

 w
or

k 
re

la
te

d 
ta

sk
s,

 a
nd

 im
pr

ov
e 

pr
od

uc
tiv

ity
 in

 
th

e 
lo

ng
 te

rm
 

 Pl
ay

er
 p

er
so

na
lit

ie
s 

pl
ay

 a
 c

ru
ci

al
 r

ol
e 

as
 d

if
fe

re
nt

 m
ec

ha
ni

cs
 

en
ga

ge
 d

if
fe

re
nt

 u
se

rs
 in

 a
 d

if
fe

re
nt

 w
ay

. T
he

 m
ec

ha
ni

cs
 a

nd
 

de
si

gn
 s

ho
ul

d 
be

 g
ea

re
d 

to
 a

ch
ie

ve
 s

ho
rt

 te
rm

 (
sp

ec
ifi 

c 
ga

m
ifi 

ca
tio

n 
ob

je
ct

iv
es

) 
an

d 
lo

ng
 te

rm
 e

nt
er

pr
is

e 
ob

je
ct

iv
es

 

 R
ea

so
n 

fo
r 

en
ga

ge
m

en
t 

 T
he

 p
la

ye
rs

 o
pt

 to
 “

pl
ay

” 
to

 
ac

hi
ev

e 
“t

he
ir

 g
oa

ls
” 

an
d 

th
e 

en
vi

ro
nm

en
t n

ee
ds

 to
 e

ng
ag

e 
th

em
. T

he
 u

se
rs

 a
re

 a
lr

ea
dy

 
m

ot
iv

at
ed

 a
s 

th
ey

 s
ee

 th
e 

se
t 

go
al

s 
as

 th
ei

r 
ow

n 

 T
he

 u
se

rs
 n

ee
d 

to
 b

e 
pe

rs
ua

de
d 

to
 p

la
y 

an
d 

al
so

 th
ey

 n
ee

d 
to

 b
e 

en
ga

ge
d 

an
d 

m
ot

iv
at

ed
 

 Pe
rs

ua
si

ve
 m

et
ho

ds
 a

nd
 b

eh
av

io
r 

m
od

el
in

g 
as

pe
ct

s 
ne

ed
 to

 b
e 

de
si

gn
ed

 w
ith

in
 a

nd
 o

ut
si

de
 o

f 
ga

m
ifi 

ed
 e

nv
ir

on
m

en
t. 

T
he

 
go

al
s 

of
 th

e 
en

te
rp

ri
se

 n
ee

d 
to

 b
e 

al
ig

ne
d 

in
 th

e 
co

nt
ex

t o
f 

go
al

s 
an

d 
de

ve
lo

pm
en

t a
sp

ir
at

io
ns

 o
f 

th
e 

us
er

s.
 A

ls
o 

as
 

en
ga

ge
m

en
t o

f 
us

er
s 

te
nd

s 
to

 d
ec

lin
e 

w
ith

 ti
m

e,
 b

oo
st

in
g 

m
ec

ha
ni

sm
s 

ne
ed

 to
 b

e 
de

si
gn

ed
 

 D
es

ig
n 

of
 

ga
m

ifi 
ed

 
en

vi
ro

nm
en

t 

 D
es

ig
ne

d 
fo

r 
sp

ec
ifi 

c 
au

di
en

ce
 

w
ith

 f
oc

us
 o

n 
us

er
 e

xp
er

ie
nc

e.
 

Pl
ay

er
s 

ca
n 

be
 p

ro
vi

de
d 

w
ith

 
gr

ea
te

r 
co

nt
ro

l a
nd

 a
ut

on
om

y 
as

 
th

ey
 p

er
ce

iv
e 

“t
he

ir
 g

oa
ls

”.
 F

or
 

ad
di

tio
na

l t
hr

ill
, g

am
e 

ru
le

s 
ca

n 
be

 e
xp

lo
ra

to
ry

 a
nd

 c
ou

ld
 b

e 
di

sc
ov

er
ed

 a
s 

th
e 

us
er

s 
pl

ay
 

 D
es

ig
ne

d 
fo

r 
va

ri
ed

 a
ud

ie
nc

e,
 

w
ith

 li
m

ite
d 

co
nt

ro
l a

nd
 a

ut
on

om
y 

su
iti

ng
 th

e 
or

ga
ni

za
tio

na
l 

ob
je

ct
iv

es
. T

ra
ns

pa
re

nc
y 

on
 th

e 
ru

le
 o

f 
th

e 
ga

m
e 

is
 a

 m
us

t f
or

 
ac

ce
pt

an
ce

 

 T
he

 le
ve

ls
 o

f 
en

ga
ge

m
en

t a
nd

 m
ot

iv
at

io
n 

co
ul

d 
be

 r
ed

uc
ed

 
be

ca
us

e 
of

 la
ck

 o
f 

co
nt

ro
l a

nd
 a

ut
on

om
y 

an
d 

th
us

 n
ee

d 
to

 b
e 

au
gm

en
te

d 
by

 o
th

er
 d

es
ig

n 
as

pe
ct

s,
 li

ke
 p

ro
gr

es
si

on
 to

w
ar

ds
 

ca
re

er
 g

oa
ls

, p
er

so
na

l d
ev

el
op

m
en

t p
la

ns
, e

tc
. 

 M
ec

ha
ni

cs
 li

ke
 c

ha
lle

ng
es

 c
ou

ld
 

in
tr

od
uc

e 
fr

ic
tio

n 
in

 w
or

ki
ng

 
re

la
tio

ns
hi

ps
 o

f 
th

e 
us

er
s 

 T
he

 d
es

ig
n 

sh
ou

ld
 c

at
er

 to
 e

na
bl

in
g 

co
op

er
at

io
n 

ra
th

er
 th

an
 

co
m

pe
tit

io
n 

in
 d

es
ig

ni
ng

 c
ha

lle
ng

es
 

 C
re

at
iv

e 
fr

ee
do

m
 

 In
no

va
tio

n 
in

 c
re

at
iv

ity
 a

nd
 

gr
ap

hi
cs

 is
 u

nb
ou

nd
ed

. T
he

 f
oc

us
 

is
 o

n 
en

ga
ge

m
en

t 

 C
or

po
ra

te
 b

ra
nd

, e
th

ic
s,

 a
nd

 
po

si
tio

ni
ng

 li
m

its
 th

e 
us

ag
e 

of
 g

ra
ph

ic
s 

an
d 

th
e 

po
ss

ib
le

 
na

rr
at

iv
es

 

 T
he

 c
re

at
iv

ity
 a

nd
 in

no
va

tio
n 

sh
ou

ld
 f

oc
us

 b
ey

on
d 

gr
ap

hi
cs

 
an

d 
it 

is
 p

os
si

bl
e 

th
at

 th
e 

jo
bs

 (
w

or
k 

ac
tiv

iti
es

) 
ar

e 
re

de
si

gn
ed

 
to

 s
ui

t g
am

ifi 
ca

tio
n 

 T
he

 d
es

ig
n 

op
tio

ns
 to

 u
se

 f
an

ta
sy

 
el

em
en

ts
, g

ra
ph

ic
s,

 n
ar

ra
tiv

es
, e

tc
., 

ar
e 

re
la

tiv
el

y 
un

bo
un

de
d 

(c
on

tin
ue

d)

25 Gamifi cation in the Enterprise: Differences from Consumer Market…



496

Ta
bl

e 
25

.1
 

(c
on

tin
ue

d)

 G
am

ifi 
ca

tio
n 

in
 c

on
su

m
er

 m
ar

ke
t 

 G
am

ifi 
ca

tio
n 

in
 th

e 
en

te
rp

ri
se

 
 Im

pl
ic

at
io

ns
 

 M
ot

iv
at

io
n 

fa
ct

or
s 

 C
an

 u
se

 e
xt

ri
ns

ic
 m

ot
iv

at
io

n 
an

d 
fu

n 
fo

r 
in

st
an

t g
ra

tifi
 c

at
io

n 
 N

ee
d 

fo
r 

fo
cu

s 
on

 le
ar

ni
ng

 a
nd

 
pr

og
re

ss
io

n 
to

w
ar

ds
 c

ar
ee

r 
go

al
s.

 
T

he
re

 is
 a

 n
ee

d 
to

 in
te

rn
al

iz
e 

th
e 

m
ot

iv
at

io
n 

fa
ct

or
s 

 R
es

ea
rc

h 
ha

s 
co

nc
lu

de
d 

th
at

 e
xt

ri
ns

ic
 m

ot
iv

at
io

ns
 a

re
 n

ot
 

su
st

ai
na

bl
e.

 T
he

 d
es

ig
n 

sh
ou

ld
 c

at
er

 to
 in

st
an

t g
ra

tifi
 c

at
io

n 
fo

r 
im

m
ed

ia
te

 a
cc

ep
ta

nc
e 

an
d 

al
so

 lo
ng

 te
rm

 g
ro

w
th

 a
nd

 
pr

od
uc

tiv
e/

po
si

tiv
e 

be
ha

vi
or

s.
 T

he
 d

es
ig

n 
sh

ou
ld

 m
ov

e 
us

er
s 

fr
om

 e
xt

ri
ns

ic
 m

ot
iv

at
io

ns
 to

w
ar

ds
 in

tr
in

si
c 

m
ot

iv
at

io
ns

. 
Se

lf
 D

et
er

m
in

at
io

n 
T

he
or

y 
(S

D
T

) 
(d

et
ai

le
d 

la
te

r)
 p

re
se

nt
s 

a 
co

nt
in

uu
m

 o
f 

m
ot

iv
at

io
n 

fr
om

 e
xt

ri
ns

ic
 to

 in
tr

in
si

c 
 Im

pa
ct

 o
f 

fa
ilu

re
 

of
 a

n 
in

iti
at

iv
e 

 Fa
ilu

re
 o

f 
a 

ga
m

ifi 
ed

 a
pp

lic
at

io
n 

do
es

 n
ot

 n
eg

at
iv

el
y 

im
pa

ct
 o

th
er

 
ap

pl
ic

at
io

ns
 f

ro
m

 th
e 

sa
m

e 
pr

ov
id

er
 

 Fa
ilu

re
 o

f 
an

 in
iti

at
iv

e 
le

av
es

 a
 

ne
ga

tiv
e 

pe
rc

ep
tio

n 
an

d 
ne

ga
tiv

el
y 

im
pa

ct
s 

ot
he

r 
ru

nn
in

g 
ap

pl
ic

at
io

ns
 

an
d 

fu
tu

re
 in

iti
at

iv
es

 

 D
et

ai
le

d 
an

al
ys

is
 is

 n
ee

de
d 

on
 a

ll 
as

pe
ct

s 
lik

e 
cu

rr
en

t 
pe

rc
ep

tio
ns

, i
nt

er
es

ts
 o

f 
ta

rg
et

ed
 a

ud
ie

nc
e,

 a
nd

 e
xt

en
de

d 
be

ta
-r

un
s.

 T
he

 e
nv

ir
on

m
en

t c
an

 b
e 

op
en

ed
 u

p 
to

 s
pe

ci
fi c

 
us

er
s 

an
d 

th
en

 e
xt

en
de

d 
fo

r 
al

l i
n 

ph
as

es
 

 Jo
b 

de
si

gn
 

 T
he

 jo
b 

its
el

f 
ca

n 
be

 d
es

ig
ne

d 
to

 
be

 f
un

 a
s 

th
e 

go
al

 o
f 

th
e 

en
vi

ro
nm

en
t i

s 
to

 m
ak

e 
th

e 
jo

b 
fu

n.
 T

hi
s 

is
 p

os
si

bl
e 

be
ca

us
e 

th
e 

jo
b 

is
 in

de
pe

nd
en

t o
f 

ot
he

r 
w

or
k 

be
in

g 
pe

rf
or

m
ed

 b
y 

th
e 

ta
rg

et
ed

 
gr

ou
p 

 T
he

 jo
b 

de
si

gn
 is

 u
su

al
ly

 fi 
xe

d 
by

 
go

al
s 

of
 th

e 
en

te
rp

ri
se

 a
nd

 th
e 

fu
nc

tio
ns

 o
f 

th
e 

us
er

s.
 

G
am

ifi 
ca

tio
n 

ne
ed

s 
to

 c
re

at
e 

an
 

en
vi

ro
nm

en
t t

o 
m

ak
e 

th
e 

jo
b 

fu
n 

 Jo
b 

de
si

gn
 m

od
el

s 
ne

ed
 to

 b
e 

ex
pl

or
ed

. M
ot

iv
at

io
n 

Po
te

nt
ia

l 
Sc

or
e 

(M
PS

) 
of

 jo
bs

 n
ee

d 
to

 b
e 

ev
al

ua
te

d 

 C
on

fl i
ct

 o
f 

in
te

re
st

 
 T

he
re

 is
 n

o 
co

nfl
 ic

t o
f 

in
te

re
st

 
be

tw
ee

n 
th

e 
w

or
k 

an
d 

co
rr

es
po

nd
in

g 
re

w
ar

ds
 a

s 
th

ey
 

ar
e 

in
te

rt
w

in
ed

 

 T
he

 m
ec

ha
ni

cs
 c

ou
ld

 c
on

fl i
ct

 w
ith

 
ex

is
tin

g 
en

te
rp

ri
se

 m
ec

ha
ni

sm
s.

 
Fo

r 
ex

am
pl

e,
 h

ow
 a

 s
ta

tu
s 

in
 

G
am

ifi 
ca

tio
n 

af
fe

ct
s 

ca
re

er
 

pr
og

re
ss

io
n 

or
 h

ow
 g

am
e 

re
w

ar
ds

 
w

or
k 

w
ith

 c
om

pe
ns

at
io

n 

 T
he

 m
ec

ha
ni

cs
 e

m
pl

oy
ed

 s
ho

ul
d 

w
or

k 
w

ith
 th

e 
ex

is
tin

g 
en

te
rp

ri
se

 s
tr

uc
tu

re
 a

nd
 w

or
ki

ng
. T

he
re

 is
 a

 n
ee

d 
to

 p
ro

vi
de

 
cl

ar
ity

 o
n 

ho
w

 th
e 

m
ec

ha
ni

cs
 w

ith
in

 th
e 

ga
m

ifi 
ed

 
en

vi
ro

nm
en

t a
nd

 th
e 

en
te

rp
ri

se
 

B.K. Neeli



497

25.2.1       Discussion of the Differences 

 Below, we present a brief discussion on the differences highlighted above. 

25.2.1.1     Purpose of Gamifi cation 

 Gamifi cation initiatives in the consumer markets are geared to elicit specifi c actions 
from the “players”. In the context of enterprises, the initiatives need to elicit specifi c 
actions but also cater to the enterprise goals and the personal development aspira-
tions of the users. The context and the usage of game mechanics cannot be limited 
to the perspective of the specifi c action alone. The purpose should take into account 
the whole enterprise. The design needs to take broader aspects into consideration 
including enterprise objectives and user aspirations and interests. An analysis into 
personality types and ways to engage all types is very critical for the gamifi cation 
initiatives in the enterprise. Gamifi cation in consumer markets tend to focus on 
certain categories or groups of users. Therefore, it can be designed around a heavily 
focused type of user. In contrast, the enterprise gamifi cation system is focused 
around ALL types of users in the enterprise.  

25.2.1.2     Reasons for Engagement 

 Gamifi cation initiatives in the consumer domain are geared for specifi c users. For 
example, Nike+ is geared for people who already feel a need for a healthy lifestyle. 
The gamifi ed environment needs to enable that goal and specifi c mechanics can be 
used. Also these initiatives can be made specifi c to various player personalities, like 
achievers, social and different environments can be provided and the player can 
choose an environment suitable for personality type. But in the context of an enter-
prise, provision of multiple environments is not a viable option as all the users 
should play on the same level.  

25.2.1.3     Design of Gamifi ed Environment 

 The design of gamifi ed environments in consumer segment is highly open based on 
the targeted audience. Also the characteristics like fantasy elements, choices, paradox 
of control, etc., are very open. However, in the context of enterprise, these aspects are 
limited as the options provided should fi t into the broader enterprise goals and culture. 
In the consumer domain, the transparency of game rules can, be a mechanic to intro-
duce surprise and curiosity but the same is not possible in gamifi cation in the enter-
prise. The rules of the games must be transparent to create an environment of trust and 
understanding. Research is available on design of games and can be applied to gami-
fi cation as well (Frang & Mellstrand,  2012 ; Fu,  2011 ) provide case studies to under-
stand the frameworks used in implementing a gamifi ed systems.  
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25.2.1.4     Creative Freedom 

 The designers can use game characteristics, like providing for fantasy elements, 
graphics, narratives, etc., to engage their users, as providing fun and better user 
experience is the primary design principle. However, in the enterprise context, these 
options are limited based on enterprise culture, ethics, and other aspects.  

25.2.1.5     Factors of Motivation 

 Mechanics like rewards, points, status, etc., provide motivation in a consumer gami-
fi ed environment as the environment is a world in itself. In fact, these are standard 
mechanics in all the available solutions in the market today. The players have a 
“second life” in this environment and reasons for playing are extrinsically moti-
vated. But in the context of an enterprise, the game mechanics need to be interwo-
ven into other aspects like organizational roles, reporting structures, remuneration 
and pay structures, etc. The theories, like Self Determination Theory (Gagne & 
Deci,  2005 ) and goal orientation (Locke & Latham,  2002 ), provide a detail on how 
the motivation factors can be internalized.  

25.2.1.6     Impact of Failure 

 Failure of a gamifi cation initiative in the consumer market can easily be managed by 
introducing a new environment based on the feedback of a failed program. In fact it 
could be possible that the target audience itself has changed. For example, Mint.
com could introduce a new program for a specifi c demographic segment. In the 
context of enterprise, this is not easy. A failure to engage users will impact not only 
the players but also the program. A single failure can derail the whole program and 
the other initiatives running or planned as the negative perception carries into the 
future.  

25.2.1.7     Design of the Work 

 By defi nition, gamifi cation is supposed to make work engaging. In the context of 
consumer gamifi cation, the work can be designed in such a way that it is already 
engaging. As gamifi ed environments cater to a specifi c segment of players, the 
design of activities can, accordingly, be planned. For example, a health oriented 
application can break fi tness routine into multiple sub-tasks that can be performed 
at different times or at different places or with different people. In the context of 
enterprise, the options could be limited as the work is geared to provide value to the 
end customer and the engaging users (employees) is secondary. Theories like Job 
Characteristics Model (JCM) (Hackman & Oldham,  1976 ) can help in designing 
work in a way that is engaging and also delivers on end customer goals.  
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25.2.1.8     Confl ict of Interest 

 This difference is mainly in the context of mechanics like rewards, statuses, etc. In 
the consumer segment, typically these are used to indicate the profi le of a player and 
absolute value can be perceived within the gamifi ed environment. But in the enter-
prise, these gamifi ed mechanics confl ict with the organizational roles. So there is a 
need to demark the environment while still providing a value for the mechanics 
used.    

25.3     Leveraging Theories and Research 
in Existing Areas for Gamifi cation 

 Gamifi cation is about engaging users and human behavior aspects like motivation, 
persuasion forms an important element in engaging users. Gamifi cation supports 
the other aspects of enterprise initiatives like tooling around the initiative or acces-
sibility of tools, etc. Thus, it is very critical for the success of the initiatives that 
gamifi cation plays its part by motivating and persuading users to participate in the 
initiatives and engage them meaningfully to sustain the motivation levels. While 
discussing the differences in Sect.  25.2 , we have highlighted some researches in 
these areas. In this section, we present a brief discussion on various studies and 
researches in these areas. 

25.3.1     Motivation 

 Motivation is the psychological feature that arouses an individual to action toward a 
desired goal and elicits, controls, and sustains certain goal directed behaviors. Self- 
determination theory (SDT) is a macro-theory of human motivation concerned with 
the development and functioning of individuals. In the self-determination theory, 
proposed by Gagne and Deci ( 2005 ), two types of motivation are distinguished: 
extrinsic and intrinsic motivation. Furthering on these notion of intrinsic and extrin-
sic motivations, in the context of gamifi cation, McGonigal ( 2011 ) proposes a cate-
gorization of four major types of rewards:

•     Satisfying work  resulting in a directly recognizable effect of made efforts,  
•    Experience or hope of being successful  while engaging in a learning process on 

how to continuously achieve better results,  
•    Social connection  as the human need to share thoughts and perform tasks with 

others  
•   The  reward of being a part of something larger  than oneself, such as the pur-

suit of a challenge to achieve a collective goal.    

25 Gamifi cation in the Enterprise: Differences from Consumer Market…



500

 Working from the goals, Locke and Latham’s goal-setting theory (Locke & 
Latham,  2002 ) suggested that people tend to perform and sustain goal directed 
behaviors when they

•    Set specifi c, diffi cult goals that have high degree of positive valance  
•   Understand what behaviors will lead to the goal achievement and feel competent 

to do those behaviors.    

 On similar perspectives, Elliot and Harackiewicz ( 1994 ) have proposed an inte-
grative achievement goal conceptualization involving the following

•    A  mastery  goal focused on the development of competence and task mastery;  
•   A  performance - approach  goal directed toward the attainment of favorable 

judgments of competence;  
•   A  performance - avoidance  goal focused on avoiding unfavorable judgments of 

competence.    

 Both SDT and goal related theories help in understanding the motivations of users 
and the cultural aspects like how a failure is perceived in the enterprise. This analysis 
is critical for the success of gamifi cation, as this information will be used in design of 
game mechanics. For example, if the culture is performance-avoidance oriented, 
choosing a mechanic which rewards taking risk is not going help as the users will be 
worried about the outcome and choose not to risk whereas the same mechanic will 
motivate users in mastery oriented culture. The research has found that extrinsic moti-
vation is not sustainable, specifi cally in the context of the enterprise (Gnauk, 
Dannecker, & Hahmann,  2012 ) and the expectation of achieving a success motivates 
users to participate in an initiative (Mento, Cartledge, & Locke,  1980 ). 

 Gamifi cation is about engaging users in performing their work but in the current 
state of the market, the work seems to slip into the background with focus on game 
mechanics. This approach certainly helps in quick implementation cycles but fails 
on objectives as users cannot understand how the initiative is helping in doing their 
“job” or helping them. For success in gamifi cation in the enterprise, there is a need 
to understanding the job itself and make it motivating in itself or make it more ame-
nable for gamifi cation. 

 In this context, the theory of Job Characteristic Model (JCM) proposed by 
Hackman and Oldham (Hackman & Oldham,  1975 ) could help in understanding 
and design of work activities. The core of the model is the three critical aspects 
while performing a work:

•     Meaningfulness  of the work,  
•    Responsibility  for outcomes of the work, and  
•    Knowledge  of the outcomes of the work activities.    

 These three psychological states are caused by fi ve core job dimensions includ-
ing skill variety, task identity, task signifi cance, autonomy and feedback, which can 
predict the infl uence of the characteristics on the work performance, work motiva-
tion and work satisfaction. Hackman and Oldham propose a measure of motivation 
to perform a work as Motivation Potential Score (MPS) which is defi ned by
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Skill variety Task identity Task significance Autonomy+ +( )( )´ ´/ 3 FFeedback

   

  To increase internal work motivation is to design jobs so they will (1) provide 
variety, involve completion of a whole, and have a positive impact on the lives of 
others; (2) afford considerable freedom and discretion to the employee (what action 
theorists refer to as decision latitude); and (3) provide meaningful performance 
feedback. 

 Another aspect of job design around the concept of “fl ow” has been proposed by 
Csikszentmihalyi ( 1990 ). The notion of fl ow is tightly coupled with the skills of 
users and “job” assigned as represented below. A task that is not challenging or 
requires excessive time to complete becomes boring and players lose interest; a task 
that is too hard causes frustration and anxiety and again players lose interest. With 
a person’s skills improving over time; the challenge needs to increase proportion-
ately with the improving skills (Fig.  25.2 ).

   For gamifi cation in the enterprise, all users must feel they are capable of doing 
the tasks assigned. Game mechanics can motivate users to put in further effort and 
persevere but if they feel they don’t have a chance of success, users tend to drop 
their efforts (Mento et al.,  1980 ).  

25.3.2     Persuasion 

 Persuasion is a process aimed at changing a person’s (or a group’s) attitude or behav-
ior toward some event, idea, object, or other person(s). In the context of consumer 
gamifi cation, persuasion is not necessarily used as users may already be persuaded 
because of their own goals. For example, a gamifi ed environment for fi tness program, 

  Fig. 25.2    Flow. Adopted 
from Csikszentmihalyi 
( 1990 )       
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the users to who join the program would be already “persuaded” to lead healthy 
 lifestyle. But in the enterprise, for example, to share the knowledge, the users need to 
be persuaded to share knowledge and understand the need for sharing knowledge. 

 A large body of research focuses on the six principles of persuasion as identifi ed 
by Cialdini ( 2001 ). These principles are:

•     Reciprocity : It is easier to persuade a receiver who feels obligated to return a 
favor of the requestor;  

•    Scarcity : It is easier to persuade by projecting scarcity of an entity as scarce enti-
ties are valued more;  

•    Authority : People are persuaded by opinions and statements of legitimate 
authorities or experts;  

•    Commitment and consistency : People tend to be consistent with their earlier 
behaviors and commitments, thus they tend to comply requests that align with 
their earlier behaviors and commitments;  

•    Consensus : People tend to follow others and thus the projection that many 
 people have complied to a request inclines them comply to the same;  

•    Liking : As emotional beings, people are inclined to comply with the requests 
from the people they like.    

 These persuasion principles have been extensively used in marketing and other 
related areas and have been very successful in persuading people to perform certain 
behaviors. Other theories, like J Fogg’s Behavior model (FBM) (Behavior Model, 
 2012 ; Behavior Wizard,  2012 ) also help in understand why users behave in a par-
ticular fashion and how specifi c behaviors can be modeled. In the context of enter-
prise, modeling productive behaviors is critical for the success and an understanding 
of these theories help in designing the mechanics that not just provide fun for the 
users but also create a pattern of behaviors that are helpful for both users and 
enterprises. 

 These persuasion and behavior modeling theories help designers to understand 
the broader objectives in the enterprise and help in design mechanics both in gami-
fi ed environment and outside of it.  

25.3.3     Engagement 

 We discuss engagement towards the end of the section on theories because engage-
ment is a concept that is not studied extensively in the context of enterprise. There 
is a need for further research in modeling, measuring and enhancing engagement of 
users. Engagement has been defi ned as both the act of emotionally involving users, 
the state of being in gear and interacting directly with a system. 

 O’Brien and Toms ( 2008 ) propose a model for engagement with four distinct 
stages and detail the attributes that characterize each stage. The point of  engagement 
is initiated by a combination of aesthetic appeal or novel presentation of the interface, 
the users’ motivations and interests, and users’ ability and desire to participate. 
Engagement is sustained when users are able to maintain their attention and interest in 
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the application, and is characterized by positive emotions. Users disengage for many 
reasons such as the usability of the technology (i.e., challenge and interactivity), and 
distractions in their environments. This stage, depending on the outcome, resulted in 
either positive or negative emotions. The fi gure below illustrates the model (Fig.  25.3 ).

   Though this model does not entirely fi t into gamifi cation, the designers can use 
the theory to understand the phases in engagement and plan mechanics accordingly. 
For example, the authors’ experience and also common sense suggests that 
 engagement in any initiative decreases with time and there is a need to have mechan-
ics in place to provide “boosters” at specifi c periods. More research is needed in this 
area on modeling and measurement of engagement in the context of enterprise. 

 In the next section, we present a framework that proposes to work with the implica-
tions discussed in the section on differences and includes the theories discussed above.   

25.4     A Framework for Gamifi cation in the Enterprise 

25.4.1     Need for the Framework 

 As highlighted in the previous sections, designing and implementing sustainable 
gamifi cation initiatives in an enterprise is complex and requires analysis on various 
factors including short, medium, and long term goals of the enterprise and users, 
organizational culture, structure, compensation mechanisms, factors of motivation 
and challenges for the users. Next, we propose a framework to manage these aspects. 
The framework being proposed is generic in that it does not relate to a specifi c game 
or gamifi ed environment as we believe the analysis relating to challenges and moti-
vations are contextual based on multiple parameters like demographic, cultural, 
social issues, and a game or a solution covering all aspects cannot be meaningfully 
defi ned at generic level. The designers and implementers need to apply the frame-
work and derive a gamifi ed environment from their analysis. The next parts of the 
section detail the steps in the framework and also link to differences and theories 
discussed in the earlier sections (Fig.  25.4 ).

25.4.1.1       Set the Goals and Objectives 

 It is critical to understand the expectations and objectives of gamifi cation efforts in 
the context of enterprise and users goals. As highlighted in the section on differ-
ences and implications, gamifi cation in the enterprise is not about specifi c action 
oriented goals, but the defi ned objectives should be in line with the current objective 

  Fig. 25.3    Phases of 
engagement.  Source : O’Brien 
and Toms ( 2008 )       
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  Fig. 25.4    Framework for gamifi cation in enterprise       
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and there is also a need to understand how these short term immediate objectives or 
their relevance towards the long term objectives and values of the enterprise can be 
evolved. The current initiatives should be seen in the context of initiatives planned 
later. Without this perspective, the whole program could easily derail as users either 
do not see value for them or feel that this is another fad and try to wait it out or do 
not trust the initiatives. All these reactions are pathways to failure of introducing 
gamifi cation in the enterprise. 

 It should be noted that gamifi cation can be employed for engagement related 
goals only, for example, engaging users in an innovation program. The other aspects 
like tooling and accessibility of the tools is beyond the scope of gamifi cation.  

25.4.1.2     Understand the Challenges in Attaining the Set Objectives 

 The next step is to understand the challenges in meeting the objectives set in the 
previous step. The challenges can be sourced with “ why …  not …” questions, for 
example, why are the users not able or willing to contribute their suggestions in an 
improvement program OR why are the users not sharing their expertise in handling 
exceptions. The users could be facing multiple challenges including levels of trust, 
self-effi cacy on the capabilities, and knowledge of the domain. In addition, chal-
lenges based on cultures (power distance, fear of losing face), social challenges 
(relationship, team work, group dynamics like social loafi ng or free riding), etc., 
could also affect the participation of users. These challenges will be specifi c to 
enterprise and need be documented to understand the options to mitigate the chal-
lenges using gamifi cation techniques. The issues for goal orientation—performance 
and mastery—come into picture here as these relate to how failure and success is 
perceived in the enterprise. 

 A thorough analysis of motivations and challenges cover details on various types 
of player personalities, mechanics to engage them. Also this exercise provides a 
way to understand the enterprise culture and issues because of the culture, organiza-
tion structure, and the job characteristics as identifi ed in JCM play a crucial role in 
motivating users.  

25.4.1.3     Analyze the Factors for Motivation 
and Management of Challenges 

 The motivations can be understood using “ why …” questions. For example, “why 
will an employee be willing help another user in handling an exception” OR “why 
will an employee be willing to share his knowledge with others”. These questions 
also help in eliciting personal ambitions and goals of the employees and their asso-
ciation with enterprise objectives. 

 In addition, in the context of enterprise, perception of value derived and created 
(purposive value, self-discovery, interpersonal connectivity, social enhancement, 
entertainment value), social infl uence variables (trust, mutual agreement,  reciprocity, 
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group norms), and decision making variables (desires, intentions) are important to 
understand. Other aspects like perception of control, autonomy of work, goal setting 
and commitment, individual elements like emotional, cognitive needs and collab-
orative elements like cooperation, competition, and recognition help in motivating 
employees towards the objectives. 

 In the context of gamifi cation in the enterprise, care must be taken to avoid a 
crowding effect - the phenomenon when individuals attribute the cause of action to 
an external reward (extrinsic motivation) rather than to intrinsic motivation, their 
self-determination is undermined and intrinsic motivation is crowded out by extrin-
sic motivation. This is critical as research has shown that extrinsic motivations are 
not durable and in fact detrimental in the long term. 

 Different personalities have different motivations (intrinsic or extrinsic) and goal 
orientations. This analysis should provide a detail on these motivational aspects so 
that the designers can implement appropriate game mechanics or design the envi-
ronment in such a way that all are part of the “game”.  

25.4.1.4     Designing Gamifi ed System 

 Once the challenges and motivations are identifi ed, the game mechanics can be used 
as part of a narrative to engage users. Game mechanics are rules and dynamics of the 
game intended to make the play/work enjoyable. For example, for team work, incen-
tives can be put at team level and teams are made to compete with each other while 
each team member is accountable for his contributions. A crowd-sourced view of the 
mechanics is presented at   http://gamifi cation.org/wiki/Game_Mechanics    . 

 Once the mechanics are decided on based on the analysis from the previous 
steps, the next activity is the design of the gamifi ed system. A detailed discussion of 
the frameworks to design gamifi ed system is beyond the scope of this paper as it 
involves multiple studies into Human Computer Interaction (HCI), user experience 
(UX), game design frameworks, etc. (Frang & Mellstrand,  2012 ) and (Fu,  2011 ) 
provide case studies to understand the frameworks used in implementing a gamifi ed 
systems. The implementers can refer to these case studies for details on implemen-
tation of gamifi ed systems. An extensive design phase allows understanding the 
corporate ethics and freedom in design choices. 

 In addition, the Job Characteristics Model (JCM) and Motivation Potential Score 
(MPS) for the work can be used in making the job (activities) more amenable for 
gamifi cation or interesting for users. Flow theory suggests that unless employees, 
customers or partners feel that the environment is easy and challenging at the same 
time, the environment will become another item in the check list of “to-be done”. 
The design, mechanics should challenge the users while keeping them curious as to 
what happens next. 

 Persuasion and behavior modeling are two extensive areas of study that has 
found very good traction in marketing. We see and are infl uenced by these tech-
niques everyday of our life, be it in supermarkets, internet or on TV. These theories 
can help designers in working out mechanics that only engage users but inculcate 
productive behaviors.  
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25.4.1.5     Measure and Improve 

 Measuring the effi cacy of gamifi cation initiatives needs to be twofold: fi rstly, there 
is a need to measure the effectiveness of Gamifi ed system from the perspectives of 
usability, playability, engagement of users, experience and “fl ow” perception while 
playing. This measurement is usually done based on heuristics notably a method 
known as HEP (Heuristic Evaluation for Playability) proposed by Desurvire, 
Caplan, and Toth ( 2004 ). Secondly, there is a need to evaluate the effectiveness of 
the gamifi ed environment in meeting the objectives that were set in the fi rst step. 
Based on these two measurements, the gamifi cation initiatives could go through 
iterations within the gamifi ed environment because of the changes in design of the 
game or additions and enhancements to the objectives.  

25.4.1.6    Engagement Boosters 

 In any initiative in an enterprise, the management support and others aspects create 
a kind of euphoric state towards to the initiative but as the time progresses there is a 
drop in the engagement levels and the program slowly moves towards to state of 
natural death. The gamifi cation initiatives need to understand these phases and 
based on measurements from the previous section plan for specifi c engagement 
boosting mechanisms. 

 We propose that the above defi ned framework helps designers and developers of 
gamifi cation (in the context of enterprise) to implement a solution that fi ts into the 
enterprise and caters to mitigation of the challenges and motivations identifi ed. The 
process in an iterative mode creates an environment to think about the gamifi cation 
initiative in a longer term rather develop-n-dump.    

25.5     Case Studies 

 The section highlights the usage of the framework on two programs that require 
high levels of engagement from the users in the enterprise. These two have been 
highlighted as the goals of these programs are strive towards long term goals of the 
enterprise. The intention of these arm chair case studies is not to detail the solution 
but understand the implication of differences and design principles in the context of 
an enterprise 

25.5.1     Sustainable Innovation Program 

 The fi rst case study relates to an enterprise in services industry. As the users 
(employees, partners) interact with the customers, the enterprise wanted them to 
provide suggestions to innovate the operations of the enterprise. Below, we present 
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an approach based on the framework and highlight some differences if the program 
had been implemented for innovation from the customer (as in consumer markets). 

 The objectives and goals of the program were debated from two perspectives—
initiative specifi c and enterprise. From the innovation program, the goals identifi ed 
are (1) increase in the number of people engaged, (2) raise the quality of submis-
sions, (3) increase the depth of the ideas presented. The long term goals of the 
enterprise in this area were identifi ed as (1) raise the innovation quotient of the 
enterprise as service industry is very competitive and innovation is needed for sur-
vival, (2) make users feel part of the journey, (3) make users feel owners of 
innovation. 

 Following the next step of identifying the challenges ( why …  not … questions) in 
attaining these objectives, the management and the users were surveyed. It was 
found that (1) users are unaware of the benefi ts to selves from the program, (2) 
based on an earlier experience in the enterprise, the initiative was seen as a fad and 
it is more of a number game as the ideas will not be used or developed, (3) users did 
not feel capable of innovating or they felt that innovation is not needed in their line 
of work, (4) issues with performance orientation (perception of failures, taking 
risks, (5) management not being able to take up all the ideas into production. 

 Following an analysis of factors that can motivate ( why … questions) revealed 
the following (1) users felt they can solve their own problems (2) users wanted to 
expand their network in the enterprise by exploring other areas of work, (3) users 
wanted to play a bigger role in the enterprises and innovation program is a possibil-
ity towards that goal. 

 Based on the analysis, the team came up with a narrative based on the working 
of a stock exchange. A brief view of the metaphor as applied for the solution and the 
mechanics used are as follows. Each idea presented into the system is perceived as 
a stock. The user is promoted as the owner of the stock. Other users can invest in the 
stock based on the merits they perceive, the owner’s responsibility is to be get users 
to invest. To build a team and the depth around the stock, the owner can take help 
from different users to build up the idea, for example, a member from sales to evalu-
ate the market size, an architect to check the technical feasibility etc. Multiple 
stocks can be merged in an effort to present a holistic solution rather than a single 
part. The owners are rewarded based on the growth of the idea stock and he can 
invest the rewards into ideas that are valuable. The owners can “sell” the ideas for 
rewards in the enterprise. 

 With this structure, the users feel responsible for the ideas and since ideas do 
solve some concern in their work, they tend to form teams to create enterprise level 
solution rather pointed solutions which may not be of interest to the enterprise. The 
system gets the users to network with others and thus opens a channel for cross team 
communication. As teams are formed more and more users are engaged into the 
platform by the owners and team members and this raises the participation levels. 
The environment also provides a platform for users to suggest and go through the 
implementation of innovative ideas, thus making them feel part of the enterprise 
journey. As the platform is open and ideas are rated by their applicability, the pro-
cess of getting an idea to production is clear. 
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 To boost the engagement for the initiatives, regular innovation days were 
 introduced when the participation or the stock market is not trading well.  

25.5.2     Experiential Learning Program 

 An enterprise in the telecom sector had problems with user engagement in its 
knowledge management program. The following section details the use of the 
framework in this scenario. 

 The program specifi c goals identifi ed were: (1) users should share their knowl-
edge on the work with other users; (2) quality of the shared knowledge needs to be 
improved; (3) users to work with users from other departments. The long term 
enterprise goals identifi ed were (1) users learn with experiential learning (2) users 
acquire cross department and domain knowledge. 

 Following the next step of identifying the challenges ( why …  not … questions) in 
attaining these objectives, the management and the users were surveyed. It was 
found that (1) the reward structure in place was confl icting with enterprise policies 
(2) cultural aspects like lack of trust between departments (3) departments were 
closed to outside participation. 

 On the motivations ( why … questions), it was found that (1) users like to gain 
knowledge to keep themselves updated and competitive and (2) users wanted to 
play a bigger role in the enterprise. 

 Based on the analysis, the team came up with a narrative based on the working of 
Rally Championships. Teams were formed with different capabilities similar to a team 
in rally championships. This opens up users from different backgrounds and depart-
ments to work together for a common goal. Each user is provided with a “navigator” 
to help him chalk out a plan for progress. The metaphor allows for mistakes to happen 
(like driving onto a wrong route) but the overall progress will be charted. The culture 
changes from low failure tolerance to a level where the net outcome is evaluated. The 
metaphors allows the enterprise to incorporate specifi c challenges (similar to different 
races in WRC), specifi c conditions targeting various requirements like knowledge 
sharing in an area of work, or enabling learning of specifi c roles, etc. 

 With this environment, teams are formed with expertise on various fi elds and/or 
domains and the sponsors can setup specifi c challenges to encourage participation of 
certain groups, for example, the concept of navigators could be used to engage senior 
architects who can guide other members. The ability to form teams across depart-
ments increases the cross department trust which is crucial for experiential learning. 

25.5.2.1    Learning 

 The learning from the case studies has been that applying the framework does pro-
vide a guideline and aids in implementing successful gamifi cation initiatives. But to 
be sustain the required engagement levels, the design for gamifi cation must 
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incorporate the theories around motivation, engagement and persuasion. For 
 example, case study involving innovation management, uses SDT and research by 
McGonigal in the areas of motivation, to create an intrinsic motivation by providing 
a sense of satisfaction and being of something larger. It also tries to improve MPS 
as proposed by JCM by providing an option to work in different work areas thus 
improving the skills and variety for the employees. The case study on experiential 
learning uses the research in goal orientation and the game design caters to a mas-
tery oriented culture in the enterprise. It uses the principles of reciprocity and liking 
to encourage participation of various teams which were “closed” for collaboration 
earlier. 

 Though the focus some of these theories has not been in the area of gamifi cation, 
some researches like McGonigal have shown that they can adapted to fi t into gami-
fi cation and to engage employees and customers.    

25.6     Conclusion 

 Gamifi cation in the enterprise is different from consumer markets as it needs to 
consider multiple aspects of the users rather than simply applying principles and 
mechanics that have been found successful in the consumer market. At its core, 
gamifi cation must understand the challenges and motivations of the users. Targeting 
extrinsic motivations like rewards could be detrimental in the long term. This aspect 
is critical for success of the initiatives in the enterprise. Literature is abundant on 
various theories like SDT, Goal Setting and orientation, motivation, JCM etc. which 
can be leveraged to understand the challenges and build on the motivations of the 
users. Gamifi cation in the enterprise needs to analyze the long term objectives in 
addition to initiative specifi c objectives. A step-by-step framework of implementing 
such an initiative helps the sponsors, designers and users in creating programs that 
deliver on both objectives.     
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    Chapter 26   
 Designing Gamifi cation to Guide Competitive 
and Cooperative Behavior in Teamwork 

             Niko     Vegt     ,     Valentijn     Visch    ,     Huib     de     Ridder    , and     Arnold     Vermeeren   

26.1             Introduction 

 Imagine you are up to your neck in work when one of your colleagues comes in and 
asks you to join a meeting within 2 h. The meeting is about a project proposal and 
project team formation for an important client and the problem the client wants to 
tackle is very interesting. You have to fi nish a report before the end of the day 
though. Still, you agree to attend the meeting but you don’t want to waste your pre-
cious time just for the benefi t of your colleagues. So you strive to get a personal gain 
from the meeting by aiming to become part of the project team. Most likely, others 
attend the meeting with the same intention. Resulting in a team meeting that aims to 
bundle forces and generate a collective and high quality project proposal but which 
is governed by individual concerns to become part of the project team, that might 
give rise to confl icts, resistance and sabotage. 

 The outcome of teamwork is almost never optimal due to confl icting concerns of 
individual team members. Factory workers, for example, don’t want to get hurt. 
This individual concern contributes to the goal of the company to reduce the amount 
of accidents on the work fl oor. Over-cautious factory workers may, however, 
obstruct the productivity of the team by task avoidance or slow task completion. 
Differences in individual goals may block optimal collaboration and result in a sub- 
optimal collective outcome. Ideally, individual goals of team members are aligned 
in such a way that they effectively contribute to an optimal collective team outcome 
(Fig.  26.1 ).

   In practice, the outcomes of teamwork are generally sub-optimal due to confl icts, 
hidden agendas and group dynamics (Fig.  26.2 ). Individual concerns may block the 
process towards achieving the optimal team outcome. These individual concerns 
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and the resulting behavior tend to be implicit, resulting in a chaotic process and 
 sub- optimal outcomes.

   In order to deliver optimal outcomes the collaboration between team members 
needs to be improved, e.g., by structuring the collaborative process and aligning 
individual goals with collective goals (Fig.  26.3 ). This may be achieved through 
gamifi cation.

   Gamifi cation is generally defi ned as “the use of game design elements in non- 
game contexts” (Deterding, Dixon, Khaled, & Nacke,  2011 ). It has raised much 
interest in industry as a new way of making work more fun and motivating. Most 
gamifi cation design and research is limited to increasing the motivation of users 

  Fig. 26.1    Ideal teamwork 
situation       

  Fig. 26.2    Teamwork 
situation in practice       

  Fig. 26.3    Structured 
teamwork situation       
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(Hamari,  2013 ). In business contexts however, it is equally important to investigate 
and design for the effectiveness of gamifi cation in terms of employees’ performance 
(Mollick & Rothbard,  2013 ). This may be learning, behavior change, or any out-
come that is valued in the real world (such as project proposals as a result of busi-
ness team meetings). In this chapter we present a framework for the gamifi cation of 
teamwork. 

 Research on teamwork (cf. Salas, Cooke, & Rosen,  2008 ) and research on games 
(Salen & Zimmerman,  2005 ) have been developed independently throughout his-
tory. It is only recently (Reeves & Read,  2009 ) that these two knowledge domains 
have been combined to theorize and design effective gamifi cation of work situa-
tions. In order to understand and design the gamifi cation of teamwork situations we 
need to decompose team processes into actionable elements, such as goals and 
tasks, as well as combine the theoretical knowledge from non-game teamwork and 
game design about these elements. In the next sections, a theoretical analysis of 
teamwork will be presented, before proceeding to the subject of how gamifi cation 
can optimize teamwork. Throughout this chapter so-called  Red teams  will be used 
as an illustrative example, so these will be introduced fi rst. 

 Red teams form an innovation in the process of developing project proposals at 
professional service fi rm Berenschot in the Netherlands. Red teams (originating 
from the military) are intended to boost creativity in writing a project proposal, and 
should result in a better proposal that increases the chances for receiving the project 
order. A Red team is assembled a few hours after a client request is received. The 
composition of the team is different every time since it depends on the availability 
of employees. In a meeting of 1 or 2 h the team has to generate an advice for the 
content of the proposal. After which a writing-team that will further develop the 
proposal, is distilled from the Red team. 

 The Red team is a typical teamwork situation in which confl icts and individual 
concerns impede the optimal collective outcome. Before moving to the benefi ts of 
gamifi cation for this problem, we will fi rst analyze the teamwork situation in more 
detail in order to fi t the right game design to it.  

26.2     Goals, Confl icts, and Behavior in Non-game Teamwork 

   A team can be defi ned as (a) two or more individuals who (b) socially interact; (c) posses 
one or more common goals; (d) are brought together to perform organizationally relevant 
tasks; (e) exhibit interdependencies with respect to workfl ow, goals, and outcomes; (f) have 
different roles and responsibilities; and (g) are together embedded in an encompassing 
organization. (Kozlowski & Ilgen,  2006 ) 

   In many teamwork cases, like Red teams, it is mainly the fi rst element of this 
defi nition that is formalized: a meeting of more than one individual. Most other 
aspects are left to the collaboration skills of the team members. Factors that are 
known to infl uence team performance range from team composition, to work struc-
ture, and task characteristics (Salas et al.,  2008 ). 
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 If a clear structure for teamwork processes is lacking, chaotic teamwork pro-
cesses may result in sub-optimal outcomes. The design of a team (i.e. task structure, 
group composition, and group norms) should not be overlooked as it creates the 
conditions for effective team performance (Hackman,  1987 ). In short-term team-
work situations, like Red teams, it is mainly the task structure that affects team 
performance. Proper goal setting and good task design are important for effective 
teamwork and good team performance (Cohen & Bailey,  1997 ). 

26.2.1     Goals and Task Design 

 Goals form an important part of a task design. Research shows that goals have been 
shown particularly important for motivation (Bandura,  1993 ). As a consequence the 
theory of goal setting is dominant in the fi eld of organizational behavior, specifying 
the goal qualities and their effect on motivation. For instance, diffi cult and specifi c 
goals tend to lead to higher levels of performance than easy or vague goals (Mitchell 
& Daniels,  2003 ). Task performance is also affected by the type of goal orientation 
(i.e. learning-goals or performance-goals). When individuals or teams adopt a 
learning- goal they are concerned with mastering the task and this is found to 
increase performance when the task is complex. Adopting a performance-goal 
relates to the task outcome, regardless of mastery level, and increases performance 
if the task is simple (Winters & Latham,  1996 ). 

 Optimizing the goal qualities is, however, not enough to result in effective goal 
attainment behavior, since people need feedback to monitor the progress of their 
goal attainment (Mitchell & Daniels,  2003 ). Moreover, outcomes should be mean-
ingful, visible, and have signifi cant consequences for people that are not a member 
of the team (Hackman,  1987 ). Feedback is especially important for temporary 
teams, like Red teams, because there is not much time for group synergy to arise. 
For this reason detrimental processes should be avoided, like inappropriate weight-
ing of individual contributions and focusing rewards and objectives on individual 
behavior (Hackman,  1987 ). 

 In relation to the overall task design an important distinction is to be made 
between assigned and self-initiated tasks. Although tasks may be well described in 
terms of stimuli, instructions about operations, and instructions about goals. The 
way people work might not directly be the result of prescribed tasks (Hackman, 
 1969 ). It is important to be aware that individuals may (and probably will) redefi ne 
a task, particularly in team processes. In fact, providing team members with sub-
stantial autonomy for deciding about how to do their work makes the team ‘own’ 
the task and responsible for the outcomes. This increases commitment and effort 
(Hackman,  1987 ). 

 To avoid individual goals obstructing the attainment of collective goals it is 
important to properly defi ne the collective goals and tasks. In Red teams, for 
 example, confl icting perspectives of individual team members easily result in 
lengthy discussions. However, if all team members are committed to the collective 
goal of coming up with good recommendations this should not be detrimental for 
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the team’s performance. If the conditions are right, team members themselves will 
come up with strategies to assure the team’s performance. Theories on confl ict man-
agement may provide insight into such strategies.  

26.2.2     Confl ict Management 

 In organization psychology confl ict is seen as one of the main drivers for team per-
formance, making team management a delicate practice. Teams should be fl exible, 
also in the use of performance strategies, and should be able to switch to new strate-
gies if necessary. In many cases, however, teams have the tendency to decide on one 
way to approach a task early on in the process and stick to that approach. The cho-
sen strategy becomes part of the fabric of the team and tends to prevail throughout 
the whole process (Hackman,  1987 ). Confl ict stimulation can encourage the recon-
sideration of performance strategies. In order for confl icts to enhance rather than 
decline team performance several conditions need to be considered, including  ten-
sion level ,  confl ict orientation , and  type of interdependence  (van de Vliert & de 
Dreu,  1994 ). The tension level in confl ict situations should be moderate because too 
much or too little cognitive-emotional strain is found to decrease performance and 
innovation (de Dreu,  2006 ). The orientation of the confl ict should be task-based, 
instead of (personal) relationship-based, because only task-based or cognitive con-
fl ict is found to be benefi cial for team performance (Jehn,  1995 ). Task performance 
and relationships are yet never fully separable in teamwork, making it important to 
guard for affective confl ict. Confl ict stimulation is only advisable if team members 
are positively interdependent in relation to the collective outcomes, as confl icts will 
take a destructive turn when one person’s gain is the other’s loss (Deutsch,  2006 ). 
This is not benefi cial for team performance in the long run. 

 Confl icts can be handled either in cooperation or in competition, by pursuing 
either one’s own  and  the other’s goals, or one’s own  or  the other’s goals (Rahim, 
 2002 ). The respective values of cooperative styles and competitive styles of confl ict 
management can be different for different situations. Cooperation is more appropri-
ate for enhancing complex cognitive and behavioral changes (e.g. organizational 
learning), whereas competition is more appropriate for simpler changes where 
underlying policies, assumptions and goals don’t need to be changed (Rahim,  2002 ). 
Ideally, team members use the right strategies at the right moment. In daily practice 
however, once a team has adopted a particular style, they tend to stick with it.  

26.2.3     Compete or Cooperate 

 Teams can be steered to work in a cooperative or competitive style. The need for 
choosing to compete or cooperate arises when people are interdependent in relation 
to their goals and tasks. Interdependence between two or more individuals occurs 
when a change in the state of one causes a change in the state of others. With shared 
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goals, and collective recourses in teams, its members are by nature interdependent. 
In Red teams for example, team members depend on each other’s expertise in gen-
erating good advice for a project proposal. Moreover, they depend on each other’s 
time and motivation for composing a team that fi nishes the proposal. 

 In organization psychology several forms of interdependence have been identi-
fi ed. Its most prominent forms are  task interdependence  and  outcome interdepen-
dence . Task interdependence is defi ned as the distribution of skills and resources 
within a team, and the processes by which members execute the work together 
(Wageman,  1995 ). This is the strongest type of interdependence, because highly 
interdependent tasks not only result in experiencing signifi cantly more task interde-
pendence, they also infl uence people’s perception on outcome interdependence, 
independent of the actual outcome condition. Outcome interdependence relates to 
the way that goals are achieved and how performance is rewarded (Wageman, 
 1995 ). The manipulation of outcome interdependence has much less effect on the 
overall intensity of experienced interdependence. However, outcome conditions do 
affect the type of interdependence that team members perceive. The structure of 
goals that people have in a particular situation determines how they interact and this 
interaction determines the outcomes of the situation. If a furniture maker puts safety 
above productivity he will work slower to avoid injuries and therefore produce less 
chairs. However, if he also wants his chairs to be powder coated (which he can’t do 
himself) and the powder coater has a tight schedule, he may speed up and set aside 
his safety concerns. 

 Goal structures specify the type of outcome interdependence among individuals 
(i.e. personal safety against staying on schedule) and this, in turn, determines how 
individuals must interact to achieve their goals. “If the amount of probability of a 
person’s goal attainment is negatively correlated with the amount of probability of 
the other’s goal attainment” (Deutsch,  2006 ) people are negatively interdependent 
and this leads to competitive behavior. The most basic type of a competitive goal 
structure is where one person’s gain is the other’s loss (in game theory this is called 
the zero-sum game). In such situations one is more likely to obstruct or block, rather 
than promote or facilitate the goal attainment of others (Johnson & Johnson,  2006 ). 
In contrast, during cooperative situations the correlation between the players’ 
chances of goal attainment is positive and people will be more likely to promote or 
facilitate the goal attainment of others. Teams that work under the circumstances of 
positive outcome interdependence are “more open minded regarding others’ argu-
ments and desires, more concerned about each other’s outcomes, and more inclined 
to search for solutions and compromises“(van den Bossche, Gijselaers, Segers, & 
Kirschner,  2006 ). So by formalizing the goal structure, the way that people 
 collaborate in teams can be infl uenced in order to achieve a more optimal collective 
outcome (Fig.  26.3 ). 

 By designing the rules for goal attainment teamwork can be structured towards 
competition or cooperation. Positive outcome interdependence induces cooperative 
behavior and negative outcome interdependence induces competitive behavior. By 
defi ning the task characteristics (e.g. sharing a space, distributing information, or 
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infl uencing each other’s movements), task interdependence can be infl uenced and 
thereby the intensity of the teamwork. 

 Gamifi cation is particularly useful for enhancing teamwork. Firstly, because it 
can structure the process with explicit goals and guide players with game rules 
towards competitive or cooperative behavior. Secondly, it addresses other factors 
for good team performance, such as feedback and meaningful outcomes. Thirdly, 
the preconditions for positive confl ict stimulation (i.e. moderate tension level, task- 
based confl ict, and positive outcome interdependence) are addressed in a game 
design process by nature, cf. the explanation on games as systems of confl ict by 
Salen and Zimmerman ( 2004 ).   

26.3     Gamifi cation and the Persuasive Game Design Model 

26.3.1     Gamifi cation 

 In the literature there is not much agreement on the defi nition of games and gamifi -
cation. Currently, at least two defi nitions of gamifi cation exist. Deterding et al. 
( 2011 ) defi ne gamifi cation as “ the use of game design elements in non-game con-
texts ”. This defi nition assumes a designer’s perspective in which game design ele-
ments are the building blocks for a ‘gameful’ experience. The affordance of a 
‘gameful’ experience is mentioned as the factor that distinguishes game design ele-
ments from other design elements. Huotari and Hamari ( 2012 ), defi ne gamifi cation 
from a user’s perspective and elaborate on this latter aspect by interpreting gamifi -
cation as “ a process of enhancing a service with affordances for gameful experi-
ences in order to support user’s overall value creation ”. 

 The relation between the designer and user perspective can be explained through 
the MDA framework (Hunicke, LeBlanc, & Zubek,  2004 ), one of the most used 
frameworks in game design. In this framework three levels of game design elements 
are defi ned: mechanics, dynamics, and aesthetics. From the designer’s perspective 
the game mechanics (like points, controls, and levels) are used to achieve a particu-
lar aesthetic (like challenge or fellowship). The user will fi rst experience the aes-
thetics and then start to unravel the mechanics through the dynamics (like time 
pressure and sharing information). As a gamifi cation designer, it is not only impor-
tant to have game mechanics at one’s disposal, but also to empathize with the user 
(Nicholson,  2012 ) and have a feeling for the gameful experience that one is design-
ing (Winn,  2009 ). 

  Gamefulness  was fi rst mentioned by McGonical ( 2011 ) to relate to rule-based 
play (“ludus”) as opposed to free-form play (“paidia”) (Caillois,  1961 ) and  playful-
ness . Role-playing is an example of free-form play. One adopts a role and the story 
emerges without any explicit rules defi ning it. Role-play is often used in business 
training. Learning goals are often achieved by playfulness since one can freely 
explore the possibilities the training offers. Most sports however, are forms of 

26 Designing Gamifi cation to Guide Competitive and Cooperative Behavior…



520

 rule- based play where conditions for winning or losing are defi ned and these are 
considered to be gameful. In business contexts ‘playful’ behavior is often less desir-
able, as its outcome is unknown. ‘Gameful’ behavior however, can be directed 
towards a particular outcome by defi ning goals and rules, and might therefore be 
useful for teamwork in business contexts (Fig.  26.4 ).

26.3.2        The Persuasive Game Design Model 

 To better understand gamifi cation and gameful experiences we developed the per-
suasive game design model (Visch, Vegt, Anderiesen, & van der Kooij,  2013 ). In 
this model (see Fig.  26.5 ) we combine the designer’s perspective and the user’s 
perspective, by placing the designer as the facilitator of the user experience. In our 
view, it is the user that makes the game by experiencing and interacting with it.

   However, it is the designer that designs the gamifi cation by applying game- 
elements “on real-world attributes to create a user experienced game-world”. 
Crucially, this game world experience is strongly motivating for the user since it 
provides  enjoyment ,  engagement  by direct feedback and  freedom  by reduced real- 
world consequences. 

 The extent to which a user is drawn into a game world experience depends on the 
context, behavior and the user characteristics. A holiday can be expected to be more 
related to a game world experience than a business meeting is. But what if the 
 business meeting takes place in Hawaii and the holiday consists of voluntary work 

  Fig. 26.4    The use of gameful 
experiences       

  Fig. 26.5    Persuasive game 
design model (Visch et al., 
 2013 )       
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at a primary school in Bangladesh? Near to completely loosing a game might make 
people want to retract from the game world, while winning games might people 
want to stay in the game world. Moreover, parents playing games with their children 
will try to maintain their child in the game world by not letting him/her loose directly 
at the expense of not being fully engaged in the game world as a parent. 

 In persuasive game design, gamifi cation is not only aimed to solely transport the 
user to a game world experience but also to realize real world outcomes or transfer 
effects: the effect of a user experienced game world on forming, altering, or reinforc-
ing user-compliance, -behavior, or –attitude, in the real world (Visch et al.,  2013 ). 

 In teamwork situations the real world goal is to improve collaboration. By imple-
menting game design elements the participants are directed towards a more ‘game-
ful’ experience, which leads to a game world experience with increased enjoyment, 
freedom, and engagement. When drawn into the game world users can be directed 
towards cooperative or competitive behavior by defi ning game goals and game rules 
(Fig.  26.6 ). In the Red team meetings, explicitly stating good advice as a game goal 
may enhance the motivation and commitment of the participants and thereby 
improve the collaboration towards a good project proposal.

26.4         Game Design Elements: Rules and Goals 

 Game elements are the motivational building blocks for a game world experience. 
They may consist of rewards, challenges, phantasy world, etc. However, the game 
rules and goals might be the most basic and prominent elements to design a game. 
Rules and goals structure the player’s behavior in the game and are therefore at the 
hearth of the “procedural rhetoric” (Bogost,  2007 ) of games. The behaviors of play-
ers defi ne a game, not textual instruction or visual representation. Within a game the 
rules defi ne this behavior, even if they are implicit. 

 To investigate the effect of rules on player behavior we conducted an experiment 
for which we designed two types of a multiplayer Breakout (or Arcanoid) game. 
The aim was to fi nd out whether competitive or cooperative behavior could be 
evoked in participants by having different game rules in the two versions of the 
game. Participants were not informed about the rules or about them being different. 

  Fig. 26.6    Gamifi ed 
teamwork situation       
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To empirically test the effect of implicit rules all other game elements were kept the 
same. This resulted in a competition and collaboration game where the task, con-
trols, and visuals were identical. Only the rule for goal attainment (i.e. scoring 
points) was different. In the cooperative game the players had to hit the ball alter-
nately in order to score points. In the competitive game the player that hit the ball 
would score points (Fig.  26.7 ). No instructions on these rules were given so this was 
only made explicit through the mechanics in the game.

   Figure  26.8  shows a graph of a 3-min gameplay session where two players (top 
line, bottom line) initially play the game in a competitive way (indicated by the fact 
that the lines are close to each other: paddles try to obstruct each other). The rules 
of this version of the game, however, were meant to induce cooperative behavior. 
After approximately 1 min the players understand the rules and start to play the 
game cooperatively (i.e., they wait for their turn in hitting the ball). The initial com-
petitive behavior is explained by the fact that they have played a game with competi-
tive rules before this session. In Fig.  26.9  the reverse is happening.

    We found that changing the implicit rules of the game had a signifi cant effect on 
the players’ experiences (measured by asking them about experiences such as the 
extent to which they felt helped or obstructed) and behavioral patterns (see Figs.  26.8  
and  26.9 ). Interestingly the players’ skills, knowledge, and attitudes did not seem to 
affect the results. The fact that they were engaged in a game made them search for 
the rules behind the game and eventually behave in compliance with these rules. 

 Our data showed that players can be expected to search for the goals and rules 
of a game by just playing it and may be able to infer the correct goals and rules 

  Fig. 26.7    The game mechanics of multiplayer Breakout       

  Fig. 26.8    Player behavior in multiplayer Breakout shifting from competition to cooperation       
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from that. We presume that this knowledge on the use of implicit rules is directly 
 transferable to the gamifi cation of teamwork situations in organizations. Instruction 
is one way to convey goals and rules, but when people are engaged in a gameful 
experience they will expect goals and rules and will go searching for them. The 
experiment showed the powerful effect of game rules on player behavior since even 
by hiding them in game mechanics they are strong enough to direct the user’s behav-
ior to either competition or cooperation. Moreover, the experiment showed us which 
player behavior might be typical for competition and cooperation.  

26.5     A Framework for the Gamifi cation of Teamwork 
Situations 

 In this section we present a framework, to assist in the analysis and gamifi cation 
design of teamwork situations (Fig.  26.11 ). The framework is based on making a 
rough distinction between four types of experiences in teamwork situations 
(Fig.  26.10 ): cooperation (dependent and independent) and competition (dependent 
and independent).

   The acrobats in Fig.  26.10  illustrate  dependent cooperation . They heavily rely on 
each other (i.e. dependent) in building a human tower and the only way to achieve 
their collective goal is by working together (i.e. positive outcome interdependence 
leading to cooperation). The rugby players illustrate  dependent competition . In this 
team competition game the outcome interdependence between the teams is nega-
tive. Moreover, players of each team can directly promote or obstruct each other in 
possessing the ball by passing it through or stealing it. In the example of darts (i.e. 
 independent competition ), the players interact independently since they compete for 
the highest score independently of the other player. The competition is in the point 
system rather than in the activity itself. This is also the case in the Olympic medal 
table. Individual athletes contribute to the overall amount of medals won by their 
country, but they cannot directly help each other in achieving this medal. So this is 
an example of  independent cooperation . 

 For analyzing teamwork the framework (Fig.  26.11 ) can be read from left to 
right, fi rst focusing on an analysis of the interdependency of goals as well as of inter-
actions and gradually deducing from that an expectation about the user experience 

  Fig. 26.9    Player behavior in multiplayer Breakout shifting from cooperation to competition       
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outcome. In case the framework is used as a starting point for gamifi cation design the 
fi rst step is to set a user experience to aim for (represented by the slider on the left). 
E.g., should it be a dependent competitive experience, like the rugby players in 
Fig.  26.10 ? Or should it rather be an independent cooperative experience, like athletes 
contributing to the medal ranking of their country? Having decided on the intended 
user experience, the framework explains how to deal with interdependency of goals 
and interactions for achieving that user experience. The characteristics of the user 
infl uence the eventual user experience outcome by the way they choose to behave. In 
the next section the framework and how this can be used is explained in more detail.

  Fig. 26.11    Framework for the gamifi cation of teamwork situations       

  Fig. 26.10    Examples of the four types of user experience in teamwork situations       
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26.5.1       Game Goals 

 As explained earlier, it is the correlation between user’s goal attainment that directs 
users towards competitive or cooperative behavior. In most ball games, for example, 
this correlation is negative as there is just one ball available. If one team possesses 
the ball the other doesn’t. This results in negative correlation of attaining the goal of 
ball possession and therefore in a competitive game. Whether players want to pos-
ses the ball themselves or keep ball possession in the team doesn’t make a difference 
in the overall competitive nature of the game. However, in team sports it is in gen-
eral not benefi cial when the goal of ball possession is not only a team goal but also 
an individual goal, since such individual concerns might weaken the collective goal 
attainment of the team. 

 Cooperation within teams is therefore important: teammates should focus on 
positively correlated goals, like keeping the ball within the team, or in the case of 
the acrobats by behaving according to team rules. If several acrobats would be 
determined to be on top of the human tower, they will never achieve building a 
proper tower and the individual acrobats will probably also not achieve their indi-
vidual competitive goal. In certain specifi c situations, however, the collective goal 
of the team might actually benefi t from competing goals of individuals within the 
team. This could, for example, be the case when one player is much more skilled or 
knowledgeable than the other. 

 The motivational strength of games is that players can determine their own goals in 
a restricted but complex game system (Salen & Zimmerman,  2004 ). In order to keep 
the game motivating it is important to preserve this feature within the design of gami-
fi cation. This means that a gamifi ed situation should always provide a choice between 
different goals for each player. Our framework can provide the guidelines for a proper 
set of game goals, resulting in the intended type of competition or cooperation. The 
drawback is that users might choose to focus on goals that are not most benefi cial for 
team performance. A team leader or game manager could control this on the fl y.  

26.5.2     Interaction Design 

 When the goal is set; the player can decide to obstruct or promote the other’s goal 
attainment. However, this decision is not only infl uenced by the structure of the goal 
but also by the provided interaction possibilities. The gamifi cation designer can 
steer and guide the user experience by defi ning the interaction possibilities, for 
example by the distribution of resources or by specifying rules that structure and 
defi ne the degrees of freedom that users have. This determines the boundaries within 
which the players can achieve their individual or collective goals and to what extent 
they depend on the actions of other players. 

 Research on the effect of certain interaction possibilities within computer games 
shows a signifi cant effect in the game experience. One study showed that playing 
against a human-controlled opponent intensifi ed the game experience as opposed to 
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playing against a computer-controlled opponent (Weibel, Wissmath, Habegger, 
Steiner, & Groner,  2007 ). However, for certain types of social interaction, playing 
against a human- or computer-controlled opponent doesn’t matter for the intensity 
of the game experience. In a study on social exclusion in computer games, players 
had a negative experience while playing with a human as well as computer oppo-
nent (Zadro, Williams, & Richardson,  2004 ). A study on the distribution of players 
over different locations showed that players that are in the same room experience 
more fun and challenge (Kort de, Ijsselsteijn, & Poels,  2007 ). And the effect 
appeared to be even stronger when players are more familiar with each other 
(Gajadhar, de Kort, & Ijselsteijn,  2008 ). The distribution of interaction possibilities 
doesn’t seem to have such a linear effect. Increasing the distribution of controls on 
moving, shooting, and switching color resulted in an increase of the level of experi-
enced sociality and a reduction of the level of experienced control. Partly distribut-
ing the controls (e.g. just distributing the color switching) resulted in the most 
intense game experience (Rozendaal, Braat, & Wensveen,  2010 ). 

 Often games do not limit themselves to one type of user experience or interac-
tion design. For instance, TeamUp is a good example of a computer game where 
task interdependence gradually increases and thereby the intensity of the coopera-
tive experience. TeamUp is a teamwork training game, originally developed by 
the Delft University of Technology in cooperation with Accenture, and now fur-
ther developed by The Barn (Signature Games,  2009 ). In this game teams get 
gradually introduced with the interaction possibilities that increase the interde-
pendence among the players. 

 The game starts with sharing the same virtual space (Fig.  26.12 ). With each level a 
new game mechanic is introduced that makes players more dependent to each other’s 
performance. Buttons that are scattered over the area generate a distribution of 
resources and force team members to coordinate their actions and assign roles. 
Leadership is enforced by unequal distribution of information such as providing one 
player with more overview than the other. Combinations of a particular distribution of 
tasks and resources result in complex and challenging puzzles for the players. Within 
each puzzle players are always positively interdependent in relation to the outcome, so 
the core of the game has a purely cooperative character. But team performance is 
eventually ranked in relation to the performance of other teams. This independent 
competitive experience may motivate teams to perform even better.

26.5.3        User Characteristics and User Experience 

 Designing for a particular user experience always ends up with a fuzzy result, as you 
never know exactly how particular users react to the game elements that you have 
designed. Designers can only  afford  a certain experience, which means that it is more 
likely that users will feel how they are intended to feel. So by defi ning the rules for goal 
attainment in such a way that players are negatively interdependent, it is more likely that 
they will get in a competitive mood and consider other players to be opponents. 
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 For game designers it is important to take into account the players’ previous 
knowledge, skills, and attitude (Winn,  2009 ). Specifi c game design elements affect 
each player differently since the players possess different knowledge and skills. 
Such differences can be leveled through handicapping or providing practice before 
actually starting the game. The attitude of players is hard to infl uence, some players 
are just more competitive or cooperative than others.  

26.5.4     Applying the Framework 

 Our gamifi cation framework can be used to analyze or design for teamwork situa-
tions. The goal of the framework is to predict whether the user experience is (or will 
be) competitive or cooperative, and to what extent. One should analyze each possi-
ble goal that a player can focus on separately and determine its resulting user expe-
rience. This kind of approach is also mentioned in literature on games (Schell, 
 2008 ), such as “skill atoms as a design lens”, where games are segmented in small 
steps of a goal, an activity, and feedback, resulting in learning a new skill (Deterding, 
 2013 ). We propose to segment gamifi ed teamwork situations into  goal atoms , where 
the correlation between the players’ goal attainment is dichotomous; being either 
positive or negative. Moreover, one should be either dependent or independent from 
others in attaining the goal. In this way the framework can be used to analyze and 
understand existing business games aiming at teamwork collaboration such as the 
leadership game of RANJ.   

  Fig. 26.12    TeamUp (Signature Games,  2009 )       
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26.6     Illustrative Design Cases 

26.6.1     Leadership game RANJ 

 In the Leadership game, developed by RANJ serious games, a variety of goals can 
be identifi ed. The game is a 1-week simulation to train leadership. Teams compete 
to come up with the best project proposal. Only one team can win this challenge in 
the end while during the week the teams are not depending on each other. So the 
teams are negatively interdependent  between  each other in terms of winning the 
assignment that may lead to an independent competitive experience. The interaction 
 within  the teams is more diverse though, since each team is divided over two loca-
tions, making the team members more dependent on each other’s actions. They are 
positively interdependent in relation to achieving the best project proposal. 

 The overall game structure provides independent competition, independent 
cooperation, and dependent cooperation, resulting in an overall game experience 
that inclines towards cooperation (Fig.  26.13 ). During the week the teams also 
receive several sub-tasks. Puppet masters can regulate the challenges for a team by 
introducing additional tasks, distributing information, introducing confl icting inter-
ests, or rescheduling deadlines. Increasing time pressure and creating a task- or 
information-overload increases the stress level and therefore the need to cooperate, 
by distributing tasks among team members. The distribution of information and 
introduction of confl icting interests can direct and enhance outcome interdepen-
dence. Teammates might actually become negatively interdependent and therefore 
be put in a competitive situation within the team. So these sub-tasks can direct the 
overall teamwork experience towards the competitive or cooperative side.

   In general it can be seen that distribution of resources, time constraints and dis-
tribution over space are important factors that infl uence the user experience outcome. 
It affects the level of challenge and also the way that people play and experience the 
game (competitive or cooperative).  

26.6.2     Red Team Game 

 Returning to our initial case of the Red Team, our framework can be used to analyze 
the current situation and design gamifi cation interventions to direct the teamwork 
process. For instance, by designing a Red team game in which all types of competi-
tion and cooperation are included, from which a facilitator may employ the appro-
priate game design elements for a specifi c situation. Or the whole team may 
negotiate on the use of particular game elements. Another way to gamify Red team 
meetings would be to analyze the meetings as how they are now and add the proper 
game design elements that direct the overall experience towards cooperation or 
competition. If for example a team needs to brainstorm in order to generate ideas, 
an independent competitive experience may be introduced. Each individual 
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participant would get the goal to come up with more ideas than the other partici-
pants without interacting with them during the process. This most likely improves 
the quantity of ideas, however not necessarily the variation. In order to achieve a 
good variety of ideas the participants should become more dependent, by for exam-
ple coming up with ideas in rounds where authenticity is a criterion for getting it 
counted to your personal score.   

26.7     Future Research on Transfer Effects 

26.7.1     Direct Effects 

 Although game design and gamifi cation literature increased over the past decade, to 
our knowledge there is only scarce and recent literature on the effectiveness of game 
design elements in a work environment. Hamari ( 2013 ) studied the effect of badges 
on usage activity and Mollick & Rothbard ( 2013 ) studied the effect of leaderboards 
on positive affect and performance at work. Interestingly both studies come to a 
similar conclusion: gamifi cation doesn’t automatically lead to more engagement 
and enjoyment, and consequently not to increased performance. In the study with 
badges it was shown that “interest” in the game elements mediates their effect on 
engagement. And in the leaderboard study it was found that “consent to the game” 
plays an important role in increasing or decreasing positive affect and performance 
at work. In our framework this is covered by the user characteristics, and it is worth 
investigating to what extent these different characteristics infl uence the user experi-
ence and its effect on real world outcomes, like team performance. 

 Aside from investigating transfer effects of gamifi cation, the knowledge on the 
contextual real-world preconditions infl uencing the game world experience and 
behavior could be investigated. Such knowledge would improve the reliability of 
the aimed transfer effects. For instance, it seems that equality is an important pre-
condition for competition to motivate for better performance. It is said that Usain 
Bolt would have achieved a better 100 m world record (estimated at 9s55) at the 
Olympics of 2008, had he not started to celebrate his win after 60 m. In other words, 

  Fig. 26.13    Goals and interaction design elements from the leadership game       
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the competitive aspect reduced his performance because there were no equal com-
petitors. The eventual world record (9s58) did originate from competition with 
opponents that kept up during the race. Are there more preconditions for competi-
tive and cooperative experience to have an effect on performance? And can design-
ers infl uence them? Equality for example can be accounted for by selection 
procedures, or handicapping. We do, however, need to know possible drawbacks of 
handicapping. It might level the goal attainment between the players but it might 
also demotivate the players socially and individually to play the game.  

26.7.2     Transfer Effects 

 Games, just as any other type of media, are found to have a transfer effect in the real 
world. But how specifi c elements contribute to emotional, cognitive, or behavioral 
transfer is not well known. For instance, violent game content has been said to cause 
for violent behavior in the real world, but recent investigations indicate that other 
game elements have a greater impact on real world behavior. It seems that competi-
tion, not violence, is the video game characteristic that has the greatest infl uence on 
aggressive behavior. There is at least a short-term effect, most likely due to the 
increased physiological arousal that was measured in competitive games (Adachi & 
Willoughby,  2011 ). 

 Following this study, the effect of playing violent video games cooperatively or 
competitively on subsequent cooperative behavior was investigated. The conclusion 
of this study was that cooperative gameplay (as opposed to competitive gameplay) 
induced signifi cantly more cooperative behavior in a non-game situation (Edwoldsen 
et al.,  2012 ). A study about the connection between competitive game play and 
aggressive cognition showed that cooperative play modes prompt less aggressive 
cognition (Schmierbach,  2010 ). Moreover, in a study on altruistic behavior, test 
subjects were given Superman-like fl ight in a virtual reality simulator. This increased 
participant’s helping behavior, which suggests that “heroic behavior in a virtual 
environment can transfer to altruistic behavior in the real world” (Carey,  2013 ). 

 So behavior in experienced game worlds affects behavior in the real world and 
this is as well likely to be the case within the context of team meetings. If we imple-
ment a competitive game design element in the Red team meetings, for example, 
employees might become more competitive within the organization in general. 
Investigation of such long-term transfer effects is not only interesting but also 
needed from an ethical perspective.   

26.8     Conclusion 

 By designing gamifi cation for teamwork we can structure how teams work together 
and improve collaboration within the team. Game design elements are used to trans-
port users towards a game world experience, and within this game world we steer 
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them towards competitive or cooperative behavior. By addressing factors that affect 
team performance in non-game contexts we can actually improve the real world 
collaboration and thereby achieve more optimal team outcomes. 

 Our study on the use of implicit rules in a multiplayer Breakout game showed 
that implicit rules infl uence users in behaving cooperatively or competitively. Based 
on these results and on insights from organizational psychology, we developed a 
gamifi cation framework for teamwork in order to analyze and design gamifi ed 
teamwork situations. We are confi dent that this is a fruitful starting point for further 
research and design projects, as illustrated by the leadership game from RANJ and 
the Red team case at Berenschot that is in fact closer to gamifi cation.     
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Chapter 27
Gamification and Law

On the Legal Implications of Using Gamified Elements

Kai Erenli

27.1  General Information About This Chapter 
and Introduction

When it comes to social media, online interactions and gamification, many people often 
overlook how the law factors in1.

Parlor games were a big thing in my family when I was little. Every Christmas one 
family member would get a new game which was then played excessively over the 
holidays. But every time before we could start we had to learn the rules. That was by 
far the most annoying part of the whole process. As no one really liked to read them, 
this always had to be done by my grandfather, who was a patient man and a former 
teacher. The latter certainly helped a lot to convey the rules to the waiting crowd effec-
tively. Nevertheless most often in the end no one was listening and instead everyone 
demanded, “Let’s play already, we will learn the rules along the way.”

Even though this “learning by doing” approach was already validated as expedi-
ent by Aristotle in his Nicomachean Ethics2 some 300 years before the common era 
started, it can be stated that while this method is valid for games it is certainly not 
for law. The legal sphere recognizes “learning by doing” only in small areas con-
cerning actions of good faith (in some countries, for instance, you can keep a stolen 
car that you bought unaware of the fact that it legally belonged to someone else), but 
as we all know it typically punishes misbehavior by sanctions (if you park the same 
car in a “no-parking zone” you will have to pay the respective fine and odds are 
against you that you will be able to talk yourself out of it).

1 http://www.gamification.co/2011/02/11/gamification-law-ftc-guidelines/
2 for a Translation, with Interpretive Essay see Bartlett et al. 2011.
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Lawyers are killjoys. Period. Every time you ask one, you get the answer: “It 
depends.” Therefore, no one likes to talk to a lawyer while motivation in a (gamifi-
cation) project team is still high and things are rolling smoothly. In fact, however, 
that might be a bad idea. As soon as the project goes “live”, it has to comply with 
innumerable laws or it might be “Game Over” before the project really gets started. 
Therefore, on with the lawyer talk before you keep on reading: the information in 
this chapter does not constitute legal advice or a legal opinion as to any particular 
matter. This chapter is intended for general information purposes only!

The answer “It depends” derives from the fact that each project is different and 
therefore has to be judged individually. So many aspects have to be taken into con-
sideration that a definitive answer is hard to give. Gamification does not only repre-
sent one specific game system or a specific set of game design elements, it is 
developed further every day, thus constantly creating new scenarios. Gamification is 
used in a wide variety of fields, such as marketing, customer relationship manage-
ment, education, gambling, etc., and each field is itself governed by a whole set of 
rules making gamification and law a huge cross-matter topic (which exists to protect 
users, developers and business owners alike.)

Moreover, gamification exists around the world3 and thus many different regula-
tions–global, european, nationwide or local rules (which are also in a constant pro-
cess of evolution)–have to be checked and applied to each gamification project, 
adding a cross-border aspect to it. Still not enough, in countries with a case law 
system legal certainty is based on the fact that a preceding judgment has been made. 
Regarding gamification, only few court rulings exist at the moment. Even though 
there might be many legal disputes regarding gamification, not many have been liti-
gated to the end yet, thus staying disclosed. This chapter therefore might not fulfill 
all expectations, for “the answer” does not exist; so be warned. Nevertheless it tries 
to demonstrate cases common to gamification and legal risks related to it so that 
these can be avoided or addressed accordingly.

Having wagged the finger, let’s take a short look at gamification and numbers 
from a legal perspective:

 1. There is no legal definition of “Gamification” or “Games”! Games can hap-
pen anywhere, and everywhere and always (Castranova 2006: 71). Lawyers (and 
especially judges) love definitions they can rely on. If there is none, they have to 
interpret gamification on their own. This may result in a different assessment of 
what gamification is and what it is not, followed by applying different 
regulations.

 2. 32 % of gamers in the US are under the age of 18.4 It is generally acknowl-
edged that “gamers” and people engaged by gamification are not coactively the 
same, but many gamified elements have a young target group in mind as it is 
widely known that this target group has a high affinity towards gaming. This fact 
might be of interest to consumer protection law authorities.

3 See http://www.google.com/trends/explore#q=gamification.
4 http://www.theesa.com/facts/pdfs/ESA_EF_2013.pdf.
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 3. 100 % of 6- to 10-year-olds in the UK5 play games. If you plan to conclude a 
contract with this target group, it might be wise to talk to their parents first.

 4. Total consumer spending on games in the US in 2012: $ 20.77 billion.6 This 
figure might not have any direct legal impact but it tells a few stories. First of all, 
there is a market. And when there is a market, there is a playing field for lawyers! 
Gamification may generate additional business for law firms able to understand 
the topic (helping to establish legal certainty for gamification in the process). 
Second there is money. And when there is money, there are banks and tax author-
ities. The European Central Bank has already recognized the impact of Virtual 
Currency,7  so has the IRS8 (and we all know what one is in for once the IRS has 
spotted something). In contrast to traditional payment systems, the use of virtual 
currencies is not regulated, which might attract criminals, thus giving virtual cur-
rencies a bad reputation in general. Such a bad reputation on a fundamental item 
of a gamified system can poison the entire product even if it was designed with 
the best of intentions. In such a case, demanding compensation will be tough if 
not impossible.

Finally there is a big difference between acting in a game and acting in real life 
(Erenli, 2009: 266). Games are places where people only act as if something mat-
tered (Castranova: 71). When you “eliminate” a player in a board (or video) game 
this player might get grounded for a round while you are able to advance (Lastowka 
& Hunter, 2006: 127). When you “eliminate” someone in real life, however, you 
will face a long prison term. This dilemma has already been heard in court many 
times, with one case making its way into the first-semester classes at law school.

On September 16, 1973, the professional football team Denver Broncos played 
the Cincinnati Bengals in Denver, Colorado. Dale Hackbart was under contract for 
the Denver Broncos. He was playing free safety on the Broncos’ defensive team 
when he was struck by Bengals fullback Charles Clark and suffered a neck injury 
that caused him to end his career. The case that was controlled by the laws of 
Colorado was tried in court afterwards and set a precedent. The court ruled “that in 
the course of a professional football game an intentional infliction of an injury by 
one player upon another might constitute a tort.”9 In 2012 a German court ruled that 
a soccer player “cannot be held liable for inflicting an injury on another player 
while following the rules of the game and of fairness.” But if the player violates 
these rules—in this case Regulation #14 of the German Football Association 
(DFB)—he can be held liable and has to compensate the damage.10

5 http://news.bbc.co.uk/2/shared/spl/hi/pop_ups/05/entertainment_gaming_in_the_uk/html/3.stm.
6 http://www.theesa.com/facts/pdfs/ESA_EF_2013.pdf.
7 http://www.ecb.europa.eu/pub/pdf/other/virtualcurrencyschemes201210en.pdf.
8 http://www.irs.gov/Businesses/Small-Businesses-&-Self-Employed/Tax-Consequences-of- 
Virtual-World-Transactions.
9 Hackbart v. Cincinnati Bengals, Inc., 601F.2d 516 (10th Cir. 1979).
10 Urt. v. 22.10.2012, Az. I-6 U 241/11 (Judgement).
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The norms of game play supersede the standard rules of society and “the magic circle 
of game play will only be broken when a player violates the game rules” (Huizinga, 
1971: 13). Hence both systems are different but sometimes end up overlapping. This is 
especially true for location-based games. In 2012 many players of the popular location-
based game Ingress got into trouble with law enforcement officials while playing the 
game next to “high-interest targets” such as airports, police stations or embassies.11

27.2  Laws and Regulations, Selected Cases  
and Best Practices

Since it has now been shown that games and the law have already established some 
kind of relationship we need to find out what this means for gamification. To this 
end, selected fields of law will be described briefly and possible legal risks will be 
identified. Finally the identified risks will be evaluated. As stated before the legal 
risks are within a cross-sectional area, thus an in-depth analysis cannot be carried 
out. The identification of potential risk should aid to balance possible legal risks and 
avoid cases of liability. Let us now first take a look at common areas of law and their 
impact on gamification.

27.3  Civil Law: Contract Law (Terms of Service)

Contracts are the core of our modern society. Whether you buy a car, subscribe to an 
online service or start a new job, there is always a contract (even when you have 
nothing in writing!). The common elements of a contract are offer (“I want to buy 
this car from you”), acceptance (“You are allowed to buy the car from me”) and the 
intention to create legal relations (“I will wash your new car every Tuesday from 
now on”). Contracts shall protect both parties and isolate the subject matter of the 
contract from those that are outside of the agreement (“The new car will get cleaned 
every Tuesday, not a bike, and not on Wednesday or Friday”). Contracts have to 
comply with legal rules and regulations as they are on a lower level in the system of 
law. (At the top are the Constitution, federal laws and state laws or, in the EU, the 
Treaties establishing the European Union (primary law) and the regulations and 
directives which are based on the Treaties (Secondary Law). There are many regula-
tions that put contracts within certain limits: 2-year-old children cannot negotiate a 
contract to buy a car, you are not allowed to fire your boss (regardless of how much 
you want to) or buy real estate on Mars. Although many of these protective regula-
tions can be found in contracts where one party is a consumer (B2C), many excep-
tions exist for B2B contracts. Let’s take a look at a popular game-related case in 
which a contract was in dispute:

11 http://readwrite.com/2012/12/11/augmented-reality-game-gets-player-arrested-the-first-of- 
many#awesm=~ogDVhQMCyxL1cI.

K. Erenli

http://readwrite.com/2012/12/11/augmented-reality-game-gets-player-arrested-the-first-of-many#awesm=~ogDVhQMCyxL1cI
http://readwrite.com/2012/12/11/augmented-reality-game-gets-player-arrested-the-first-of-many#awesm=~ogDVhQMCyxL1cI


539

27.3.1  Bragg vs. Linden Lab

In 2006 Marc Bragg, a Pennsylvania lawyer, brought a lawsuit against Linden Lab, 
the developer of Second Life, when his account was unilaterally disabled by Second 
Life administrators. Linden Lab claimed that Marc Bragg had violated their Terms 
of Service by URL hacking to gain access to otherwise unavailable auctions. As a 
result, Bragg was able to purchase virtual land in Second Life valued at $ 1,000 for 
approximately $ 300. Bragg’s account was suspended and later closed completely. 
Bragg argued that by closing his account, Linden Lab had also dissolved his virtual 
assets, which he valued at between $ 4,000 and $ 6,000.12 The case was settled 
before a final decision was reached. However, the District Court did decide on two 
issues13:

 1. Second Life Terms of Service’s mandatory arbitration provision was unenforce-
able; and

 2. interaction with a person in a virtual world can satisfy a state’s “minimum con-
tacts” requirement for personal jurisdiction.

For many years businesses and especially providers have been playing their own 
game of contracts. It is called “Terms of Use Game” and works like this: the pro-
vider promises to offer his service if the user agrees to a contract most often named 
“Terms of Use/Service” (ToU or ToS) or “End User License Agreement” (EULA). 
If the user declines, the offer is rescinded, negotiation is not an option. To spice up 
the game, this underlying agreement has been prepared by a person who is fluent in 
“legalese” and is therefore confusing for the user, who most often does not speak 
this language. Additionally it challenges the user to stay alert for a very long time, 
since these contracts can go on for many, many pages. Here we can point to the first 
regulation that has a direct impact on gamification service providing. According to 
many rulings, Terms of Use have to be designed in a “reasonable way”14 and have 
to comply with consumer protection rules.15 This can be seen in the District Court 
ruling in Bragg vs. Linden Lab, where the mandatory arbitration provision was 
declared unenforceable.

From the provider perspective, Terms of Service are a powerful tool, since many 
specific aspects of the service/project can be addressed, but providers have to take 
into account that complex or unilateral clauses may be challenged by a user and 
stand the risk of being waived by a court. Moreover, a handy hint should be given to 
gamification provider start-ups: do not simply copy Terms of Use found on the web 
and deemed suitable for the service/project. First of all, this may be an infringement 
of copyright, but more importantly it can also be considered unfair commercial 
practice (which will be addressed later in this chapter). Being confronted with a 

12 http://en.wikipedia.org/wiki/Bragg_v._Linden_Lab.
13 Bragg v. Linden Research, Inc., 487 F.Supp.2d 593 (E.D. Pa. 2007).
14 e.g. § 305 German BGB (Civil Law Code), § 6 Austrian KSchG (Consumer Protection Law),
15 LG Bielefeld (Regional Court), 30.10.1991 - 1S 174/90.
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takedown notice or lawsuit in a gamification start phase might not only damage the 
budget or reputation!

From the user perspective, the following statement seems very true: “’I have 
read and agree to the Terms’ is the biggest lie on the web. We aim to fix that.”16 
Many ToS are annoying to read—those who have tried to read all of Apple’s ToS for 
their iTunes service on their iPhone may be inclined to agree—and difficult to 
understand.17 The “length aspect” is particularly true for services provided in the 
USA. This derives from the fact that every time a business makes a rule, someone 
figures out a way to stretch the limits (as mentioned above). Businesses therefore try 
to cover every conceivable aspect important to them so as not to potentially expose 
themselves to legal action.

Nevertheless there are some archetypes which may inspire the gamification com-
munity. Luckily one of these positive examples is in fact a gamification project. The 
ToS of the popular science gamification project “foldit”18 are easy to read and 
understand as well as explanatory in character. All important aspects seem to be 
covered, and even the event of a scientific breakthrough is handled in one tiny 
clause. Section g) states that “Scientific discoveries will be made publicly available 
and the University of Washington will handle ownership of discoveries. All signifi-
cant scientific discoveries (such as structures, algorithms, etc.) made in game will 
be made publicly available. In the event that some discoveries may warrant patent 
protection, University of Washington will handle the patent application process. US 
patent law will govern IP attribution for each discovery. Individual players who 
contributed to the discovery will be considered co-inventors for any discovery pro-
duced through play. Data logs of player activity will assist in determination of 
attribution.”19 Players engaging in the game and contributing valuable data will get 
recognized by the project and have legal certainty through foldit’s ToS. This clause 
is especially interesting for gamification projects where the “wisdom of crowds” is 
used or a community approach has been chosen to solve problems (see Kapp, 2012: 
108). The question to whom the intellectual property gained or developed by the 
community belongs should be addressed beforehand.20

Regarding the work force of a community, taxation is a relevant topic. When a 
“Mechanical Turk Worker”21 delivers work, he or she gets paid a certain amount and 
thus taxation laws may apply. Since “workers” can be sitting anywhere in the world, 
the provider of the service delegates responsibility to obtain all relevant information 
regarding taxation to the worker. The ToS called “Participation Agreement” 
 mandates that “it is your responsibility to determine any and all taxes and duties, 
including without limitation, sales, use, transfer, value added, withholding and 
other taxes and/or duties assessed, incurred or required to be collected, paid or 

16 http://tosdr.org.
17 http://edition.cnn.com/2011/TECH/web/05/06/itunes.terms/ .
18 http://fold.it/portal/communityrules .
19 http://fold.it/portal/legal.
20 for more details see “Copyright”.
21 https://www.mturk.com/mturk/welcome .
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withheld for any reason in connection with any request for, or performance of 
Services, or your use of the Site, or otherwise in connection with any action, inac-
tion or omission of you or any affiliate of yours, or any of your or their respective 
employees, agents, contractors or representatives (“Taxes”) and to collect, with-
hold, report, and remit correct taxes to the appropriate tax authority, and to other-
wise be responsible for the collection and payment of any and all Taxes. YOU ALSO 
AGREE THAT AMAZON MECHANICAL TURK AND ITS AFFILIATES ARE NOT 
OBLIGATED TO DETERMINE WHETHER TAXES APPLY AND ARE NOT 
RESPONSIBLE TO COLLECT, REPORT, OR REMIT ANY TAXES ARISING 
FROM ANY TRANSACTION.”22

This regulation makes sense if we take a look at the relationship between “Worker” 
and “Requester” from the perspective of labor law. In section 3b the Participation 
Agreement states that the work relationship qualifies as “work made for hire”. Whether 
this is true has to be ascertained by each respective law worldwide. In many nations 
there are regulations governing “contracts for service”. Most of them have clear defi-
nitions to separate “contract for service” and “contract for employment”. This is of 
great importance since the legal consequences and effects are very different. While in 
most “contracts for employment” taxation lies within the responsibility of the 
employer, the opposite is true for “contracts for service” as in the latter the employer 
has no knowledge of the contractor’s turnover. Nevertheless, the legal system does not 
go by a (virtual) sheet of paper but by the facts of reality. Whether or not a contract 
labels the “Worker” and “Requester” relationship “work made for hire”, this relation-
ship is not bound by contract but legally obligated. If a “Worker” earns his or her liv-
ing solely out of “Mechanical Turks” contracts, this may be considered “contract for 
employment” with all corresponding legal consequences and effects. Regarding taxa-
tion, for instance, if such a “Worker” is a US citizen these earnings generate a tax 
liability to the US government. ToS lay out a path but they are not carved in stone. It 
might be a good idea after all to check the ToS of other gamification providers to see 
which aspects seem to be crucial for them.

27.3.2  Peter Ludlow vs. Electronic Arts

Let’s finish this topic with a statement by Jeff Brown, (then) vice president for com-
munications at Electronic Arts: “No law was violated. It’s a game.”23 He made this 
statement after Electronic Arts, provider of the Virtual World “The Sims Online”, 
terminated the account of Peter Ludlow, who had repeatedly reported misbehavior 
by other users (e.g. accusing 13-year-olds of running a prostitution ring). This case 
is important to consider because it has a money value to it. Inside The Sims Online, 

22 https://www.mturk.com/mturk/conditionsofuse.
23 http://www.nytimes.com/2004/01/15/business/technology-a-real-life-debate-on-free-
expression- in-a-cyberspace-city.html?pagewanted=3&src=pm.
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avatars could24 pay their debts with the virtual currency “Simoleans”, which could 
be exchanged with real dollars. And as demonstrated above, where there is real 
money involved games have to go by “real” rules, aka laws. Ironically Ludlow’s 
account was terminated by Electronic Arts because they accused him of violating 
the ToS. Ludlow had reached out to the community and had blogged about his find-
ings on his website “The Alphaville Herald”.25 Many critics (Belkin & Noveck, 
2006: 97, Pearce, 2011: 41) have argued that this action by Electronic Arts would 
have been a First Amendment case because Ludlow’s right of free speech was vio-
lated, but since “The Sims Online” was only a virtual world, the constitution of this 
world was Electronic Arts’ ToS. Gamification providers may want to take into con-
sideration that this now-seemingly-established fact might change in future cases 
since real and virtual worlds increasingly tend to merge.

27.4  Civil Law: Liability and Measurability

Finally this part shall be concluded with the following thoughts on the liability and 
measurability of gamification. Since many people are skeptical of gamification, tak-
ing care of these issues is a good idea. Many gamification projects, such as exer-
games etc., concern the field of healthcare (see Zichermann & Linder, 2013: 7) and 
are designed to engage people to stick to their fitness plans, help them recover from 
a surgery or to promote a higher-quality work life. But users might overdo the fit-
ness activities or do the exercises wrong and in the end the project might be respon-
sible for causing harm to their health. The tricky part about liability cases is that 
many end in “bet the company” litigation (especially when the gamification pro-
vider is a small or medium enterprise) because they can be individual suits or con-
solidated mass tort cases. Next to that the success of gamification is hard to 
determine. Therefore it is crucial that measurable goals (e.g. using the “SMART” 
criteria (Doran, 1981)) are set at the beginning and are also integrated in the contract. 
Integrating such measurable goals will help to identify the end of the contract. A 
contract for service terminates when the deed is done. As long as the customer is not 
satisfied the contract is alive and work (still) has to be delivered. Most of the time 
these aspects are forgotten at the time of conclusion of the contract as no one wants 
to becloud the usually young relationship with such little discomforts. Nevertheless, 
this negligence frequently results in a mood swing when the gamification provider 
thinks the work is done and wants to collect his money. Without clear criteria it 
might be hard to prove that the contract has been fulfilled. This will create a domi-
nant position for the client, who is able to blackmail the provider especially if the 
latter is a small or medium-sized enterprise because this might create a cash- flow 
problem. Bringing in a legal expert will cost much money and therefore might not 

24 Electronic Arts shut down service of “The Sims Online” in August 1, 2008 (http://news.cnet.
com/8301-17938_105-9931757-1.html).
25 http://alphavilleherald.com/.
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be an option for the provider. Hence, he will try to satisfy the client at all cost. To 
avoid this scenario it is strongly recommended to insert measurable criteria at the 
beginning.

But the provider is not only in a weak position. Especially in a contract for ser-
vice he has a powerful tool: copyright (and in the U.S.: patent) law.

27.5  Copyright Law

“Because you pay for something does not mean you own it,” a gamification lawyer 
told the audience at a gamification conference. This might sound confusing as this 
is the essential attribute of a purchase. As soon as you hand over the money you gain 
ownership and the right to control the purchased good. While this is very true for 
material goods, it is not so true for immaterial goods like intellectual property rights. 
Most important to mention here are copyright and patent laws. Intellectual property 
laws are crucial for gamification since applying gamified elements demands a lot of 
creativity and brainwork. Unfortunately copyright law does not protect ideas. 
Copyright law only protects the expression of these ideas. The general understand-
ing is that ideas are part of the public domain and therefore no one can have a 
monopoly on an idea regardless of how great the idea is. Section 102 of the 
U.S. Copyright Act clearly states that “in no case does copyright protection for an 
original work of authorship extend to any idea, procedure, process, system, method 
of operation, concept, principle, or discovery, regardless of the form in which it is 
described, explained, illustrated, or embodied in such work”. As early as 1879 a 
U.S. court decided that “the foundation of federal copyright law is that open expres-
sions of ideas, not the ideas themselves give rise to protected interests.”26 This is 
also recognized by other legislations throughout the world. Even the Berne 
Convention does not specifically address the term “idea” within the convention and 
merely describes works that can be protected as expressions.27 This is sad news for 
the protection of gamification business models—BUT only from the point of view 
of copyright law. There are many other laws like the Unfair Commercial Practice 
Law that keep these ideas safe. Nevertheless, it is always a good idea to sign another 
contract on this behalf: a Non-Disclosure Agreement (NDA). Even though this will 
not keep you or your ideas safe at all times, it does draw attention to the fact that 
whistleblowing or acts of negligence will not be regarded as trivial offenses. NDAs 
should be signed before a project team sits down together and starts exchanging 
ideas to prevent someone on the team suddenly choosing to leave and play the game 
solo (or with someone else).

26 Baker v. Selden, 101 U.S. 99 (1879).
27 see also Harris, The Legal Protection of Ideas, http://www.copyrightlaws.com/wp-content/
uploads/2010/04/Protecting-Ideas1.pdf.
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To return our focus to the topic we need to take a closer look at legislative acts. 
The “Digital Millennium Copyright Act–DMCA”28 and its European sister, the 
“European Union Copyright Directive–EUCD”,29 are powerful tools which have led 
to long controversies.30 Moreover, U.S. American law recognizes the doctrine of fair 
use,31 which is unknown to European law even though some limitations and excep-
tions to copyright exist in Europe as well.

27.5.1  Betamax Case32

When Sony developed the Betamax videotape recording format in the 1970s, 
Universal Studios and the Walt Disney Company were among the film industry 
members who were not too happy about that development. Both companies there-
fore opted to sue Sony and its distributors in California District Court in 1976, alleg-
ing that because Sony was manufacturing a device that could be used for copyright 
infringement, they were thus liable for any infringement committed by its purchas-
ers. In 1978 the District Court ruled in favor of Sony on the basis that noncommer-
cial home use recording was considered fair use and that access to free public 
information was a First Amendment public interest served by this use.

The concept of fair use is a limitation and exception to the exclusive right granted 
by copyright law to the author of a creative work. In United States copyright law, 
fair use is a doctrine that permits limited use of copyrighted material without acquir-
ing permission from the rights holders. Commentary, search engines, criticism, 
news reporting, research, teaching, library archiving and scholarship are considered 
fair use. It provides for the legal, unlicensed citation or incorporation of copyrighted 
material in another author’s work under a four-factor balancing test.

Fair use is crucial for gamification, for every project that has a story in it might 
be infringing the copyright of another author (because someone just copied & 
pasted it, because he or she did not care/was not aware of the infringement/both) or 
be at risk itself of getting copied by someone (who does not care/is not aware of the 
infringement/both). Many successful stories suffer this fate. It is called “Fan Fiction” 
(remember when many people just could not wait to read the last Harry Potter and 
some fans wrote their own end to the story?33).

Since many gamification projects deal with virtual assets, goods or more 
 important currency the story is about Ownership vs Licencing. This story is about 

28 PUBLIC LAW 105–304—OCT. 28, 1998 (retrievable under: http://www.gpo.gov/fdsys/pkg/
PLAW-105publ304/pdf/PLAW-105publ304.pdf).
29 ABl. EG Nr. L 167/10,22.06.2001.
30 see https://www.eff.org/issues/dmca or http://eucd.info/index16ea.html?English-readers.
31 17 U.S.C. § 107.
32 Sony Corp. of America v. Universal City Studios, Inc., 464 U.S. 417 (1984).
33 http://news.bbc.co.uk/2/hi/entertainment/3753001.stm or see what happened with the game 
“Uru” in Pearce, Communities of Play 174.
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to be written right now and has led to an ongoing discussion within the community. 
For better understanding the most important thoughts are presented hereafter. Be 
warned that since no judgment has yet been arrived at this section is somehow eso-
teric, but therefore the matter is still open for new ideas. This is the current state of 
opinions:

Wu classifies virtual goods as a “Service.”34 Buying a certain amount of virtual 
currency saves the user time he otherwise would have to spend in the virtual world 
to gain this amount of virtual currency. Fairfield describes virtual goods as “rivaling 
source code” and opts to subsume them as material goods since virtual goods are 
controlled by a single person just like real goods (Fairfield, 2005: 1049). Fairfield 
criticizes that virtual items are classified under copyright law because they are 
thereby substantially excluded from the protection of property law. He deems pro-
tection by ToS totally inadequate and thinks that only a legally protected good is 
sufficiently attractive for the economic market. Since source code as such does not 
possess the same exclusivity as things, one should ascribe this exclusivity to virtual 
items. Merrill asserts that “rivalrousness, in the physical world, lets the owner 
exclude other people from using owned objects.” (Merrill, 1998: 77). In addition to 
this, Fairfield also looks to persistence, i.e. permanent existence in the virtual world 
and interconnectivity, as a key factor. In this context, interconnectivity describes the 
fact that the user can use the objects created by the developer to interact with them. 
This establishes a yaw interconnection, such as when dealing with real objects. 
Lastowka and Hunter in turn choose a utilitarian approach to the legal classification 
(Lastowka & Hunter, 2003, Virtual Worlds 57). They see copyright law as an incen-
tive. People would only create virtual items if they simultaneously establish an 
exclusive claim on the created asset. This hypothesis is supported by Castranova. 
Exclusive protection justifies the time and effort invested by users to create their 
virtual items (Castranova, 2001 Virtual Worlds 10).

So, who owns the virtual good? American courts have had to deal with this ques-
tion repeatedly. (Erenli, 2009: 268) The first major case was Black Snow Interactive 
(BSI) vs. Mythic Entertainment.35 Mythic Entertainment prevented the sale of vir-
tual objects by BSI in the virtual world “Dark Age of Camelot” since Mythic 
Entertainment was of the opinion that BSI had produced these virtual objects by 
exploiting vulnerabilities in the source code (which, moreover, was a violation of 
the ToS). BSI sued, aiming to have the ToS declared invalid. Ultimately, this goal 
was not reached as the competent court decided the case by arbitration. Had this 
case been finally decided by a court of law, this would have significantly contributed 
to answering the question of ownership. Currently, therefore, the (mostly restric-
tive) ToS apply, putting the developer or provider in a strong position. This is widely 
criticized but does not change the fact that in the U.S. virtual goods are mainly 
owned by the developers. Excepted are those projects in which the ToS contain 
other provisions.

34 Wu, Virtual Goods: the next big business model, http://techcrunch.com/2007/06/20/
virtual-goods-thenext-big-business-model.
35 http://virtual-economy.org/blog/blacksnow_interactive_the_docu.
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Now what about Europe? The current situation in Germany, where the discussion 
how to evaluate virtual items in legal terms began in 2005, can be regarded as rep-
resentative. Since then, the classification of virtual objects as interest of property 
has regularly been rejected with reference to the sub-physicality of the virtual 
object. (Klickermann, 2007, Koch, 2006, Lober & Weber, 2005) Similar to the U.S., 
most often reference is made to the ToS (Lober & Weber, 2005: 656). Independent 
protection for virtual goods in favor of the user is rejected because “the player can-
not use the individual items detached from the game.” (Koch, 2006). In accordance 
with the motto “All rights reserved”, like in the U.S. the virtual good belongs to the 
developer (unless stated otherwise in the ToS).

The current state of opinions implies relevant steps for gamification providers, 
which unfortunately apply only to providers in the U.S.36 Every work created on or 
after January 1, 1978, has copyright protection for that work from the moment when 
the author of an original creates it and fixes it in a tangible medium. Moreover (and 
this is true for Europe as well): These rights exist even when no copyright applica-
tion is filed. Unlike other laws, such as patenting or trademarks, copyright exists 
automatically as soon as the work has been created. Nevertheless, registration may 
be done at any time (as long as the work is still protected by copyright). However 
(and this is important for gamification providers in the U.S.), additional benefits 
result from timely filing a copyright application with the United States Copyright 
Office. The registration procedure is neither time-consuming nor complex or costly. 
There is a $ 35 fee for each copyright application for online submissions ($ 50–$ 65 
for mail-in submissions). Once the Copyright Office has approved the application it 
will reward a certificate of registration. The process usually takes from 6 months to 
1 year, but an expedited registration process, which requires special fees, can be 
utilized to obtain a registration within about 1 week. This is strongly advised if the 
project is urgent or there is an emergency, such as contract negotiations or pending 
litigation. Benefitting from a timely copyright registration, the copyright owner can 
file a lawsuit immediately if necessary. Additionally, the copyright owner is able to 
send a “cease and desist letter” to the infringer, meaningfully threatening immediate 
legal action. Moreover, the copyright owner is also entitled to statutory damages 
instead of having to prove actual damages. Currently, statutory damages lie within 
a set range of $ 750–$ 30,000 per infringement. These are useful for a provider 
when virtual goods are distributed for free or the profits of the infringer are very 
small. The more deliberate and damaging the infringement, the greater the award 
(up to $ 150,000 per infringement). Finally, the copyright owner may be entitled to 
legal costs and attorneys’ fees, which may be extremely expensive in a copyright 
infringement lawsuit (also true for Europe).

Copyright serves a great purpose for protecting a gamification project and con-
nected goods. Using ToS protects this cause. But there are limits controlling how far 

36 Gatto/Leavitt/Duranske, Copyright Registration for Virtual Goods: The Benefits of Timely Filing 
(http://www.pillsburylaw.com/siteFiles/Publications/29FA2776F2E9C643EC6CDCF8462D
7FD4.pdf).
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ToS can go. These rules described hereafter address foul gameplay between gamifi-
cation businesses and consumers and put sanctions on them.

27.6  Unfair Competition and Consumer Protection Law

Even though these two fields of law address or deal with different contexts (compe-
tition law mainly B2B competition, consumer protection law primarily the weak 
consumer position), they have many things in common. Competition law promotes 
or maintains market competition by regulating anti-competitive conduct by compa-
nies (Taylor, 2009: 1). It is also known as antitrust law in the United States and 
anti-monopoly law in China and Russia. Its roots reach back to the Roman Empire.37 
As there is no “Gamification Empire” yet, we need not deal with competition law as 
such but can focus on unfair competition.

Unfair competition laws come into play when copyright law cannot protect the 
gamification project. As stated, ideas are not protected by copyright law, but they 
may well be by unfair competition law (and unjust enrichment, of course). Unfair 
competition law governs foul play within an industry sector or branch of economy. 
These laws are the rules of the (economic) game, so to speak, and since this is about 
money, unfair behavior will not result in a “player” having to skip a turn but in 
criminal charges or punitive damages. This game actually is a race because the 
forms of competition change continually and new forms may arise at any moment. 
As a certain kind of competition may be unfair but not illegal until a rule is explic-
itly made to prohibit it, the referee aka the state has to keep up with the speed of the 
race to ensure a level playing field. Since it may be difficult to define what it means 
to compete on equal terms (often referred to as “equal opportunity” or “equal 
chance” to compete), looking at cases that have already been decided is crucial, 
especially so in Europe.

One aspect of unfair practice is the misuse of a company’s characteristics (which is 
also covered by trademark law). Whoever acts in a way that is likely to cause confu-
sion with a company’s protected trade name or -mark may face legal charges. Another 
highly relevant aspect for gamification providers is the above-mentioned protection of 
game design. Game design is the Holy Grail (main asset) of a gamification project. 
Unfortunately game design can easily fall victim to a copycat attack. Therefore it is 
strongly advised to protect the transfer of ideas—“know-how transfer”—with a cor-
responding contract or agreement (NDA). These know-how transfers or communica-
tion agreements generally contain confidentiality clauses that prohibit filing a patent 
request or any similar request that would protect the idea solely for the filer. 
Nevertheless, gamification providers may have a contractual relationship with part-
ners, subcontractors, etc., but they have none with potential competitors. In a situation 
where a competitor exploits the game design of another project or offers a similar 
service parasitically, it is strongly advised to ask for legal counseling. To apply unfair 

37 Lex Julia de Annona.
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competition rules it is necessary to be in competition (sounds logical, doesn’t it?). The 
law will only recognize the case if the project has reached a certain level of recogni-
tion (mostly measured in sales figures, but the amount spent on marketing, media 
coverage or a Wikipedia article will serve as proof as well). Besides the recognition 
requirement, the quality of the idea is also evaluated. The more a certain gamification 
characteristic is likely to be a part of competition, the lower are the requirements for 
adoption by someone else (resulting in a ruling of unfair practice). It does not make 
any difference whether the target of the attack is a good or a service. A German court 
ruled in the 1980s that the characters of the epic videogame Donkey Kong had 
exceeded the level of recognition and therefore had to be protected by law,38 BUT the 
same court made the mistake to rule that protection of a game should only last between 
6 months and a year,39  since games would lose their audience appeal within this time-
frame [sic!]. Fortunately game history has told us otherwise. Nowadays time is not as 
critical an indicator as it was back in the 1980s; assumed constitutive criteria, exploita-
tion of reputation (called “slavish imitation” in patent law) or imitation due to unrigh-
teous gain of knowledge have taken its place instead—another reason why an NDA is 
not a bad idea.

As stated above, the law does not only regulate competition between businesses 
but also protects consumers. Consumer protection law or consumer law is the area 
of law regulating private law relationships between individual consumers and the 
businesses selling them goods and/or services (in this case gamification providers). 
It covers a wide range of topics, such as product liability, privacy rights, unfair busi-
ness practices, fraud, misrepresentation, and other consumer/business interactions. 
Its main function is to prevent fraud and scams resulting from service and sales 
contracts. Let’s look at the topic from a consumer’s vantage point:

27.6.1  Example: Picknplay

In Sweden, a fast food franchise revived the classic game Pong by installing an 
interactive billboard setup.40 The billboard invited pedestrians to engage with it 
through a mobile website. Upon visiting the website, the GPS feature of the user’s 
smartphone verified the location and the player had to “survive” for 30 s to win a 
prize. The coupon could then be redeemed at a nearby fast food restaurant.

Many gamification projects are trying to engage customers in order to connect 
with them and improve the business-customer relationship (Zichermann & Linder, 
2013: 8). Classical marketing tools do not seem to work well enough anymore, so 
sophisticated tools and methods like gamification have to get the word out. “Behind 
every successful consumer app, there is a thoughtful, well-designed engagement 

38 OLG Frankfurt GRUR 1983, 757 “Donkey Kong Junior I”; OLG Frankfurt WRP 1984, 79 
“Donkey Kong Junior.
39 OLG Frankfurt GRUR 1983, 758.
40 http://picknplay.se/
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loop.” (Zichermann & Linder, 2013: 176). As soon as the app or project has gone 
viral, the gamification project is likely to be on the road to success. That is the 
moment when consumer protection law is overlooked most of the time, maybe 
because all resources on the provider side have to ensure the project keeps going or 
the monetary return makes the provider look at legal aspects somehow differently. 
The German Federal Court of Justice ruled just recently that advertising messages 
within a (free) game aimed at children with a link to paid offers to buy accessories 
for the game are unlawful.41

Gamification wants to engage the player in order to create a stronger relationship 
with the subject or company. Engagement is achieved when a player does something 
out of his own motivation. In many gamification projects this Engagement results in 
“user generated content”. Since gamification addresses cognitive abilities in the sub-
conscious, it is likely to be manipulated to facilitate unfair commercial practices. 
“Efficiency is not illegal itself, but it may, depending on the nature of the business’ 
involvement and encouragement, be an unfair commercial practice to exploit private 
individuals to carry out invasive marketing that the business could not legally do on 
its own.” (Trzaskowski, 2011: 350). To learn about the legal barriers in Europe one has 
to take a look at two directives: the Unfair Commercial Practices Directive (2005/29/
EC) and the Misleading and Comparative Advertising Directive (2006/114/EC). 
Unfortunately these are simply too voluminous to discuss the related issues in this 
chapter, but it is strongly advised to look at best-practice cases already out. Moreover, 
the question to what extent businesses can be held liable for activities carried out by 
consumers remains yet unsolved (Trzaskowski, 2011: 350).

In the US, the Competition and Consumer Act 2010 addresses similar topics as 
the European Directives. It includes misleading and deceptive conduct (Section 18), 
unconscionable conduct in connection with goods or services (Sections 20–21), 
unfair contract terms (Sections 23–28), false or misleading representation about 
goods or services (Section 29), offering rebates, gifts or prizes (Section 32 and very 
important for gamification!), misleading conduct as to the nature of goods or ser-
vices (Sections 33–34), bait advertising (Section 35), pyramid schemes (Section 44) 
and referral selling and multiple pricing (Section 47). Purchased hits, for instance, 
are among the topics covered in the Consumer Protection Act.

27.7  Conclusion and Final Remarks

This chapter was not intended to help you get a law degree, but to raise your aware-
ness enough to address the most common aspects of law related to gamification and 
to aid you in communicating with your legal expert.

As we have seen, the Terms of Use serve as a powerful tool. For a provider, they 
form a “line of defense” which ensures that the risk of getting sued is minimized. 
Moreover, they can shift the balance of the contract in favor of the provider. As this 

41 (German) BGH, 17.7.2013 – I ZR 34/12.
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is a fine line, an expert or counsel should be approached before launching the proj-
ect. Most often a provider can (or at least should) get this service free of charge from 
a local Economic Chamber of Trade, Commerce and/or Industry. The information 
given by such institutions can then be used to design the project within the legal 
boundaries. From the consumer’s perspective, the corresponding information can be 
obtained from consumer protection authorities. They will check Terms of Use for 
illegal or misleading content and are able to take action if they think a certain line 
has been crossed or enough consumers are affected. As stated, however, Terms of 
Use are not evil by nature; there are some good examples out there that may serve 
as a role model. Establishing a fair balance between consumer and provider inter-
ests can also help you to gain a good reputation throughout the community (and 
therefore have one “shitstorm” less to deal with).

Regarding the development process of a gamification project a lot can be 
adopted from classic contract law. If the project is related to software development 
the entire range of IT law (starting at NDAs) can be applied. This field is well cov-
ered and documented, and therefore a high level of legal certainty already exists. 
Instead of trying to reinvent the wheel, this expertise should be used. In short: do not 
try to label your gamification project with new terms if it is just a simple app devel-
opment project.

Copyright issues might not be among the questions to address first, but they 
should be observed. Every time something is “in motion” or “user-generated” 
within a gamification project, copyright laws will help to govern these parts. Since 
copyright goes hand in hand with licensing, this can (and should) be included in the 
terms of use. Although Virtual Goods are a playing field for lawyers momentarily, 
it seems that they can be handled using copyright laws already in existence. Despite 
the fact that the protection of know-how and ideas is not covered by copyright, 
every country tries to build higher walls around these matters identified as the “gold 
of the information age”. At the end of 2013 the European Union started a consider-
ation process on a Directive on the protection of undisclosed know-how and busi-
ness information (trade secrets) against their unlawful acquisition, use and 
disclosure.42 For the moment (as this chapter is being written) we have to stay tuned 
on this.

Unfair Competition is a more sophisticated game between businesses—a game 
you simply cannot win without an internal or external legal expert.

Finally, let’s take a look at the (not all-encompassing) short checklist that intends 
to help prevent failure on a massive scale:

• for gamification providers

 – use NDAs, ToSs and related contracts to support communication vis-à-vis the 
project staff and users to protect the project against possible lawsuits resulting 
from unfulfilled expectations. Hint: Talk to an expert, many documents can 
be developed only once but used many times (such as NDAs and ToSs).

42 http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:52013PC0813:DE:NOT.
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 – using ToSs you will have to identify minefields for your project, get help from 
experts or trade chambers. You can take a look at competitors’ Terms of Use 
BUT DO NOT COPY THEM!

 – Virtual Goods should be governed by ToS and, as stated, copyright issues 
can burn money fast (also keep fair use in mind). Talk to an expert to get 
“insurance”!

 – Unfair competition can help to get rid of unwanted competitors, but first you 
will have to identify these competitors and second you will need to consult an 
expert on competition law, which will help to decide if any action should be 
taken (not every smart move by a competitor against your project is 
unlawful)

 – If you aim your project at consumers, consumer protection is an issue. To 
avoid a shitstorm you should change sides and take a look at the project from 
the customer’s point of view before installing 
“you-are-less-than-nothing-in-my-eyes”-clauses.

• for gamification users

 – when you see ToSs you might want to read them first. In a recent case a dis-
satisfied customer posted a negative review about the service of an online 
retailer. However, the retailer’s ToSs stated that “your acceptance of this sales 
contract prohibits you from taking any action that negatively impacts [the 
retailer], its reputation, products, services, management or employees.”43 
Check with consumer protection authorities if you think ToUs are unfair or 
violate consumer rights. They often serve as an FAQ service and support legal 
actions against those who cross the line.

Whether you are a gamification provider, a developer, a consultant or a consumer 
interested in the matter you have to admit that gamification addresses a whole set of 
topics throughout the field of law. To cover this all it would be necessary to under-
stand each and every gamification project in every detail, specify each and every 
corresponding field of law (including laws and provisions as well as judicature) and 
double check the result to make sure to be up-to-date (laws may have been revoked 
or renewed, or a new ruling may have been made in the meantime). Still, you would 
not know everything, since many settlements that would tell you the current “market 
price” of cases are not tried in court or not making it to a final verdict are confiden-
tial. BUT: you do not need to panic, there is hope. The killjoys we were talking 
about at the beginning of the chapter have a purpose: to cover all these questions and 
come up with an up-to-date answer. Moreover they will serve as insurance and 
assume responsibility if legal issues arise that could have been foreseen. Downside: 
This insurance will cost you something (but nothing is free, right). Benefit: You will 
be able to focus on the project and not worry about legal risks (for now). Finally, do 
not be alarmed because you did not get “the answer”; and, most important, do not 
lose your motivation for a hopefully fun and successful gamification project.

43 http://www.kutv.com/news/features/gephardt/stories/vid_474.shtml.
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    Chapter 28   
 How to Avoid the Dark Side of Gamifi cation: 
Ten Business Scenarios and Their Unintended 
Consequences 

             Rachel     C.     Callan     ,     Kristina     N.     Bauer    , and     Richard     N.     Landers   

28.1             Introduction 

 Gamifi ed interventions have become increasingly popular, but there has been a 
dearth of discussion about potential problems that may come along with these tools. 
Gamifi cation can be described as using elements from video games in a non-gaming 
application to enhance user engagement and experience (Deterding, Sicart, Nacke, 
O’Hara, & Dixon,  2011 ). From this defi nition, we can imagine an almost infi nite 
number of possible applications of gamifi cation in the workplace. Any process that 
impacts employees could be gamifi ed to improve engagement or experience, from 
selection and recruitment to training and performance. 

 It appears that organizations are doing just that as M2 Research has projected 
that $522 million will be spent on gamifi cation solutions in 2013 (Meloni & Gruener, 
 2012 ). Further, the use of these tools is expected to continue to grow with Gartner 
predicting that 40 % of Global 1,000 organizations will be using gamifi cation to 
transform business operations by 2015 (Pettey,  2012 , October 24). Although to 
many it seems gamifi cation may be a panacea to organizations plagued by employee 
apathy toward training programs and performance systems, researchers have 
recently begun discussing the dark side to these interventions. 

 This “dark side” is the negative impact that these interventions may have due to 
unanticipated consequences or side effects that render them less effective or, in the 
worst case, counterproductive. Gartner has suggested that by 2014, 80 % of gamifi ca-
tion applications will fail to meet business objectives due to poor design (Pettey & van 
der Meulen,  2012 , November 27). Given the $522 million projected to be spent in 
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2013 on gamifi cation interventions (Pettey,  2012 , October 24), one can  easily imagine 
the amount of money that is wasted on poorly designed interventions. 

 Since the demand for gamifi ed interventions does not appear to be slowing down 
in the near future, we need to turn our attention to why these interventions fail. 
Gartner has offered some suggestions for why an intervention may fail to meet 
expectations (Burke,  2013 , January 21). The fi rst is that rewards may not be seen as 
desirable to the employees, which is refl ected in the common approach of simply 
adding badges or points to an activity or process to gamify it. The second is that 
organizations sometimes decide to adopt gamifi cation before they actually know 
how it will be used, which causes the intervention to misalign with business objec-
tives. This results in adding gaming elements that may not make sense or may be 
ineffective because the organization was in a rush to be part of the trend. The fi nal 
issue is that the motivations of the employees need to align with the goals of the 
organization within the gamifi ed intervention. 

 In the remainder of this chapter, we will touch upon these broad issues as well as 
how gamifi cation failures can be explained by psychological research. This chapter 
contains ten scenarios that will be used to illustrate some of the ways an organiza-
tion may include gamifi cation within an intervention. These scenarios cover four 
broad topics from the personnel psychology literature: recruitment of applicants, 
onboarding new hires, training employees, and employee performance manage-
ment. For each scenario, we will discuss why the intervention may fail, how this 
relates to the psychological literature, and how the intervention may be improved 
upon in order to avoid these potential pitfalls. It is our hope that by highlighting 
areas for concern within interventions, we help practitioners utilize gamifi cation 
more effectively and reduce the risk of an unsuccessful intervention.  

28.2     Recruitment 

28.2.1     Scenario One 

 Organizational leadership wants to motivate job applicants to explore their recruit-
ment website to learn more about the organization’s history, values, and vision 
before fi nally applying. To do so, they decided to add gamifi cation elements to the 
recruitment website. Applicants sign in to the site and earn points and badges for 
visiting the different areas of the site and completing the application. These points 
do not factor into employment decisions, but they are displayed so that the appli-
cants can keep track of their own progress. 

28.2.1.1     Potential Problems 

 One of the biggest issues of this approach is that the rewards do not match the orga-
nization’s goal of learning more about the organization. Instead, visiting the areas of 
the site alone is rewarded. Presumably, the organization wants applicants to view 
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these areas of the site so that they are more familiar with the organization before 
they even begin the application process. The end goal in this case could be to entice 
people to apply who would have been strong candidates but would not have applied 
due to a lack of knowledge about the organization. Another possible goal could be 
to give applicants a realistic job preview to ensure that those who apply understand 
the organization, which has been found to have a small correlation with outcomes 
such as turnover (Phillips,  1998 ). Thus, those who would not fi t well with organiza-
tional values and vision would self-select out of the hiring process. In both cases, 
the underlying goal is to motivate applicants to learn about the organization via the 
materials provided on the company website. 

 The primary concern when dealing with motivation in this case is that attempts 
to shape behavior through rewards without ensuring that behavior and rewards are 
linked is risky. At its core, we could say that this organization is attempting to use 
operant conditioning to shape behavior such that applicants will see that learning 
about the organization is linked to these rewards (positive reinforcement), which 
then encourage the applicants to continue learning in order to earn more rewards 
(Skinner,  1953 ). However, the organization is committing a common fallacy by 
assuming that applicants will see the learning as the target behavior, rather than just 
clicking on as many links as possible. As the intervention is described now, the 
target behavior is not learning. In order to motivate learning about the organization, 
knowledge would have to be rewarded. This could be accomplished by giving appli-
cants points for scoring high on a knowledge test about the company after viewing 
the website. 

 An additional problem in this context is that scoring points for an applicant could 
ultimately deliver contradictory information to applicants. The organization is 
rewarding job seekers for viewing the website, but the rewards do not factor into 
hiring decisions. This could be confusing to many applicants as they are visiting the 
site with the hope of earning a job, the ultimate positive reinforcement for job seek-
ers. Without a tie to this desired outcome, points really mean nothing. This issue 
also taps into Vroom’s ( 1964 ) expectancy theory of motivation. Specifi cally, one of 
the key components to behavioral change is that the actor values the reward. In this 
case, points and badges offered may be of little value to a job seeker. With any gami-
fi cation intervention, one should consider what the desired outcome is and whether 
that behavior is actually being motivated by the proposed intervention. If the inter-
vention fails to change the behavior, which must be measured, another approach 
should be taken.   

28.2.2     Scenario Two 

 An organization wants to make applicants feel more excited when applying for their 
positions and wants to make their job offers seem more enticing once they are 
received. To do this, the CEO has suggested applicants compete with one another 
during the application process. She argues this will make the application process 
more interesting for applicants and the competitive atmosphere will encourage 
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those who receive offers to accept them immediately. A system is designed in which 
applicants sign in with an anonymous username, which is then linked to their scores 
on the measures included in the selection battery. These measures could include 
scores on application blanks, knowledge tests, personality tests, and other selection 
devices. For each measure, the applicant receives points based on his or her perfor-
mance and his or her total score is posted on a leaderboard that all applicants are 
able to see. The CEO sees this as a promising program and is very enthusiastic 
about applicants completing the measures and following the leaderboard as they go 
through the application process. 

28.2.2.1     Potential Problems 

 The fi rst major problem with this scenario is the motivational issues discussed in 
Scenario One. The organization should want those in the application process to 
provide truthful responses to selection measures, not to simply move up a leader-
board based on their performance. This issue is additionally relevant to the applicant 
faking literature, which considers the conditions under which applicants give 
untruthful responses and the effects on the predictive abilities of the selection mea-
sure. A recent meta-analysis found that other-rating of personality had signifi cantly 
greater predictive validities than self-ratings of personality (Connelly & Ones, 
 2010 ). The researchers suggested this may have occurred because people (intention-
ally or unintentionally) often misrepresent themselves to appear more socially 
desirable, which can decrease the effectiveness of selection measures. Although 
faking is generally considered a given for measures such as personality (Hough & 
Johnson,  2013 ), it is likely unwise to create an intervention that explicitly motivates 
applicants to fake as we know that people are very capable of distorting ratings 
when they are told to do so (Viswesvaran & Ones,  1999 ). 

 A second issue that we could anticipate from the intervention described is that 
applicants would actually use the leaderboard to their advantage when making sal-
ary negotiations. The literature has shown that the best applicants are fi ckle and 
drop out of the selection process during recruiting delays (Rynes, Bretz, & Gerhart, 
 1991 ) or when they receive negative information about the job (Bretz & Judge, 
 1998 ). Although no studies have yet investigated gamifi cation of recruitment, it is 
easy to imagine how job seekers may believe that if they are at the top of the lead-
erboard, they are the organization’s best choice and deserve premium treatment as a 
result. Thus, applicants could expect not only higher pay or better benefi ts but also 
faster contact for interviews and a guarantee of a job offer. If the top applicants fi nd 
that the organization is not able to meet these expectations, the organization could 
quickly fi nd itself driving away the top of its applicant pool. In short, this interven-
tion would likely not produce the effects the CEO had hoped for because undesired 
behaviors are being motivated and the applicants are given more information than is 
standard in a selection setting, which could then be used as leverage against the 
organization in the selection process.   
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28.2.3     Scenario Three 

 The Director of Human Resources at an organization has recently learned that appli-
cants recruited through employee referrals may be better employees than those 
recruited through more traditional means, such as job ads. As a result, he has decided 
to incentivize employees to refer prospective employees through a gamifi cation 
intervention. In the proposed intervention, an employee earns one point for each 
applicant who lists the employee as referring him or her to the organization and ten 
extra points for every referred applicant who is hired. A leaderboard will be created 
based on the point totals and distributed to all of the employees so they can see how 
they are doing compared to their coworkers. The director believes this leaderboard 
will create the motivation needed to boost the number of employee referrals and 
anticipates this will have long-term effects on the productivity of the workforce as 
these referrals are hired. 

28.2.3.1     Potential Problems 

 This system again suffers from the issue of whether the desired behavior is actually 
being motivated by the intervention. The work of Skinner ( 1953 ) suggests that in 
order to change behavior, the reinforcer needs to be directly related to the desired 
behavior. If the behavior desired by the organization is for employees to recommend 
people for employment who are subsequently hired, this needs to be rewarded 
explicitly. Although it appears on the surface that this is the case, consider how easy 
it would be for an employee to have people who are unqualifi ed apply for a position 
compared to how diffi cult it is to identify a friend or acquaintance who would actu-
ally be likely to be hired for the position. This suggests that perhaps only having 
referred a qualifi ed applicant should be rewarded, rather than simply referring a 
large number of unqualifi ed applicants. 

 A related issue is that creating a leaderboard such as this could distract employ-
ees from job duties. Although leveraging employees to improve recruiting can be a 
valuable technique (Moser,  2005 ), it is generally not the employee’s primary respon-
sibility. Care should be taken to ensure it does not become a distraction. In this case, 
the points really only have a social reward of appearing higher on the leaderboard, 
rather than a tangible reward such as monetary compensation. If the employee fi nds 
achieving job-related goals to be more motivating, this should not distract from the 
employee’s duties. However, this should be a consideration when motivating 
employees to perform tasks outside of their job duties—the rewards should be 
weighted such that it refl ects the amount of effort the organization wants the 
employee to put toward the task. This goes back to Vroom’s ( 1964 ) theory, which 
suggests that if the employee sees the reward as valuable and linked to his or her 
effort of referring applicants, he or she will be motivated to participate. Again, the 
key issue to consider when attempting to motivate employees is identifying the 
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behavior that is desired and reinforcing that behavior specifi cally while considering 
the unintended effects of the intervention on behavior. 

 A fi nal issue here is that the literature linking employee referrals to job perfor-
mance is mixed (Rynes & Cable,  2003 ), with the relationship between turnover and 
referral source showing a stronger relationship such that employee referrals are less 
likely to turn over than other applicants, once hired. Rynes and Cable ( 2003 ) identi-
fi ed two possible theories in the literature for these effects: (1) employee referrals 
are likely to have more realistic information about the position and (2) employee 
referrals serve as a sort of prescreen because employees may be more likely to know 
other people with similar qualifi cations and attributes. These theories have both 
been supported to some degree in the literature; applicants with employee referrals 
have more realistic job information than walk-ins (Blau,  1990 ) and employee char-
acteristics are related to referral characteristics (Kirnan, Farley, & Geisinger,  1989 ). 
However, the positive effect of employee referral (versus walk-ins) appears to 
diminish post-hire (Kirnan et al.,  1989 ), which suggests any claims that promoting 
one recruiting source over another will have a dramatic effect on productivity are 
unfounded.    

28.3     Onboarding 

28.3.1     Scenario Four 

 A tech company utilizes a voluntary web-based onboarding process to acclimate 
new hires to the organization. This process includes training on topics such as the 
organization’s core values, the organization’s history, and the functions of the orga-
nization’s different departments. The organization has noticed that participation on 
the website has dropped off in recent years. The leaders of the organization believe 
that forcing employees to complete the process goes against the company’s free- 
spirited culture, but they hope that making the website more engaging will increase 
the likelihood that employees will participate. To do this, the leaders decided to 
frame progression through the onboarding website as the adventures of a knight, 
played by the employee. The “knight” needs to complete “quests”, which are the 
various onboarding modules on the website. When the employee completes a quest, 
he or she receives an award from the “king and queen” (the company itself) for a job 
well done. 

28.3.1.1     Potential Problems 

 There are two potential issues with this kind of intervention. The fi rst is that the fi nal 
goal is for employees to learn about the organization, but this is not being measured 
or motivated directly by the intervention. The reward structure in the onboarding 
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process only rewards completing the modules (which may just require a few clicks 
of a mouse), rather than actually learning about the organization and applying this 
information on the job. The issue is not only that of reinforcing the desired behavior 
(Skinner,  1953 ) but also that learning outcomes should be measured in order to 
determine the effects of an instructional program (Kraiger, Ford, & Salas,  1993 ). If 
learning is not measured, it cannot be rewarded. Perhaps more importantly, without 
a measure of learning, the organization cannot determine if the onboarding process 
effectively teaches new hires about the organization. To improve this intervention, 
learning measures should be included at a minimum, and post-tests should follow 
each module. Post-test performance could then be the reinforced behavior, which 
would serve to encourage employees to study and retain the information in the train-
ing materials. 

 The second problem is that this kind of widespread use of strong game fi ction 
may not be accepted well by the employees. In the virtual worlds’ literature, 
researchers have suggested that poor trainee attitudes toward virtual worlds due to 
their novelty may indirectly and negatively affect both trainee reactions and learn-
ing outcomes when learning in virtual worlds (Landers & Callan,  2012 ). Gamifi cation 
is similarly novel in organizations, and as such, employees may not welcome gami-
fi cation interventions, potentially resulting in poorer outcomes. Organizational rep-
resentatives should be sensitive to this issue when applying gamifi cation to the 
workplace. Computer-based testing research suggests that computer privacy con-
cerns are related to age, procedural justice, and test taking motivation (Bauer et al., 
 2006 ). Although research on gamifi cation in the workplace is limited, gamifi cation 
collects a great deal of personal information as well, and attitudes may be similar. 
One change that may ameliorate this effect would be to make the intervention more 
directly related to the workplace. For example, the game fi ction could require 
employees to collect parts for the company’s best-selling piece of hardware by per-
forming well on the post-tests with the goal of “assembling” the product once train-
ing is complete. This job-related story may make the gaming elements more 
appealing to employees than the unrelated story of the knight.   

28.3.2     Scenario Five 

 An organization has new employees complete an online week-long orientation pro-
gram before beginning their new jobs. Feedback from the orientation reveals that 
new hires fi nd the program to be tedious and boring. To make the process more 
interesting, the organization decided to gamify orientation. Employees create a fi c-
tional 3D character to represent themselves in the online orientation on the fi rst day 
and subsequently participate in the orientation as this avatar who earns points for 
completing “challenges” (e.g., completing modules, fi lling out profi le details, set-
ting up accounts) and correctly answering questions about the orientation materials. 
Employees with the top scores are recognized at the end of orientation. 
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28.3.2.1     Potential Problems 

 This attempt at gamifi cation represents an improvement over the previous attempt 
to gamify a web-based, new hire training because learning assessments are included 
as part of the challenges employees are expected the complete. Thus, the organiza-
tion has a mechanism to monitor whether employees are acquiring the appropriate 
level of knowledge and skills. However, there is still a concern that the gaming ele-
ments could pull focus from the task at hand. Kanfer and Ackerman ( 1989 ) theo-
rized that individuals have a limited pool of attentional resources that can be devoted 
to on-task, off-task, and self-regulatory behaviors. If the addition of gamifi ed design 
elements pulls attentional resources to the elements themselves (i.e., resources are 
devoted to off-task behaviors), new employees will not learn as much from the 
assessments. Furthermore, similar to the way massed practice (or “cramming”) has 
a detrimental effect on retention (Donovan & Radosevich,  1999 ), a new employee 
that becomes so engrossed in the gamifi ed system that he or she goes through all 
content in a short amount of time may retain less information than if gamifi cation 
had not been used. 

 Another issue that an organization may face is whether the motivation gained 
from using the avatar offsets the time spent making them on the fi rst day, particu-
larly for older workers who may not be as technology savvy as younger workers. An 
important avenue for future research is identifi cation of the types of employee that 
are motivated by gamifi ed systems. If some employees are demotivated by the use 
of avatars, it would be wise for organizations with such employees to invest 
resources in an alternate strategy for creating a more engaging orientation.    

28.4     Training 

28.4.1     Scenario Six 

 An organization has implemented mandatory online sexual harassment training. 
The organization’s leaders recently learned that one of the most common problems 
faced by organizations implementing such training programs is compliance, and 
found this to be the case in their organization as well: only 35 % of employees have 
completed the online training program by the deadline imposed by Human 
Resources. To improve employee motivation, the training designer decides to gam-
ify the training by incorporating a game element: game fi ction. Training modules 
are presented as “quests” with “monsters” to defeat in the format of post-training 
knowledge tests. With successful defeat of a suffi cient number of monsters, each 
quest is complete, and the trainee gains a “level”. 
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28.4.1.1     Potential Problems 

 One of the most common early application areas for gamifi cation is education (e.g. 
Landers & Callan,  2011 ; Tay,  2010 , March 18), which is likely one of the reasons 
the designer would choose this approach. Instructors take any of a variety of game 
elements theorized to improve learning or motivation to learn (Bedwell, Pavlas, 
Heyne, Lazzara, & Salas,  2012 ) and apply them to the classroom. In the business 
environment, this application of gamifi cation to student learning shifts to that of 
employee training and development. However, just as gamifi cation can result in 
negative outcomes in child instruction, it can also produce negative results in adult 
instruction. 

 Although the spirit of this training designer’s idea is appreciated—to make train-
ing more fun and thus increase compliance—extant theory suggests that it may 
bring substantial risks. Organizational justice theory describes three general percep-
tions related to how people perceive the way they are treated: (1) distributive justice, 
the perceived fairness of the treatment itself, (2) procedural justice, the perceived 
fairness of the process leading to that treatment, and (3) interactional justice, the 
perceived appropriateness of the way information about the treatment was delivered 
(Greenberg,  1990 ). When employees believe they have been treated unfairly, they 
are more likely to engage in counterproductive work behaviors (like theft), reduce 
their organizational citizenship, and place less trust in their organization (Cohen- 
Charash & Spector,  2001 ). By adding additional impositions upon employees to 
complete training that they are already reluctant to complete, fairness perceptions 
may be negatively affected, ultimately leading to such negative organizational out-
comes. Instead, the organization would likely be better served by implementing 
traditional training compliance techniques, like improving organizational and 
supervisor support (Noe & Schmitt,  1986 ). Thus, we contend that gamifi cation is 
best restricted to training contexts in which both the training itself and participation 
in the gamifi cation component of training is completely voluntary.   

28.4.2     Scenario Seven 

 An organization has a substantial catalog of online courses available to employees, 
the purpose of which is to encourage employees to engage in self-directed learning 
as their time and interests allow. A training designer notices that usage of the self- 
development website is low; few employees ever log in to complete one of the 
optional courses. To improve the website’s attractiveness, this designer implements 
a gamifi cation platform, assigning badges for a variety of activities which appear on 
user profi les. This includes reading descriptions of course offerings, participating in 
practice activities, posting on the website’s discussion boards, and completing 
course knowledge tests, among others. Rankings are developed based upon badges 
earned to encourage employees to compete with each other. 
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28.4.2.1     Potential Problems 

 Operant conditioning is frequently cited as the basis for gamifi cation efforts, and yet 
this perspective suggests potential harm in the case study above. According to 
behavioral psychology, when psychological rewards follow a target behavior, 
engagement in that behavior will increase (Skinner,  1938 ). Gamifi cation is often 
implemented using this strategy, awarding points and badges for engaging in some 
target behavior. However, nearly a century of research on operant conditioning has 
been quite clear: only the target behavior is increased, and other behaviors may 
decrease in favor of the target behavior. In the case above, rewards are provided for 
reading descriptions, completing activities, posting on discussion boards and com-
pleting tests. This does not imply that employees will enjoy the courses more, learn 
more from the activities, participate meaningfully on discussion boards, or learn 
more in courses. Because these activities are not rewarded, they are unlikely to be 
increased by the system described above. The challenge for gamifi cation designers 
is that the behaviors they  want  to reward (e.g., motivation, meaningful participation, 
learning) are diffi cult to measure accurately and automatically. For example, deep 
understanding of learned material (e.g., as demonstrated in writing), quality of dis-
cussion board posts, and motivation to learn cannot currently be judged by a com-
puter automatically and accurately, and thus cannot be rewarded in any current 
gamifi cation system. Rewarding proxy behaviors will only encourage those proxy 
behaviors. More explicitly, the learner with the highest score is not likely to be the 
user that has learned the most. Training designers implementing gamifi cation must 
be careful to reward  precisely  the target behavior they wish to encourage; if this 
precise behavior cannot be rewarded, gamifi cation should not be used.    

28.5     Performance 

28.5.1     Scenario Eight 

 An organization is having trouble getting managers to complete performance 
appraisals on time and with enough detail to be useful for improving employee 
performance. To improve participation, the organization awards managers points 
based on timeliness of their reviews and how much detail they include in the evalu-
ation. The point totals are published during the performance appraisal season to 
encourage managers to compete to turn in their appraisals quickly. 

28.5.1.1     Potential Problems 

 One initial problem an organization will face is developing a system to assign 
points. It is fairly straightforward to assign points for the speed with which a man-
ager submits his or her performance evaluations. A simple example might be: ten 
points for early submission, fi ve points for on time submission, and negative points 
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for late submission. However, it is more diffi cult to assign a point value for quality 
as there are relatively few good measures available (Murphy & Cleveland,  1995 ). 
Although the length of a submission would be a quick way to assign points, using 
length as a metric can reward managers who are wordy but not necessarily accurate. 
Having human resources personnel code responses will be subjective and time con-
suming, and immediate feedback is integral to gamifi cation. 

 Related to the diffi culties developing a point system, another potential problem 
is that quick appraisals do not necessarily lead to accurate appraisals. Organizations 
need to be careful about what, specifi cally, is being rewarded. If an organization 
rewards speed more so than accuracy, quick appraisals may translate to an incom-
plete assessment of subordinate performance, the use of biases or heuristics to make 
performance judgments, and generally inaccurate performance evaluations. 
Research suggests that accurate ratings are a product of spending more time observ-
ing behavior (e.g., Favero & Ilgen,  1989 ; Heneman & Wexley,  1983 ), and it is ill 
advised to create a system that introduces biases into the rating process. 

 Performance appraisals also provide extremely sensitive information to the sub-
ordinate or rate and have been the basis for employment discrimination lawsuits 
(Werner & Bolino,  1997 ). Currently, there is no known research or case law on the 
gamifi cation of a performance evaluation system. An organization should be mind-
ful about gamifying a performance evaluation system that may inadvertently intro-
duce bias or reduce accuracy as such a practice has not been empirically or judicially 
supported.   

28.5.2     Scenario Nine 

 An organization wants to use gamifi cation to enhance employee motivation for 
completing the performance appraisal process. Employees create avatars that move 
through the performance appraisal process all year long as the employee completes 
his or her job duties. The job itself is framed as a game with each job duty the 
employee completes being framed as a “quest”. Using the general premise of Call 
of Duty (a popular fi rst-person perspective game) as an example, a job might become 
a game where a soldier is tasked with helping his country win the Cold War. Each 
job duty would then be a quest to eliminate enemy soldiers or gather intelligence 
information. As quests are completed, the character moves up in levels. The organi-
zation believes this will allow employees to be involved in performance appraisal 
year-round and provides motivation without the need for bonuses. 

28.5.2.1     Potential Problems 

 One of the major problems an organization would face when attempting to gamify 
the performance appraisal process in this manner is developing the game fi ction. 
The development of appropriate game fi ction would require a considerable amount 
of resources and time. For example, an organization must decide what level of game 
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fi ction is appropriate. A well-developed story line may be costly, in terms of paying 
a writer, and may also detract from the work itself as employees become invested in 
the story. On the other hand, an under-developed storyline may not be believable or 
motivating. Another key decision an organization would face is what kind of story 
line to apply. In the example provided in the scenario, there is a masculine under-
tone, which could dissuade female employees from becoming fully invested in the 
game system. The use of employee focus groups would be required to develop a 
storyline that is motivating to all employees. 

 Regardless of how well developed the storyline is, another potential problem is 
that some employees will just dislike having gaming elements added to required 
work systems. As mentioned in previous scenarios, there are employees who would 
prefer to keep work and play separate. In this specifi c case, the entire evaluative 
component of the job is gamifi ed, which potentially increases alienation of employ-
ees who are opposed to making a game out of work. 

 Furthermore, in this attempt at gamifi cation, completion is being rewarded, not 
the quality of the work. As described above, we need to tie the behaviors being 
rewarded to the actual desired behaviors. Before implementing a gamifi ed perfor-
mance appraisal system in this manner, an organization would be wise to do a thor-
ough cost benefi t analysis as the payoff may not outweigh the time it takes to design 
and participate in this system.   

28.5.3     Scenario Ten 

 A sales manager has implemented a leaderboard to help motivate the sales team to 
improve their performance. The leaderboard rank orders all employees on the team 
according to the dollars in sales for the week. The manager posts the leaderboard in 
the offi ce so that everyone can see who is bringing in the most sales and try to 
improve their standing. 

28.5.3.1     Potential Problems 

 One problem that an organization faces when implementing a leaderboard is deter-
mining the metric on which the leaderboard should be based. Basing the leader-
board strictly on the dollar amount of sales could be perceived as unfair and would 
be an inaccurate measure of job performance. Campbell, Gasser, and Oswald ( 1996 ) 
make the distinction between job performance (organizationally relevant behaviors 
that an individual performs) and performance results (outcomes of performance not 
entirely under each employee’s control). Sales can be considered a performance 
result. For example, an employee may happen to have a territory that easily nets 
many sales while another employee has a more diffi cult territory. This would result 
in the former employee easily beating out the latter employee on the leaderboard not 
because of different sales techniques, but solely because the assigned territory is 
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diffi cult. In this case, adjusting the dollar amount by the size of the territory would 
be paramount for the success of the motivational infl uence of the leaderboard. 

 Additionally, dollar amount in sales is just one aspect of job performance. Other 
aspects of job performance, like customer satisfaction or working with other depart-
ments to ship products quickly, are also important for organizational success. The 
leaderboard is a sign to employees that the organization values sales, which could 
send the message that other aspects of job performance are less important. Without 
proper monitoring or reward mechanisms in place for these other aspects of job 
performance, employees’ overall performance, and hence organizational success, 
may suffer. 

 Another problem is that the leaderboard could potentially have negative motiva-
tional consequences. If an employee is consistently at the bottom of the leaderboard, 
this would be a sign of negative feedback. Repeated negative feedback leads to 
downward goal revision and decreased effort among other negative outcomes 
(Mikulincer,  1988 ,  1989 ). Thus, employees who perceive that they will never be at 
the top of the leaderboard may disengage from their work, ultimately negatively 
impacting organizational performance. 

 Leaderboards typically demonstrate individual performance. An interesting 
caveat to the ease with which a leaderboard can be implemented is the case of a 
team-based sales environment. In an advertising agency, for example, a team works 
together to develop a product for a client. A large advertising agency will have mul-
tiple teams and potentially employees on multiple teams. In team-based 
 environments, the organization would need to determine how to represent perfor-
mance on the leaderboard. Research suggests that the level of feedback has an effect 
on the relationship between team goals and performance (DeShon, Kozlowski, 
Schmidt, Milner, & Wiechmann,  2004 ). Team members who receive team-level 
feedback tend to see improvements in team-oriented performance while those who 
receive individual-level feedback tend to have higher individual performance. 
However, performance is best when team members receive just one form of feed-
back, which suggests the level of the leaderboard feedback should depend upon the 
type of performance the designer is attempting to enhance.    

28.6     Conclusions 

 The scenarios described above highlight many of the concerns expressed by Gartner 
(Burke,  2013 , January 21). The fi ctitious organizations often adopted gamifi cation 
without linking it to organizational goals and/or employee motivations. Although 
these scenarios were all fi ctional, it is important to emphasize that these kinds of 
design errors appear to be common in gamifi ed interventions. According to Gartner, 
this is the rule, rather than the exception (Pettey & van der Meulen,  2012 , November 
27). Since organizations are becoming more eager to adopt gamifi cation (Pettey, 
 2012 , October 24), the warnings included in this chapter are timely. 
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 Many of the recommendations above focus on linking gamifi ed interventions 
back to basic psychological research literatures and their “best practices”. One 
area of research that was brought up repeatedly is motivation. Organizations who 
wish to improve employee engagement may be quick to assume that gamifi ed 
interventions will motivate employees, but this is not necessarily the case. Human 
motivation is complex and as a result a number of theories are used to explain how 
motivation affects behavior across situations, including but not limited to goal 
setting theory (Locke & Latham,  2002 ), operant conditioning (Skinner,  1953 ), 
and expectancy theory (Vroom,  1964 ). Whenever an organization is seeking to 
motivate employees, one of the fi rst decisions to be made is which motivational 
theory will best inform the designer in this situation, given the intervention’s 
goals. From there, gaming elements that work with the theory can be identifi ed, 
such as utilizing a leaderboard to activate goal-setting. By relying upon literature 
to inform design decisions, rather than choosing the “latest and greatest” technol-
ogy and then deciding how to use it, practitioners can improve the likelihood that 
an intervention will have the desired effect. 

 This issue is echoed in the training literature, which suggests that the training 
needs assessment should guide training design (Brown,  2002 ). Here, the training 
literature informs the needs assessment, which then informs the design. It is impor-
tant to note that in a rush to embrace new technologies, many organizations are 
applying this process in reverse: allowing the design to inform the needs (Burke, 
 2013 , January 21). This backwards thinking is not only bad for the organization, but 
could make gamifi cation the next Second Life, which experienced a similar faddism 
before being abandoned by many organizations (Semuels,  2007 , July 14). By fol-
lowing best practices from the literature, not only can practitioners inform the gami-
fi cation literature, but also ensure that gamifi cation is viewed as a useful tool, rather 
than a passing trend.     
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Chapter 29
Gamification of Survey Research: Empirical 
Results from Gamifying a Conjoint 
Experiment

Briana Brownell, Jared Cechanowicz, and Carl Gutwin

29.1  Introduction

29.1.1  Background and Motivation

One of the most important tools utilized by the marketing research industry is the 
consumer survey. This self-reported data is the foundation of many currently applied 
methodologies for measuring the success of marketing campaigns and strategies 
(Evans & Mathur 2005). As such, suppliers in the marketing research industry rely 
on the engagement and attentiveness of the individuals who participate in their 
research and respond to their surveys. Keeping these respondents engaged is impor-
tant for reducing the drop-off rate (the rate at which respondents quit before com-
pleting a survey), increasing time spent on surveys (which is linked to the quality 
and quantity of responses), and improving respondents’ subjective enjoyment (since 
a happy respondent is more likely to complete future surveys). There is evidence to 
suggest that engagement has an influence on data quality as well, since bored or 
inattentive respondents produce lower quality data (Cape, 2009). Keeping respon-
dents engaged and willing to participate in research is critical both to industry pro-
viders and to clients who use the results of the research for their decision making.

Recently, gamification has become a popular way to increase engagement and 
participation in tasks that would otherwise be considered work (Deterding, Dixon, 
Nacke, O’Hara, & Sicart, 2011; Von Ahn & Dabbish, 2008). Researchers have 
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 successfully utilized gamification in a wide range of subject areas (Deterding et al., 
2011; Dignan, 2011; Von Ahn & Dabbish, 2008), demonstrating that a gamified 
design can result in improved user motivation, subjective preference, and data qual-
ity. Because all of these improvements would be desirable in the area of marketing 
research, some research suppliers and academic researchers have already attempted 
to integrate gamification into surveys (Adamou, n.d.a, n.d.b; Guin, Baker, Mechling,
& Ruylea, 2012; Puleston & Sleep, 2011). The majority of their results demonstrate 
an increase in engagement, subjective preference, or data quality. While these 
results are promising, research into gamified surveys is still relatively new and only 
a small number of survey types have been gamified.

To help address these gaps in the literature, we applied gamification to a survey 
containing a choice-based conjoint experiment. Specifically, we investigated the 
effect of scenario realism, points and feedback for correct responses, and level of 
gamification as compared to a benchmark survey. To our surprise, the game ele-
ments had either no effect or a negative effect on engagement. Our results provide 
evidence that improved engagement is not a certain outcome of gamification. 
Further, it seems likely that the success of a gamified design depends greatly on the 
numerous design decisions made during the process, up to and including the nature 
of the task being gamified. There also appears to be a strong expectation component 
to a user’s experience: the perception of participating in surveys is that it is useful 
and helpful, while the perception of participating in games is that it is entertaining.

In this chapter, we first discuss the previous research related to our study. We 
then provide a detailed analysis of our results as they relate to user engagement and 
data quality. Finally, we discuss the implications of our findings to gameful design-
ers. In particular, we highlight the design decisions, gamification choices, and expe-
riential factors at play in an outcome that seems contrary to much of the research 
into gamification.

29.1.2  Application of Gamification

Gamification, “the use of game elements in non-gaming contexts” (Deterding et al.,
2011), has never been more popular, as evidenced by the multitude of design guides 
(Dignan, 2011; Hunicke, LeBlanc, & Zubek, 2004; Lewis, Wardrip-Fruin, & 
Whitehead, 2012; Puleston & Sleep, 2011; Reeves & Read, 2009) that have been 
published on the topic. Although gamification is still a new area for researchers, 
many preliminary works have already been published; psychological research has 
shown that the motivational roots of gamification are already well understood 
(Ryan, Rigby, & Przybylski, 2006; Sweetser & Wyeth, 2005), and many successful 
implementations of gamified designs have been tested and studied (Chrons & 
Sundell, 2011; Flatla, Gutwin, Nacke, Bateman, & Mandryk, 2011; Korn, 2012; 
Puleston & Sleep, 2011; Von Ahn & Dabbish, 2008). While this research indicates 
that gamification can work, there is an element missing: the demonstration of an 
empirical link between the amount of gamification and the level of user motivation. 
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Researchers have only just begun to approach this problem (Guin et al., 2012; Jung, 
Schneider, & Valacich, 2010; Mekler, Brühlmann, Opwis, & Tuch, 2013) leaving 
much future work to be done.

29.1.3  Gamification of Work

The “non-gaming context” for gamification has often been work- and task-related;
indeed, some of the earliest work in the area of gamification has been with systems 
designed to increase user motivation and performance in tasks that would otherwise 
be considered work (Deterding et al., 2011; Dignan, 2011; Reeves & Read, 2009; 
Shneiderman, 2004; Von Ahn & Dabbish, 2008). The process of gamification has 
made office and industrial assembly jobs more motivating (Korn, 2012; Nikkila, 
Byrne, Sundaram, Kelliher, & Linn, 2013), has made annoying computer tasks 
more fun (Chao, 2001; Flatla et al., 2011), and has enabled citizen-scientists to par-
ticipate in conservational and bio-chemical research (http://www.fold.it; Mason, 
Michalakidis, & Krause, 2012).

But what game elements actually lead to improved motivation and performance? 
Some researchers have sought to answer this question by empirically comparing 
game elements. For instance, Mekler et al. (2013) demonstrated that giving partici-
pants points increases motivation in an image tagging application, as measured by 
the number of tags users gave to images. However, the quality of the tags they 
entered increased when the users were told that their tags would help scientific 
research into image recognition; this “meaningful framing” of the task, along with
points, resulted in the best overall performance from users.

Testing another pair of game elements in a distributed “idea generation” system,
Jung et al. (2010) found that feedback on the ideas was far more important than 
providing set goals. Providing only feedback resulted in increased quality and quan-
tity of responses, but providing only set goals actually resulted in a small decrease 
in the quality and quantity of responses. It was the combination of set goals and 
feedback that resulted in the highest level of user response quality and quantity.

29.1.4  Gamification of Surveys

The marketing research industry has empirically studied many of the factors that 
affect engagement and data quality in traditional and online surveys, including the 
effect of survey length (Brown, 2003), the effect of answering device (slider, text-
box, etc.) (Guin et al., 2012; Malinoff, 2010), and the effect of social motivation 
(Thomas, Bremer, Terhanian, & Couper, 2007). However, there has been little 
research into the effects of gamification in the context of surveys.

In a study comparing four different versions of a survey, Guin et al. (2012) 
included one gamified version. This version included a narrative “quest” as a
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 motivating element, a customizable in-game avatar, and collectable items that were 
required to progress through the survey. The empirical results were inconclusive, 
but respondents seemed to prefer the gamified version over the others.

Much of the publicly released research into gamified survey design has been per-
formed by Puleston and Sleep (Puleston & Sleep, 2011), and Adamou (Adamou, 
n.d.a, n.d.b) respectively. Over a number of studies they have tested gamified survey 
designs that include 3D environments (Puleston & Sleep, 2011; http://www.research-
throughgaming.com/), in-game story and narratives (Korn, 2012; http://www.you-
tube.com/watch?v=2s63gLuO-W0), response feedback such as point scoring systems 
(Guin et al., 2012; Puleston & Sleep, 2011), game timers (Puleston & Sleep, 2011), 
and in-game avatars (Adamou, n.d.a; Guin et al., 2012). In most cases, their results 
show that the addition of these game elements increases the length and quantity of 
responses, and respondents typically prefer the gamified version to the standard sur-
vey version. However, their research does not compare the effectiveness of game ele-
ments in gamified surveys. They have also found that that some gamified survey 
designs can lead to compromised respondent data (Puleston & Sleep, 2011).

As we have identified, there is a significant gap in the literature with regards to 
the effectiveness of using games as a way to gather marketing research data these in 
two key areas. First, it is unknown whether gamified data-gathering tools really 
work to provide greater engagement or participation among research participants. 
Some of the case studies discussed above have suggested value in the approach, but 
there is still little empirical evidence that directly compares gamified and non- 
gamified results. There is also little understanding about what aspects of gamifica-
tion may be the source of any effect. Second, it is unknown whether the data gathered 
from gamified marketing research instruments is statistically reliable and reconcil-
able with traditional research methods.

29.1.5  Respondent Engagement in Survey Research

Presently, the most common method of data collection in the marketing research 
industry is through online surveys (Greenbook Industry Trends, 2013). Researchers 
conducting data collection by way of an online survey often rely on a participant 
pool recruited from the population of interest. Within the past decade, response 
rates have declined considerably (Cape, 2009), presenting an issue for researchers 
whose main objective is to collect accurate data. Interest in the subject matter of the 
survey, short survey length and relevance are commonly cited as motivating factors 
that encourage respondents to complete surveys (Ray & Tabor, 2003). However, 
individuals may not be passionate about subjects on which researchers would like to 
collect data.

Various strategies for increasing response rates and respondent engagement have 
been considered in survey research, such as incenting respondents to complete by 
providing a small monetary honorarium or entry into a prize draw. However, the 
effectiveness of these methods has been debated (Porter & Whitcomb, 2003). It has 
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been suggested that barriers due to disinterest cannot necessarily be overcome by 
monetary incentives: “Response will be improved if the survey is short, relevant and
of interest to the respondent. Failure to meet these criteria cannot be compensated 
by incentives” (Ray & Tabor, 2003, pp. 35).

Comparisons in the respondent data to short and long surveys have shown that 
individuals are willing to participate in fairly long questionnaires; however, it has 
been noted that maintaining the respondents’ engagement is a key factor in ensuring 
the data quality does not suffer: “It appears that even a surprisingly long question-
naire can be administered without large-scale and pervasive deterioration of the 
quality of the data, particularly if efforts are made to maintain respondent motiva-
tion.” (Herzog & Bachman, 1981, pp. 559).

29.1.6  Conjoint Experiments

Conjoint experiments are commonly used methods for gathering information about 
the relative value of different product attributes. The method, developed by Luce 
and Tukey (1964), has been in use since the 1960s and has produced a wide body of 
literature.

The principal advantage to the methodology is that it allows researchers to col-
lect information that is very difficult to gather accurately in other ways. Choice-
based- conjoint (CBC) style experiments are the most common type of conjoint 
method used in marketing research (Carson et al., 1994), as it allows the direct cal-
culation of preference share and most directly mirrors the real choice process 
(Carson et al., 1994; Orme, 2010). In this type of conjoint experiment, the respon-
dent is asked to choose his or her most preferred product from several alternatives 
rather than to rate the products. Although easier for respondents, the choice-based 
approach requires each respondent to complete more choice sets in order to achieve 
the same level of accuracy (Orme, 2010). Therefore, utilizing this methodology 
means that respondents must complete a longer survey.

Researchers have focused on experimental designs that reduce the required num-
ber of choices respondents must make (Chrzan & Terry, 1995) rather than improv-
ing the overall experience of completing the task. Survey fatigue may negatively 
affect responses, and some researchers have found that respondents may be using 
artificial simplification strategies in their later choice sets (Johnson & Orme, 1996). 
At present, there is no universally accepted measure for how many choice sets are 
too many. It is difficult to estimate the number of choice sets that respondents would 
typically be asked to perform, as products vary widely in their complexity; however, 
Johnson and Orme’s (1996) analysis of 21 datasets to assess the reliability of CBC 
data contained between eight and 20 choice sets per respondent.

Because of its usefulness for researchers but its difficulty for respondents, a con-
joint experiment was chosen as a survey style for which respondents are in great 
need of increased motivation, and thus used in the empirical research presented 
herein.
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29.2  Methodology

29.2.1  Conjoint Experiment Design

Conjoint experiments can handle a wide variety of product trade-offs. We selected 
a product for which the respondents would be familiar: a wireless cell phone pack-
age. Products of this type have many directly comparable features which have a 
definite ranking order. For instance, a cell phone package which includes 200 call-
ing minutes is at least as good as the package which includes 100 min for the same 
price. For this reason, this type of product is ideal for use in a conjoint analysis. The 
only attribute for which there was no clear ranking order between attributes was the 
wireless provider. Table 29.1 shows the attributes and levels that were used in the 
conjoint experiment.

Because of the nature of the game (described below), we elected to use a CBC 
method rather than a traditional conjoint method. This approach corresponded 
nicely with the game scenario which asked respondents to choose the best of 
 several options.

A randomized design was used to determine the choice sets. This method 
allowed us to use all of the data collected from respondents and also allows the 
estimation of the relevant parameters in an efficient way (Orme, 2010), despite the 
necessity to have each individual complete more choice sets as compared with a 
block design. Respondents could select one out of three different options, or they 
could select “none”. This design was used to add to the realism of the choice task
(Carson et al., 1994).

29.2.2  Measurement of Engagement

Two common measures of engagement in surveys are drop-off rates and self- 
reported enjoyment. Both have been used as the primary measure in a number of 
research studies involving gamification as well as other survey attributes such as 
length and complexity (Deutskens, de Ruyter, Wetzels, & Oosterveld, 2004; Guin

Table 29.1 Attributes and levels used in the conjoint experiment

Attribute
Number  
of levels Levels

Brand 3 SaskTel/Telus/Rogers
Price 4 $30/$40/$50/$60
Minutes 3 100/200/400
Data 4 None/250 MB/1GB/2GB
Long distance 2 25¢ per minute/unlimited
Calling features 2 None/Call waiting, call transfer, three-way calling
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et al., 2012). Presumably, respondents who become bored are more likely to drop 
off part-way through the survey. However, some researchers have found a remark-
able resilience to survey length and, despite declining response rates to online sur-
veys, have found little effect on participation rates (Cape, 2009). For this reason, we 
did not wish to rely on participation and completion rates as our only measure of 
engagement. Time spent has also been used to measure engagement (O’Brien & 
Toms, 2010) in gamification research. We chose to include time spent as well in an 
attempt to quantify the degree of engagement of participants.

Because our main goal was to determine whether gamification would increase 
the quantity of data we were able to collect in a conjoint experiment, we directly 
used the number of choice tasks completed as the ultimate measure of the success 
the gamification of the research. The quantity of data collected has been used as a 
measure of success in gamification (Jung et al., 2010; Mekler et al., 2013) but to our 
knowledge, it has not been assessed in the context of survey research.

Following (Guin et al., 2012), we also included survey questions so that the 
respondents could self-report their engagement levels. A seven-point scale was used 
for three semantic-anchor questions. Table 29.2 lists the questions used.

We were interested to see whether an increased enjoyment of the survey games 
would also lead to a higher measured engagement in the subject matter. In other 
words, we were interested to know whether the way in which the subject was pre-
sented, within a game or within a survey, affects the subjective evaluation of how 
interesting it was perceived to be.

Finally, we collected qualitative data on the participants’ subjective experience 
by allowing them the option to provide comments about the games in which they 
participated.

29.2.3  Applicability of Gamification to Conjoint Analysis

The gamification of the survey needed to ensure that the core tasks of the process 
remained the same. A CBC experiment consists of a series of choice tasks in which 
the respondent must evaluate and choose the most preferred alternative from several 
choices (Sawtooth Software Inc.,1993), and so we created a game where the goal 
mimicked this decision: a salesperson scenario. Respondents were situated in a 

Table 29.2 Self-reported engagement questions

Question Scale

How enjoyable was this survey game? (1—not enjoyable) to (7—highly enjoyable)
How motivated were you to complete the 
survey game?

(1—not motivated) to (7—highly motivated)

How interested were you in the subject matter 
of the questions?

(1—not interested) to (7—highly interested)
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store and customers came in wanting to purchase a product. They were asked to 
serve the customer by choosing the best product from several alternatives (the 
choice task) for the customer.

Several elements of a gamification framework were included:

• Fantastical scenario and immersive experience: Two versions of the game 
were developed. The first was a “realistic” scenario where customers were
located in a store. The second was a completely fantastical scenario where the 
customers were monsters from an alien planet.

• Autonomy of the participant: Instead of going through a survey where the 
questions are displayed automatically, respondents were able to “play” by choos-
ing which customer they wished to serve in the game.

• Novelty: To add an element of novelty, the instruction statements which explained 
the task to the respondent were different for each customer they clicked on 
(although the sentiment stayed the same). In the most gamified version, we added 
humourous elements and sound effects.

• Feedback and scoring system: Participants were given points for successfully 
serving customers. In two of the versions tested, the instruction statement from 
the customer had a correct and incorrect answer, and the respondent was given 
feedback as to whether or not the customer was successfully served.

• Progress: The game was divided into rounds of six questions each. Although 
there was no increase in difficulty as the rounds progressed, participants would 
receive higher point rewards in the higher rounds of the game.

• Time pressure: We included a time element in the more fully gamified versions 
to determine whether adding a time pressure would have any effect on the 
engagement in the task.

Several gamification elements were considered for inclusion but ultimately were 
not included because of their potentially negative effects on the data quality:

• Increasing challenge: We did not include any change to the level of challenge 
throughout the game as the choice task requires the data to be collected in the 
same format.

• Reputation or ranking: No out-of-game implications such as a leader board 
was included as we felt that respondents may cease to pay attention to the task at 
hand in an attempt to make it to the top of the list, resulting in compromised data.

29.2.4  Experimental Design

In our research, we sought to answer four key questions in two areas. First, we 
wanted to determine the effect of gamification on the accuracy of the data collected, 
as determined by the similarity of the results between a survey version and a gami-
fied version. Second, we sought to explore the effect of gamification on participant 
engagement. Our experimental design strived to answer the following questions:
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• Does the act of completing a conjoint experiment in a game setting affect the 
results? Further, does the realism of the game scenario affect the results?

• Does providing responses in a game setting allow us to collect more data from 
each participant? Further, does the possibility of correct and incorrect answers 
improve respondents’ engagement with the series of choice tasks?

29.2.5  Effect of the Game Setting on Engagement

We hoped that adding a gamification element to the conjoint experiment would 
encourage research participants to be more engaged in the research process. The 
five measures of engagement used were

• drop-off rates
• time spent participating in the research
• self-reported enjoyment, motivation and interest
• the proportion of minimum efforts
• the number of choice tasks done by each respondent

Drop-off rates were calculated by determining the number of respondents who 
dropped out of the survey part-way through and dividing it by the total number of 
respondents who started the survey, excluding those who were disqualified from 
participation due to demographic quotas.

When the respondent clicked into the survey, the time was recorded. The time 
was again recorded when they submitted their completed responses. Because the 
respondents could have opened the link in their browser and then left it open to 
complete later, the accuracy of this measure is somewhat ambiguous. Attempts 
were made to exclude outliers from the results: any time greater than 5 h were 
excluded from calculations.

After participating in the game, respondents were routed to an online survey 
system and asked to rate their enjoyment, motivation and interest on a seven-point 
semantic-anchor question. Since a conjoint experiment is tedious for the respon-
dent, we expected low levels of engagement for the survey overall.

The proportion of minimum efforts and the total number of rounds completed 
were used to measure the extent to which respondents were willing to provide more 
data to researchers. Participants were told that they only needed to complete a single 
round (six questions) in order to receive their honorarium and they were able to 
continue playing as long as they wished. Therefore, the honorarium provided no 
additional incentive to continue participation. We measured the proportion of 
respondents who completed only the minimum number of choice tasks to receive 
their incentive.

We also directly used the number of rounds that the participants completed as a 
measure of their ongoing engagement in the various versions of the games. This 
allowed us to see whether those incented by the gamified versions had increased 
motivation to continue providing data.
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29.2.6  Additional Motivating Factors

As designed, a conjoint experiment does not have correct or incorrect answers since 
the purpose is to solicit an individual’s subjective opinion of which is the best 
option. However, in a game setting, feedback is an important motivating mecha-
nism. All of the gamified versions featured points that respondents would receive 
upon answering each question.

Incorporating the possibility of getting incorrect answers had the potential to 
motivate respondents by providing more challenging gameplay (Mekler et al., 2013; 
Reeves & Read, 2009). From a data collection standpoint, the effect on engagement 
would have to be substantial in order for it to be worthwhile to include these planted 
choice sets since they do not provide the researcher with data that is usable for the 
conjoint experiment results.

To measure the effect of correct and incorrect answers on engagement, we added 
planted choice sets. The respondent was asked to choose the best plan for the cus-
tomer. The questions were phrased so that there were clear correct answers among 
the choices. Several examples of in-game statements used are summarized in 
Table 29.3.

The appearance of the planted choice sets was random and the ratio of planted 
choice sets to real choice sets was set to 50/50. We hypothesized that providing 
feedback to respondents would provide a more immersive experience and encour-
age them to continue playing.

29.3  Description of Game Versions

29.3.1  Version 1.0: Simple Choice Sets

The first version was as close as possible to a basic survey version. The respondent 
would click a “Next Question” button to reveal each conjoint question in the round.
Respondents were instructed to select the best plan from the options presented. 
A screenshot of the survey-style version is contained in Fig. 29.1.

Table 29.3 In-game statements used in the salesperson scenario game

In-game statement from the customer Correct response

I need your help! Which is the best value? No correct response
I'm not sure… Which should I pick? No correct response
Can you do me a favour? Choose for me!! No correct response
I’ve narrowed it down to these… Which do you think is best? No correct response
“I don’t want to spend much! I want the cheapest price!” Least expensive
“I make a lot of work calls to cities across the country.” Must contain long distance
“I don’t know what I’d do without internet on the bus!” Must contain data
“I don’t know how much I talk on the phone - but it’s a LOT!” Large amount of calling minutes
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29.3.2  Version 2.1: Salesperson: No Correct Answers

The next, more gamified version of the game included animated human characters 
that represented each new question. Respondents were asked to pretend that they 
were the cell phone shop owner, and each conjoint question was revealed by click-
ing on the customer characters that walked onto the screen. The game story had 
basic sounds and graphics, and a simple story where the respondent was asked to 
help customers in the virtual store decide on their cell phone purchase. Figure 29.2 
illustrates version 2.1 of the game.

29.3.3  Version 2.2: Salesperson: With Correct Answers

As in version 2.1, the respondents who played version 2.2 were asked to act as the 
cell phone shop owner and to recommend cell phone plans to customers. This ver-
sion differed from 2.1 in several ways. Version 2.2, illustrated in Fig. 29.3, included 
planted cards with correct and incorrect responses, a point scoring system, and a 
game timer.

29.3.4  Version 3: Monsters: With Correct Answers

The final game version was intended to push the boundaries of our gamified design; 
we selected a fantastical game story and setting as a contrast to the more grounded 
and realistic game story from the other versions tested. The human characters were 

Fig. 29.1 Version 1.0 Survey-style Choice Sets
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Fig. 29.2 Salesperson Scenario Game with No Correct Answers

Fig. 29.3 Salesperson Scenario Game with Correct and Incorrect Answers

Fig. 29.4 Monster Scenario Game
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replaced with monsters and the store environment background image was replaced 
with an alien planet to reinforce the fantasy setting. The task descriptions for each 
conjoint question were intended to be humorous, and we used additional audio and 
video elements (such as random talk and speech bubbles) to increase interest. 
Figure 29.4 illustrates the Monster Scenario Game used.

Table 29.4 shows a selection of the in-game statements used for the categoriza-
tion of correct and incorrect answers.

29.4  Experimental Results

29.4.1  The Research Setting

Respondents who had previously consented to participate in research through 
Insightrix Research’s proprietary online panel were invited to participate in the 
experiment. The sample was drawn from approximately 12,000 individuals and was 
balanced by age and gender. Each potential participant was sent an email inviting 
him or her to participate in the research and then randomly assigned to one of the 
four versions tested. Quotas were set to ensure that an appropriate demographic 
mixture of respondents participated in the research, as interest in games varies by 
these variables. Once a quota group was full, the respondent was disqualified from 
the research pool and was not able to participate.

Each version was programmed to show six questions per round. There was a 
maximum of 192 questions per game session, which represented the respondent 
seeing and evaluating every possible combination of levels and attributes.

Approximately 100 respondents participated in each of the various versions of 
the game. The sample sizes and the demographic breakdown are given in Table 29.5.

Table 29.4 In-game statements used in the monster scenario game

In-game statement from the customer Correct response

Monster stubbed toe—Ouch! Best phone plan will fix! No correct response
Eee a rowr! (Translation: Help me pick out the best one.) No correct response
ROAR!!!… Sorry… Habit. You help me pick? No correct response
ARHR! Monster hate shopping!!! (Maybe just pick the best one for him) No correct response
Me like stay up to date on news! Monster on Twitter! #ROOOOOAR Must have data plan
Monster want browse internet on bus! No internet?? Monster EAT BUS!! Must have data plan
What’s WhoTube? My face-look? Monster don’t need that! Monster just 
want PHONE!

No data plan

Monster like spend least possible! ME WANT FREE! Lowest cost

29 Gamification of Survey Research: Empirical Results from Gamifying a Conjoint…



582

29.4.2  Drop-Off Rate

Approximately 40 % of those who were qualified to complete the survey dropped 
off before completion in each of the gamified versions. Because of the greater com-
plexity of the conjoint experiment compared to a typical survey, it was expected that 
the drop-off rate would be higher than for a typical survey. This was indeed the case: 
other researchers have found a fairly consistent drop-off rate of 25 % in online sur-
veys (Cape, 2009). Table 29.6 details the drop-off rates of the four different games.

Gamification did not significantly reduce the survey drop-off rate at the 95 %
confidence level, although the sample size may not have been powerful enough to 
show a difference. Respondents who participated in the regular survey-style con-
joint experiment were just as likely to discontinue participating in the survey as 
those who played the gamified versions.

No effect was found on drop-off with regards to the inclusion of correct and 
incorrect answers: including questions that respondents could get wrong did not 
affect the drop-off rates of the survey.

Additionally, the scenario realism also had no significant effect on the drop-off 
rates. Respondents were just as likely to drop out of the realistic version of the game 
as the fantastical version.

29.4.3  Time Taken

The total time take to complete the survey was measured for each respondent to 
determine whether he or she would spend more time on the task in the gamified ver-
sion. The time taken includes the total time participating in the research: answering 
the beginning demographic questions, playing the games or participating in the sur-
vey, and completing the final few survey questions where they rated their enjoyment 
and provided comments.

Table 29.5 Demographic breakdown of responses

Version 
1—simple 
choice 
sets

Version 2.1—
salesperson—no 
incorrect answers

Version 2.2—
salesperson—with 
incorrect answers

Version 
3—monsters—
with incorrect 
answers

Age 18–34 26 20 31 31
35–54 38 35 36 35
55+ 38 35 35 35
Total 102 90 102 101

Gender Male 46 43 39 48
Female 58 47 63 53
Total 104 90 102 101
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We expected respondents to spend more time, on average, taking part in the 
research process when they were participating in the gamified versions. However, 
respondents spent approximately the same amount of time or longer completing the 
simple choice sets as they did playing the games. The average time taken for each 
version of the game is given in Table 29.7.

A univariate ANOVA test of average completion times did not find a significant 
difference between the four versions (F3,390 = 0.517, p = 0.67). The realism of the 
scenario did not significantly affect the time spent participating in the research; 
respondents spent a similar amount of time playing the realistic game as the fantas-
tical game. There was also no significant effect on the time spent when correct and 
incorrect responses were included.

29.4.4  Self-Reported Engagement

After respondents decided to stop completing choice sets, they were asked to rate 
the enjoyableness of the games that they played. They were also able to provide 
comments about their experience.

Table 29.6 Drop-off rates

Version 
1—simple 
choice 
sets

Version 2.1—
salesperson—no 
incorrect answers

Version 2.2—
salesperson—with 
incorrect answers

Version 
3—monsters—
with incorrect 
answers

Total completes 104 90 102 101
Total drop-offs 128 58 68 63
Total qualified to 
complete

232 148 170 164

Percentage of 
drop-offs over the 
total who started

55 % 39 % 40 % 38 %

Table 29.7 Time spent

Version 
1—simple 
choice sets

Version 2.1—sales-
person—no 
incorrect answers

Version 2.2—sales-
person—with 
incorrect answers

Version 3—mon-
sters—with 
incorrect answers

Average time 
spent (minutes)

13.42a 10.69 11.83 12.67

Standard 
Deviation

12.87 11.40 13.02 16.83

Standard error 1.27 1.20 1.29 1.68
aOne outlier with a time of more than 5 h—corresponding to a respondent who may have left his 
or her browser window open—was excluded
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Table 29.8 shows the average ratings for self-reported enjoyment, motivation and 
interest in the subject matter. Ratings were given on a seven-point semantic-anchor 
scale.

Univariate ANOVA tests showed that gamification had no significant effect on 
respondent ratings of how enjoyable the game was (F3,390 = 1.12, p = 0.34) or how 
motivated they were to complete the survey (F3,390 = 1.95, p = 0.12). We did find a 
significant difference in respondent interest in the subject matter of the questions 
(F3,390 = 2.84, p = 0.038).

As there were no significant differences found between versions 2.1 and 2.2, the 
addition of correct and incorrect answers in the salesperson scenario does not seem 
to have had an effect on enjoyment, motivation or interest. However, it seems likely 
that some element of the design of version 3 had an effect on respondents’ interest 
in the subject matter: the fantastical setting or the different tone and writing style of 
the in-game customer statements decreased interest in the subject, opposite to our 
expectations.

The comments from the four versions we deployed showed that there was a 
marked difference between the non-gamified and gamified versions. The general 
tone and types of comments we received regarding the non-gamified version were 
typical for any survey; generally minor complaints, with no major positives or 
 negatives cited. Here are a few examples:

• “This was too repetitious.”
• “A bit too long.”
• “Did not know when the rounds would end—got tired/bored.”

Table 29.8 Self-reported engagement

Version 1: 
simple 
choice 
sets

Version 2.1: 
salesperson—no 
incorrect answers

Version 2.2: 
salesperson—with 
incorrect answers

Version 3: 
monsters—with 
incorrect 
answers

Enjoyment (How 
enjoyable was this 
survey game?)

2.9 3.0 3.4 3.1

Standard deviation 1.79 1.69 1.90 1.83

Standard error 0.18 0.19 0.18 0.18

Motivation (How 
motivated were you to 
complete the survey 
game?)

3.0 3.3 3.5 3.1

Standard deviation 1.70 1.78 1.88 1.82

Standard error 0.18 0.19 0.18 0.18

Interest (How 
interested were you in 
the subject matter of 
the questions?)

3.5 3.7 3.6 3.0

Standard deviation 1.76 1.73 1.86 1.72

Standard error 0.18 0.19 0.18 0.18
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However, the tone of the comments from the gamified versions tended to two 
extremes. Some of the comments we received were strikingly positive, such as the 
following:

• “Do more surveys in the form of games, it’s much more fun!”
• “Fun!”
• “I love games. I was quite excited to do this one.”

On the other extreme, some respondents were clearly not pleased with various 
aspects of the gamified design. Here are a few of these types of comments:

• “I am not motivated by highschool-looking characters.”
• “The game was stupid…”
• “What was the point of the survey. Waste of time.”

Our gamified designs were quite divisive; it seems clear that respondent expecta-
tions and preferences must be strongly considered when designing and deploying 
gamified surveys. Some respondents will be more motivated by games and game 
elements than others, and what seems like a well-selected game mechanic may not 
appeal to everyone. Moreover, the positive and negative qualitative comments were 
spread across demographics and gaming experience. Clearly some respondents may 
prefer the standard survey version over even a perfectly designed gamified survey, 
and it would be prudent to retain this option for such respondents.

29.4.5  Number of Choice Tasks Completed

To our surprise, the game elements did not have a positive effect on the number of 
choice sets that respondents completed. Although a univariate ANOVA test did not 
show a significant difference (F3,390 = 1.17, p = 0.322), respondents who received the 
survey-like version completed an average of 10 more choice sets than in any of the 
game versions, completely contrary to expectations.

As there is no significant difference between the number of choice sets com-
pleted between the three gamified versions, it seems that the inclusion of correct and 
incorrect answers (for versions 2.2 and 3) did not have a notable effect on the aver-
age number of choice tasks completed. Table 29.9 summarizes these results.

It is also worth noting that the average number of choice sets completed by 
respondents was substantially higher than the eight to 20 choice task range in the 
data sets analysed by Johnson and Orme (O’Brien & Toms, 2010). This suggests 
that respondents may be willing to complete many more choice sets than are com-
monly employed in CBC research studies.
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29.4.6  Minimum Efforts

The percentage who completed the minimum number of choice tasks to receive the 
incentive varied slightly across the versions; however, the difference was not statis-
tically significant at the 95 % level. Directionally, the non-gamified version again 
proved to be the best.

Some respondents exhibited a remarkable willingness to complete the choice 
tasks and completed all (192) choice tasks possible in the entire experiment, which 
was much greater than expected.

The proportion who did the minimum was lowest among those who completed the 
simple survey. Table 29.10 summarizes the minimum efforts across all four versions.

29.4.7  Reliability of Results

The results from the five games showed a remarkable amount of consistency in the 
calculation of the part worth utilities from the conjoint dataset Table 29.11 summa-
rizes these results. This result suggests that there was no negative effect on the 

Table 29.9 Number of choice tasks completed

Version 
1—simple 
choice 
sets

Version 2.1——
salesperson—no 
incorrect answers

Version 2.2—
salesperson—with 
incorrect answers

Version 
3—monsters—
with incorrect 
answers

Average number 
of choice sets 
completed

47 37 36 37

Standard 
deviation

52.9 48.2 39.6 45.8

Standard error 5.08 4.73 4.32 4.21

Table 29.10 Number of choice tasks completed—percentages

Version 
1—simple 
choice 
sets

Version 2.1—
salesperson—no 
incorrect answers

Version 2.2—
salesperson—with 
incorrect answers

Version 
3—monsters—
with incorrect 
answers

Percentage who did 
at least 36 choice 
tasks

41 % 24 % 33 % 30 %

Percentage who 
completed all 192 
choice tasks

7 % 3 % 0 % 3 %

Percentage who did 
only the minimum

21 % 29 % 29 % 29 %

(6 choice tasks)
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accuracy of the results despite the drastic changes in the realism of the different 
games. These results suggest a high degree of engagement already in the respondent 
population, which did not appear to be improved by gamifying the research process.

29.5  Summary and Conclusions

Our results contrast some of the results in the literature where gamification has been 
shown to assist in engagement in tedious tasks. None of our measures of engage-
ment were improved by gamifying the conjoint survey, and one, interest in the sub-
ject matter, was significantly reduced. The addition of the gamification elements 
also had, if anything, a detrimental effect on the amount of data that respondents 

Table 29.11 Reliability of results

Price

Version 
1—simple 
choice 
sets

Version 2.1—sales-
person—no 
incorrect answers

Version 2.2—sales-
person—with 
incorrect answers

Version 3—mon-
sters—with 
incorrect answers

$30 33 % 36 % 36 % 31 %
$40 30 % 27 % 24 % 28 %
$50 22 % 22 % 23 % 20 %
$60 14 % 15 % 17 % 21 %
Provider

Brand 1 44 % 48 % 45 % 47 %
Brand 2 28 % 24 % 27 % 24 %
Brand 3 28 % 28 % 28 % 30 %
Minutes

100 25 % 26 % 29 % 26 %
200 36 % 35 % 33 % 32 %
400 39 % 39 % 38 % 43 %
Data

None 15 % 14 % 17 % 15 %
250 MB 20 % 23 % 25 % 24 %
1GB 29 % 29 % 27 % 29 %
2GB 36 % 34 % 31 % 32 %
Long distance

$0.25/min 40 % 41 % 42 % 44 %
Unlimited 60 % 59 % 58 % 56 %
Calling features

No calling 
features

45 % 45 % 41 % 44 %

Call waiting, call 
transfer, 3-way 
calling

55 % 55 % 59 % 56 %

29 Gamification of Survey Research: Empirical Results from Gamifying a Conjoint…



588

were willing to provide. This result contrasts those of Mekler et al. (2013) and Jung 
et al. (2010) who both found an increase in the quantity of data provided by 
respondents.

It is important to note that, while gamification reduced the number of questions 
completed, the data collected did not appear to be negatively affected. Our results 
on drop-off rates are also consistent with Guin et al. (2012) who also found no dif-
ference in the engagement measures of survey drop-off and completion rates in their 
gamified version. Guin et al. also found that gamification increased self-reported
engagement. However, our results did not show a strong effect on the enjoyability 
of the task or motivation to complete the task, and interest in the subject matter was 
lower in the very fantastical scenario. As well, including questions with correct and 
incorrect responses did not appear to influence our engagement results significantly 
between versions.

Our results could have been caused by several factors. Previous researchers have 
highlighted the importance of carefully pairing work tasks and game elements when 
developing a gamified design (Von Ahn & Dabbish, 2008). It is possible that the 
“salesperson” game metaphor that we selected was not as appropriate for a conjoint
survey as we initially thought. In a typical conjoint survey respondents are asked to 
select the best option with the implication that they are selecting the best option for 
themselves. In our game versions, respondents are asked to recommend the best 
options for someone else as a result of the design of the game. This changes the 
respondent experience in two ways. First, a respondent is being asked to pretend 
that the character on screen (who is “asking” them for help) is real enough to war-
rant giving their genuine opinion: the task might be more successful if respondents 
believed they were giving a recommendation to a real person instead. Second, ask-
ing the respondent to make a recommendation for someone else may actually make 
the task less personal and interesting: some respondents may prefer discussing and 
making choices for themselves rather than for others.

It is also possible that respondents were not given enough instruction and training 
regarding the game mechanics to make them feel comfortable with playing the game. 
Although the conjoint questions were administered in exactly the same manner in all 
four versions, the game setting may have been enough to confuse respondents, make 
them second guess their task, and reduce their confidence and comfort with the game 
version of the conjoint; some respondent comments seem to support this as a possible 
conclusion. Further research where some participants receive information about the 
game mechanic and others do not would be helpful in determining the true effect of 
additional instruction on engagement in a gamified survey task.

Another possible explanation for our findings could be in the framing of the task: 
Mekler et al. (2013) found that simply informing participants that their results 
would be used to improve scientific knowledge increased their motivation and will-
ingness to complete more tasks. In the case of a survey, the very nature of the survey 
instrument makes it clear to the respondent that the data is being collected for a 
particular purpose. However, respondents may have been less clear about the 
 purpose of the questions they were answering in the game version and how their 
participation in the game versions would be as helpful as in a typical survey. 
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Compared to the method tested by Mekler, gamifying surveys and occluding the 
survey instrument could actually prove to be problematic. If the obviousness of the 
data collection method proves to be a major motivating factor for survey participa-
tion, gamification in survey research may in fact be more of a detriment than a posi-
tive. Experiments where participants are explicitly informed of the value of the 
game to researchers could assist in determining whether this is indeed a factor. 
However, making the usefulness of the survey game explicit could also have a nega-
tive effect. Since part of the reason for using gamified data collection methods is to 
capture naturalistic data from participants, informing them prior to their participa-
tion in the survey game could have other negative effects. This is an important area 
for future research.

It is reassuring that there were no negative data quality implications of gamifying 
the conjoint experiment. This suggests that despite the relatively fantastic nature of 
the game terrain itself, individuals’ preferences are fairly fixed: what they believe is 
better does not appear to strongly depend on the context in which they are asked. 
This remains true for a fairly realistic game scenario – a store front – as well as an 
extremely fantastical scenario – monsters on an alien planet.

Our use of gamification as a motivating component did not have a positive effect 
on any of the engagement measures that we used, suggesting that gamifying surveys 
is not a guaranteed way to increase respondent engagement in the survey process. 
The results suggest that in the context of survey research, the core task of providing 
opinions to a researcher is a very important motivator in itself. Therefore, meaning-
ful framing must be a crucial consideration for researchers who wish to employ 
gamification as part of a data collection process and should guide future gamifica-
tion strategies used in survey research.
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Chapter 30
Project Knowledge Management While 
Simply Playing! Gaming Mechanics  
in Project Knowledge Management Systems

Silvia Schacht and Alexander Maedche

30.1  Motivation or Why Gamification is Needed  
in Project Knowledge Management

In addition to challenges caused by the project itself, a project manager is exposed 
to many questions and obstacles regarding project knowledge management (KM). 
Beginning with project’s start, the first task of project managers is to decide which 
expert fits best to the team. Thus, he has to figure out who knows what. Within the 
project, a vast amount of knowledge is created and shared among all project partici-
pants. The individual knowledge base of each member is growing rapidly in the 
limited period of time until the project is finished. Furthermore, members are join-
ing or leaving the team which also increases the heterogeneity of overall project 
knowledge. Finally, at project’s end, the project manager is ordered by his supervi-
sor to collect and document project’s key insights. These insights are called lessons 
learned and aim to improve organizational learning. Often, the collection and docu-
mentation of lessons learned take place in a final team meeting.

This final step again comes along with a number of questions: Who has to be 
invited? Since team members join and leave the project during its duration, it is dif-
ficult to sample the group of appropriate participants. Have invitees time to join the 
session? Often, project team members already left the project or immediately joined 
another team or project. Therefore, invitees rate the benefits of participating at les-
sons learned sessions as being very low. Are the invitees motivated to participate and 
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share their knowledge? From all questions asked in this section, it is the only one 
having a clear answer—No! The lacking motivation is caused by many reasons. On 
the one hand, team members do not see a benefit for themselves. Contributing their 
knowledge in order to collect insights of a project that is already closed seems to be 
waste of time. On the other hand, in a knowledge-based society, individuals tend to 
hoard their knowledge especially if they fear to depreciate themselves when sharing 
it. After sampling the participants, the question arises on how to conduct a lessons 
learned session. To put it more strongly, typical lessons learned sessions follow one 
of two possible ways. Either the project has failed resulting in finger pointing, or 
everything went well leading to hymns of praise about team members’ individual 
work. Both alternatives are not satisfying since comments in such sessions are sel-
dom valuable for knowledge reuse in future projects. Which insights are valuable? 
For project teams it is difficult to answer this question. Over the time, the team has 
built up a common sense on project-related topics often referred as transactive mem-
ory system (Hsu, Shih, Chiang, & Liu, 2012). Members of a transactive memory 
system do not need additional explanations for a certain issue, while those who are 
not part of the system need more detailed information in order to understand the 
same issue. However, project teams are often not aware that they are in an environ-
ment with such a common sense. In consequence, most lessons learned lack contex-
tual information and thus, cannot be reused by others. Those key insights that are 
identified as valuable need to be documented raising the question of which way is 
best for documentation. Storytelling? Blogging? Both methods provide more infor-
mation and are easy to read, but have the disadvantage of high documentation effort. 
Bullet points? Documenting knowledge in bullet points possesses at least effort, but 
does not provide additional information necessary to understand its context. Who is 
doing the work of documentation? The first answer coming into mind of most proj-
ect team members is: the project manager. Since the project manager has got the 
mandate, he has to document the findings. However, during a project life-cycle man-
agers are drowning in reporting and documentation work. Where to store the docu-
mented lessons learned? Some companies put their trust on document management 
systems or data bases in order to answer this question. Others recognize the way of 
the world and implement more modern knowledge management systems (KMS) 
like wikis or blogs. Nevertheless, beyond individuals mind, all media of knowledge 
storage seem to be only cemeteries of data containing knowledge that is never used 
again. Even if all these questions got an answer and project teams collect, document 
and store their insights, they are still not valuable when no one reuses them. However, 
the reuse of knowledge happens far less than its collection, documentation or stor-
age. This is reasoned by the fact that the search for valuable knowledge on organiza-
tion’s cemetery of data becomes to a search for a needle in a haystack. Most lessons 
learned turn out to be only a straw instead of the searched needle. They are not rel-
evant for knowledge seekers, often lack contextual information in order to under-
stand the background of project insights, or are simply outdated.

All these issues are not new and pushed KM research. Especially with the advent 
of the digital age, researchers and practitioners came up with the idea of designing 
and implementing KMS. This special form of information systems aims to enable 
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organizations to manage what they know. Over time, KMS were enriched or even 
substituted by Web 2.0 applications. Nevertheless, many studies reveal a low adop-
tion rate of these systems in firms. In fact, the adoption of KMS follows the 90-9-1. 
This means, 90 % of users are pure consumers of content, 9 % are creating only little 
content, while 1 % is providing the greatest amount of content (Palmisano, 2009). 
The 90-9-1 rule illustrates that KMS do not motivate users to contribute their knowl-
edge or reuse it in other projects. This situation is aggravated by the fact that most 
KMS generate low user experience and satisfaction. To carry this topic to extremes, 
KMS are no fun. In order to consolidate the mentioned issues, project KM has to 
cope with less motivation and engagement, and KMS do not create an enjoyable 
user experience or high user satisfaction. For effective and efficient KM and thus, 
increased knowledge reuse, engagement and motivation as well as the implementa-
tion of an appropriate KMS seem to be key success factors. Thus, a KMS needs to 
cover all these concepts. For many years, researchers ask themselves how this can be 
accomplished. One possible answer can be given by taking gamification into account 
as driver for motivation and engagement. Motivated by the key research question on 
how to increase project knowledge reuse within an organization, we designed and 
implemented a project KMS which also includes typical elements of gamification.

Therefore, the results of our research will be discussed in this book chapter using 
the gamification perspective. The remainder of this section is structured as follows: 
In the first part, we present our results of an intensive literature review in order to 
provide an overview existing research on gamification. In the second part, we pres-
ent our own research including identified meta-requirements (MRs) and design 
principles (DPs) for an effective project KMS. We are discussing typical issues in 
KM and which gamification mechanics were implemented in order to provide some 
solutions of mentioned issues.

30.2  Research on Gamification

In order to get an overview on the current state of the art in gamification research, 
we conducted a literature review. We searched in data bases being most important 
in economics (namely Ebsco and ProQuest), information systems (AIS Digital 
Library) and computer science (IEEE Explore and ACM Digital Library) by using 
the term “gamification” mentioned in title, abstract or keywords. In total, we 
received 93 articles. Since all these articles contained the term gamification in their 
abstract, we decided to read all this papers completely. We excluded papers which 
only mention gamification as a trend without further details. In a second step we 
scanned the references of all the remaining articles. Based on the title we included 
86 referenced articles, scanned them, and removed 30 papers due to missing rele-
vance. Only full research papers are considered in our statistical analysis.

As a result, we identified 111 relevant articles which can be clustered in four 
main categories: More than half of identified articles present results of realizing 
gamification in various contextual backgrounds for different purposes. However, 

30 Project Knowledge Management While Simply Playing! Gaming Mechanics…



596

only few articles discuss benefits as well as potential pitfalls of gamification. Those 
researchers, who include such a discussion, make careful distinctions between gam-
ification and related concepts. Because gamification is an emerging trend born out 
of previous concepts, some researchers are concerned with its definition. Particularly 
over the past 3 years, researchers intensified their attempts to study effects and 
influencing factors of gamification. Another growing research field related to gam-
ification comprises studies on the design and implementation of gamified applica-
tions. For all identified topic clusters related to gamification, we will go more into 
detail in the following subsections.

30.2.1  Definition

Only a small proportion of identified articles aim to shed light on the concept of 
gamification by defining and distinguishing it from other concepts. Most of the 111 
articles refer to Deterding, Khaled, Nacke, and Dixon (2011) who define gamifica-
tion as “… the use of game design elements in non-game contexts.” (Deterding, 
Khaled et al., 2011). Only few researchers distinguish gamification from related 
concepts. Rather, the term gamification is often used synonymously with terms like 
“serious games”, “games with a purpose” or “(digital) game-based learning”. All 
concepts behind these terms relate to game-based applications and their definitions 
do not create absolute dividing lines. However, all concepts follow various purposes 
and thus, distinguish from each other. Although, researchers like Susi, Johannesson, 
and Backlund (2007) or Breuer and Bente (2010) are not primarily defining gamifi-
cation itself, they provide a good overview on related concepts by classifying them. 
Based on these classifications, Deterding, Khaled et al. (2011) categorize gamifica-
tion along the two dimensions: Completeness refers to the amount of game ele-
ments implemented in an application. Concepts like serious games, (digital) 
game-based learning, edutainment or games with a purpose (GWAP) can be catego-
rized as entire games containing a complete set of game mechanics that are designed 
and implemented for a particular purpose. The second dimension covers the area of 
application. Games and game-related concepts may have a wide spectrum of appli-
cation fields. Edutainment or digital game-based learning, for example, primarily 
aim to educate, train and teach. Other concepts like GWAPs or gamification applica-
tions focus on engaging and motivating individuals to fulfill tasks that may be repet-
itive, boring or undesirable. Figure 30.1 provides an overview on game-related 
concepts and their definitions categorized according the dimensions.

30.2.2  Realization of Gamification

In literature, gamification is mainly realized in three different organizational set-
tings: A huge amount of articles refer to game mechanics implemented in digital 
communities focusing, for example, on environmental protection (e.g. (Lee et al., 
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2013; Mason, Michalakidis, & Krause, 2012)), health care (e.g. (Gerling & Masuch, 
2011; De Oliveira, Cherubini, & Oliver, 2010)) citizen science (e.g. (Crowley, 
Breslin, Corcoran, & Young, 2012; Crowston & Prestopnik, 2013)) or social net-
working sites (e.g. (Hsu, Chang, & Lee, 2013; Singh & Shadbolt, 2013)). Others are 
using the mental power of communities in order to complete some repetitive tasks 
that “…computers are unable to perform.” (Von Ahn & Dabbish, 2008, p. 58) like 
image tagging (e.g. (Von Ahn & Dabbish, 2008; Gomes, Chambel, & Langlois, 
2013)). However, when looking closely at these articles and taking the definitions of 
game-related concepts into account, it raises the suspicion that the implemented 
applications are more related to GWAPs than gamification applications. Other arti-
cles like (Cohen, 2011; Hakulinen, Auvinen, & Korhonen, 2013; Muntean, 2011) 
present results of gamification projects in educational settings for training and 
learning. Although, learning is also a purpose of gamification applications, the 
research discussed in these articles focuses on schools and universities rather than 
companies. Thus, they seem to match more to game-related concepts like serious 
games, eLearning or digital game-based learning than gamification. Some articles 
discussing the realization of gamification applications in a company—the third 
organizational setting. According to the definition of Deterding, Khaled et al. 
(2011), these articles seem to be real gamification projects, since they present the 
results of gamification realization for purposes like improvement of onboarding 
processes in HR departments (e.g. (Depura & Garg, 2012)), optimization of busi-
ness processes such as task or risk management (e.g. (Bajdor & Dragolea, 2011; 
Neeli, 2012)), team building (e.g. (Ellis, Luther, Bessiere, & Kellogg, 2008)), 
improvement of sales activities (e.g. (Hamari & Järvinen, 2011; Harwood & Ward, 
2013)) or support of employees in the production processes (e.g. (Korn, Schmidt, & 
Hörz, 2012; Korn, 2012)).

Gamification is a trend that has found its way into organizations due to societal 
changes like blurred borders between life and work, diverse and distributed work-
forces, smart and connected technologies, or the emergence of social platforms 
(Smith, 2011). Although many researchers believe in positive effects of  gamification, 

Fig. 30.1 Game-related concepts (categorization based on (Breuer & Bente, 2010) and (Deterding, 
Khaled et al., 2011))
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some criticize its actual realization. In particular, the pure focus on rewards like 
achievements, badges and points is often objected. If points and badges are only 
created for the game without having a meaningful framework, they can be annoying 
rather than motivating (Cramer, Zeynep, Holmquist, & Rost, 2011). On the con-
trary, when gamification has a meaningful background, it can change individuals’ 
usage behavior and thus increase contribution and participation (Laschke & 
Hassenzahl, 2011). The implementation of gamification applications requires 
design thinking and processes (Paharia, 2012) balancing its pro and contra. An 
overview on various critics and benefits of gamification application is summarized 
in Table 30.1.

30.2.3  Design and Implementation

Gamified applications in non-gaming contexts are a new area of research resulting 
in studies on its design and implementation. Two research groups independently 
designed a generic framework for implementing gamification. While Aparicio, 
Vela, Sánchez, and Montes (2012) focus on key activities of the implementation 
process, Herzig, Ameling, and Schill (2012) approach the topic from a more techni-
cal perspective. Both groups come to the result that an intensive analysis of business 
and user goals is necessary for a successful gamification implementation. Identified 

Table 30.1 Benefits and critics of gamification mentioned by various researchers

Benefits Source Critics Source

Direct and 
immediate 
feedback

Farzan et al. (2008) Replacement of 
intrinsic rewards by 
extrinsic

Castellani, Hanrahan, 
Colombino, and Grasso 
(2013), Lee and Hammer 
(2011), Liu, Alexandrova, 
and Nakajima (2011)

User engagement 
and satisfaction

Kankanhalli, Tan, and 
Wei (2005), Lee and 
Hammer (2011), Zuk 
(2012)

Room for errors Lee and Hammer 
(2011)

Additional layer of 
control and pressure

Castellani et al. (2013), Liu 
et al. (2011)

Guidance Lee and Hammer 
(2011)

Deepening of 
Learning

Lee and Hammer 
(2011)

Loss of freedom 
(when mandatory)

Lee and Hammer (2011)

Social credibility 
and recognition

Lee and Hammer 
(2011)

Improve quantity 
instead of quality

Mekler et al. (2013)

Rewarding 
self-efficacy

Antin (2012) Non-systemic, 
reward-oriented, not 
user-centric and 
pattern-bound

Deterding (2013)

Group 
identification and 
team building

Antin (2012), Ellis 
et al. (2008)
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goals need to be mapped in game-related goals and rules before selecting appropri-
ate game mechanics. Table 30.2 provides an excerpt of game-related mechanics as 
discussed by several researchers.

Following Aparicio et al. (2012) call for the measurement of effectiveness, 
Costello and Edmonds (2007) develop a framework containing 13 categories of 
pleasure. Using these categories, the framework enables companies to measure 
engagement and pleasure of employees when using gamification applications. Later 
on, the framework is tested and extended by Korhonen, Montola, and Arrasvuori 
(2009). According to the authors, the framework “… can be used as an aesthetic 
tool for the design and evaluation of non-utilitarian features of the products that 
can make the products more engaging, attractive and playful for users.” (Korhonen 
et al., 2009, p. 284).

30.2.4  Effects and Influencing Factors of Gamification

Although gamification promises to solve issues related to technology adoption and 
use, some researchers and practitioners are skeptical with regards to its effects. 
Therefore, researchers began to study the impact of gamification on users’ partici-
pation. Out of 28 articles focusing on the impact of gamification, 12 articles mea-
sure the effects of some kind of rewarding like badges or points assuming and 
demonstrating a positive impact on technology use due to the implementation of 
points and badges. However, the effect of these rewarding mechanisms is limited. 
While in experimental settings an increase of participation is observable directly 
after the introduction of points and badges, the amount of contributions decreased 
over time to the same degree having the control group without any rewards (Farzan, 
DiMicco, & Brownholtz, 2009; Mekler, Brühlmann, Opwis, & Tuch, 2013). In con-
sequence, researchers acknowledge that the effect of such rewards is not substan-
tially. This observation is exacerbated when studying individuals’ motivation to 
contribute on social networking platforms after removing the rewards. In particular, 
Thom, Millen, and DiMicco (2012) realize that intrinsically motivation is eroded by 
rewards resulting in a significant lower motivation after the removal of rewards than 
before its introduction. Another intensively studied mechanism is the provision of 
feedback. The impact of feedback on individuals’ motivation is not a new concept. 
However, when implementing as game mechanic—not triggered by humans but 
machines—it is important to plan and design content of feedback as well as its tim-
ing carefully (Dunwell, de Freitas, & Jarvis, 2011).

Other researchers observe the effects of gamification from a more remote per-
spective. Deterding et al. mention the “ludification of culture” (Deterding, Dixon, 
Khaled, & Nacke, 2011) as the key societal change enabling the emergence of gami-
fication applications. The term “ludification” means ‘making playing to a kind of 
sport’. In consequence, “ludification of culture” means that games and playful activ-
ities become to a central element of the society. Today, individuals tend to play more 
often resulting in an culture of ludification (Bouca, 2012). However, when 
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 considering the trend of gamification as a cultural change, it is important to remark, 
that gamification applications need to be adapted to various aspects of different 
cultures. Only if gamified applications are consistent with individuals cultural 
beliefs, they are accepted and used (Khaled, 2011). In addition to culture, social 
influences have to be taken into account. According to Hamari and Koivisto (2013) 
social influences as well as reciprocal benefits are strong predictors for individuals’ 
attitude toward gamification and for its continued use.

30.3  Gamification in Project Knowledge Management

Beyond organizational boundaries, there exist some gamified applications aiming to 
motivate knowledge exchange between individuals. In called Social Question and 
Answer (SQA) sites like Stack Overflow1 or Yahoo Answers2 individuals can pub-
lish their issues to a broad audience or answer to questions. Shah, Oh, and Oh 
(2008) define SQA as “… a Web-based service for information seeking by asking 
natural language questions to other users in a network.” (Shah et al., 2008, p. 4). By 
including game mechanics like badges, leaderboards, ratings, or levels, individuals 
will be motivated to participate in such platforms and high quality of comments will 
be controlled. In research, there exist quite some work (e.g. (Gazan, 2011; Harper 
& Raban, 2008; Shah et al., 2008)) studying the effects of such SQA sites as well its 
included functionalities.

In contrast, we did not find any articles discussing the usage of gamification 
applications to improve knowledge management (KM) in organizations. Since KM 
activities include learning, there exists a huge amount of research in the area of 
eLearning. However, learning—where the internalization of knowledge and its inte-
gration into individuals’ knowledge base takes place—is only one part of the entire 
KM spectrum. Other activities comprise the capturing of knowledge, its documen-
tation and storage, the transfer from one knowledge source to another, or reuse and 
application of knowledge. Findings derived from research on eLearning, however, 
are not really helpful to improve efficiency and effectiveness of all KM activities. In 
addition to learning, individuals need to be motivated and engaged in order to man-
age knowledge successfully. In the following, we discuss issues of KM, briefly 
describe the results of our research and analyze our existing research results from a 
gamification perspective.

1 http://stackoverflow.com/
2 http://answers.yahoo.com/
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30.3.1  Issues of Knowledge Management in Companies

Effective KM requires high motivation and engagement of all individuals involved 
in KM process. In literature, there exist quite some work discussing factors motivat-
ing individuals to exchange their knowledge. Hendriks (1999), for example, identi-
fied six main motivators for knowledge sharing: (1) sense of achievement, (2) sense 
of responsibility, (3) recognition of job done, (4) operational autonomy, (5) promo-
tional opportunities, and (6) challenge of work. In an empirical investigation, he 
demonstrates different effects of these motivators within different settings for 
knowledge sharing. He also discusses the contradictious need for force and control 
as well as pleasure in order to motivate individuals (Hendriks, 1999). A similar 
work is performed by Ardichvili, Page, and Wentling (2003) who identifying the 
most important factors influencing individuals’ willingness to share knowledge 
within 30 semi-structured interviews. According the researchers, organizational 
culture, knowledge self-efficacy and reciprocity are main motivators of knowledge 
sharing (Ardichvili et al., 2003). This results are confirmed by Lin (Lin, 2007) in a 
quantitative study within 50 companies. According the research, all three motiva-
tors have significant impact on knowledge sharing. In addition, the researcher dem-
onstrates that expected organizational rewards seem to have no impact on individuals’ 
motivation to share knowledge.

When considering the entire KM process as defined by Alavi and Leidner (2001), 
a lot of motivational hurdles become obvious. In the first process phase—knowl-
edge creation—either new content is developed or existing content is replaced, 
refined or extended. Knowledge creation requires a lot of motivation, since indi-
viduals need to (1) communicate their knowledge and collaborate with others, (2) 
document knowledge which is often related with high effort, and (3) learn from 
retrieved knowledge by integrating into their knowledge base. Knowledge storage 
and retrieval refers to the second KM process phase. Organizational memory 
including culture, processes, structures, ecology, and information archives is 
“trained” in this phase. It contains the rule base of an organization. For effective 
KM, organizational members need to be motivated to behave according this rule 
base. The third KM process phase comprises knowledge transfer requiring knowl-
edge providers being motivated to share knowledge and knowledge seekers being 
willing to receive knowledge. In the fourth process phase knowledge is applied and 
maintained. Individuals are using the knowledge in their work practices, updating, 
refining and extending it. To be motivated to search for and apply knowledge, indi-
viduals need be aware that they need support (Alavi & Leidner, 2001).

Often, researchers and practitioners try to improve KM by designing and 
 introducing information systems (IS). There exists a vast amount of systems claim-
ing to be effective KMS. The spectrum of KMS ranges from data bases and reposi-
tories to more modern technologies like blogs and wikis. However, the success of 
all the technologies highly depends on individuals’ motivation to use them. 
Organizational wikis as representatives of modern KMS are often inferior in the 
fight for improvement of KM due to the 90-9-1 rule stating that only 1 % of users 
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cause the lion’s share of content (Palmisano, 2009). In addition, wikis do not con-
nect documented knowledge and experts with each other. In order to motivate indi-
viduals to reuse existing knowledge, they need to trust the knowledge sources which 
only can happen if they know the sources of knowledge. Considering traditional 
KMS like repositories or data bases we will find other typical issues. For example, 
they do not provide feedback mechanisms. Of cause, users can change the content, 
when they are not satisfied, but praising helpful and good content is not intended. 
Another issue of traditional KMS is a lacking structure and thus, a limited overview 
on existing knowledge. The documents are stored in different locations, increasing 
the difficulty in findings documents. Even if the user has found the document 
searching for, its content can still be outdated or does not provide valuable knowl-
edge because of missing contextual information. Summed up, documents stored in 
data bases or repositories are often not up-to-date, diverse, distributed over many 
different locations and lack contextual information. They are not useful.

Independently which KMS is considered, all existing technologies suffer from 
teething troubles—some more than others. Even if a KMS fulfills all requirements for 
sophisticated KM, it will not be successful, if the individual is not motivated to use it. 
In consequence, when developing a KMS, it is necessary to design the system by 
applying the user-centered design approach aiming to facilitate individuals’ engage-
ment. Because gamification aims to increase user engagement and user experience, 
we strongly believe, that gamification can increase (1) individuals’ motivation to 
share, transfer and reuse knowledge, (2) quantity and quality of documented knowl-
edge, (3) social networking between knowledge providers and seekers, and (4) the 
development of a transactive memory system within the entire organization.

30.3.2  Design of a Project Knowledge Management System

Why are projects struggling in reusing already existing project knowledge? In order 
to answer this question, we started our work in a large financial service company, 
because banking companies heavily rely on IS. On the one hand they need IS to 
manage their processes and on the other hand IS are the primary product of banks. 
Most of IS are so-called in-house developments designed and implemented by 
employees of the bank. In consequence, many projects are performed in order to 
develop and improve the systems, but much knowledge is lost.

The main goal of our research is to understand issues related to knowledge reuse 
within project and to solve these issues by designing an appropriate project KM 
artifact. Thus, the application of Design Science Research (DSR) as research para-
digm seemed to be most appropriate for us. According to Hevner et al. (Hevner, 
March, Park, & Ram, 2004), DSR “…creates and evaluates IT artifacts intended to 
solve identified organizational problems.” (Hevner et al., 2004, p. 77). However, 
some researchers criticize DSR, since the research approach often results in an 
imbalance between relevance and rigor. According the critics, most DSR projects 
follow rigor methods solving a class of problems, but miss to develop concrete 
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interventions that can be applied by practitioners (Sein, Henfridsson, Purao, Rossi, 
& Lindgren, 2011). On the contrary, Action Research (AR) as a research paradigm 
often used in organizational science focuses on close collaboration between 
researchers and practitioners resulting in the development of interventions. Thus, 
similar to DSR, AR aims to solve practical issues and to expand scientific body of 
knowledge simultaneously (Baskerville & Myers, 2004). AR, however, is often 
criticized for focusing more on practical relevance than methodological rigor. As a 
combination of DSR and AR, the application of Action Design Research (ADR) 
seemed to be most appropriate for our research since ADR “…conceptualizes the 
research process as containing the inseparable and inherently interwoven activities 
of building the IT artifact, intervening in the organization, and evaluating it concur-
rently” (Baskerville & Myers, 2004, p. 37). Thus, we decided to follow the ADR 
approach according to Sein et al. (2011). By applying ADR, we designed a project 
KMS artifact consisting of two parts: (1) the social subsystem including interven-
tions regarding processes and roles within the company, and (2) the technological 
subsystem including a technical implementation supporting KM activities. The 
results regarding the technological subsystem of our project KMS are reported in 
(Schacht & Mädche, 2013). Within our studies we designed the artifact based on the 
requirements analyses conducted in the company as well as research results dis-
cussed in recent KM literature. Originally, we did not consider gamification in our 
research. However, as we intensified our studies on gamification, we noticed that we 
had intuitively incorporated some typical elements of gamification. Based on the 
findings discussed in (Schacht & Mädche, 2013), we now consider the design of our 
project KMS under the light of gamification. We will provide some contextual 
information for the readers of this book section by briefly describing the results of 
our previous research in the following subsection. Next, we present our final design 
and discuss the implemented gamification elements in more detail.

30.3.2.1  Requirements and Design of our Project KMS

In order to determine the requirements of company’s employees, we conducted a 
series of interviews. Therefore, we invited 27 employees possessing various roles to 
the interview sessions. With the permission of all interviewees, we recorded the 
semi-structured interviews enabling us to listen without taking notes. Following the 
interviews were transcribed and coded following an inductive coding approach 
(Thomas, 2006) by two researchers using a data analysis software called 
MaxQDA. In total, we identified 971 codes clustered in 20 categories. The research 
approach applied to collect requirements regarding an effective project KMS as well 
as the results of the explorative interview study are presented and discussed in 
(Schacht & Mädche, 2013).

After analyzing the interview data, we noticed that some themes continuously 
occurred. A central issue within the organization seemed to be the storage of project- 
related knowledge. Each project has an own repository where all documents—
including project lessons learned—had to be stored. However, only employees 
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being part of the project team had access to this repository. In consequence, project- 
related knowledge could not be accessed and reused by project-external company 
members. One project manager told us, that the limited access is an issue for those 
employees that were not part of the project. Even he experienced the situation not 
being able to access project-related documents, after leaving the project. Another 
issue related to the project repositories is the lacking overview on existing project 
knowledge. Even if all employees would have access to every project repository, the 
search for relevant project knowledge would still be wasted effort. Every project has 
its own structure for naming and storing their documents. There were no organiza-
tional guidelines. Moreover, the documents itself did not follow any structure. The 
documentation of project-related insights took place in many various forms. Some 
insights were documented within meetings spread among team members per Email, 
captured in presentations containing bullet points stored on project repositories, or 
exist as photo protocols stored in project manager’s desk drawer. An interviewee 
summarized the requirements related to this issue as:

You have to structure it in some way so that you can use it afterwards and also efficiently 
for future similar projects.

In addition to structured documents, the interviewees also claimed for docu-
ments that are up-to-date. Outdated information is not helpful and increases diffi-
culties in searching for and finding relevant knowledge. In combination with this 
requirement, another question came up: Who will maintain the documents? At proj-
ect’s end it is even hard to get all project team members at one table to discuss and 
document project lessons learned. After project completion, it is much harder to 
find someone who will maintain the lessons learned regularly. A technical specialist 
interviewed by us summarized the issue as following:

It is a time exposure to maintain and manage it. I mean, information important in one proj-
ect can later be invalid or outdated.

Although, we had identified much more issues within our interviews, we want to 
conclude the list of identified requirements with interviewees demand for feedback. 
It is a basic desire of individuals to perform tasks in order to “… achieve something 
great, something awe-inspiring, and something bigger than themselves.” (Burke & 
Hiltbrand, 2011, p. 14). Burke and Hiltbrand (2011) call this desire “epic meaning 
dynamic”. To notice whether this desire is fulfilled, feedback mechanisms are nec-
essary. One interviewee, therefore, suggested the implementation of asterisks in 
order to promote active authors of project-related lessons learned. Another inter-
viewee focused more on intrinsically motivation of providing and sharing  knowledge 
with others:

… if anyone says to you: ‘I read your lessons learned. Thank you for your presentation 
making the issue transparent for us […].’ I think this kind of recognitions is incentive 
enough—or should be incentive enough.

In total, we identified 13 MRs covering both, social and technological subsystem 
of an effective project KMS. Based on the MRs we derived with the aid of existing 
KM literature five DPs. Eight out of 13 MRs and four out of five DPs relate to the 
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technological subsystem of the project KMS. Since the focus of this article is on the 
design of a technological instantiation of a project KMS using gamification mecha-
nisms, Fig. 30.2 summarizes MRs, resulting DPs and the connections between them.

30.3.2.2  Design Choices from a Gamification Perspective

In (Schacht & Mädche, 2013) we discuss our design choices derived from the DPs. 
Since the project is still running some design choices are already implemented, 
while others are still planned. Basically, the banking company has an in-house 
developed platform similar to Microsoft’s SharePoint. Until our interventions, the 
company utilized the platform primarily as a document management system. Other 
functionalities like social components or reporting mechanisms were used only sel-
dom. We therefore decided to reactivate these functionalities and thus, exploit the 
full potential of the platform. A key advantage of such a platform is the accessibil-
ity. Having an account and an internet connection, all users can access the platform 
and its content. In addition to storing documents, the user can create lists containing 
structured information, integrate social components, and design reports based on 
stored data within this platform. Since a central element of our project KMS is the 
assessment of projects, we realized a questionnaire on the platform. Basic informa-
tion like project team members, stakeholders, goals, risks or duration are requested 
in this questionnaire and stored in a list. The questionnaire structures the character-
istics of projects making a quick and easy comparison of various projects possible. 
Such a comparison enables employees to decide whether the project-related knowl-
edge is valuable for them. Based on the characteristics, a so-called “project sonar” 
will be implemented, providing an overview on similar projects. Figure 30.3 pres-
ents two mockups of our project KMS highlighting some functionalities.

When using the gamification-tinted glasses, we also implemented some 
 mechanisms that can be categorized in the class of game mechanics as presented in 
Table 30.2. Primarily, we included these design elements to the end, that employees 
will be more motivated to share and reuse project-related knowledge. As we started 
to engage ourselves more intensively in the topic of gamification, we realized that 
these mechanisms are often referred as instantiations of gamification. In the follow-
ing we will briefly present those functionalities that are implemented in our project 
KMS and can be categorized as gamification mechanism:

Fig. 30.2 MRs and DPs of an effective project KMS
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Leaderboard and rating mechanism. The easiest way—and in most cases the 
entry point—to introduce gamified applications in organizations, is the implementa-
tion of leaderboards. Today, individuals are surrounded by leaderboards and rating 
mechanisms in their private life. In context of project knowledge reuse, there are 
also many ways to realize leaderboards. We decided to rank the lessons learned 
content instead of its authors in order to emphasize project knowledge quality rather 
than its quantity.

During a project, each project team member is allowed to enter its own project 
experiences on a central storage location within the organization-wide platform on 
a voluntary basis. After each lessons learned session, however, the documentation 
of project lessons learned is mandatory. In order to ease the documentation process, 
the project KMS provides some pre-structured templates for project knowledge 
documentation. Since some interviewees called for the possibility of anonymity, we 
inserted an anonymity flag into the lessons learned template. When authors are acti-
vating the anonymity flag, only project’s lessons learned will be published and can 
be retrieved by other employees. However, in order to preserve project’s contextual 
information, authors who want to publish their insights anonymously have to pro-
vide an additional information namely the name of the Lessons Learned Expert 
(LLE) employed in the project as the contact person. LLE’s can be classified as 
knowledge intermediaries and are an instantiation of the social subsystem of our 
project KMS. Each project has to employ at least one LLE being responsible for 
planning, preparing and moderating lessons learned sessions as well as gathering, 
documenting, storing, distributing and enabling reuse of project-related knowledge. 
Thus, project’s lessons learned are retrievable by every employee while at the same 
time anonymity of knowledge providers will be ensured. Summed up, leaderboards 
ranking project knowledge combined with the employment of knowledge interme-
diaries ensure the access to both, experts and expertise (DP1) as well as provide 
some contextual information (DP2).

After entering and publishing project-related knowledge each employee can rate 
lessons learned by pushing the “like” or “dislike” buttons. A counter is used in order 
to determine the ranking of lessons learned to a “Top 10 lessons learned” leader-
board based on “likes” or “dislikes”. The resulting leaderboard is displayed on the 

Fig. 30.3 Mockup design of project KMS from a gamification perspective
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starting page of the project lessons learned section as part of the company-wide 
platform. We decided to implement a simple rating mechanism based on “likes” and 
“dislikes” of employees, in opposite to a more sophisticated one, since simplicity 
seems to be one of key success factors for our project KMS. The implementation of 
the ranking mechanism enables to identify which project knowledge seemed to be 
more useful than others, and thus enables the maintenance of project knowledge 
(DP3). Some benefits and critics that may arise in relation to the leaderboard and 
rating mechanism implemented in our project KMS are summarized in Table 30.3.

Feedback mechanism. As Dunwell et al. (2011) demonstrate, feedback is one 
of the central design elements in effective gamified applications. When individuals 
receive constructive feedback on their work, they are more willing to share their 
knowledge. Thus, feedback related to project knowledge enables inter-project and 
intra-project learning as well as continuous improvement of project processes.

We therefore implemented a feedback loop for users who want to provide feedback 
on the lessons learned document by pushing an according button. Similar to our 
leaderboard and rating mechanism, feedback relates to lessons learned content not 
to its authors. In addition to content-related feedback, we also plan to realize a feed-
back loop for experts employed in projects. As already mentioned, each project has 
to employ at least one LLE being responsible to moderate lessons learned sessions, 
gather project experiences within these sessions, and document them. At the end of 
each project, team members will be asked to evaluate both, employed experts and 
documented knowledge based on a survey. Thus, project teams can provide some 
feedback on experts’ work. The evaluation results will be statistically analyzed, 
prepared as a report, and presented to the expert. Based on these data, each expert 
can reach various “service levels” ranging from beginner level to expert level. In 
addition, positive feedback provided by project team members in form of open com-
ments can be presented as testimonials in order market their service level and skills 
as LLE in further projects. In addition to feedback on project-knowledge provided 
to employees (DP4), this functionality also enables the maintenance of project 
knowledge (DP3). Table 30.4 presents some potential benefits and critics on the 
realization of feedback in our project KMS.

Table 30.3 Potential benefits and critics on leaderboard and ranking in project KMS

Benefits Critics

– Quick overview on positive rated LL – Ranking based on primitive mechanism 
(like/dislike)

– Leaderboard can be used as entry point for 
project knowledge search and reuse

– Maybe perceived by employees as an 
additional layer of control

– No distortion of employee profiles due to 
rating of content rather than authors

– Facilitation of LL maintenance
– High quality of LL rather than high quantity

LL lessons learned
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Social Components. Providing the possibility of direct, bilateral communication is 
one of the most important factors for effective knowledge management. Therefore, 
many companies promote the building of knowledge communities—often referred as 
Communities of Practice (CoP). In general, CoP realized in companies “…improves 
knowledge sharing and helps the development of a common identity and social rela-
tionships. It is not just a matter of knowhow but also of who knows what […].” (Bettiol 
& Sedita, 2011, p. 468) CoP enable the development of a common transactive mem-
ory system. We therefore reactivated the social communication features already 
implemented in the company-wide platform. We prepared various spaces for social 
interaction between different kinds of experts such as LLE or experts on a particular 
topic (called “Topic Experts” (TE)), which can be consulted by project teams. There 
are two ways to become a TE. Either one is known in the company having expertise 
in a particular topic, or one is actively publishing and maintaining lessons learned on 
the platform. Similar to LLEs, TEs can increase their service level. Each time, a TE 
advised a project, the team can rate the TE based on various factors such as helpful-
ness, experience, or currency of provided knowledge.

These social spaces for both kinds of experts are subdivided into two parts. On 
the upper part all experts are introduced by summarizing their name, area of experi-
ence, actual service level and—if existent—some testimonials provided by project 
team members in previous projects. Based on these information project teams can 
choose and consult the experts being most appropriate for them and their project. 
On the lower part experts can discuss in forums on various topics in order to 
exchange their experiences and increase the body of knowledge. Every employee of 
the company is invited to participate in one or even both communities and upgrade 
his or her own skills. By providing social components in the project KMS, we (1) 
enable access to experts via direct communication and expertise via storage of doc-
uments (DP1), and (2) ensure availability of contextual information of project 
knowledge (DP2). Table 30.5 provides an overview on potential benefits and critics 
related to the implementation of social components in our project KMS.

Whether our gamification-related interventions have an impact on individuals’ 
motivation to engage on the platform or not remains still open. Although our primarily 
research does not consider any gamification-related aspects, we strongly believe that 
the design choices in form of gamified functionalities have a positive impact on users’ 
intention to continue using the project KMS. One reason  encouraging us in this belief 
is the fact that we not only placed a bet on points and achievements. Rather we 
 concentrated our gamification-related interventions on the provision of information 

Table 30.4 Potential benefits and critics on feedback mechanism in project KMS

Benefits Critics

– Identification of experts being most 
appropriate for project

– Evaluation of LLE may result in issues with 
working council

– Motivation to continue participating in 
project KMS due to direct feedback

– Can be misused by managers to assess their 
employees merely based on evaluation results
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and overview. By focusing our ranking on lessons learned documents instead of its 
authors we could kill two birds with one stone. On the one hand, we reward high qual-
ity instead of quantity because users like or dislike content of lessons learned with 
regard to their usefulness and currency. On the other hand, the feedback mechanisms 
enable the maintenance of project-related documents since documents containing cur-
rent and important content will be higher rated.

As we are so convinced on the positive effect of gamification, we decided to 
implement a second instantiation of our project KMS emphasizing gamification 
aspects more intensively. In this instantiation—a gamified application called Project 
World—will be included in the project KMS (see Fig. 30.4). Within Project World 
projects will be sketchily visualized. On a globe different project insights can be 
stored in form of a tower. Hereby, each project insight forms a tier of the tower. 
Other users of Project World can connect to the project similar to a social network. 
Thus, users can get quick overview on projects they are interested in, its context and 
project knowledge. In addition, users can collect badges. One badge, for example, 
can be earned, when users help other projects solving certain issues. Thus, the appli-
cation also supports collaboration. All data collected in Project World can also be 
accessed by the project KMS, since both applications use the same data base. Thus, 
we enable a voluntary participation in Project World. A detailed discussion on the 
idea of Project World is provided in (Schacht, Morana, & Maedche, 2014). After 
realizing both versions of the project KMS we plan to evaluate individuals’ inten-
tion to use one of the systems. The results will be compared by analyzing the effects 
of our design principles as well as gamification mechanisms.

Table 30.5 Potential benefits and critics on social components in project KMS

Benefits Critics

– Direct and bilateral communication – Requires additional effort for moderation  
and maintenance– Identification of experts in certain topic 

areas
– Development of transactive memory 

system

Fig. 30.4 Mockup design of Project World
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30.4  Conclusion

Managing project-related knowledge is not an easy endeavor. Many issues are 
 hampering individuals to capture, store, transfer, and reuse knowledge. Although, 
IS cannot solve all KM-related issues, a project KMS can be very supportive to 
retrieve and reuse knowledge. At the moment many KMS suffer from low user 
acceptance and adoption. In order to increase the usage of our project KMS we 
implemented some functionalities being typical elements of gamification. While 
studying KMS adoption and gamification at the same time, we became aware of 
some guidelines for effective project KM.

Effective project KM requires a lot of motivation. Because of lacking  motivation, 
knowledge often gets lost resulting in project teams repeating the same mistakes 
and reinventing the wheel. In consequence, all interventions regarding project KM 
need to motivate individuals to participate and engage in KM activities. Since we 
live in an age of ludification, where individuals are performing repetitive tasks in 
games like FarmVille or Bejeweled, game mechanics can be adequate motivators. 
However, when introducing gamified IS in organizations it is important not only to 
focus on points and achievements. Especially, in the field of KM gamification 
mechanisms, the retrieval of information, overview and feedback are more expedi-
ent than points and badges. Instead of rewarding high quantity gamified KMS need 
to reward high quality of documented knowledge. In addition, designers of gami-
fied project KMS should be aware that the pure implementation of gamification 
elements is not sufficient. Researchers like (Laschke & Hassenzahl, 2011; Lawley, 
2012) are also emphasizing the importance of a meaningful framework. Therefore, 
gamified project KMS requires the communication of its importance supported by 
top management and thus, the rewarding of both contribution of valuable knowl-
edge and its reuse. In consequence, a careful design of project KMS following user- 
centered DPs is necessary. Before implementing and introducing gamified project 
KMS, a comprehensive analysis of business needs and user requirements is inevi-
table. Based on these needs appropriate gamification elements have to be selected. 
Finally, we suggest the measurement of all interventions regarding their effective-
ness and efficiency. Thus, we recommend to follow the framework as introduced by 
(Aparicio et al., 2012), when organizations plan to enrich their KMS by  gamification 
elements.
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    Chapter 31   
 How Gamifi cation Can Help Companies 
to Become More Sustainable: A Case Study 
on Ride Sharing 

             Stefanie     Huber      and        Konrad     Röpke    

31.1             Introduction 

 How do we get people to share a ride if there are more convenient, comfortable, and 
easier ways to commute? A lot has already been said about serving the unappealing 
“broccoli” with either cheese sauce (Zichermann & Cunningham,  2011 ) or under a 
chocolate coating (Kumar & Herger,  2013 ). However, simply adding chocolate—or 
in a broader sense game mechanics to a system, often also called “pointsifi cation” 
(Kumar & Herger,  2013 , p. 9)—does not trigger a permanent behavior change in 
the long run. 

 In an enterprise context “behavior-change gamifi cation seeks to form benefi cial 
new habits among a population” (Werbach & Hunter,  2012 , p. 21), with this popula-
tion being a corporate community. This behavior change can apply to anything from 
eating more healthy food or participating in sports programs, through to a more 
sustainable or environmentally-friendly lifestyle—like the sharing of rides when 
commuting to and from work. However, some doubt has been raised about the 
effectiveness of gamifi cation with regard to producing environmentally-friendly 
behavior (see, for example, Chorney,  2012 ; Zichermann,  2011 ). Research has shown 
that it already requires an environmentally-friendly mindset from the users of the 
system to use a gamifi ed system for encouraging environmentally-friendly behavior 
at all (Yefeng, Alexandrova, & Najima,  2011 ). This, of course, contradicts the idea 
of behavior change and it needs a deeper understanding of human motivation and 
behavioral dynamics to make a gamifi ed system successful. This holds particularly 
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true for the area of sustainability in order to avoid the trap of exclusively building a 
system for people who already show the desired mindset. 

 Even if the “best practices in gamifi cation are still emerging” (Kumar & Herger, 
 2013 , p. 9), the simple application of game mechanics does not help encourage the 
behavior one wants to evoke. In contrast, it needs a systematic approach where 
underlying behavioral dynamics are considered, target behavior is understood, 
player characteristics are known, and where gamifi cation has to provide a real value 
for the players, or as Nicholson ( 2012 ) put it:

  Rather than using a point system, meaningful gamifi cation encourages a deeper integration 
of game mechanisms into non-game contexts. Meaningful gamifi cation techniques focus on 
the consideration of aspects of the underlying activity to understand where an integration of 
game elements makes sense. (p. 6) 

   To perform such a systematic approach and not forget about key aspects to be 
covered, it is possible to use gamifi cation frameworks that successively guide 
through the process of building a meaningful gamifi ed system. We will present two 
such frameworks in the next section and also follow the steps of one of those for 
building a gamifi ed ride sharing system.  

31.2     Gamifi cation Framework 

 There are several frameworks available for gamifying systems, which have broad 
overlaps with regard to content and differ mainly in the chronology of the specifi c 
phases. Two prominent examples are the gamifi cation design framework introduced 
by Werbach and Hunter ( 2012 ) “that is customized for developing gamifi ed sys-
tems” (p. 86) and the player-centered design framework provided by Kumar and 
Herger ( 2013 ). A comparison easily shows the aspects they have in common: Even 
if the framework by Werbach and Hunter ( 2012 ) consists of six steps and the one by 
Kumar and Herger ( 2013 ) of fi ve steps—all of the steps can be assigned to an even 
more general framework such as goal defi nition for the gamifi cation project, player 
analysis, and the application of game mechanics (see Fig.  31.1 ). Werbach and 
Hunter ( 2012 ) start with defi ning business objectives and delineating target behav-
iors (goal defi nition), followed by a description of players (player analysis). The last 
steps of the framework include devising activity cycles, while at the same time not 
forgetting about fun and deployment of appropriate tools (application of game 
mechanics). Kumar and Herger ( 2013 ), though, focus on knowing the player as the 
fi rst step (player analysis), then continue with: Identifying the mission (goal defi ni-
tion), understanding human motivation (player analysis), applying mechanics 
(application of game mechanics), and, lastly, managing, monitoring, and measuring 
(goal defi nition). As they introduced their concept as “Player Centered Design that 
puts the player at the center of the design and development process” (p. 29) it is 
clear that they start with player analysis in the fi rst phase.

S. Huber and K. Röpke



617

   For this case study we will follow the framework provided by Werbach and 
Hunter ( 2012 ) due to our clear orientation towards sustainability as a business 
objective. We will therefore also perform our case study along the outlined steps and 
start by defi ning business objectives in the next section.  

31.3     Applied Gamifi cation: Gamifying Ride Sharing 
for Better Sustainability 

 Before coming to the business objectives, we want to spend a few moments focus-
ing on sustainability and ride sharing in general: In the last 10 years, the term sus-
tainability has become a business buzzword. Nowadays, sustainability seems to be 
a well-established corporate goal and for many large companies it is obligatory to 
have an annual sustainability report. Many initiatives that foster sustainability can 
be found in corporate landscapes these days, ranging from saving paper with the 
paperless offi ce, investing in healthier food for employees, through to reducing 
emissions altogether, and so on. The idea of ride sharing (which is the idea of 

  Fig. 31.1    Comparison of the gamifi cation frameworks provided by Werbach and Hunter ( 2012 ) 
and Kumar and Herger ( 2013 )       
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sharing cars or rides) has recently emerged alongside these other topics and is 
proven by the rising number of car sharing services (for example, BMW’s 
“DriveNow”, “Flinkster” by Deutsche Bahn, car2go, to name just a few). 

 For some companies it might be worth investing in “sustainable mobility” and 
such a service is encouraged at a corporate level to reach sustainability targets, par-
ticularly when employees live in the same commuter belt and when company cars 
are available. 

 While car sharing is a model of car rental, ride sharing is the sharing of com-
mutes so that multiple persons travel in a car. Both, car and ride sharing do not 
simply infl uence classic economic objectives, such as saving fuel or reducing other 
corporate car-related costs. There are additional business objectives involved when 
it comes to implementing a corporate car or ride sharing system for better sustain-
ability, for example, corporate community or brand reasons. 

 We will concentrate on a corporate ride sharing (and not carsharing) system for 
two reasons: First, we think that ride sharing has a huge potential to contribute to 
corporate sustainability objectives: Employees need to fi nd a way to get to work and 
back every day and if only two persons share a ride instead of taking two separate 
cars then that’s already a great win for sustainability. Secondly, as we at SAP already 
have a ride sharing solution on the market called TwoGo (  http://www.twogo.com    ), 
we are pleased to have the possibility to refer to that solution every now and then 
within this chapter. As the scope and approach of TwoGo back then was different to 
our current gamifi cation-framework-led approach, though, we know about the dis-
tinct focus on the topic of ride sharing, related players, and the chosen system ele-
ments in TwoGo. Apart from that, we want to stress that car sharing and ride sharing 
do not contradict but rather have the potential to complement each others. 

31.3.1     Defi ne Business Objectives 

 For the defi nition of the business objectives in a ride sharing context, we follow the 
segmentation of sustainability into three different areas as proposed by Blackburn 
( 2007 ) in his sustainability handbook: Environmental sustainability, social sustain-
ability, and economic sustainability. 

  Environmental sustainability  focuses on caring about natural resources and reduc-
ing waste and pollution (Blackburn,  2007 ). Examples for environmental sustain-
ability objectives in a rideshare setting are:

•    Reducing the amount of carbon dioxide emitted per person. This includes aiming 
for a better effi ciency in car use, for example, by maximizing the number of 
people in a car.  

•   Following the principle “Use rather than own”. This principle is gaining more 
and more reception nowadays—sharing and using instead of possessing has 
become popular under the buzzword “share economy”.    
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  Social sustainability  deals with “respect for employees” in general (Blackburn, 
 2007 , p. 24), but might also aim at building enduring social relationships within a 
company. Derived objectives in the context of ride sharing can be:

•    Encouraging employees to increase their social network on a ride. This encour-
ages collaboration, improves communication and interdisciplinary language 
skills, and helps employees to get in touch with each other across areas and 
departments. Increasing the social network, though, is not to be understood as a 
mere quantitative increase in business relationships, but also as a valuable quali-
tative deepening of existing contacts. Therefore, relating to increasing social net-
works, company objectives might equally aim at:

•    a quantitative enhancement: get to know more colleagues  
•   a qualitative enhancement: get to know colleagues better     

•   Encouraging people to increase their company knowledge on an informal basis 
(for example, knowledge about other projects, the company structure, and so on)  

•   Improving employee motivation: Employees feel cared for with the offer of a 
future-oriented mobility service. Apart from that, the self-perception as members 
of the company might be enhanced through the brand experience.  

•   Strengthening company stickiness: Anyone who is integrated in a social network 
is more unlikely to leave the company.    

  Economic sustainability  describes “the wise use of fi nancial resources” (Blackburn, 
 2007 , p. 24). Examples for economic sustainability are:

•    Reducing the amount of expenditures for company cars (such as acquisition 
costs, maintenance costs, insurance fees, gas costs, and so on)  

•   Decreasing the volume of infrastructure (for example, parking lots) needed for 
cars in order to save construction costs and maintenance costs  

•   Reducing the number of cars used for commuting that are congesting the streets 
and causing traffi c jams during rush hours  

•   Maximizing employee mobility without a car of their own  
•   Making the company visible as an environmentally-friendly company for mar-

keting purposes, brand positioning, and so on.    

 As usual, business goals can confl ict with each other. For example employees 
who establish ride sharing routines, that is, riding with the same colleague every day 
and therefore deepening relationships (qualitative enhancement) will not be able to 
broaden their network (quantitative enhancement) to the same extent. So, there has 
to be a trade-off between these goals. However, sometimes various goals might even 
elevate each other, for example, social and environmental sustainability objectives 
might also affect and support commercial objectives. For example, the fact of col-
leagues networking together while they drive to work creates an added economic 
business value (Herger,  2013 ). 

 Economic sustainability will take the highest priority for the corporate strategy 
of most companies driven by the intent to realize profi ts. Therefore, reducing expen-
diture for company cars and infrastructure plays an important role. We will focus 
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our attention towards player behavior supporting this goal. Nevertheless, the  positive 
impact of a vivid social network should not be underestimated, as nowadays know-
ing  who  to ask can be  the  crucial corporate skill, especially in large companies. We 
therefore consider the social sustainability objective of increasing employees’ social 
network (quantitative and qualitative) while sharing a ride as the priority two busi-
ness objective. So, on the one hand, it is a worthwhile objective to encourage people 
with ride sharing routines to also get to know new colleagues and on the other hand, 
to encourage people enjoying different rides every day to also deepen their social 
relationships with existing contacts.  

31.3.2     Delineate Target Behaviors 

 After having selected two business objectives, the target behaviors of the players 
should be derived along with success metrics for sustainable mobility. These behav-
iors should “promote the ultimate business objectives you previously defi ned, 
though the relationship may be indirect” (Werbach & Hunter,  2012 , p. 90). In this 
case, the ultimate business goals of economic and social sustainability are best 
refl ected in two quite simple success metrics, namely the  number of rides shared  
and the  diversity of rides shared . 

 Sharing rides can be seen as the key target behavior. The  number of rides shared  
therefore constitutes the best indicator for reaching the goal of reducing expendi-
tures for corporate cars and related infrastructure. Subordinate or related to the 
number of rides shared are further metrics such as:

•    Oil/gas consumed  
•   Occupied seats  
•   Distance driven    

 And from a broader perspective:

•    Number of cars on the streets to company and back  
•   Number of cars in corporate parking lots    

 Increasing the number of shared rides and thereby reducing oil/gas consumption, 
distances driven per car, and the number of cars in corporate parking lots directly 
affect company expenses spent for corporate cars, such as fuel cost, company car 
acquisition costs, recurring costs (inspections, insurance, repair, and so on) and 
related infrastructural costs, for example, for building new parking lots or maintain-
ing old ones. 

 Sharing diverse rides, meaning riding with different people every day, is the sec-
ond target behavior to foster with the corresponding success metric being the  diver-
sity of rides  shared, for example, measured by how many different people one takes 
to work and back per month. Sharing diverse rides builds upon the idea of social 
sustainability as business objective number two in order to enhance the exchange of 
ideas and knowledge between employees. However, as said before, deepening existing 
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social relationships might be equally desirable, and the  proposed metric of diversity 
of rides shared can also be used to assess this. So, for example if this metric is 
defi ned as a percentage of the number of diverse rides divided by the number of total 
rides a value near 100 % (for example, ten different people taken on ten rides in 
total = 100 % diverse rides) represents the idea of a quantitative enhancement of the 
social network, whereas a value close to 1 % (1 colleague taken on 100 rides = 1 % 
diverse rides) represents a more qualitative enhancement of relationships. 

 Having said this, it becomes clear that the mere assessment of diverse rides 
shared on an overall level does not provide much value, besides knowing if the ride 
sharing community is on more diverse rides or not. However, if ride sharing regulars 
are to be encouraged to also meet new colleagues, it could be more interesting to 
analyze the progression of these metrics over time. 

 Of course, general metrics could be added to the list of metrics, such as the number 
of registered users of the system or the percentage of employees using the service, the 
number of daily or monthly active users (DAU/MAU), net promoter scores, and so on. 
Further general success metrics can be found in Kumar and Herger ( 2013 , p. 95, p. 99).  

31.3.3     Describe Your Players 

 There are several ways to fi nd out more about the players. In the case of ride sharing 
for business, the target group can be defi ned as basically every employee of the 
company. However, this population can usually be further divided into subgroups of 
different player types who have different motivations or reservations to use or not 
use ride sharing. One approach to get to know these player types is to make use of 
general models of player types described elsewhere (see, for example, Bartle,  1996 ; 
Kim,  2010 ). Another approach is to invest in user research, or even to combine own 
research with player type models. Player research can comprise everything from 
analyzing statistical data, interviewing people to conducting a survey with the  target 
group. 

 Important information to be gathered comprises data such as (modifi ed accord-
ing to Werbach & Hunter,  2012 ):

•    Demographics (Gender, age)  
•   Psychographics (What are the things your players like to do, buy)  
•   Motivations (What motivates and demotivates your players?)    

 To get insights on employees’ general demographics, their usual way to work, 
ride-share motivations and resentments we created a short questionnaire addressing 
these topics in 13 questions. We then randomly selected ten interviewees out of our 
business network and conducted structured interviews that took about 30 min each. 
After these interviews we analyzed the data in a qualitative manner, using typologi-
cal analysis after Mayring ( 2002 ): We went through the different interview 
 statements, looked for commonalities in motivations and constructed different 
player types. 
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 We are aware of the fact that our interview sample is more of an exemplary 
sample to test the framework methodology instead of a representative sample of the 
whole population and hence, does not allow transferring the given results in the 
form of player types to all employees. There might be further player types that we 
have not addressed yet; there might be player types that we have classifi ed, but that 
play a negligible role, as we do not know how our identifi ed player types are distrib-
uted among the whole population. Although we think that interviewing players is 
the best way to fi nd out more about their motivation, we recommend using statisti-
cal methods for calculating appropriate sample and effect sizes (as described e.g. in 
Bortz & Döring,  2006 ) in order to derive more representative player types. The 
collected data can then be analyzed either in a qualitative way as we did or by using 
quantitative methods such as e.g. cluster analysis for deriving player types. 

 Having identifi ed six player types, we fi nally modeled avatars (or personas) as 
representations of typical players (see Fig.  31.2  for examples of player personas 
below). In the following list the player types will be described shortly and the cor-
responding Bartle ( 1996 ) player type classifi cation is given in brackets.

•      Sarah Socializer  is a person who loves to chat to people and to meet new cowork-
ers. She is a caring and outgoing person. (Socializer)  

•    Greg Greenthinker  is highly-conscious of his carbon footprint and saving the 
environment in general. Minimizing traffi c by car is already his personal top 
priority. (Achiever)  

•    Sam Scrooge  enjoys the ride as a co-driver. He knows about several ways to save 
money, one of them being co-driver, and studies brochures and leafl ets in order 
to fi nd the best offers and bargains. (Achiever/explorer)  

•    Steve Status  prefers to drive himself and loves his car. It is a status object for him 
that symbolizes his success and expresses his individuality. (Achiever/explorer)  

•    Kevin Careful  hates to be dependent on people he doesn’t know. He is afraid of 
having to wait for people that are unreliable and easily feels uncomfortable in a 
car with aggressive drivers. (Socializer)  

•    Scott Sportsman  prefers to commute by bike although he does have a company 
car. To live healthy and be in shape is most important to him. (Achiever)    

 Player type Sarah Socializer is easy to target within a gamifi ed system for ride 
sharing, as for her ride sharing is a fantastic opportunity to meet and chat. Also, 
Greg Greenthinker is easy to be attracted by a ride sharing service, as sustainable 
behavior is perfectly in harmony with his own personal goals. The same holds true 
for Sam Scrooge: He is a money saver par excellence and whenever an opportunity 
is offered to save some coins, he is part of the game. All three of them are already 
“made for” a rideshare system and are intrinsically motivated as their own player 
needs are in accordance with the characteristics of the system. It should not take 
much effort to motivate them to participate. 

 A different situation is given with Steve Status and Kevin Careful. Steve usually 
drives alone to work celebrating his car and status and sometimes crossing the speed 
limits as well. Targeting him for a ride sharing service means offering him ways in 
the system to show his passion for cars, his status, and his achievements, but also 
exploration and surprise—otherwise his motivations are not captured by the system. 
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In contrast, Kevin Careful would hesitate to join Steve Status for a ride. He hates 
uncertainty, unreliability, and insecurity. Although he really likes co-driving, as he 
is an anxious driver himself, he needs to know his (co-) driver very well, and he 
needs a feeling of trust and safety to really step into another person’s car. That also 
implies that a rideshare system should provide a lot of information about the poten-
tial driver for him, maybe even an appraisal of driving abilities and reliability, and 
as a best case scenario it would match him with someone he can drive to work and 
home every day, without being exposed to diverse drivers at all. 

  Fig. 31.2    Player Personas Kevin Careful and Steve Status with related player characteristics       
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 Scott Sportsman, fi nally, should not be addressed as target group for the  system—
his healthy personal behavior should not get any interfering external motivation that 
might change it. 

 To conclude, with the gamifi ed ride sharing system we target fi ve player types 
with three of them being easily addressable by the system characteristics them-
selves and two player types requiring some more distinct gaming mechanisms to 
leverage motivation to participate in the system. By focusing on Steve Status and 
Kevin Careful in the upcoming sections, we also ensure that mechanisms for achiev-
ers, explorers, and socializers are considered within the gamifi ed system, which also 
address the general Bartle ( 1996 ) player type needs of Sarah Socializer (socializer), 
Greg Greenthinker (achiever), and Sam Scrooge (achiever/explorer) and Kim’s 
( 2010 ) social actions for players accordingly.  

31.3.4     Devise Activity Cycles 

 We discussed and defi ned activity cycles for the player types that were identifi ed. 
First of all, we refi ned engagement loops for each of them to take specifi c and quite 
different motivations into account. The following example shows one of these loops 
of user actions triggered by motivation and resulting into some meaningful feed-
back that might create a new motivation (Fig.  31.3 ). The sequence that we visual-
ized here in a spiral is, of course, hard to anticipate. So, we propose this output more 
as an orientation that needs more evaluation and user research. However, it is valu-
able preparatory work to weave player needs and wants into the game elements that 
will constitute possible activities within the service. While for the engagement 
loops we focus on the short-term activities within our ride sharing service, we then 
continued to elaborate these into long-term activities within progression stairs.

   Building on different engagement loops, it is then possible to derive and discuss 
progression stairs. How might the ride sharing service be attractive and interesting 
to players even after a longer period of use? The evolution of a gamifi ed ride sharing 
service experience over time might improve the stickiness of the service—players 
will appreciate a service with increasing complexity and constantly new challenges. 
The stairs shown are not meant to work solely in a strictly sequential way. With 
respect to different player types, it is necessary to consider different ways of 
approaching levels and challenges. 

 The design of freedom of choices, also known as autonomy (Deterding, Dixon, 
Khaled, & Nacke,  2011 ), is seen as an important element for the service experience. 
Since the game experience can be enhanced by surprises, we also consider incorpo-
rating some kind of randomness and chance into the service, like special events in 
the narration, dedicated game days, and extra bonus levels. 

 Within the onboarding phase, the player should start by getting simple tasks such 
as simply sharing a ride with someone new. However, not every player type would 
perceive this an easy task: For a player type like Steve Status this is easy to accom-
plish, although it might already be a hard thing to do for Kevin Careful. For Kevin, 
an easy thing would be sharing a ride with someone he knows very well. 
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 With respect to the different motivations and needs of unequal player types, we 
illustrate our solution with a double-tracked progression stair model (Fig.  31.4 ). 
After the onboarding, the new ridesharer can choose his/her way of progressing 
towards mastery. Fitting to personal needs, the user perceives autonomy to develop 
his/her avatar towards the next level. The boss fi ght will not be the fi nal level, but 
rather a reoccurring showdown event.

31.3.5        Don’t Forget About the Fun 

 It might seem trivial to say that you should not forget about the fun when designing 
a gamifi ed system. However, shaping an enjoyable experience for all players can be 
a tricky challenge to accomplish. So, how to ensure this? 

 One answer is to offer different ways of having fun within one system, because 
not only different player types request different kinds of fun, but even the needs for 
a certain type of fun may vary within one player type from day to day: “The best 
games cover a broad spectrum of fun. Maybe you’re normally attracted to hard-core 
challenges, but today you just want to blow off steam with your friends. Ideally, a 

  Fig. 31.3    Prototypical engagement loop (Werbach & Hunter,  2012 ) of player type Steve Status       
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gamifi ed system should be fl exible in the same way” (   Werbach & Hunter,  2012 , 
p. 99). In line with this, Lazzaro ( 2004 ) identifi ed four kinds of fun that, put together 
in one gamifi ed system, can make it fun to play for most players. These four kinds 
of fun are easy fun, hard fun, people fun, and serious fun. As they have been nicely 
illustrated and described in Lazarro ( 2012 ), we will not present them here as well. 
For our ride sharing service, we recommend a good mixture of  all types of fun for 
all player types , so that, for example, all players experience occasional surprising 
events (easy fun), they are able to participate in purposeful play with big, meaning-
ful challenges (hard fun), and they get to know new people (people fun). 

 Furthermore, it can be helpful to have a look at the model of social actions for 
player types (Kim,  2010 ) for setting up the right mixture of  fun ingredients for a 
certain player type . So, let’s take the achiever for example. Achievers like Steven 
Status are driven by challenges and competitions—offering them a “hard fun” 
opportunity to win a fi ght, to complete a quest, or to gather points satisfi es their 
inner need and will make a gamifi ed system fun for them. However, going on one 
quest or competition after the other without having some other fun ingredients will 
quickly reduce the fun of the thing. So, by adding some easy fun (such as exploring 
new stuff) and some social fun (such as helping others) adds to the whole experi-
ence within the game. If all of the fun ingredients are then wrapped up in a “series 
of meaningful choices” (Werbach & Hunter,  2012 , p. 38), the gamifi ed system will 
be appealing to your players. The progression stairs described in the last section 
illustrate how such a good mixture of fun could look for two player types.  

  Fig. 31.4    Prototypical progression stairs (Werbach & Hunter,  2012 ) on the examples of player 
types Kevin Careful and Steve Status       
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31.3.6     Deploy Appropriate Tools 

 Having thought thoroughly through the fi ve former stages, the appropriate mecha-
nisms need to be selected to bring the system to life. Usually a lot of ideas have been 
gathered up to that point and now it is the time “to make decisions about what to 
include and exclude” (Werbach & Hunter,  2012 , p. 100). To structure the conceptual 
ideas, we used the game element hierarchy according to Werbach and Hunter ( 2012 ) 
that separates dynamics (big picture elements) from mechanisms (basic processes) 
and components (specifi c instantiations of dynamics and mechanisms). The modi-
fi ed pyramid above (Fig.  31.5 ) displays selected elements used for our ride sharing 
concept. We also added context as a layer in the hierarchy because we felt that the 
gamifi ed ride sharing system has to be tightly coupled with and embedded into the 
company fabric to be successful: From a company perspective, it is crucial to enable 
employees to integrate ride sharing into their lives in order to achieve a relevant 
contribution to sustainability objectives. Only if a critical mass of employees par-
ticipate in ride sharing and consider it their routine way of commuting does the 
whole service have a signifi cant impact on business goals.

   Although several concepts could be derived out of these refl ections (with eco-
nomic sustainability being the number one business goal and social sustainability 
being number two), we focused on a concept that primarily leverages these goals. 

  Fig. 31.5    Selected elements of game element hierarchy (Werbach & Hunter,  2012 , p. 82) for the 
ride sharing system with complementary context element       
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Therefore, the whole concept is based on two high-level elements, the  narrative  
(fostering economic sustainability) and  relationships  (fostering social sustainabil-
ity). In the following we will describe these and other selected elements and will also 
show how an interface could look. Game hierarchy elements are written in italics to 
connect them easily to the pyramid. For this case study, we focus on a smartphone 
application as the format, as we experienced a need from the players’ side to handle 
ride sharing offers and requests quickly, fl exibly, and on-the-go with minimum time 
effort. Moreover, we will not present our solution for registration and log issues in 
this section, but will come directly to our central gamifi cation elements.   

31.4     Creating the Narrative: The Personifi cation 
of Anti-Objectives 

 The number one goal of the ride sharing system is clear—to save money by having 
fewer cars on the streets and thereby lower costs for fuel, maintenance, and so on. 
However, simply showing the players the saved costs for the company might not be 
very motivating to use a ride sharing service. Also, some companies might not 
directly want to reimburse the saved money and pay it back to their employees. So, 
what gamifi cation elements could be used to motivate people to participate? How do 
we tell the story of sustainable behavior in a game-like manner? 

 As fewer cars mean reduced waste and pollution, we propose to use a method 
that transports the main objective within a  narrative . Narratives are central dynam-
ics in the game element hierarchy. The question then becomes: How do we motivate 
people to engage for something rather abstract like waste and pollution? How can 
we get people to fi ght something they cannot see and grasp? The answer is: It is 
quite hard to do so. This is why we chose to give pollution a face—the face of Mr. 
Smoke. By personalizing business goals and giving them a face, people have some-
thing visible that they can fi ght. It is not without reason that the bosses in boss fi ghts 
are often human-shaped, with eyes and hands and a general shape to be attacked. 
The personifi cation of abstract business goals fulfi lls the same purpose—to make 
the opponent attackable. As the connection to boss fi ghts is already given, it is quite 
natural to make a real  challenge  out of fi ghting Mr. Smoke and his colleagues such 
as Mrs. Pollution, and so on. The individual challenge then consists of saving a 
certain amount of CO2 emissions by sharing a particular number of rides with col-
leagues within a certain timeframe. 

 Example 
 Challenge: “Fight Mr. Smoke” 

 Objective: Save 200 kg of CO2 emissions by sharing 10 rides back and 
forth to your company with colleagues 

 Time constraints: 1 month 
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  This way, monthly recurring challenges can be set up to reach the number one 
business goal. As  feedback , the amount of CO2 that has already been saved is shown 
to the players in the form of a progress bar towards the CO2 savings goal. 

 In addition to these challenges, quests can motivate players in a similar way to go 
on rides with their colleagues. We propose to use the more comprehensive chal-
lenges above for longer-term goals that are to be completed within a fi xed time-
frame and to apply  quests  as complementary elements for short-term tasks without 
time restrictions. Quests therefore comprise quick-to-accomplish, simple tasks, 
such as (respective business goals in brackets)

•    Share a ride with someone you have already shared a ride with (social sustain-
ability, qualitative enhancement)  

•   Share a ride with someone new (social sustainability, quantitative 
enhancement)  

•   Share a ride with more than one/two/three/… colleagues (social sustainability, 
quantitative enhancement)  

•   Share a ride with a colleague for x days in a row (social sustainability, qualitative 
enhancement)  

•   Share a ride with someone from department x (social sustainability, quantitative 
enhancement)  

•   Encourage someone to use ride sharing who has not used the system before 
(social sustainability, quantitative enhancement)    

 Of course, sharing rides always contributes to the economic objectives as well. 
With this combination of challenges and quests, player needs for quick wins and 
challenging projects is fulfi lled and also the traditional progression stair is taken 
into account, delivering little quests on a daily or weekly basis and a huge challenge 
at the end of or over a month. In addition, the whole system of quests has to be bal-
anced according to player journey phases, progression stairs, and player types (on 
condition that this information was gathered during registration). 

 To allow for autonomy and freedom of choice alongside the triggered challenges 
and quests, some additional quests are selectable by the players at the beginning of 
each month, asking them to choose between, for example:

•    Get to know a bunch of new people  
•   Get to know your colleagues better  
•   Care for your environment  
•   Squeeze in more people    

 Also, we recommend delivering some quests that are unexpected by the player 
since  chance  can enrich the game experience. Every now and then surprise quests 
pop up with exceptional challenges, such as

•    Find someone with a red car to share a ride with you  
•   Bring a pastry for your ride share friend  
•   Ride back and forth with the same colleague today  
•   Take a ride share on the weekend  
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•   Find someone to share a ride with the same hobby  
•   Get extra points today when a colleague gets into your car    

 Even if some of our targeted player types are quite intrinsically motivated to join 
the ride sharing system, we nevertheless propose to introduce  points  as an easy way 
of keeping count (Kumar & Herger,  2013 ), providing  feedback , as an indicator of 
 progression  (Werbach & Hunter,  2012 ), and as a  virtual good , so that after having 
completed challenges and quests points are unlocked. These points are gathered on 
the player’s account and can be converted to tangible rewards (see next section). We 
suggest this as a way of fair play behavior from the company side, that is, letting 
players profi t from their own savings, even if this does not necessarily result in 
reimbursing money.  

31.5     Building the Relationships: Getting Cooperation 
into Motion 

 Ride sharing itself is a social behavior, so if the ride sharing system was only designed 
with this in mind, a central element would be missing. And of course, it might be quite 
lonely to go on these challenges alone. Therefore, we focused on relationships as a 
second central dynamic in the system to foster  cooperation  within  teams . 

 We therefore propose challenges that require teaming up with others at a group 
level. For example, when fi ghting Mr. Smoke, an overall company goal of saving 
20,000 kg of CO2 within 1 month is set. To reach this goal, each team (be it a 
department, friends, or ride sharing colleagues) has to contribute, perhaps by saving 
1,000 kg each. For a team consisting of fi ve players, an individual target would be 
set to 200 kg per player. This way, each player has to work and pursue his individual 
contribution to the team goal: Of course, individual targets can be overachieved and 
any additional contribution reduces the amount of CO2 to be saved by the team as a 
whole so that colleagues can compensate for each other. Only when the groups have 
reached the objective of saving 20,000 kg at a corporate level at the end is Mr. 
Smoke then defeated ( win state ) and transformed into a big pot of points that are 
distributed amongst all contributors. The points achieved for team challenges can 
then be spent on joint events, such as team trips, a better parking space for the 
group’s car, and the like. Progress bars in the form of little clouds can be used to 
visualize the progress on the challenge: If the element of  competition  is to be used 
to push the battle a bit, then  leaderboards  can be useful to directly compare the cur-
rent contribution status of the different teams. 

 If teams are made of corporate departments then it can be quite motivating for the 
players to beat the neighboring department in a challenge. However, this contradicts 
the idea of cohesion, so it should be well thought out before implementing such 
competitive elements. By such team challenges, the important factor of relatedness 
from self-determination theory (SDT; Deci & Ryan,  2000 ) is taken into account 
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when supporting the human need for social connections. A second further important 
factor out of SDT must also be mentioned when we speak about team challenges: 
Mastery. When challenges on a team level are set up, then progression stairs should 
not only deal with mastery at an individual level, but also outline how mastery is 
achieved at team level (team mastery). As teams and cooperation play a crucial role 
within this system, we also recommend to have a social community feature within 
the system, that is, a representation of the players’ social network ( social graph ). 
See Fig.  31.6  for an example of how this feature has been established for the SAP 
ride sharing solution TwoGo.

   In contrast to group challenges, we propose quests to be formulated on an indi-
vidual level. This way, players are also able to directly infl uence and work on their 
own quests (be it system-triggered or individually-chosen). Having the responsibil-
ity and direct infl uence on the results of a task addresses the feeling of autonomy, 
the third important factor in the self-determination theory (Deci & Ryan,  2000 ).  

  Fig. 31.6    Adding buddies in 
the latest concept of the SAP 
TwoGo ride sharing solution 
(TwoGo,  2013 )       
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31.6     Making Progress: Green Feedback, 
Skill Unlocking, Gifting 

 Without getting feedback and experiencing progress, even a gamifi ed system could be 
quite demotivating (Kumar & Herger,  2013 ). We therefore engineered several mecha-
nisms into the system to provide feedback and visualize  achievements . Not only is the 
progression within a challenge immediately shown as a growing cloud (see Fig.  31.7  
below), but also after having completed challenges and quests, points are granted for 
quick feedback and as a  reward . To show progress over a longer period of time, the 
player’s representation of sustainable behavior (a car) that is set to black at the begin-
ning slowly becomes a little more green every time a quest or challenge is completed. 
If no quest or challenge has been undertaken over a longer period of time, the avatar 
blends slightly back to black again, so that persistent participation in ridesharing is 
required to maintain the current status (also targeting a high DAU rate). Further com-
ponents, such as skill unlocking, can also be used to signal the player has leveled up, 
for example, after having saved a certain amount of CO2, players acquire the new skill 
of transferring points or CO2 savings to other players ( gifting ).

  Fig. 31.7    Conceptual wireframes of the suggested gamifi ed ride sharing system       
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31.7        Selecting the Ride: Joyfully and Autonomously 
Picking the Driver 

 Another crucial element of the system is the way of matching people for a ride share. 
As ride sharing is the key activity within the whole system, we propose not only to 
enrich the ride sharing system by the above-mentioned gamifi cation elements, such as 
quests, challenges, leaderboards, points, and so on to reduce the critique of pointsifi -
cation. We also do not recommend performing the matchmaking in secret, as this is 
where players’ journeys cross and the fi rst social contact takes place. Instead we rec-
ommend making the setup and selection of a ride a playful activity of itself, letting 
people participate in the matchmaking process (again referring to autonomy) and dis-
playing the matching in a vivid and enjoyable way. An example for how this could be 
done is shown above (see Fig.  31.7 ): When searching for a ride as co-driver, all avail-
able ride offers are directly shown on the screen. Free seats are indicated by people 
icons inside the car. A number on the car roof shows the points that can be gained 
when taking this ride (an algorithm calculates these points according to the number of 
free seats, current quests and challenges, diversity metrics, and so on). As this is sup-
posed to be a real-time solution, players will see cars vanishing from the screen when 
they are fully booked and they will also see changes in available seats. Whenever a 
player wants to select a ride, he taps on the respective car and books himself onto it. 
This way, players can decide themselves with whom to go and which car to hop on to. 
The whole selection and booking process should result in a nice user experience, 
wrapped up in some visually appealing screens.  

31.8     Discussion 

 The main concern of the process as described here was rather to test the framework 
introduced by Werbach and Hunter ( 2012 ) than to develop a sophisticated gamifi ed 
system. However, one should ask how valid the presented results are. The results 
show a conceptual state of a gamifi ed ride sharing service for increased sustainabil-
ity within companies. We are aware that this study would benefi t from more user 
research and user involvement in the evaluation phase. However, our attention was 
focused not only on the goal of having a gamifi ed system as the result, but also on 
the process itself. Our aim was to explore and evaluate a given gamifi cation frame-
work. The importance of a framework as a guideline for our design process became 
clear during our study. 

 First of all, it put a systematic approach towards planning the whole process. 
Secondly, the framework served as a manual for the activities within the design 
process. Each step was helpful as a quality checkpoint. On the other hand, we felt 
that the framework of Werbach and Hunter ( 2012 ) has some limitations for our 
design process due to its rather linear structure. Refi nement through continuous 
prototyping-testing-evaluation-cycles, as well as links back to objective defi nition 
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and player description later in the process might not only serve as quality checks 
and fi lter of ideas. At the same time, these bridges between the separate phases also 
seem to improve the fl ow of the design process. These fi ndings are in agreement 
with insights from Werbach and Hunter ( 2012 ):

  Design is an iterative process, and one that is learned by experience. The trick, then, is to go 
out there and practice. Start building gamifi ed processes and see how they work. Playtest 
the design to see what might work and then see what actually does work. Build analytics 
into your system, change a few things, and see what helps move the needle. Interview your 
players and see what they liked and didn’t like. Go back to the drawing board and start 
again. There’s no shortcut for testing and iteration if you really care about producing a suc-
cessful gamifi ed system. (Werbach & Hunter,  2012 , p. 101) 

   The intention to bridge the gap between different steps of the framework also 
created a—to our knowledge—new method: The personifi cation of anti-objectives. 
Making abstract goals tangible in a narrative that embodies the business objectives 
was a valuable method to focus on the business goal setting. 

 To drive this exploration further, we will have to investigate how these approaches 
will contribute to the existing ride sharing service of SAP TwoGo. While the initial 
fi ndings are promising, further research is necessary. Future studies will continue as 
an iterative user-centered process with a prototyping, test and evaluation phase, and 
a refi nement in iterations. We have to check the feasibility of our solution together 
with stakeholders and development. To develop this service as a generative solution, 
we recommend testing and elaborating it in different settings: Different countries 
and different companies (especially with and without company cars) will show dif-
ferent requirements and bring up specifi c solutions. This cross-check is especially 
important to get quick feedback on how well the gamifi ed service works, or as 
Werbach and Hunter ( 2012 ) put it:

  If you follow the design process, there is every chance that you will produce an interesting 
gamifi cation implementation. But there are no guarantees that it will work. (Werbach & 
Hunter,  2012 , p. 101) 

   This work demonstrated that the given framework is a helpful guidance when 
gamifi ying a system. It is nevertheless a generic structure, so that some steps of the 
framework need to be adapted to the specifi c scenario and objectives of the ser-
vice—we even added a further element to the gamifi cation elements pyramid—and 
some iterations still have to be undertaken. However, through careful utilization, the 
given framework can substantially structure and enhance the design phase of each 
gamifi cation project. It creates a stable foundation for a fruitful process and serves 
as an orientation and quality checklist.  

31.9     Summary 

 This chapter is a modest contribution to the ongoing discussions about gamifi ca-
tion as a method within service design. The aim was to show how the process of 
gamifying a system can be accomplished following a gamifi cation framework. 
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The topic chosen for demonstration was sustainable behavior at company level 
and, in  particular, sharing rides with colleagues. The purpose was not to come up 
with the best solution for a gamifi ed ride sharing system, but rather show that 
gamifi cation frameworks can provide a very structured and guided way of succes-
sively gamifying whatever system. 

 We started with a short introduction on gamifi cation and gamifi cation frame-
works. For this case study, we opted for the gamifi cation framework provided by 
Werbach and Hunter ( 2012 ) and followed its six steps accordingly. First, economic 
and social sustainability were defi ned as number one and two  business objectives , 
incorporating saving company car costs and broadening employees’ social net-
works. Thereafter,  target behaviors  of the players, for example, sharing rides and 
saving fuel, and related metrics, such as the number of rides shared and the diver-
sity of rides shared, were specifi ed. After that, six  player types  were described in 
the form of personas, ranging from people already caring about the environment 
through anxious co-drivers and up to status lovers, worshipping their car.  Activity 
cycles  in the form of engagement loops and progression stairs were then developed 
and examples of the basic mechanisms were illustrated for some player types.  Not 
forgetting about the fun  for players while executing the framework, though, was a 
constituent part of the next framework step, before the  deployment of appropriate 
tools  culminated in a presentation of the most prominent dynamics, mechanics, 
and components of the entire gamifi cation concept. These were a strong focus on 
creating a meaningful narrative, establishing team challenges and individual 
quests, enhancing cooperation and relatedness among the players wherever possi-
ble, displaying feedback and progress in an intuitive, appealing way, and lastly 
making the selection of rides an enjoyable task in itself. The chapter closed with 
discussing the advantages and disadvantages of gamifi cation frameworks and out-
lining further steps.     
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    Chapter 32   
 Gamifi cation-supported Exploration 
and Practicing for Automotive User Interfaces 
and Vehicle Functions 

                Stefan     Diewald     ,     Andreas     Möller     ,     Tobias     Stockinger     ,     Luis     Roalter     , 
    Marion     Koelle     ,     Patrick     Lindemann     , and     Matthias     Kranz    

32.1             Introduction 

32.1.1     Motivation 

 People like gaming, winning, comparing, and sharing (Hsu & Lu,  2004 ). This has 
been known for thousands of years and has been exploited in so-called  serious 
games  (Abt,  2002 ) in many different areas such as the military, academics, medicine, 
or professional training (Zyda,  2005 ). Serious games make use of the entertaining 
gaming effect to educate, train and inform their “players” (Michael & Chen,  2005 ). 

 However, applications that are not framed in game scenarios can likewise benefi t 
from gamifi cation. Especially with the success of the location-based application 
Foursquare in 2010, which has made heavy use of game design elements in its 
application, the research and design community started to pay more attention to the 
so-called “gamifi cation” of non-gaming applications. Since then, the buzzword 
“gamifi cation” stands for  the  method for boosting the users’ motivation, commit-
ment, and participation. Deterding et al. researched the current use of gamifi cation 
and proposed the following defi nition: “Gamifi cation is the use of game design ele-
ments in non-game contexts” (Deterding, Dixon, Khaled, & Nacke,  2011 ). However, 
a discussion about the term “gamifi cation” has recently emerged. Some researchers 
and game designers think that many companies abused gamifi cation by adding an 
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independent “game layer” to an existing application and/or by using extrinsic rewards 
to achieve short-term success. The use of game design elements in non- game contexts 
with the goal of achieving long-term effects based on intrinsic motivation is often 
referred to as “gameful design” (Deterding et al.,  2011 ). The term “gameful design” 
shall emphasize the fact that game elements should be part of the concept already 
during design and should not be added by an independent “gamifi cation layer.” 
Applications equipped with game design elements we call “gamifi ed” applications. 

 Since gamifi cation can arouse sustainable motivation and strong commitment, it 
has found its way into the automotive domain. Automotive manufacturers are cur-
rently applying gamifi cation approaches for three prominent use cases: marketing 
(Tillström,  2012 ), eco-driving (Inbar, Tractinsky, Tsimhoni, & Seder,  2011 ), and 
driving safety (Shi, Lee, Kurczak, & Lee,  2012 ). While marketing aims at convincing 
customers to buy a certain car, eco-driving and driving safety applications are inte-
grated in the vehicles’ infotainment systems. These in-vehicle applications try to 
educate the drivers by awarding points and badges for safe and ecological driving. 

 In our research, we investigate a new use case for gamifi cation in the automotive 
domain: exploration of automotive user interfaces and practicing of vehicle functions. 
In a recent study, 1  it has been found that cars ranging from compact to premium 
level are suffering from user experience problems. Misplaced or too many controls, 
misleading labels, too deeply nested menus, and unreliable speech recognition are 
demotivating the users. In addition to the non-self-explanatory interfaces, users are 
often avoiding manuals for technical systems (Novick & Ward,  2006 ). These cir-
cumstances entail unsatisfi ed customers that are able to use only a fraction of their 
(often expensively bought) cars’ functions. 2  In addition, a study of the U.S. National 
Highway Traffi c Safety Administration (NHTSA) has revealed that secondary and 
tertiary tasks in vehicles, such as adjusting the radio and other devices integral to the 
vehicle, contribute to over 22 % of all investigated crashes and near- crashes 
(NHTSA,  2009 ). However, it has been shown that many of these problems can be 
overcome by practicing (Rouzikhah, King, & Rakotonirainy,  2013 ). 

 Therefore, we propose a gamifi cation-supported framework for exploring and 
practicing automotive user interfaces and vehicle functions. The framework consists 
of a mobile application that recreates the vehicle cockpit for allowing offl ine explo-
ration and training, and an in-vehicle application that replaces the owner’s manual 
and provides hints and tips for the driver.  

32.1.2     Contribution 

 In this chapter, we contribute a review of gamifi ed applications in the automotive 
domain and an overview over gamifi ed learning environments. By examining the 
gathered examples, we point out potential limitations and challenges of gamifi ca-
tion on both considered areas. 

1   http://www.wiwo.de/technologie/auto/funktionen-im-auto-unsere-autos-sind-zu-schwer-zu-
bedienen/7860276.html , last accessed 13 May 2013. 
2   http://www.wired.com/autopia/2013/04/car-tech-failing/ , last accessed 12 May 2013. 
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 Based on these fi ndings, we contribute the concept and implementation of a 
gamifi ed framework for exploration and practicing of automotive user interfaces 
and vehicle functions. Results of a fi rst user study and experiences gathered during 
the development are summarized and serve as basis for some fi rst guidelines that 
can support future researches in designing and evaluating gamifi ed automotive 
applications.  

32.1.3     Chapter Overview 

 In Sect.  32.2 , we fi rst present the game design elements and game mechanics that 
are commonly used in gamifi ed systems. With this knowledge at hand, we analyze 
existing gamifi ed examples in different automotive areas (Sect.  32.3 ) and briefl y 
summarize important aspects of gamifi ed learning applications (Sect.  32.4 ). In 
Sect.  32.5 , the results of the analyses of Sects.  32.3  and  32.4  are summarized to 
challenges and limitations of gamifi cation. Based on these fi ndings, we present the 
concept and implementation of our gamifi ed framework for exploring and practic-
ing automotive user interfaces and vehicle functions in Sect.  32.6 . Parts of the 
framework have been evaluated in a user study. The study and its results are sum-
marized in Sect.  32.7 . In Sect.  32.8 , we compile guidelines for future gamifi ed auto-
motive application. The guidelines are based on our experiences from the development 
of the framework and from our experiment with the framework. Finally, we con-
clude by summarizing the presented ideas and by giving an outlook to our future 
work (Sect.  32.9 ).   

32.2       Elements and Mechanics of Gamifi cation 

 In order to analyze the currently available applications, the basics of gamifi cation 
are summarized in this section. For creating a sustainable effect and lasting commit-
ment, the source of motivation is important. Intrinsic motivation comes from the 
activity itself, whereas extrinsic motivation comes from the outside (Deci,  1972 ). 
While intrinsic motivation seems to be desirable, one also has to think about the 
users that do not get intrinsic reward solely from the activity. In that case, extrinsic 
rewards can substitute the missing initial intrinsic motivation. However, there is 
the danger that by giving too much extrinsic reward, the intrinsic reward dimin-
ishes (Deci, Koestner, & Ryan,  2001 ) and the person has to be kept in a reward loop 
forever (Zichermann & Cunningham,  2011 , p. 27). In order to create intrinsic 
motivation, according to McGonigal, four things need to be considered: satisfying 
work (consisting of a clear goal and next actionable tasks), the hope/experience 
of being successful, social connection, and meaning (McGonigal,  2011 , p. 53). 
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Satisfying work and the experience or hope of being successful can be fulfi lled by 
the characteristics of games (McGonigal,  2011 , p. 29ff):

•    Goal: The sense of purpose. It focuses the users’ attention and gives orientation.  
•   Rules: Limitations on how the goal can be achieved. They boost the users’ cre-

ativity, foster strategic thinking, and help defi ne the next actionable tasks.  
•   Feedback system: How close is the user to the goal? (progress bar, points, levels)  
•   Voluntary participation: Freedom to enter the game. Leads to acceptance of rules 

and feedback.    

 The goal of social connection can be achieved by involving friends via social 
networks or by teaming up people that have a common unique goal. McGonigal 
claims that meaning can occur when users are part of something “epic” (McGonigal, 
 2011 , p. 61ff). That means, for example, that they can contribute to a superior goal 
that is carried out and lasts for a longer time (e.g., fi ghting climate change). People 
need something to master that adapts to their progress and their skills (Zichermann 
& Cunningham,  2011 , p. 29). All of these factors make up games and, as a result, 
they are important parts of gameful design. In our analysis, we concentrate on game 
mechanics, since these are the basic components of a game (Hunicke, Leblanc, & 
Zubek,  2004 ). According to Zichermann and Cunningham ( 2011 ), the seven primary 
game mechanics are points, levels, leaderboards, badges, onboarding, challenges/
quests, and engagement loops.  

32.3       Gamifi cation in the Automotive Domain 

 In this section, examples of automotive applications are examined. The analysis is 
split up in two parts: applications outside vehicles and applications for in-vehicle 
usage (Diewald, Möller, Roalter, Stockinger, & Kranz,  2013 ). The analysis focuses 
on applied gamifi cation elements and includes a view on the chosen type of 
motivation. 

32.3.1     Gamifi ed Automotive Applications outside Vehicles 

32.3.1.1     Automotive Marketing with Gamifi ed Applications 

 Outside vehicles, the main areas of application are marketing and brand forming. 
By applying gamifi cation, the automotive manufacturers want to create customers 
that are more attracted to their brands and more profi table. 

 An example is  Volkswagen ’s  BlueMotion Roulette . 3  In order to promote the lower 
fuel consumption of their new  BlueMotion  car,  Volkswagen  created a game in which 
users could win the car by guessing how far it can drive with one tank of fuel. 

3   http://www.bluemotion.no/ , last accessed May 29, 2013. 
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However, instead of creating a simple competition where the participants could 
enter their guesses, they took a real car and drove along a selected road in Norway. 
The route was visualized on  Google Maps  and the users could bet via their  Facebook  
account on a single road segment that had not been taken by another player. On the 
competition day, the players could follow the car’s journey live on the map and 
discuss it on  Facebook . Since each user could only bet once, one could maximize 
her/his chance of winning by fi nding out more about the car and its fuel consump-
tion before entering. 

 It can be assumed that for most users the possible extrinsic reward of winning a 
car was the decisive factor for joining the “game”. However, the gaming experience 
caused by the roulette association, the easy onboarding by presenting the facts about 
the car and the game in a short simulation, and the challenge to beat other real play-
ers also caused intrinsic motivation for many players, which can be seen by the large 
amount of  Facebook likes  and comments. 4  

 Many applications reward users with badges etc. just for driving around without 
having a clear goal. For example, the social driving application  Smileage  5  rewards its 
users for meeting other vehicles that are also using the  Smileage  application. Another 
example is  MyFord Mobile , which rewards its users, for instance, for driving 100,000 
miles with an electric vehicle. The objective of such applications can be seen in mar-
keting, since its main purpose is sharing these badges on different social networks.  

32.3.1.2     Gamifi ed Speed Monitoring Applications 

 The speed camera lottery 6  was designed to reward people for doing the right thing. 
Instead of just taking a picture of speeding cars, a modifi ed traffi c camera would 
photograph all passing cars. A portion of the fi nes from the speeders would be 
pooled in a lottery in which each of the law-obeying car owners would have a lottery 
ticket. A demo in Stockholm lasting for 3 days resulted in a drop of the average 
speed from 32 km per hour to 25 km per hour. In this example, the motivation is 
mainly caused by the extrinsic reward, which is the chance of winning the lottery. 
A deeper analysis of this application is diffi cult, since there are no numbers for 
comparing the effect against a standard traffi c camera or for a longer period. 
However, it can be assumed that this gamifi ed traffi c camera could also lead to 
undesired effects. For instance, more traffi c could occur on the road since people 
want to enter the lottery. Gamifi ed road signs, 7  which display friendly or unhappy 
smilies depending on whether the speed limit is obeyed or not, are another example 
of applied gamifi cation. The effect of these signs is based on instantaneous feedback 
and social pressure as all passersby can see the breach of rules.   

4   https://www.facebook.com/BlueMotionRoulette , last accessed May 29, 2013. 
5   http://smileage.vw.com/ , last accessed June 5, 2013. 
6   http://wheels.blogs.nytimes.com/2010/11/30/speed-camera-lottery-wins-vw- fun-theory-contest , 
last accessed May 30, 2013. 
7   http://www.smileysid.co.uk/ , last accessed June 5, 2013. 
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32.3.2     Gamifi ed Automotive Applications in Vehicles 

 The following sections describe gamifi ed applications that are intended for use in 
real vehicles. 

32.3.2.1     Navigation and Effi cient Driving 

 A popular gamifi ed application is the community-based traffi c and navigation 
mobile application  Waze . 8  It rewards its users for mapping uncharted areas and 
reporting traffi c issues. Points and leaderboards create a competition between users. 
However, these points are not only used for comparing with other users, they are 
also used as a confi dence score for a user’s contribution. The top  x  percent of users 
are further upgraded from  Waze Grown - Ups  to  Waze Warriors ,  Waze Knights , or 
 Waze Royalties . The contribution to an active community that has the goal to make 
driving more effi cient partly creates an intrinsic motivation, which can cause users 
to diverge from their route to join in 9  

 The  I - GEAR  ( incentives and gaming environments for automobile routing ) proj-
ect aims at changing users’ behavior in order to reduce traffi c congestion (McCall & 
Koenig,  2012 ). For example, users could be rewarded for taking a later bus or going 
to a suburb shopping mall instead of the one in the city center with free bus tickets 
or discounts at a store in the selected suburb mall. In addition to the immediate 
rewards, users also would get points for sticking to the application’s recommenda-
tions. These points could be converted into material rewards later. Drivers could 
also team up and gather points to win prizes like free car insurance for 1 year when 
their team has the highest score at the end of the year. This project sets a lot on 
extrinsic rewards.  

32.3.2.2      Safe Driving 

 The mobile application  Driving Miss Daisy  by Shi et al. ( 2012 ) performs a gamifi ed 
driving style assessment. Instead of just showing a score of points, the performance 
is evaluated by a virtual passenger on the backseat (‘Miss Daisy’) who cheers or 
whimpers depending on the driving performance. In addition, a game summary is 
presented at the end of a drive. Besides the instantaneous feedback over thumbs-up 
and thumbs-down, the driver can earn virtual money on each drive, which is accu-
mulated over multiple rounds for comparison with other players. The application 
has several levels of diffi culty which are increased based on the former performance. 
The performance of a drive can be compared to historical drives on the same route 

8   http://www.waze.com/ , last accessed June 4, 2013. 
9   http://www.technologyreview.com/news/422583/social-surveillance-yields- smarter-directions/
page/2/ , last accessed May 28, 2013. 
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of the player him/herself (self-competition), and with the performance of other 
players (public competition). 

  CleverMiles  10  is based on an external device that has to be connected with the 
vehicle’s on-board diagnostics II (OBD-II) port. The device logs and analyzes the 
driving, and when safe driving is detected, the user gets  CleverPoints  that can be 
redeemed against products from different partners. In order to improve the players’ 
driving, the system displays driving style recommendations. The application further 
allows users to share the driving performance data with  Facebook  friends and other 
drivers. Since the application is still in closed beta-trial, no information about the 
effectiveness is available so far.  

32.3.2.3     Eco-Driving 

 Gamifi ed eco-driving applications can be found in many cars. An example is  Ford ’s 
 SmartGauge with EcoGuide , 11  which was developed for hybrid vehicles. It informs 
the user about the current state and effi ciency level of the vehicle’s drive. When the 
car is driven at the most effi cient level, “effi ciency leaves” are growing on the right 
part of the dashboard as a reward for the user. Other examples are the color switch-
ing eco-gauge of the  Chevrolet Volt , or  Kia ’s  ECOdynamics  system 12  which offers 
different setups that challenge the driver to get the best economy rating. With  Fiat ’s 
 eco : Drive , 13  drivers can analyze their eco-driving-related behavior in real-time or 
afterwards at home. In addition to a score in form of an  eco : Index , drivers can 
earn  eco : Badges  and contribute with their savings to create a better virtual place 
called  eco : Ville . 

 The examined eco-driving applications challenge the users in a very emotional 
way (Tractinsky, Inbar, Tsimhoni, & Seder,  2011 ): Effi cient eco-driving is indicated 
by green colors or by fl ourishing nature. In less effi cient conditions, the displays are 
changing to the colors yellow or red and the leaves are disappearing. Thus, the user 
gets the feeling that something is broken or the vehicle is being mistreated. 
Competitive eco-driving can create a very strong intrinsic motivation. According to 
Deterding, 14  the gamifi ed  EcoChallenge  application by Ecker, Holzer, Broy, and 
Butz ( 2011 ) was so motivating that users would even go through red lights, which 
is an unintended behavior.    

10   http://www.clevermiles.com/ , last accessed May 20, 2013. 
11   http://stanfordbusiness.tumblr.com/post/32317645424/why-gamifi cation-is- really-powerful , last 
accessed May 24, 2013. 
12   http://thenextweb.com/shareables/2012/09/22/can-kias-gamifi cation- change-way-drive-cars/ , 
last accessed May 24, 2013. 
13   http://www2.fi at.co.uk/ecodrive/ , last accessed August 19, 2013. 
14   http://en.slideshare.net/dings/pawned-gamifi cation-and-its-discontents , slide 41, last accessed 
June 5, 2013. 
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32.4       Gamifi ed Learning and Exploration 

 The second pillar of our automotive training framework is gamifi ed learning and 
exploration. Since there are several examples and an extensive theoretical back-
ground analysis of gamifi ed learning and training environments in “  EDUCATION    ”   , 
and “  From Market Place to Collusion Detection: Case Studies of Gamifi cation in 
Education    ”   , we concentrate in our overview on the basics and only present a 
few examples that were considered in the conception phase of our proposed 
framework. 

32.4.1     Gamifi ed Learning 

 Already in the 1980s, Malone conducted experiments to fi nd out what makes com-
puter games fun and how this can be used for instructional computer games 
(Malone,  1980 ). A thorough literature review on the positive impacts of gaming in 
learning, skill enhancement, and engagement settings has been presented by 
Connolly, Boyle, MacArthur, Hainey, and Boyle ( 2013 ). Their review revealed that 
gamifi ed learning application and serious games could boost knowledge acquisition, 
content understanding as well as increase the learner’s affection and motivation. 
However, they also point out that the learning effectiveness is not automatically 
optimized by integrating game mechanics in learning applications. 

 When analyzing current examples of gamifi ed learning environments (Muntean, 
 2011 ; Simões, Redondo, & Vilas,  2013 ), the use of game elements does not directly 
optimize the learning effi cacy, but has mainly an impact on the learners’ motivation 
(Domínguez et al.,  2013 ). This is also an important factor for our framework, since 
our goal is getting the drivers to explore the user interface of the car and practice the 
usage of other vehicle functions as early as possible and best before the fi rst drive 
with an unknown vehicle.  

32.4.2     Gamifi ed Tutorials, Training and Exploration 

 Gamifi cation is also applied in tutorials for online services and computer applications. 
For example, the online cloud storage service  Dropbox  15  offers a tutorial mode that 
visualizes the users’ ‘learning’ progress and rewards them with 250 MB extra space 
when completing the tutorial. Additional space can be gained by completing other 
different tasks on a task list with progress display. By using the space as extrinsic 
reward, the service lets its users take over advertising on social networks etc. 

15   https://www.dropbox.com/getspace , last accessed September 02, 2013. 
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  GamiCAD  is a gamifi ed interactive tutorial system for fi rst time  AutoCAD  
users (Li, Grossman, & Fitzmaurice,  2012 ). A comparison of the gamifi ed tutorial 
with the default in-product interactive tutorial system revealed that users of the 
gamifi ed version showed higher subjective engagement levels and completed test 
tasks 20–76 % faster.  Ribbon Hero 2  16  is a game for learning Microsoft Offi ce. 
The interactive tutorial consists of game setting challenges, which expose stu-
dents step-by- step to more Offi ce features. Students are encouraged to explore 
and learn on their own through points that are awarded for using basic functions 
as well as new functions that can be unlocked by completing challenges. Another 
motivation is the score sharing functions that allows publishing the current score 
via social media. 

  Orientation Passport  by Fitz-Walter, Tjondronegoro, and Wyeth ( 2011 ) is an 
example of a gamifi ed mobile exploration application. The smartphone application 
is targeted at new students during their university orientation phase. It provides a 
digital orientation schedule of important student events accompanied with other 
helpful tools, such as an interactive campus map, a contact list, or a service informa-
tion page. By checking into events, adding people to the contact list or answering 
questions to university services, the new students can unlock a maximum of 20 
achievements. The results from a pilot study show that the achievement system 
motivated students to visit events and explore the campus and its services. However, 
downsides of the gamifi cation were that some users only visited places once for 
unlocking an achievement and added random people as “friends” to their contact list 
to get the respective badge. 

 In order to enforce or train certain behaviors, aspects of behavioral economics 
can be combined with game elements. An example is the mobile application 
 SmartPiggy  (Stockinger, Koelle, Lindemann, Witzani, & Kranz,  2013 ). In this app, 
color-coded progress bars and badges support the task of saving money. In contrast 
to other implementations that only award badges to users, this application makes 
use of people’s loss aversion and takes away gained badges when users fail to reach 
their goals. 

 Gamifi cation cannot only persuade end-users to explore a system or application, 
but can also be used to explore the use and spread of technology. An example is the 
mobile application  NFC Heroes  (   Kranz, Murmann, & Michahelles,  2013 ). The app 
is set in a trading card context and awards users with gadgets and points for docu-
menting Near-Field Communication (NFC) technologies in their environment. The 
gathered data is used by researchers to explore the use of NFC and to measure the 
adoption of this technology. 

 Gamifi cation is not only used for exploration and tutorials but also for different 
kinds of personal training. Example areas of mobile personal training applications 
are mobile fi tness coaches (   Kranz, Möller et al.  2013 ; McCallum,  2012 ) or training 
applications for teaching methods in (higher) education (Möller et al.,  2011 ). 

16   http://www.ribbonhero.com/ , last accessed August 19, 2013. 
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Especially for training applications, it is important to match the way of information 
presentation with the target audience. Expert users may not be willing to “play 
through a game” in order to access the information they are looking for.   

32.5        Potential Limitations and Challenges of Gamifi cation 

 Looking at the examined examples, some challenges, and limitations of gameful 
design can be derived: 

  Games are voluntary and have no serious consequences : All of the applications 
examined here fulfi l the voluntary nature. However, when gamifi cation approaches 
areas such as electronic road pricing (Merugu, Prabhakar, & Rama,  2009 ), the vol-
untary nature could be limited when the driver has to either take part in the game or 
stay out of the game area. The competitive eco-driving example showed that the 
seriousness of traffi c regulations could be surpassed by the intrinsic motivation 
coming from the gaming character. Applications that can have an infl uence on the 
driving style should be analyzed and extensively tested before they are released or 
integrated into vehicles. 

  Games abstract and simplify complex processes for a better gaming experi-
ence : In order to have a clearer relationship between the actions and the goal, games 
often simplify complex processes. However, when gamifying a real process, the 
precision and accuracy has to meet the requirements of the process. For example, a 
safe driving assessment application that only rewards the user based on rules like 
“drive slowly and do not brake” would not meet the requirements of safe participa-
tion in road traffi c. 

  Games live from instant and unambiguous feedback : To encourage desired 
behavior, immediate and unambiguous feedback is important. However, during 
driving it can be very diffi cult to clearly present feedback without distracting the 
driver from the driving task. Although little icons in the dashboard or audio feed-
back could reduce the distraction, these could be ambiguous so the driver might 
know to have achieved something without knowing exactly what was achieved. A 
solution could be to shift the detailed explanation of the achievement to the next 
stop (e.g., at red lights). 

  How to phase out extrinsic rewards : When the motivation of a gamifi ed applica-
tion is mainly based on extrinsic rewards, it can be a diffi cult process to phase out 
these rewards. An approach could be to draw the “player’s” attention to the intrinsic 
rewards one gets from using the application (e.g., focus on the social connection, 
the mastered challenges, or the learning progress). At the same time, the extrinsic 
rewards, which perhaps helped to attract the user, could be gradually reduced. 
The use and height of extrinsic rewards should be looked at in detail during the test-
ing phase. The reward should not exceed a certain value that motivates users to 
execute unnecessary, rash, and unsafe driving maneuvers.  
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32.6      Gamifi cation-Based Framework for Automotive 
User Interface Training 

32.6.1      Purpose of the Framework 

 In order to investigate the potential of gamifi cation for exploring automotive user 
interfaces and practicing the use of (comfort) vehicle functions, we developed a 
prototypical framework. We had the following research questions (RQs) in mind 
during the conception phase of the framework:

•    RQ1: Does gamifi cation have an infl uence on the training motivation of the 
subjects?  

•   RQ2: Does gamifi cation during the training phase have an infl uence on the 
driving performance?  

•   RQ3: Does gamifi cation infl uence the acceptance of recommendations given by 
a training system?  

•   RQ4: Will subjects perform safety-critical actions or even follow dangerous rec-
ommendations while driving in order to get a higher score from the framework?    

 While RQ1 (effects on motivation), RQ2 (effects on driving performance) and 
RQ3 (effect on acceptance) focus on positive aspects of gamifi cation, RQ4 is intended 
to unveil possible negative gamifi cation effects (see also   NEGATIVE ASPECTS          ). 
The focus of our research is on the effect of gamifi cation on the actual driving 
performance.  

32.6.2     General Functionality 

 The framework is split up into two gamifi cation-supported exploration and practicing 
modes (see Fig.  32.1 ). The fi rst approach is the  online mode  that is running directly 
on the car’s in-vehicle infotainment (IVI) system. Similar to classical step-by-step 
tutorials, the ‘tutorial and quiz mode’ guides the driver through the most important 
functions and awards points and badges with ongoing progress. Examples of trained 
functions are e.g. (1) adjusting the seat, (2) activating the hazard warning lights, (3) 
activating the adaptive cruise control, or (4) changing the radio station. The different 
learning units are interrupted by randomly selected quiz questions to rehearse 
already learned functions. By answering the questions within a certain time limit 
(in a safe driving situation and vehicular context, e.g. while the car is parked on 
private property), the user can earn bonus points. In contrast to the ‘tutorial and quiz 
mode’, which is only available when the car is parked, the ‘background mode’ is 
monitoring the driving while the car is moving. Whenever the user performs a sec-
ondary or tertiary task (Kern & Schmidt,  2009 ), i.e. a task not directly related to 
driving, the driving behavior is analyzed in order to estimate the driver’s distraction 
(for algorithms cf. Alonso, Vega, and Martín ( 2012 )). At the end of the drive, the 
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application calculates a score where 100 % means that the driver is using the human 
machine interface (HMI) without noticeable distraction and 0 % means that a high 
amount of distraction was detected for each performed secondary and tertiary task. 
As a result, the application suggests the driver what should be further practiced, 
and—when available—it suggests less distracting control alternatives, e.g. using 
the steering wheel volume control instead of the radio’s volume control, or control-
ling a function via the voice command system. This score is also saved in a high 
score list.

    The in-car mode is complemented by the  offl ine mode  that is realized as a mobile 
application for smartphones and tablet PCs (Fig.  32.2 ). The ‘exploration mode’ 
allows exploring the human-machine interface. For newly identifi ed functions, 
entries from a ‘to explore’ list are ticked off. In the ‘quiz mode’, random questions 
have to be answered by the user and points are awarded. When a set of questions on 
a special topic (e.g. the navigation system) has been successfully completed, an 
‘expert badge’ is awarded to the user. 

 Both modes have been prototypically implemented. The  online mode  is imple-
mented on a driving simulator based on a real car cockpit (see Fig.  32.3 ). By analyz-
ing messages on the CAN (Controller Area Network) bus, the Java-based application 
can log the use of the car functions. In addition, the  online mode  also controls parts 
of the dashboard and the display on top of the center stack, which allows showing 
the feedback and the tutorial instructions directly on the car’s built-in displays. The 
 offl ine mode  has been realized as mobile application for the Android platform. 
In both applications, the gamifi cation elements can be turned off. This allows ana-
lyzing motivation and learning effects caused by gamifi cation.

32.6.3        Sample Scenarios for the Gamifi ed Automotive 
Training Framework 

32.6.3.1     Interactive Tutorial for Car Buyers 

 The proposed framework can be used in different scenarios. An example is its usage 
as an interactive tutorial for car buyers. The exploration and tutorial functionality of 
the  online mode  can be used as a replacement for the owner’s manual. It could be 

Online Mode
(in car)

Tutorial and
Quiz Mode

Background
Mode

Offline Mode
(mobile app)

Exploration
Mode Quiz Mode

  Fig. 32.1    The gamifi ed exploration supports two modes: The  online mode  is running on the car’s 
infotainment system, the  offl ine mode  is a mobile application for exploring the human machine 
interface (HMI) independent from the vehicle       
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  Fig. 32.2    The three fi gures depict example screens of the mobile application that represents the 
 offl ine mode  of our proposed framework. ( a ) The main menu of the mobile application ( offl ine 
mode ). The cockpit mode allows free exploration of the vehicle’s recreated cockpit (see Fig.  32.2b ). 
( b ) The cockpit mode of the mobile application. By clicking on an interactive element in the cockpit, 
the application shows usage details (see Fig.  32.2c ) and awards points to the user for newly found 
functions. ( c ) The details view explains the usage of the different interactive elements. There is 
also a walk-through for the vehicles infotainment menu. The example in this fi gure shows details 
on the wiper stalk switch       
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automatically started before the fi rst drive with the new car and later on started 
on demand whenever the driver needs help or wants to explore unknown control 
elements or menu points. 

 The  offl ine mode  could be interesting for buyers that are waiting for the delivery 
of their ordered car. Using the mobile application distributed by the car manufac-
turer could increase the buyer’s excited anticipation and ensure that one knows how 
to use the car’s functions right from the beginning.  

32.6.3.2     Guidance for Rental Car and Car Sharing Users 

 Especially when driving an unknown vehicle—as is often the case with rental cars 
and car sharing vehicles—drivers can be overtaxed by the operation of tertiary car 
functions (Kern & Schmidt,  2009 ). This could, for example, be overcome with a 
gamifi ed preset mode that automatically starts when the driver enters the car. The 
 online mode  could be a virtual guide that shows the driver what one can adjust 
before the drive in order to have a less stressful drive. This could contain things like 
seat and mirrors adjustments, choosing the desired radio station, or setting the tem-
perature of the air conditioning. Besides the intrinsic motivation of having a more 
convenient drive, possible extrinsic rewards could be the reduction of the insurance 
deductible or free car sharing minutes.    

  Fig. 32.3    The driving simulator used for the evaluation of the in-vehicle mode ( online mode ) of 
the framework. It is the real cockpit of a BMW 5-series. The framework controls parts of the dash-
board and the display on top of the center stack, and can log most controls by monitoring the 
vehicle’s CAN bus       
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32.7      Evaluation of the  Offl ine Mode  Prototype 

 In a fi rst test, the offl ine mode prototype has been evaluated in order to answer the 
research questions presented in Sect.  32.6.1 . 

32.7.1     Evaluation Setting and Methodology 

 For evaluating the effects of the  offl ine mode  on the driving performance and vehicle 
function handling, subjects had to perform given secondary and tertiary tasks while 
driving in a simulator (see Fig.  32.3 ). 

 In order to measure the effect of the gamifi ed training application, the partici-
pants were randomly divided into two groups (between-subjects design):

    1.    Without any training (control group).   
   2.    10 min training with the  offl ine mode  (experiment group).     

 The metrics were time to task completion, lane deviation, subjective perceived 
workload, and ratings on a questionnaire. The perceived workload was measured by 
the NASA Task Load Index (NASA-TLX) questionnaire. The additional question-
naire asked about previous knowledge of the subjects and let them rate statements 
concerning their motivation as well as their perception of the gamefulness of the 
overall experiment. 

32.7.1.1     Tasks 

 The driving task was the so-called  Lane Change Task  17  by Daimler (Harbluk, Burns, 
Lochner, & Trbovich,  2007 ). The maximum speed was set to 60 km/h. The second-
ary or tertiary tasks (operating tasks) to be performed by the subjects were shown 
on the lower part of the dashboard and were triggered automatically based on the 
driven distance. The subjects were instructed to focus on their speed, to perform the 
lane changes indicated by the simulation tool, and to keep their track. Although the 
participants should focus on driving safety, the displayed operating tasks should be 
performed as fast as possible. The operating tasks are summarized in Table  32.1 .

   The experiment began with a brief introduction for both groups. In a pre- 
experiment questionnaire, demographic data, driving experience and experience 
with technical systems such as smartphones were gathered. 

 Afterwards, the experiment group got a short introduction to the mobile applica-
tion prototype ( offl ine mode ). Then, the subjects could freely explore and use the 
gamifi ed application for a maximum of 10 min. The subjects in the control group 
immediately progressed with the driving task. 

17   http://sunburst.usd.edu/~schieber/ppt/MATTES2003-powerpoint.pdf , last accessed September 
23, 2013. 
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 The driving task consisted of four laps (each around 3,300 m, ~3.5 min) in the 
 Lane Change Task  ( LCT ) simulation. In the fi rst lap, subjects got an introduction to 
the simulation environment and to the  Lane Change Task . In the second lap, ground 
truth data on the driving performance was recorded. During ground truth, no extra 
operating tasks had to be performed. For the last two laps, subjects had to perform 
the additional operating tasks (cf. Table  32.1 ) in parallel to the normal driving task. 
After the third lap, a summary of their operating performance in form of an auto-
matically calculated score (composed of accomplished task score and time bonus) 
was presented to the subjects. Before they started the fourth lap, the experimenter 
told the subjects that the score is rather low and they could get into a high-score list 
when they perform the operation tasks faster and more accurate in the next lap. 
After each lap, subjects had to do a subjective assessment of their mental workload 
with the NASA Task Load Index questionnaire. 

 After the driving experiment, the subjects fi lled in a post-experiment question-
naire. The questionnaire included questions on the driving and operating perfor-
mance. The experiment group further answered questions on the tested gamifi ed 
mobile application.  

32.7.1.2     Participants 

 For the fi rst test, we recruited 30 subjects between 19 and 28 years (median = 25 
years, standard deviation σ = 2.53). There were 5 female and 25 male participants. 
Most of the participants were students or research assistants. The average experiment 
duration was 35 min. Subjects received a direct compensation for their participation 
in form of a 5 € gift card for an online retailer. The average driving experience was 
6.0 years (σ = 2.53). The subjects were randomly assigned to the experiment and 
control group. A Student’s  t -test (α = 0.05, two-tail) on the driving experiences of 
the control and the experiment group showed no signifi cant difference 
(P(T ≤ t) = 0.069). In addition, there were no signifi cant differences in experience 
with and interest in technical devices between both groups.   

    Table 32.1    Overview of secondary and tertiary tasks users had to operate during the drive   

 Task no.  Task description  Start distance (m)  End distance(m) 

 T1  Increase radio volume via steering 
wheel control 

 400  600 

 T2  Change radio station via steering 
wheel controls 

 800  1,000 

 T3  Play CD: Sheryl Crow  1,200  1,800 
 T4  Activate the active cruise control  2,000  2,400 
 T5  Start navigation to ‘home’  2,600  3,300 

  The tasks were displayed on the lower part of the dashboard and were triggered automatically 
based on the driven distance. The task instruction was active from start distance to end distance and 
was hidden when the task was fulfi lled  
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32.7.2     Results 

32.7.2.1       Results of Driving Experiment 

 The presentation of the results focuses on the parts relevant for providing answers 
to our research questions. 

 The analysis of the  LCT  track deviation data gave the following results. In com-
parison to the second lap (ground truth) without additional operating tasks, the lane 
deviation increased for the control group on average about 48.7 % (σ = 0.43) for the 
third lap and 39.6 % (σ = 0.46) for the fourth lap. The experiment group had slightly 
better results. Their lane deviation increased by 42.1 % (σ = 0.27) for the third lap 
and 23.7 % (σ = 0.27) for the fourth lap. However, no signifi cant differences could 
be found between the results for both laps (lap 1: P(T ≤ t) = 0.65, lap 2: P(T ≤ t) = 0.26). 

 The task completion rates were almost equal for both groups (see Table  32.2 ). 
The only signifi cant difference can be seen for task 4. The completion rate for the 
active cruise control task is twice as high for the experiment group as for the control 
group.

   The results from the subjective assessment of the mental workload with the 
NASA-TLX (weighted score from 0 to 100) correlate with the average lane devia-
tion of the  LCT . No signifi cant difference was found between the groups. For the 
second lap (ground truth without operating task), an average NASA-TLX score of 
24.7 (σ = 13.9) was calculated. The third lap (fi rst experiment lap with operating 
tasks) had an average score of 57.0 (σ = 21.3), the fourth lap resulted in an average 
score of 39.4 (σ = 18.4). The average NASA-TLX scores of all users split up into 
categories are depicted in Fig.  32.4 .

   In addition, the subjects rated statements on the driving experiment on a 5-point 
Likert scale (1 = strongly disagree, 5 = strongly agree). The results are summarized 
in Table  32.3 . The goal was to measure whether the usage of the mobile application 
changes the perception of the driving task. However, no signifi cant differences 
between both groups could be observed.

   Table 32.2    Accomplishment rates for operating tasks   

 Task 

 Lap 1  Lap 2 

 Control 
( n  = 15)  Exp. ( n  = 15) 

 Control 
( n  = 14)  Exp. ( n  = 14) 

 Task 1: Increase volume via steering 
wheel 

 93.3 %  93.3 %  100 %  100 % 

 Task 2: Change radio station via 
steering wheel 

  80.0  %  73.3 %  78.6 %  78.6 % 

 Task 3: Play CD: Sheryl Crow   80.0  %  73.3 %   100  %  92.9 % 
 Task 4: Activate active cruise control  33.3 %   60.0  %  35.7 %   71.4  % 
 Task 5: Start navigation to ‘home’   73.3  %  66.7 %   100  %  78.6 % 

  There were 15 participants in both groups for the fi rst lap. For the second lap, in each group one 
subject decided to end the driving experiment early  
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  Fig. 32.4    Average NASA-TLX scores for all subjects. The subject could assess the different cat-
egories on a scale from 0 to 20 with 0 = very low and 20 = very high       

      Table 32.3    Mean and standard deviation (σ) of rated statements concerning the driving experiment   

 Statement 

 Control group  Exp. group 

 Mean  σ  Mean  σ 

 The operating tasks were too diffi cult for me  2.07  0.59  1.87  0.74 
 My goal was to drive safely  3.27  1.03  3.67  0.98 
 My goal was to accomplish the tasks quickly  4.34  0.62  4.27  0.70 
 My goal was to reach a high score  4.07  1.03  4.20  0.77 
 The experiment felt more like a game for me  3.47  0.92  3.34  1.05 

  The statements had to be rated on a 5-point Likert scale with 1 = ‘strongly disagree’ and 5 = ‘strongly 
agree’. No signifi cant differences between the control group and the experiment group can be 
observed  
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32.7.2.2        Results related to the Mobile Application 

 The subjects in the experiment group (n = 15) further rated statements on the mobile 
application on a 5-point Likert scale (1 = strongly disagree, 5 = strongly agree). The 
fun factor of the application was rated with an average score of 4.20 (σ = 0.56). 
The usefulness of the application was confi rmed with an average rating of 4.27 
(σ = 0.46). The subjects can further think of using such an application for unknown 
cars (mean = 3.80, σ = 0.77). Participants further thought that the use of the applica-
tion made the operating tasks easier during the driving experiment (mean = 4.47, 
σ = 0.52). Regarding the motivation, the subjects stated with an average score of 
4.73 (σ = 0.46) that the quiz mode with the ability to make a high score motivated 
them to improve their initial score.   

32.7.3     Discussion 

 Based on the results from the performed experiment, answers to the research ques-
tions shall be provided in the discussion of the results. 

32.7.3.1     Infl uence of Gamifi cation on the Training Motivation (RQ1) 

 Subjects in the experiment group clearly stated that the possibility to improve their 
score in the quiz mode of the mobile application was a good incentive to perform 
the quiz several times. However, so far the quiz mode only asks for the location of 
input elements. For that reason, the quiz can quickly become boring. Subjects sug-
gested to implement different categories of questions or to ask multiple-choice 
questions on the operating elements and their functions. In addition, the idea of 
unlocking new application features by exploring the virtual cockpit was appealing. 

 The individual statements of the subjects match with the rating of the application 
presented in Sect.  32.7.2.1 . In summary, game elements had a positive infl uence on 
the training motivation. However, users need the feeling that the quiz evolves with 
their growing expertise.  

32.7.3.2     Infl uence of Gamifi cation on the Driving Performance (RQ2) 

 Although the subjects in the experiment group stated in the post-questionnaire that 
the use of the gamifi ed mobile application had helped them during the driving 
experiment, no signifi cant difference in the  LCT  results could be observed com-
pared to the results of the control group (see Sect.  32.7.2.1 ). That means that the 
training application had no direct infl uence on the driving performance. 
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 For the operation tasks, the results were comparable for both groups. The only 
signifi cant difference was in task 4, which was the activation of the active cruise 
control. This was the only function in our operation task set that is not yet widely 
available and had to be operated through a small lever located behind the steering 
wheel. This indicates that the mobile training application is benefi cial for functions 
that are not yet common in cars and/or are not plainly visible.  

32.7.3.3     Infl uence of Gamifi cation on Recommendations (RQ3) 

 Subjects stated in the fi nal interviews that the mobile application had both informa-
tive and game character. Especially the cockpit view and the function list have been 
seen as an information source. The quiz mode was rated to be more like a ‘learning 
game.’ However, when we observed the users interacting with the mobile applica-
tion, we noticed that the informative character faded into the background. Most 
subjects tapped systematically or completely randomly on the virtual cockpit in 
order to fi nd all functions. When a function was found, the description was often 
just quickly scanned and possible recommendations or usage hints were overlooked. 
When we mentioned this in the interview, the subjects stated that their goal was to 
activate the quiz mode quickly.  

32.7.3.4     Negative Aspects of Gamifi cation (RQ4) 

 One negative aspect of gamifi cation was already mentioned in Sect.  32.7.3.3 . 
Instead of reading the information, subjects tried to keep the game fl owing. A solu-
tion could be to implement a short compulsory break that allows the user to read the 
text. Another idea is to cut down the amount of information presented at a time. 
Alternatively, the textual explanation of functions could be enhanced with interac-
tive graphics, video snippets, or audio. 

 For evaluating the game element ‘score’ and, thus, ‘competition,’ a score was 
computed during the driving experiment and displayed to the subjects after com-
pleting a lap. We further intensifi ed the ‘competition’ after the fi rst lap by saying 
that they can enter a high-score list when they get more points in the second lap. 
From the values in Table  32.3 , it can be seen that on average the subjects concen-
trated more on the operating tasks and their score than on driving safely. Although 
both groups had only slightly the feeling that the experiment is more like a game 
(see Table  32.3 ), they disregarded the instruction that the main objective was to 
drive safely. When we asked the subjects why they had concentrated on the score, 
they mainly named the competition as decisive factor. The high-score list infl uenced 
even subjects who stated in the pre-experiment questionnaire not to be very 
competitive.    
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32.8      Towards Guidelines for Gamifi cation 
in the Automotive Domain 

 The experiences gathered during the development and the fi rst laboratory test with 
the framework could serve as a basis for future gamifi ed automotive applications as 
well as their evaluation. The following statements summarize our fi ndings: 

  Abstraction can be dangerous ,  details also : Games often abstract complex tasks 
in order to offer a better game fl ow experience (see Sect.  32.5 ). However, especially 
when gamifying real processes that could cause safety issues, the precision and 
accuracy has to meet the requirements of the process. For example, in a fi rst version, 
we only delivered a very short and simplifi ed description for the adaptive cruise 
control stalk switch, which lead to situation where subjects did not know how the 
set speed of the ACC could be reset. Some subjects activated the adaptive cruise 
control and the car in the simulation accelerated automatically to more than double 
the predetermined speed. However, also too much details can be dangerous during 
driving. Following the rule of immediate feedback (cf. Sect.  32.5 ), we created dif-
ferent icons with a short reward text that were shown on the dashboard of the simu-
lator as soon as a task was solved. The message was only shown when the car drove 
straight and at a constant speed. However, some participants found these reward 
messages so interesting that they partially ignored the primary driving task they 
should focus on. Therefore, when designing a gamifi ed application one has to fi nd a 
balance for the right degree of detail and abstraction and how unambiguous feed-
back can be provided. 

  Make game rules clear : In our fi rst experiments, we tried to hide the game mechan-
ics, and did not offer an explanation on how points or awards can be earned. 
However, as soon as the subjects found out that they got points for a certain action, 
they repeated this action as often as possible to get as many points as possible. This 
led to drastic performance drops as the subjects’ focus was on fi nding out the rules 
for getting more points. As already stated in Sect.  32.2 , rules are important parts of 
games and need to be clear for the “players” (McGonigal,  2011 , p. 29ff). 

  Test in a non - gaming context : The fi rst iterations of the framework prototype 
were tested with a computer steering wheel in front of two large displays on a desk. 
The driving simulation software was similar to  Geoquake ’s  3D Google Maps  simu-
lation. 18  Already during the fi rst test rounds, we noticed that most participants had 
the feeling that the situation was unreal and more like a game. For that reason, we 
changed to the realistic car cockpit simulator afterwards (see Fig.  32.3 ). This 
hugely changed the perception of the subjects (see Table  32.3 ). On the software 
side, we changed from our own satellite image-based simulation tool to the estab-
lished  Lane Change Task . Its analysis tool further allows measuring the lane devia-
tion (see Fig.  32.5 ) and    comparing the subjects’ driving performance when 

18   http://geoquake.jp/en/webgame/DrivingSimulatorPerspective/ , last accessed September 27, 2013. 
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performing secondary or tertiary tasks with their baseline driving when they only 
concentrate on the driving. In our experience, one can only fi nd out the caused gam-
ing effect of a gamifi ed application, when it is tested in a non-gaming context, i.e. 
with a realistic driving simulation or a real car. In that way, it can be found out 
whether the gamifi ed system has an infl uence on the seriousness of the driving task.

    Do not gamify the task of driving : An important aspect we noticed during the 
experiment was that a gamifi ed automotive application should not gamify the task 
of driving. For example, at an early stage, our framework suggested to use a differ-
ent input modality for controlling a function when it noticed that the driver left the 
lane during an operation task, and awarded points when the driver successfully used 
the suggested modality (Diewald, Möller, Roalter, & Kranz,  2012 ). Although the 
application chose the drivers’ preferred modality, the subjects mainly concentrated 
on gaining points and the driving performance drastically decreased. 

 Our results further show that competition is a very motivating factor for users to 
lose focus from the primary driving task (see Sect.  32.7.3.4 ). This coincides also 
with the observations of Deterding presented in Sect.  32.3.2.2 , which means that 
competition for safety critical applications should be avoided. 

 The most important experiences from the tests during the development however 
were that the concept should be developed iteratively and that after each slight 
change of the game mechanics a test is necessary. Even the change from one game 
element to another can be critical and needs to be evaluated thoroughly.  

32.9      Conclusion and Future Work 

 In this chapter, we fi rst looked at common game elements and mechanics and then 
analyzed several examples of gamifi ed applications in the automotive domain and 
for learning environments. Based on these analyses, we brought out limitations 
and challenges of gamifi cation in the automotive domain, which were considered 

  Fig. 32.5    The fi gure presents an example output of the track analysis tool of the  Lance Change 
Task  ( LCT ). The  solid black line  depicts the ideal track; the  dotted line  indicates the track driven 
by a subject during a task. By calculating the area between the two lines, the quality of the track 
keeping can be analyzed. This allows drawing conclusions on the subjects’ distraction          
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when creating our proposed gamifi ed framework for exploring automotive user 
interfaces and practicing vehicle functions. After presenting the concept and 
implementation of this framework, we summarized the results from our fi rst study. 
Based on these results and experiences during the development, we formulated 
some guidelines that we share in order to support further research on gamifi cation 
in the automotive domain. 

 We are currently enhancing the mobile application and conducting an experi-
ment with the  online mode  of the framework. We will investigate whether the train-
ing effect with a recreated virtual car interface ( offl ine mode ) is comparable to the 
effect when training with a real car interface ( online mode ). The comparison of the 
 offl ine mode  and the  online mode  will also be used to determine whether gamifi ca-
tion in the real car distorts the perception of the seriousness of ‘driving a real car’. 

 Although gamifi cation also has several negative aspects that need to be consid-
ered, we are convinced that our approach could improve the situation for people 
who often switch cars, but want to have stress-free and comfortable rides.     
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    Chapter 33   
 Application of Game Thinking and Game 
Elements in New Joiner Induction 
and On-Boarding Process 

 A Business Case Study       

       Anantkumar     Malikaveetil    

33.1             Preface 

 Being an e-learning professional for a major part of my career, I have always been 
fascinated by the way we human beings learn. The learning theories, which basi-
cally put a framework around how we human beings grasp, process, and retain data 
form the main foundations of the e-learning industry. A lot of research has gone 
behind fi rming up these theories and even today scientists and academicians con-
tinue to explore how the human brain retains and recalls information. 

 According to the learning theories, 1  the way the brain of a child and an adult 
processes information differs. In the learning process of adults, a lot more factors 
come into picture, such as their past experiences, motivational factors, urgency, 
interpersonal relationships, etc. Worldwide, large companies pump in millions of 
dollars to get their staff trained by using various learning methodologies. Classroom 
trainings, Computer based trainings (CBTs), e-learning, workshops, and live webi-
nars form a big chunk of the corporate training environment. 

 Game-based learning is a branch of learning where the participants are trained 
using a game based approach. It is a universal truth today that games and sports have 
a lot of learning inbuilt and can help shape the character and attitude of people. 
Some of the learnings are explicit, for example, learning to count using a board 
game. Some are implicit, such as realizing the importance of team work and coor-
dination in a game of paintball. 

 In this chapter, I will be illustrating a game based learning case-study in a 
Software company environment. A large part of the IT industry’s corporate training 
programs today are modelled around classroom or computer based training. 

1   Learning Theory (education) ( http://en.wikipedia.org/wiki/Learning_theory_(education )). 
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Initially, game based training was confi ned to classrooms because of technology 
and budgetary constraints. With advancements in technology, game based learning 
started making inroads into learning programs through use of electronic media and 
e- Learning. New innovations in hand-held devices/smart phones have opened up 
the opportunities even further. I personally feel that in future the two forms of learn-
ing which would have a major impact in the way people learn would be storytelling 
and game based learning. 

 In the IT industry in India, outside e-learning, game based learning has largely 
been restricted to team building activities and programs. Coming from an e-learning 
background, I have always seen clients requesting us for a fun and engaging learn-
ing experience. The industry realizes that such request will go on increasing primar-
ily because with new technology advancements the way people learn has changed. 
The current generation of kids are learning alphabets on a tablet which gives them 
an audio visual feedback based on their response. When this generation grows to 
become professionals their expectations from a corporate learning environment will 
be very different than those that are prevalent today. 

 Looking at the industry needs and all the research that has happened in this fi eld 
got me thinking on how we can build games that can be applied in our corporate 
environment beyond the areas that are currently covered.  

33.2     The Game 

 Over the last decade or so, reality game shows have slowly worked their way up the 
television viewership charts. Game shows, where individuals from ordinary back-
grounds are put into various sports, adventure, social and business situations and 
their reactions, emotions, struggles, and ultimate triumphs are highlighted to keep 
us engaged while we eagerly await the next season of such shows. 

 One such famous TV reality game show is ‘The Amazing Race’, in which teams 
of two people, who have some form of a pre-existing personal relationship, race 
around the world and compete with other teams. The game logic is brilliant in its 
simplicity. Contestants strive to arrive fi rst at “Pit Stops” at the end of each leg of 
the race to win prizes. If they come in last, there is the possibility of elimination or 
a signifi cant disadvantage in the following leg. Contestants travel to and within 
multiple countries in a variety of transportation modes, including airplanes, hot air 
balloons, helicopters, trucks, bicycles, taxi-cabs, car, trains, buses, boats, and by 
foot. Clues provided in each leg lead the teams to the next destination or direct them 
to perform a task, either as a team or individually. These challenges are related in 
some manner to the country where they are located or its culture. Teams are pro-
gressively eliminated until only three teams are left. The team that arrives fi rst in the 
fi nal leg is awarded the grand prize. 

 Some of the skills required to win the game are: team work, people/resource 
management, gathering and using information, communication skills, problem 
solving, strategizing, and physical and mental strength. Above all, I believe that the 
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‘The Amazing Race’ has the right mix of game logic that would get anyone excited 
and interested. 

 Being a fan of ‘The Amazing Race’ and part of the world of corporate learning, 
it was an obvious next thought for me to want to put these two things together in 
action. A fi tting moment arrived when I was heading a team of over 100 employees 
at one of my previous companies. We had some senior team members being inducted 
into the company and wanted to have a faster induction and on-boarding process for 
them. It was very important that they feel at ease with the new team, understand our 
company work culture, and start using our corporate systems effectively. Normally, 
using the traditional corporate learning approach, this process would have taken at 
least a few weeks or months to happen. I discussed my idea about modelling a game 
based approach to on-board the new comers with my core team and we quickly got 
ourselves busy planning and designing the approach. We wanted a game which 
would be fun to play and can be modelled around the things we wanted the new 
joiners to experience. ‘The Amazing Race’ was just the right game which had all the 
elements and the scope to wrap it around our requirements. 

 In the next section, I will take you through the areas we decided to model our 
game on and the approach we followed.  

33.3     Induction and On-Boarding 

 So, we decided to give our Induction and On-boarding plan a new twist. We knew it 
would take a lot of careful planning and hard work to pull this off. 

 Induction is the fi rst touch point for a new employee joining an organization. The 
fi rst few days at work is a crucial period during which an employee needs to absorb 
a lot of information about the business, team structure, organizational culture, and 
get acquainted with their colleagues and seniors. It is the phase in which the com-
pany makes its fi rst impression on a new employee. 

 A well planned induction program followed by a structured on-boarding process 
can help in making the new employee feel welcome and facilitate easy transition 
into a new work environment. Also, it helps in getting the new employee up to speed 
in a shorter time span and helps them to begin contributing to the business. 

 Like any other mid-sized IT company our original induction and on-boarding 
program was limited to traditional PowerPoint decks, hand-outs, and one-on-one 
meetings. My team wanted to try something different and we all felt positive and 
passionate about bringing a change and applying a learning approach to a critical 
business process. We had a couple of weeks to prepare before the new members 
were to join. We started with a systematic approach to building a game based 
Induction and On-boarding program. Since we were trying this for the fi rst time we 
had to set our expectations right and at the same time capture the learning experi-
ence so that we could improvise it further. 

 This approach is described below and can be used as a reference in building your 
own game based corporate learning approach.  
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33.4     The Team 

 Our team comprised of managers from each skill area. We were a team of nine, 
including myself who were on the core team. Almost all of the core team members 
had extensive background in the eLearning domain and had keen interest in organi-
zational development activities. We enlisted a couple of volunteers to support this 
activity. We also made a list of people who might have to spare some time from their 
normal work day to participate in the actual game on the day of the induction. The 
core team was divided in groups of two to take up different areas of the game 
development.  

33.5     Approach 

 Traditional corporate induction training approaches rely heavily on rote learning. It is 
all about memorizing and recalling a bunch of facts. While this does meet the imme-
diate objective of understanding the salient features of a company, it doesn’t have 
any signifi cant impact on speeding the new joiner assimilation in the system. Its 
non-personal, a bit boring, and does not allow the person to get a feel of his/her new 
workplace (Fig.  33.1 ).

   Keeping the limitations of the traditional induction approach in mind we decided 
to apply a different methodology which has proven effective in a different format. 

 We decided on a Defi ne, Design, Develop, Test, Deploy, and Analyze approach 
(Fig.  33.2 ).

   This is based on the ADDIE 2  (Analysis, Design, Develop, Implement and 
Evaluate) eLearning model which is used to develop standard eLearning content.  

33.6     Business Need 

 As a fi rst step, we defi ned the business goals we wanted to achieve through this 
game. We identifi ed that the primary business need was to get the new team mem-
bers to be on-boarded faster so that they can become productive within a shorter 
period of time and add value to the business. For this to happen we felt the following 
points would be important for the new comers:

2   ADDIE Model ( http://en.wikipedia.org/wiki/ADDIE_Model ). 

Information
dump

Memorize Recall
  Fig. 33.1    Traditional 
induction approach       
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•    Identify the various departments of the company  
•   Meet and spend quality time with the key team members  
•   Get to know our systems which they would need to use daily  
•   Familiarize themselves with the company’s key products and services  
•   Get a quick understanding of our industry  
•   And last but not the least, have fun and enjoy the activity, which resonated with 

our work culture    

 We also planned to document and collect data about this activity so that we could 
refi ne the approach further for its future versions.  

33.7     Design and Develop 

 In the design phase, we started by listing down the sequence in which we wanted the 
game to be staged. A list of departments, team members, systems, and existing inter-
nal online short-duration learning courses were made, which the participants will get 
to know, meet, or experience during this journey. As a part of the selection process it 
was ensured that each of the selected department, Line of Business (LoB), team mem-
ber, and course selected were linked to one of the business goals identifi ed earlier. 
Then based on the number of “pit stops” rough fl ow diagrams were developed to 

1. Define

2. Design

3. Develop

4. Test

5. Deploy

6. Analyze

  Fig. 33.2    The defi ne, design, 
develop, test, deploy and 
analyze model       
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arrive at the fi nal game fl ow. Once the number of pit stops were frozen, elements 
linked to each pit stop were listed out. Time limits were set as to how much time was 
to be spent at each pit stop by the participants and this helped us arrive at the total 
time necessary to conduct the game. Here is the graphical representation of the 
actual game fl ow chart    (Fig.  33.3 ).

   As part of the game, the participants would reach a pit stop which could be either 
a person, detour, or a roadblock. 

 To reach a pit stop, the participant would have to solve a simple cryptic clue 
which would lead them to the next milestone. This milestone could either be a key 
person, location (such as a conference room), a detour, or a roadblock. Here’s a 
sample of a cryptic clue we used which referred to a person: “He is the top A-lister. 
But his surname is the most diffi cult tongue twister”. 

 A ‘detour’ is where the participant could choose between two tasks which would 
have cryptic names such as ‘In the Bin or On-line’. The participant will get to know 
the task only after they select an option. Here, ‘In the Bin’ refers to a fun game 
where participants have to complete a task of throwing plastic balls into a bin kept 
at a short distance. The balls need to be bounced off the fl oor at least once before 
landing in the bin. ‘On-line’ refers to an online course/game which the participants 
need to complete to get the clue to the next pit stop. 

 A ‘road block’ is a compulsory activity which all participants have to clear to get 
clue to the next pit stop. A ‘road block’ could be a fun activity or a nugget of com-
pulsory information that an employee needs to know, such as our company data 
security policy. 

 The fi rst person to reach the fi nal pit stop would be the winner of the race. 
 Tasks were distributed to teams to arrange for, lead and manage the different 

aspects of the game development. For example, one team was assigned a task to 
select 4–5 simple fun games, which the participants will have to fi nish as a part of 
the “Pit Stops” and arrange for the items that would be needed to conduct it like 
balls, fun hats, rings, etc. A creative group was assigned the task of coming up with 

  Fig. 33.3    Game fl ow chart       
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fun short cryptic clues to lead the participants to a department, person or task. The 
marketing team was given the task of branding the whole event to give it a profes-
sional touch. The game logic development team focused on the various paths which 
a participant could take, including the “mandatory paths” that contained the “must 
know” information that a new joiner cannot skip. 

 The whole game was designed keeping in mind that instead of a team of two, we 
would have individual participants and a time limit of 4 hours (Our normal induc-
tion program lasts from 8 to 14 hours spread out over 2 days). 

 Note: From our experience, I believe such a game could be implemented well in 
a small to mid-size company (100–500). 

 For larger companies this would require a bigger team with cross functional col-
laboration, effort and planning. 

 Here are some samples on how we tied the Pit stops and Detours with our busi-
ness objectives.

 Business objectives  Example  How it works 

 Identify the various 
departments of the 
company 

  Cryptic Clue : They keep 
our systems up and 
running; the motherboard, 
CPUs and the servers 
humming 

 The participants need to solve this 
simple cryptic clue to reach the IT 
department where one of the assigned 
team members would give them a brief 
overview of the department and the 
clue to the next pit stop 

 Get to know key team 
members as a part of 
the induction process. 

  Cryptic clue : Her workers 
buzz around with glee. 
They call her the Queen 
Bee 

 The participants need to solve this 
cryptic clue to reach the head of a 
department who would give them a 
brief overview of the department and 
the clue to the next pit stop 

 Get to know our 
internal systems which 
they would need to use 
on a daily basis 

  Detour activity : An online 
course giving an overview 
of our internal systems 

 On reaching a detour the participant 
gets a choice to select from two 
options. One of the detour activity is an 
online course which gives an overview 
of our internal systems. On successfully 
completing the course, the participant is 
handed the clue to the next pit stop 

33.8        Pilot-Run 

 Since we knew that there were many elements to this game, it was very important 
that things worked as we had planned on paper. As a part of the preparation, we 
made the organizing team aware of the sequence of the game. The whole game fl ow 
was explained. Each team member had a printout of the game sequence. Employees 
who were to be a part of the game were made aware of their roles and the informa-
tion or message that they had to deliver once a participant approached them. Others 
who were not directly participating in the game were explained the concept of the 
game so that they don’t get distracted and their normal work doesn’t suffer. It was 
important to have a pilot run of such a multi-step game process where multiple 
 functions/teams were involved. 
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 So, once we had the whole game plan ready and the organizing team prepared, 
we picked a couple of random team members to volunteer as participants and did a 
dry-run of the game to see if there were any refi nements needed in the process. We 
realized we might need a game moderator who would keep a track of the speed at 
which participants were progressing and would take corrective actions to either 
slow-down or fasten up a participant. This was to ensure the competitive spirit of the 
game continues till the end. The moderator would also push in some impromptu 
characters to help in case a participant found a clue too cryptic to solve. 

 A successful pilot run was done after work hours to check the sequence. Unlike 
the main show, which has a male host, we had a male and a female host to kick-start 
and end the dry run event.  

33.9     Game Day 

 On the induction day, the new joiners had the fi rst part of the day blocked for routine 
paper work and joining formalities. Post lunch as per our new induction plan the new 
joiners were invited to a conference room where the hosts were present with a big 
LCD TV fl ashing the re-branded game logo and environment. The induction plan 
did not mention “a game” so this came as a pleasant surprise for the new joiners. 

 The hosts started by welcoming the participants to the game and explained the 
rules of the game. After a quick round of questions and answers, the  participants 
were handed the fi rst set of clues and the game started. Very soon the game picked 
up momentum and the participants got the hang of the game. They started solving 
the cryptic clues to move from one pit-stop to the next. 

 The penultimate leg of the race required the participant to answer a set of 10 
questions related to the departments they visited, systems they used, and the people 
they met on their way towards the fi nal destination. A passing score of 80 % earned 
them the fi nal clue which directed them to the fi nal pit stop, the same conference 
room where they started the game, the difference being this time the winner was 
received by a whole group of people who were earlier a part of the game. Once all 
the participants reached the fi nal pit stop, the winner was announced and the hosts 
conducted fun and quick interview with all the participants.  

33.10     Learning and Next Steps 

 The hosts interviewed the participants and the organizing team to get fi rst-hand 
feedback about the game. Almost all the participants found the game to be fun and 
enjoyed the experience as it was a unique and fun-fi lled way to get to know the new 
company. 

 By the end of this unique induction program, the team of our new joiners was 
familiar with a big group of people in the company—this process would have taken 
weeks during the normal induction process. The game acted as a good icebreaker 
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between the participants and our team members. Above all everyone found it to be 
a “fun-o-energetic” learning experience. 

 The game ended with a prize distribution ceremony and a quick reference guide 
was handed over to the participants which covered information on people and systems 
they had come across in the game. Later their interviews were published along with a 
short write up in our corporate magazine to make them feel a part of our work family. 

 To close the loop of the model the last step was to analyse and suggest changes 
for the next implementation. The next day we had a follow-up meeting with the 
organizing team to go through the feedback received and note down changes to be 
done for the next run. Feedback, thoughts, and suggestions were collected from the 
participants and as well as the organizing team members. Here are a few observa-
tions that we had from that meeting:

•    Since this was the fi rst time we had conceptualised and hosted the Amazing 
Race, the game preparation took us a good two weeks of lead time and involved 
multiple people to script, design, and organize the event.  

•   An actionable point was to document and create templates so that future runs 
could be managed by smaller teams and get implemented quickly.  

•   The game duration needed to be curtailed by an hour to keep the participants 
interested and not tire them physically.  

•   Also, the organizing team felt we could incorporate more technology elements 
such as use of mobile devices to make the whole experience even more engaging 
and showcase our company’s technology oriented culture.     

33.11     Participant Feedback 

 I found “The Amazing Race” as a real exciting game to on-board new employees. 
It’s a fun way of learning more about the people, teams, and the company.—Aditya 
Joshi (Organizing Team Member) 

 The “The Amazing Race” was a great opportunity to bring out stuff that remains 
confi ned to our imagination most of the time. Game-based learning has always been 
something that interested me and this activity gave me a chance to explore various 
aspects in a very practical way.—Rohan Salvi (Organizing Team Member) 

 It was a fantastic experience. We don’t mind hosting this game-based induction 
globally!—Jithin Thoma (One of the Hosts) 

 The Amazing Race, what can I say—truly amazing! A well-conceptualized and 
well-adapted format with an objective that was defi nitely met. It’s a creative way for 
a newcomer to get acclimatized to the environment and meet new people. It’s been 
a fun experience for me; thoroughly enjoyed it! Kudos to the entire team that orga-
nized and conceptualized it! I’d love to see how this can be adapted across time- 
zones and our offi ces.—Chetan Kalidas (Participant) 

 The very fi rst day in any new offi ce is always nerve-racking, but the Amazing 
Race made my fi rst day truly a memorable one.—Ashoke Das (Participant)    
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    Chapter 34   
 Gamifi cation: The Measurement of Benefi ts 

             Keith     Conley      and     Caitlin     Donaldson    

34.1             Overview 

 Measurement of benefi ts, through analytics, is an important practice as gamifi cation 
endeavors to become pervasive throughout both educational and business-focused 
applications. Establishing methods to determine effi cacy and discover points for 
program optimization leads to better understanding and increases the credibility of 
gamifi cation as a vital tool. The practice also leads to better results as program manag-
ers and educators are able to fi ne-tune programs and drive on-going participation. 

 Establishing a basis for extracting success metrics and gaining understanding of 
what works does not happen by accident. Channeling early efforts to a proper use 
case and aligning the digital strategy and technical implementation are critical. The 
result is a unique set of consumable data points which has myriad applications. 

 Understanding the behavioral data through on-going and point-in-time analyses 
can lead to powerful insight. The suggested set-up and analyses included within this 
chapter are based on the approach taken by Bunchball and are intended to improve 
business and educational performance throughout their ecosystem by creating 
highly-active students and loyal customers, employees and partners.  

34.2     Measurement Construct 

 The measurement plan, or framework, serves as the kick-off and root of initial 
deployment activities. The document details the goals and underlying gamifi cation 
strategy so that technical implementation and analytics can adapt to the digital 
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environment in order to support the goals and enable optimization. This framework 
will provide a basis for digital strategy to ensure the key activities and data consid-
erations are included in order to best utilize available game mechanics to meet the 
desired outcome. Technical implementation teams serve to elegantly architect solutions 
within digital environments that minimize latency, or other impacts to site perfor-
mance, while including all desired interactivity to implement the digital strategy. 

 The documentation created at the start of the measurement and analysis process 
should include the following sections:

•    Goal (business objective)  
•   Key Performance Indicators (KPIs)  
•   Key Actions & Challenges  
•   Relevant categorizations (for data parsing/segmentation)  
•   Benchmarks  
•   Data sources  
•   Reporting recommendation    

 To compile this information, business stakeholders are interviewed during the 
initial phase of a project. Detailing the above information at the front of the project 
planning period allows for considerations to be made to enable goal achievement, 
rather than having other considerations take precedence. The secondary goal of the 
document is to gather agreement for communicating business impact and discover-
ing points of optimization once launched.  

34.3     Goal Setting 

 At Bunchball, we encourage clients to tie deployment objectives to stated business 
goals. Clearly articulating the business purpose enables creativity within strategic, 
technical and analytical implementation, particularly when a straight line between 
the goals and what can be measured cannot be made. Goals, in this context, tie to 
meaningful business benefi t, usually with an underlying return on investment (ROI) 
equation.  

34.4     Exercise 

     (a)    Example business Goal #1: Increase Engagement   
   (b)    Example business Goal #2: Increase ad revenue on the web site     

 Which example above enables a team to move forward in a prescribed fashion? 
Which one can be directly tied to an ROI calculation? Example B clearly serves to 
focus strategic, technical, and analytical considerations. Example A is a benefi t 
likely to be observed due to gamifi cation and a commonly stated goal in gamifi ca-
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tion implementations. However, it is too vague to implement and is nearly impos-
sible to demonstrate meaningful success, such as ROI. Furthermore, companies 
generally do not have a benchmark for current levels of engagement, making it 
diffi cult to show any change or improvement. 

 There are many popular constructs we advise clients to consider when setting 
their goals. If clients are unfamiliar with how to set meaningful goals, there are 
references: 

 SMART goals: Specifi c, Measurable, Attainable, Relevant, and Time-bound 
http://www.mindtools.com/pages/article/newHTE_87.htm#sthash.ZCwogJa9.dpuf 

 Most importantly, we encourage discussions about these questions to ensure we 
are able to drive a functional goal:

•    What is the business initiative the deployment supports?  
•   How is the success of that business initiative measured?    

 A fi nal consideration with goal-setting is that the goals should assist in the iden-
tifi cation of KPIs. In all cases, this requires a grasp of the purpose behind the digital 
environment (tool, website, app, etc.) and its capabilities.  

34.5     Establishing KPIs 

 KPIs serve as measurable components of the deployment goal and are direct refl ec-
tions of goal achievement, or are listed due to a strong correlation. KPIs also are 
regularly defi ned more broadly than the business goals, establishing the path to suc-
cess. We encourage clients to establish two categories of KPIs:

•    Primary KPIs: direct links, or the closest correlating statistic to achieving the 
business goal  

•   Secondary KPIs: important metrics (i.e., statistics or measurements) used to sup-
port program learning or optimization    

 With the goals and KPIs established, the implementation teams have a strong 
footing for strategic design and technical implementation.  

34.6     KPIs by Business Environment 

 Within many of the benefi ts listed among common Enterprise environments 
(Table  34.1 ), only a few are worded as items that can be considered goals, or even 
KPIs. As an example of that that works well, CRM’s “Increased sales through better 
timing by anticipating” is a good goal because the end state is measurable and there is 
a clear ROI statement.

   Others, such as Social Collaboration’s ability to produce “More communication 
with customers” fall under the category of ‘benefi t’. The reason for this is that more 
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   Table 34.1    Commonly expressed benefi ts of Enterprise tools   

 Social collaboration  CRM  HCM 

 Increase in employee 
connectedness and increased 
decision confi dence 

 Increased sales through better 
timing by anticipating 

 Consistently achieve 
corporate objectives 

 More ideas generated and 
captured 

 Understand specifi c customer 
requirements 

 Retain talent 

 Employee Satisfaction  Cross-selling of other products 
by alternative suggestions 

 Proactively identify and fi ll 
talent gaps 

 Less e-mail  Identify which customers are 
profi table 

 Leverage cost of compliance 
and employee administration 

 Reduction in time to fi nd 
answers 

 Forecast accuracy  Improve decision-making 
and manage capital more 
effectively 

 Increase in production, 
project collaboration and 
productivity 

 Sales, service and support deal 
more effectively with 
customers 

 Reduce risk 

 More communication with 
customers 

 Management improves because 
of quick and easy reports 
leading to deeper 
understanding 

 Implement value added 
activities 

 Increased customer retention  Sales and marketing win more 
business through better lead 
tracking 

 Turn HR into a strategic 
advisor 

 Higher brand awareness—
increased search results 

 Business processes become 
more profi cient 

 Decrease in support call 
volume 

 Higher Renewals 

 More feedback and ideas 
from customers 

 Sales bring in more revenue 
with better grasp on 
opportunities 

 Increase in new customer 
sales 

 Staff productivity increase 

 Expanding professional 
network 

 Purchasing improves and costs 
reduce due to better forecasting 
and scheduling 

 Stay informed through access 
to network 

 Effi ciency in cash fl ow due to 
better pipeline management, 
predicting needs 
 Sales teams developed more 
effectively 
 Marketing RI improved 
through better targeting 
 Greater understanding of 
customers 
 Clear team dynamics develop 
as info is shared across areas in 
company 
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communication with customers is not a resulting end state that a company recog-
nizes as directly impacting ROI. The act of more communication with customers 
would roll up into the goal of “Higher Customer Satisfaction” which can lead to an 
ROI statement by including improved customer retention and providing the oppor-
tunity to increase upsell. 

 Using the known benefi ts of systems is an excellent way to start identifying and 
ranking KPIs. As an example, Social Collaboration has a benefi t of “More commu-
nication with customers.” If this benefi t is pertinent to the social collaboration appli-
cation, the next step is to determine if it is in alignment with the deployment goals. 
If so, we can identify what supporting data we can collect and analyse, using these 
data as KPIs against the stated benefi t. 

 Continuing with the “More communication with customers” example, we then 
look to the collected data to provide evidence for the benefi t. There are multiple 
ways companies communicate with customers via social collaboration communities:

•    Customer Chat Sessions  
•   FAQ views  
•   Questions Answered  
•   Answers Validated  
•   Question threads viewed    

 The individual actions are KPIs because the recording of those activities is the 
basis for demonstrating success against the benefi t or goal (Table  34.2 ). Unique user 
counts for individuals taking the actions is a good place to start for looking at ways 
the tool enables more communication with customers.

   We can also use similar KPIs in differing metrics. Looking at a second benefi t 
which rolls up to “Improved retention rate of current clients” is stated as “Reduction 
in time to fi nd answers.” It rolls up to the same goal based upon research indicating 
that fi rst contact resolution (FCR) is highly correlated to retention. 

 In this instance, the challenge is that the KPIs tracked for “Reduction in time to 
fi nd answers” do not have a 1:1 ratio to FCR. In other words, viewing a FAQ page 
does not ensure the user’s question was answered. In order to establish appropriate 
multipliers, we need external information. Many clients will use exit surveys to 
ascertain this type of information. When this is not available, the conversation can 
be guided from previous experience, which can fi ne-tune the approach to their 
environment. 

 In the example as listed, we recognize that a FCR response is provided when 
‘concluded surveys with clients indicating their issue was resolved within a single 
session’. However, only 10 % of FAQ views are considered as such and 15 % of 
Question threads viewed count against the benefi t. 

 In total we are tracking three metrics against the stated goal of improved 
retention.

•    Total clients encountered  
•   Total customer service actions taken  
•   Total FCR events    
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 The names for each metric can be decided between the analytics team and cli-
ents. Best practice is to ensure the metrics are defi ned explicitly within reporting.  

34.7     Using the Right Data to Get the Metrics 

 When the business goal and KPIs have been defi ned, the next step is to determine 
the possibility of deriving the data necessary for tracking success within the gamifi -
cation data. This is the fi nal component of establishing the metrics. There are two 
components to assessing activities:

•    Can the system record the behavior desired in real-time?  
•   Can the system “tell” the gamifi cation engine the action occurred?    

 The answer to both of these questions needs to be “Yes” in order to be optimally 
tracked within the system. 

 Tracking within gamifi cation deployments does not need to be exhaustive, but 
must include activities prior to end results or KPI. This is because gamifi cation is 
best suited to motivate activities on the path to success, rather than simply impact 
the fi nal result. Here are the key considerations to deciding if an action, or behavior, 
needs to be tracked.

    1.    Is the behavior related to a selected KPI? (i.e., either occurring pre-, or post-KPI)   
   2.    Can the behavior be used to promote the KPI? (e.g., sharing and leveraging 

another’s experience)      

   Table 34.2    Connecting behavioral metrics to business goals   

 Goal  Benefi t  KPIs  Behavioral metric 

 Improve 
retention rate of 
current clients 

 More 
communication 
with customers 

 • Customer Chat 
Sessions 

 • Total clients encountered 

 • FAQ views  • Total customer service 
actions taken 

 • Questions 
Answered 

 • Answers 
Validated 

 • Question threads 
viewed 

 Reduction in time 
to fi nd answers 

 • FCR survey 
responses 

 (FCR survey responses + 
0.1*FAQ Views + 
0.15*Question threads viewed) 

 • FAQ views 
 • Question threads 

viewed 
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34.8     Data Considerations: Categorizations 

34.8.1     Action Naming Convention 

 Proper naming conventions for actions, challenges, badges, notifi cations, and 
redemption are crucial to effectively tracking a program. Without clearly named 
actions and challenges, the onus falls on the analytics team to decipher what is 
meant. There are two critical aspects to a proper action nomenclature: Challenges 
and Reporting. If actions are improperly named or organized, achieving the maxi-
mum fl exibility in your environment can quickly become challenging and analytics 
may seem less meaningful. Below is a quick guide into structuring this information. 

 The SITE_OBJECT_VERB is what we refer to as a baseline action. It is a baseline, 
because it describes what is happening within the experience. Beyond the baseline 
action, there are more data to be tracked. An easy example to think about is a “cate-
gory” of content. A category could be many things: A character, a video category, a 
grade level, a content type (music vs. video), or even a Level. The category describes 
more about what is happening in the base action. The next level beyond the category 
is the Content Id. This is the most detailed descriptor for an action since it uniquely 
identifi es the content. This  SITE_OBJECT_VERB_CATEGORY_CID naming con-
vention can be used to describe specifi c interactions with content. In the Nitro Admin 
Console, the baseline action should be setup: “SITE_OBJECT_VERB”. 

 More specifi c interactions should be logged using metadata and contextual tags. 
When logging SITE_OBJECT_VERB_CATEGORY_CID in Nitro—the action does 
not need to exist in the Nitro Admin Console if it is logged along with the baseline 
action that has the same “SITE_OBJECT_VERB” prefi x. In other words, log the 
baseline action, and the contextual action at the same time, but separated with a 
comma: SITE_OBJECT_VERB, SITE_OBJECT_VERB_CATEGORY_CID.  

34.8.2     Segmentation 

 Digital strategy considerations also include what data is necessary from a user attri-
bute and behavior standpoint that will be used to tailor individual experiences. 
When applicable, considerations include:

•    Does a user’s  role  play a part in the digital experience?  
•   Does  geography  play a part in the digital experience?  
•   Do specifi c  achievements  play a part in the digital experience?    

 Segmentation is crucial because it speaks to the personalization available within 
the digital medium. This component becomes available via discovery of available 
data through the measurement process and is therefore an important support to digi-
tal strategy.  

34 Gamifi cation: The Measurement of Benefi ts



680

34.8.3     Contextual Tags and Metadata 

 To this point, we’ve centered action tracking on measurable behaviors by the audi-
ence. This discussion often segues into a technical component which includes the 
handling of external data passed in relation to user attributes and action attributes. 
These external inputs, such as GEO, Business Unit Information, Title, etc., are used 
to segment the individual experience and carry-over into reporting. Segmentation 
can provide some of the more useful insights to better understand how different 
types of employees engage with the digital environment. 

 An additional feature that fl ows through to the Nitro Rules Engine is the concept 
of meta-data (i.e., extra data that describes the interaction). An example of this 
could be a user’s current level, the name of a character they just saved, or the loca-
tion of their login (web vs. mobile). In each of these cases, the additional behavior 
should be logged as meta-data for use in the rules engine and as a contextual tag for 
use in analytics. 

 If you would like to use the information in a challenge rule, send it as meta-data. 
For example, if you have SITE_OBJECT_VERB, you may have meta data such as 
“CATEGORY:GAMES” or “CATEGORY:ARTICLE”. You can now use this meta- 
data to set up rules on a challenge for interacting with the baseline action within a 
specifi c context, such as watching a video in the games category. In addition to this 
logging of meta-data, also include the meta-data as a contextual tag following the 
format: “SITE_OBJECT_VERB_METADATANAME_METADATAVALUE”. 

 Examples of meta- and contextual-data include:

•    Level  
•   Genre  
•   Game Genre  
•   Role  
•   GEO    

 The fi nal consideration is the addition of a Locale and/or Region. For this, log the 
baseline action and the locale/region as a contextual tag in order to maximize the 
information available when providing analytics services. For example, SITE_
OBJECT_VERB_REGION and SITE_OBJECT_VERB_LOCALE. 

 When considering actions to log in a new experience, follow the naming conven-
tions above. This ensures consistency between deployments.  

34.8.4     Verifying the Measurement Plan: Silent Tracking 

 One way we inform users of proper digital strategy is by tracking actions of users 
without reacting to them. This is often referred to as “Silent Tracking” or “baseline 
measurement” but it is meant to indicate the creation of a baseline without stimulus. 
In cases where behavioral benchmarks are unavailable, we’re able to defi ne 
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frequency and composition of current behaviors. It can also identify what needs to 
be improved and determine what the proper increments are for motivating users. 
The tracking process also validates data structure and components. 

 Silent tracking is often the fi rst time clients see behavioral data from their audi-
ence outside of rolled up web metrics. There’s a big difference between statistics of 
19,000 visits and 800 new leads yesterday and the behavioral-based data of indi-
vidual users recording discrete actions. 

 Silent tracking reports detailed activity against your most sought after engage-
ments. Behaviors such as video views, opt-ins, game plays, shares, etc. are put into 
context in two ways. The two measures are frequency, how often these activities 
occur within a select timeframe and composition, the percentage of the total 
 audience taking a particular action. The summarized information can then be related 
to the business goals listed. The examples listed below are pertinent to using the 
benchmark data most effectively.

•    Pareto Analysis: this 80/20 division gives us a good indication as to the overall 
engagement health of a tool or site  

•   Profi ling: creation of behavioral models demonstrating users’ behavioral charac-
teristics while applying some level of segmentation  

•   Regression analysis: determining the primary contributors to behaviors linked to 
deployment KPIs    

 The information can be used within a gamifi cation platform following a four- 
step process. 

 Step 1: Create new challenges. Using the silent tracking data and the Measurement 
and Learning plan (M&L; see the Appendix for an example), we have a good idea 
of some initial challenges we can use to increase engagement and drive toward our 
goals. In this case, we might use, “Tweet about our user group”. 

 Step 2: Set the requirements. This is where the preference and group information 
listed within the M&L comes into play. As implemented by technical services, we 
select which groups, roles, or particular users are able to compete in this activity. 

 Step 3: Assign appropriate actions. Here, root actions can be used alone or paired 
to create multi-action challenges. Considerations for this component are regularly 
determined by the regression analysis and user composition metrics. If it is known 
that adding a second contact onto a sales opportunity is a key driver of closing that 
deal, we’re going to want to encourage that action. We can also use this to encourage 
users to explore the environment to ensure they’re getting the most value from the 
experience. 

 Step 4: Defi ne rewards. This is crucial as you are adding the detail to which a 
good amount of the future optimization work can be employed. Here, the challenge 
can be connected with worth using a point offering, a badge that is included, and 
notifi cations that are triggered. 

 Initial estimates for point issuance, badge delivery, and notifi cations are made 
based upon current benchmarks and provide rich avenues for analysis and optimiza-
tion later. 
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 Finally, when live, you can see how users are interacting with the gamifi cation 
elements and explain them in context. This allows us to see if the elements are 
working as designed as well as fi nd root cause for what may be going on. Typically, 
this is the type of analysis that is required to support the on-going optimization of a 
program.   

34.9     Analysis 

 Once the program has been set-up and the gamifi cation functions of the program are 
deployed, planning and execution of the analyses of incoming data will begin. 
Throughout the analysis, the goals and KPIs outlined earlier serve as a basis for 
analyses moving forward. These goals and KPIs will determine what techniques 
and tools will be used. Analyses should include both the ability to monitor the pro-
gram to ensure user activity is tracking to expectations as well as demonstrate 
insights into optimizations that can be made to improve the experience. 

 An important question to consider before and after launching a program is 
whether to conduct A/B testing. An A/B test compares the effect of two variants, A 
and B, to determine what changes occurred. The main purpose in running an A/B 
test is to help delineate between correlation and causation. The test involves creat-
ing two groups of users: the control group and the treatment group. We’ll use a 
Customer Relationship Management (or CRM) system used by a sales team as an 
example. Here, the company decides to launch a small gamifi cation program to the 
whole sales team in early March. Traffi c and actions increase on the site which, at 
fi rst, looks to be caused primarily, if not entirely, by gamifi cation. After taking a 
closer look, the company fi nds that the jump in activity was correlated with the end 
of a quarter and could have happened with or without gamifi cation’s infl uence. An 
A/B test helps to separate out the activity increases caused specifi cally by the addi-
tion of gamifi cation since both groups would have the same experience with the 
exception of the gamifi cation component. This scenario highlights why A/B testing 
is important. It differentiates between trends that can directly be attributed to a spe-
cifi c treatment as opposed to normal behavior related to the time of year, content, or 
other factors that may skew the data. 

 When setting up an A/B test, make sure the control and treatment groups are 
truly randomized. Myriad factors can affect groups of users differently. Using our 
previous example of a sales team using a CRM system, dividing the users up by 
region or team could create a problem with correlation. For instance, if the treat-
ment group selected is located in New York City, while the control group is located 
in San Francisco, an event in New York City such as a hurricane could negatively 
impact the New York City sales team causing the data to be skewed and show an 
incorrect impact from the treatment. Had the groups been selected with a mixture of 
New York City and San Francisco sales team members in both the control and treat-
ment groups, the A/B test would be much more accurate. 
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 The A/B test is best used to test different gamifi cation mechanics. The specifi c 
gamifi cation mechanic to be added or changed would only be accessible to the treat-
ment group. The game mechanics that can be tested are almost limitless. These can 
include notifi cations to inform users about the next step in the program, the amount 
of points to award for an action, the availability of certain items in the store, the 
usage of a newsfeed or leaderboard, and the addition of badges. The main analysis 
to conduct when performing an A/B test is regression analysis to show whether the 
effects being seen are statistically signifi cant as well as those that highlight the dif-
ferences between the two groups. This chapter will dive into various analyses that 
can be run and will explain which can be used to analyze A/B test results. 

 When performing an A/B test, there are a few things to keep in mind. 
 Make sure the two variants (control and treatment) are conducted in parallel to 

avoid correlations mentioned earlier from skewing the results. 
 Determine the correct length of time needed to test the treatment. The goal is to 

have a length of time that is long enough to ensure a statistically signifi cant result, 
but short enough to avoid alienating users if the treatment has an (unanticipated) 
negative outcome. 

 If possible, limit the A/B test exposure to new users to prevent established visi-
tors from learning of a new site feature that could later be removed/changed. 

 Running multiple A/B tests is important in ensuring the best design. The fi rst 
A/B test may not be successful, so plan to have more than one test. 

 In aggregate, gamifi cation can be divided up into two different types of pro-
grams, the employee motivation program and the audience engagement program. 
Each will need to be analyzed from a similar, but different perspective. Both pro-
grams aim to achieve ongoing engagement of users. Analyses of employee motiva-
tion programs, however, should also focus on the effects the program has on key 
metrics of employee productivity. Key metrics can include the movement of oppor-
tunities through a sales funnel, call center stats (e.g., fi rst call resolution or average 
call handling time), and quiz scores after moving through a learning management 
system (LMS). Audience engagement programs, on the other hand, have a second-
ary focus on conversion to registration and the analyses will have more of a basis 
in the number of new users registering for the program on a daily/weekly/monthly 
cadence. 

 It is useful to begin an analysis with an evaluation of user engagement since one 
of the primary objectives of gamifi cation is to encourage users to stay engaged. 
A cohort analysis takes a group of users with a similar characteristic and maps out 
the change in that group from one time period to the next. One client used a cohort 
analysis to map gamifi cation efforts introduced over time to monitor and improve 
retention and frequency of users. Their cohort analysis had users grouped together 
by the month they were introduced into the program. The analysis showed what 
percentage of users was active each month after their start. They were able to 
determine which measures were most successful by pinpointing which groups of 
users stayed the most engaged and at what times of the year. Cohort analyses are 
useful for A/B testing to provide a stark comparison of engagement between the 
two groups over similar time periods. Using a similar cohort analysis the user 
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engagement for the control and treatment groups can be displayed to  demonstrate 
whether the treatment caused engagement to increase and will show how the 
change affected the treatment group’s engagement over time. 

 The next step is to dig deeper to understand more about the distribution of activ-
ity as well as the activities themselves of users within a program. A Pareto chart 
provides a great view of the distribution of activity across users. The graph to dem-
onstrate the Pareto principle has the percentage of total users along the x-axis and 
the percentage of total actions along the y-axis to illustrate the distribution of activ-
ity across users. According to the Pareto principle, about 20 % of users should be 
completing 80 % of the actions on a site. To derive optimizations, focus in on the 
actions of the top 20 % and lower 80 % to determine what actions are being com-
pleted most by the more active users on the site compared with the least active. The 
program should be shaped to encourage the least active to have a similar distribution 
of activity as the top 20 % to keep motivation to stay engaged high across the full 
user base. A fortune 100 technology company used a Pareto chart to segment users 
among the top 20 % most active users and those in the lower 80 %. Using this 
 information, the company was able to determine what their most engaged users 
were doing and how to spur more engagement from those in the lower 80 %. 

 A timestamp analysis should be used when the amount of time for a measure to 
progress from one state to the next is a valuable metric. Within the enterprise, it has 
particular merit when looking at the sales and marketing funnel. For instance, this 
analysis can show how many days it took for a lead to be converted forward one 
stage in a sales funnel. The audience engagement segment uses timestamp analyses 
to determine when the heavier bouts of user traffi c occur. With a television network, 
the traffi c might peak during the time popular shows air. Using this knowledge, 
audience engagement programs can use gamifi cation to encourage user engagement 
to be spread out throughout the week rather than in a singular block of time. 
Timestamp analyses can help to determine whether measurable improvement is 
being seen among users in a treatment group in an A/B test. For example, results of 
the implementation of new challenges to a sales team in a treatment group can be 
determined by calculating the differences in the sales funnels for the treatment 
group compared with the control group. 

 Leveling provides a basis for which users can compare themselves against others 
as well as a goal for the user to strive toward. If a leveling structure is included in a 
program, it is important to analyze how well users are matriculating from one level 
to the next. Conforming to Mihaly Csikszentmihayli’s theory of fl ow 
(Csikszentmihalyi,  1997 ), the fi rst levels should be easier with the later levels get-
ting progressively more diffi cult in order to keep users engaged. A client that used 
gamifi cation as an on-boarding tool for complex software used a horizontal bar 
chart, or waterfall, to view the drop-off of users as they progressed through chal-
lenges and levels. The chart was important in showing whether users were having 
diffi culty and, if so, where the diffi culty was occurring. A timestamp analysis can be 
useful in this scenario as well to demonstrate the number of days users take to move 
from one level to the next. Optimizations made to a leveling structure can include 
A/B testing. If users are having diffi culty moving from one level to the next, an A/B 
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test can be conducted to determine whether different methods will help users to 
matriculate through levels either faster or slower. 

 Once the current user behavior has been vetted, analyses need to be conducted to 
determine how to affect future user behavior based on the data already available. 
The fi rst way to do this would be through a cluster analysis. A cluster analysis can 
be used to demonstrate what motivates the user. For example, points and badges can 
each provide different levels of value to different types of users. By conducting a 
cluster analysis of points and challenges, the graph can demonstrate whether users 
are motivated more so by points or challenges and badges by determining where 
users are grouped. Using the information gleaned from the cluster analysis, the 
program should be structured to focus in on a user’s key motivating factors. The 
factor that didn’t motivate the users quite as heavily should be investigated to deter-
mine whether adjustments need to be made to capture the attention of all users. Any 
adjustments that are made should go through the A/B testing process fi rst to ensure 
the best possible outcome. 

 Regression analyses should be used to study user behavior. A regression analysis 
would be setup to fi t the program being evaluated. The length of time a user has 
been active can be the dependent variable to determine which actions best predict 
long term engagement. Once those actions are determined and it is understood why 
those actions are of importance, components that are commonly found among long- 
term users are then drawn into the on-boarding phase of the deployment. Another 
way to use a regression would be to set the dependent variable as the most desired 
endpoint for the user to complete. For instance, setting the dependent variable as 
whether the user switched from the free model to the paid model of a program. This 
type of analysis requires a logit model regression to determine the effect of an 
increase in each type of action on the likelihood of switching to a paid model. 

 Regression analyses are the most useful when conducting an A/B test. As men-
tioned earlier, this analysis shows whether the differences between the treatment 
and control groups are statistically signifi cant or not. Continuing the example from 
earlier, let’s imagine a new mechanic was deployed with a sales team. The sales of 
each employee could be set as the dependent variable, while a dummy variable (this 
variable would be equal to 1 if the employee were in the treatment group or 0 if they 
were in the control group) would be the primary independent variable. Make sure to 
include a range of independent variables that can also affect sales, which can include 
the team member’s sales fi gures before the A/B test was conducted, what team they 
sit in, the region the team member is focused on, and any other variables that would 
impact the sales performance of a team member. A statistically signifi cant result 
will provide insight into whether the treatment is effective. The results may also 
provide surprising observations of how other factors affect the dependent variable 
which could lead to the creation of new methods of engagement through gamifi ca-
tion. For instance, in our example, the regression analysis may show that sales team 
members who have high predictions for future sales also have higher sales in the 
long run when holding all else equal. 

 A fi nal, but critical, analytical component is to create a dashboard. There are 
many business intelligence (BI) tools that can be used to build out visualizations. 
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At Bunchball Inc, we use Tableau for our customized dashboards. This tool allows 
us to bring data in from a variety of sources and manipulate the views seamlessly. 
Within the dashboard, we use the KPIs determined earlier to dictate what metrics to 
focus on. Top line metrics are also important to monitor user adoption and engage-
ment. These metrics include the total number of users and actions per user, the 
number of actions and challenges completed over time (usually on a weekly basis), 
and the percentage difference in users/actions from 1 week to the next. Analyses 
mentioned earlier can also be included in the dashboard to create a one point view 
that captures most, if not all, program metrics. Creating a dashboard for an A/B test 
can be particularly useful to garner any insights that can immediately be picked out 
by comparing the treatment and control groups side-by-side.  

34.10     Conclusion 

 Analytics is a vital component when deploying gamifi cation. The goals and KPIs 
that will drive the analytics must be determined even before beginning the gamifi ca-
tion program to ensure that gamifi cation elements target the key areas of the busi-
ness. Digital strategy, technical services, and analytics need to be in alignment in 
order to design the program for optimal reporting. Agreeing to benchmarks and the 
primary method of communicating success helps ensure the team remains on task 
with optimizations and is consistent in the understanding of the program. 

 Once the program is underway, regularly refer back to the goals and KPIs while 
tracking user actions. The analyses that have been presented can answer the most 
important questions when tracking a gamifi cation program.

•    Are users engaged?  
•   What can be directly attributed to gamifi cation?  
•   When are my users the most active?  
•   How are users progressing through the leveling structure we have designed?  
•   How can we continue to improve on the program?    

 Continual monitoring and optimization of a program is a primary component for 
a successful deployment and will help maintain a meaningful and engaging program. 

 The fi eld of gamifi cation is still a relatively new fi eld. Further research is needed to 
expand the capabilities of analytics teams to develop best practices based on data. 
Particular topics that could use greater research include the ideal point constructs for 
leveling and what mixture of digital versus real rewards to offer users. A deeper famil-
iarity with points and reward structures would enhance the gamifi cation programs 
being offered to better ensure all users are profoundly engaged by gamifi cation. 
Bunchball, Inc has been working on building out models for each of these subjects as 
we continue to shape our knowledge around best practices in gamifi cation.      
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34.11     Appendix: Measurement and Learning Plan 

 Purpose: This document is used to align analytics, strategy and technical resources 
to ensure the goals of the program can be quantifi ed via data analysis. The M&L is 
revised multiple times throughout the on-boarding process and shared with all team 
members. Edits should be made by both Bunchball Inc and client teams to ensure 
the end result refl ects the needs and terminology of Bunchball Inc clientele. 

 Revision History:

 Revision 
number 

 Revision 
date 

 Editor 

 V1 
 V2 
 V3 

   (Please add rows as necessary) 
 Deployment Launch Date (planned): 
 Deployment Synopsis: (2–3 sentences describing the program including plat-

form and audience description) 
 Goal (Business goals for program) 
 Primary KPIs (Key Performance Indicators—metrics, or statistics which inform 

success of the program, not the success of an individual challenge) 
 Deployment Activities (List the key actions and challenges which will be used 

inform the KPIs)

 –    Key Action Names (key actions your users take)  
 –   Key Challenge Names (These may not be available early on in the on-boarding 

process)  
 –   Relevant Categorizations (examples: Geo/Action Type/Language/Site)    

 Benchmarks (Previous results to serve a context for comparison on Primary 
KPIs) 

 Cadence (recommended frequency of reporting)

•    Bunchball Inc Suggestions

    1.    3-day Live check-in   
   2.    2-week check-in   
   3.    Monthly     

 Data Sources (List of systems available to assist in gathering/reporting of infor-
mation. Examples below)  

•   Bunchball Inc Nitro  
•   Web Analytics Tool (Omniture Site Catalyst/Google Analytics)  
•   CRM System    
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 Report Format

    1.    Topline views in Nitro Admin Console.     

 Recommendation (fi lled out by Bunchball Inc) 
 Secondary Analyses (to be identifi ed by the client, examples below)

 Question  Data Source  Metric 

 1. What type of content is the most 
compelling to our audience? 

 Nitro  Unique and repeat actions per content 
group and individual pieces of content 

 2. Do time-based challenges 
increase the frequency of visits? 

 Web tracking 
tool 

 Repeat visits by Nitro-exposed audience 
prior, during and post time-base challenge. 

       Reference 

    Csikszentmihalyi, M. (1997).  Finding fl ow: The psychology of engagement with everyday life . 
New York: Basic Books.    
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  A 
  Achievement systems (AS) , 442–443   
  Action Design Research (ADR) , 604   
  Advanced driver assistance systems 

(ADAS) , 113   
  Advanced motivation scale (AMS) , 256   
  Affordance 

 artefact , 153  
 communication theory , 155  
 context and culture , 156–159  
 digital game , 407  
 dually , 154  
 fundamental social theory , 153  
 of gamifi cation , 332  
 HCI , 151  
 motivation , 332  
 non-game activities , 349  
 real , 154  
 service delivery , 50  
 socio-cultural framework , 155  
 ‘space’ and ‘place’ , 343  
 task analysis/work fl ow , 155   

  Alternate reality games (ARGs) , 8, 11, 14   
  The Amazing Race , 665   
  American Psychological Association (APA) , 

207, 209, 210   
  Analysis of variance (ANOVA) , 463, 464   
  Application, gamifi cation 

 customizable achievement system , 448  
 generic platforms and consequential 

performance , 449  
 qualitative analysis , 448  
 requirements , 448  
 training of German Bundesliga club , 448   

  ARGs.    See  Alternate reality games (ARGs)  
  Artifact production , 405   
  AS.    See  Achievement systems (AS)  
  Assessment 

 competency , 205  
 current failures , 207–208  
 data exchange , 447  
 design principles , 214  
 development   ( see  Team-based management 

game) 
 evidence-centered/formative , 56  
 face-to-face setting , 404  
 feedback , 364  
 game-based solutions , 209–211  
 game elements , 213  
 gamifi cation , 482–483  
 hybrid methodology , 55  
 learning outcomes , 225  
 LeBlanc’s theory , 73  
 nDiVE , 318–319  
 needs-based theory , 34  
 parameters , 50  
 performance and interactions , 403  
 planning cycle , 59  
 pre and post knowledge/skills , 59–60  
 SGIBS , 375–380  
 single-shot , 316  
 social interaction , 360  
 state space reconstructions , 410  
 stealth , 205–206  
 student performance , 48  
 student procrastination , 213  
 technical problems , 408  
 theoretical and technical tools , 411  
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 Assessment (cont.) 
 theoretical framework , 72  
 time and space , 407  
 traditional brick , 65  
 training literature , 566   

  Atomistic data 
 cyclic dynamics , 409–410  
 incommensurable interpretations , 409  
 multicausality , 410–411  
 quantitative and qualitative research , 408  
 superposition , 411  
 time and event segmentation , 409  
 tokenization sequence , 411   

  Augmented reality adaption and basketball 
 “Action Modus,” , 302  
 application “AR Basketball,” three modes 

of game , 301  
 augmented reality application , 300, 303  
 “body height” , 308  
 classic modus , 301  
 dependency on anthropometric 

attribute , 309  
 experimental phases , 304–305  
 explorative observation 

 execution times , 308  
 hit ratio per round , 308  
 of penalty shooting performance , 307  

 explorative observation of penalty shooting 
performance , 307  

 intermondial transfer, real and virtual 
worlds , 306  

 iOS mobile devices , 301  
 motion of parabola , 303  
 motion of shooting , 301  
 Proband classifi cation , 306  
 results , 305–309  
 throwing motions , 302  
 training mode , 301–302   

  Authentic evaluation , 202, 204   
  Authenticity, virtual training environment 

 adult-focused learning , 317  
 cost vs benefi t , 327  
 ghost images and rewind 

 expert performances , 320  
 introspective self-evaluation of 

performance , 320  
 Performance-Based Instruction , 320  

 integration of gamifi cation mechanics 
 gamifi cation tools, implications , 320  
 self-directed learning , 320  

 nDiVE, authentic assessment 
 ‘artifi cially intelligent’ bots , 319  
 complex assessment practices , 319  
 incorporating gamifi cation , 319  

 nDiVE, defi nition , 318  

 realism through technology , 318  
 save points and multiple lives , 321  
 sense of immersion , 318  
 structured learning environment , 317–318  
 time and space controls 

 distortion over relationships , 321  
 Supply Chain Game by 

Responsive.net , 321  
 “The Fresh Connection” simulation , 321   

  Automotive domain 
 marketing and brand forming , 640–641  
  Smileage  application , 641  
 in vehicles 

  CleverMiles  , 643  
 eco-driving applications , 643  
 navigation and driving , 642  
 safe driving , 642   

  Automotive user interfaces and vehicle 
functions 

 accomplishment rates, operating 
tasks , 653  

 contribution , 638–639  
 driving experiment , 653  
 ‘exploration mode’ , 648  
 game design elements , 638  
 gamifi cation   ( see  Gamifi cation) 
 in-car mode , 648  
 interactive tutorial, car buyers , 648, 650  
 in-vehicle mode , 648, 650  
 mobile application , 655  
 motivation , 637  
 NASA-TLX scores , 654  
 offi ine mode , 648, 649  
 offi ne mode prototype , 651–652  
 online mode , 647  
 purpose of framework , 647  
 rental car and car sharing users , 650  
 ‘tutorial and quiz mode’ , 647   

  Avatars 
 AUT students , 336  
 characteristics , 337  
 3D , 336  
 Drunken Avatar Encounter , 336–337  
 misbehaving , 337  
 personal confi guration , 335    

  B 
  Badges.    See also  

 gamifi cation systems , 22  
 GBA , 214  
 goal setting , 176  
 learning outcomes , 169  
 loss aversion , 121  
 reward systems , 277   
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  Behavioral economics (BE) 
 categorization , 89  
 demographic and economic population 

segments , 104  
 design errors , 102  
 encouraging engagement , 89–93  
 game designer’s perspective , 81–82  
 gamifi cation , 83–87  
 guiding action , 93–96  
 identity investment , 97–101  
 implementation errors , 101–102  
 irrational , 88  
 relevance , 88  
 traditional economic theory , 87  
 universal applicability , 102–103   

  Behaviorism 
 art of game design , 139  
 checkpoint , 137  
 computational thinking , 229  
 curriculum designers , 138  
 daily lives , 230  
 easter eggs , 138  
 e-learning and communication , 231  
 extinction , 137  
 fi xed interval schedule of reinforcement , 

137, 138  
 freedom of choice , 230  
 game designers , 135  
 human experience , 139  
 imagination , 230  
 learning theory , 223  
 master of the game , 231  
 multimedia environments , 230  
 POLA , 137  
 psychology , 143  
 research and discovery , 231  
 stimulus—response , 223  
 student’s emotion , 230  
 team cooperation , 231  
 token economies , 135–136   

  Behavior-mapping model 
 description , 344  
 ‘individual place’ , 344–345  
 location specifi c policy , 346–348  
 mediating roles , 348  
 orientation policy , 346  
 sphere of space , 345–346  
 technical support, compensating policy 

dimension , 348   
  BE, mobile application design 

 case study 
 anchor , 121–122  
 core functionality , 120  
 loss aversion , 121  
 self control , 120–121  

 cognitive biases , 105  
 framing effects , 118–119  
 gamifi cation , 110–112  
 HCI , 106–107  
 human behavior , 107  
 IKEA-effect , 118  
 irrational behavior and biases , 108  
 loss aversion , 117–118  
 mental accounting , 115–117  
 moneysaver prototype , 122–128  
 persuasive computing , 108–110  
 psychological computing , 112–115   

  Betamax case , 544–547   
  Big data methods 

 aspects of , 406  
 complexity science , 406  
 defi nition , 414  
 diverse , 405–406  
 e-learning , 404–405  
 IBM , 404  
 time-sensitivity , 406  
 voluminous , 405   

  Black Snow Interactive (BSI)  vs.  Mythic 
Entertainment , 545   

  Bragg  vs.  Linden Lab , 539–541   
  Business intelligence (BI) tools , 685–687   
  Business objectives 

 defi nition , 618  
 economic sustainability , 619–620  
 environmental sustainability , 618  
 gamifying ride sharing , 617  
 player analysis , 616  
 social sustainability , 619   

  Business scenarios 
 assessment, training literature , 566  
 employee motivations , 565  
 gamifi ed interventions , 553, 554  
 motivational theory , 566  
 M2 Research , 553  
 onboarding , 558–560  
 organizational goals , 565  
 performance , 562–565  
 psychological research , 554  
 recruitment , 554–558  
 training , 560–562  
 unanticipated consequences , 553–554    

  C 
  Caillois’ theory , 69–70, 72, 73   
  Career and Technical Education , 203   
  Case studies 

 business community , 277  
 cheating, exams , 286–287  
 fair grouping issue , 284–285  
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 Case studies (cont.) 
 fair/healthy game , 288  
 Faraday’s Law , 270, 271  
 framework and simulation , 272  
 game dynamics , 278  
 gamifi cation process model , 271  
 learning activities , 278  
 mechanisms and environment , 278  
 peer tutoring , 279–282  
 player interaction behavior , 271, 272  
 potential problems , 562  
 programming tasks , 282–284  
 refl ection problem , 284, 288  
 reward systems , 277  
 ride sharing   ( see  Ride sharing) 
 self-reporting mechanism , 288  
 simulated market , 285–286  
 TEALsim , 270   

  Chronicle of Higher Education , 203, 204, 206   
  CLA.    See  Collegiate Learning Assessment 

(CLA)  
  Classifi cation 

 developers and architects , 449  
 gamifi cation solutions , 432  
 interdependencies or taxonomic , 453   

  CLT.    See  Cognitive load theory (CLT)  
  Cognitive evaluation theory (CET) , 178   
  Cognitive load theory (CLT) , 53–55   
  Cognitive science 

 behaviorism , 139  
 cocktail party effect , 143  
 constructivism , 223  
 fl ow zone , 139–140  
 mere ownership , 143  
 personality types , 140–142  
 third-person shooter , 142  
 visual language , 142   

  Collaborative virtual environment (CVE) 
setting 

 behavior-mapping model   ( see  Behavior-
mapping model) 

 ‘space’ and ‘place’ notions , 331  
 team players creation , 342–343   

  Collaborative virtual space, structure , 333   
  Collegiate Learning Assessment (CLA) , 204   
  Collusion detection.    See  Case studies  
  Color theory , 74–75   
  Competency assessments , 205   
  Competitive and cooperative behavior in 

teamwork 
 direct effects , 529–530  
 factory workers , 513  
 framework 

 analysis , 523  
 application , 527  

 dependent cooperation , 523, 524  
 game goals , 525  
 interaction design , 525–526  
 teamwork situations , 523, 524  
 user characteristics and experience , 

526–527  
 gamifi cation , 514–515  
 ideal teamwork situation , 513, 514  
 leadership game RANJ , 528  
 multiplayer Breakout game , 531  
 non-game contexts , 530–531  
 non-game teamwork   ( see  Non-game 

teamwork) 
 persuasive game design model 

 gameful experiences , 520  
 game world experience , 520–521  
 gamifi cation , 519–520  

 practice , 513, 514  
 project proposal and team formation , 553  
 Red Team game , 515, 528–529  
 research , 515  
 rules and goals , 521–523  
 structure , 514  
 transfer effects , 530   

  Completion rates 
 costs  vs.  outcomes , 202  
 engagement , 575  
 workplace skills , 203   

  Computational thinking 
 analytical and synthetic ability , 240  
 communication and work , 248  
 conditional statements , 237, 238, 241  
 data organization , 238  
 digital technology , 219  
 discovery and experiential learning , 219  
 dispositions , 237  
 early ages of man , 224  
 food chain , 242, 244  
 framework   ( see  Framework, computations) 
 intrinsic motivation , 249  
 optimal algorithmic solutions , 224  
 organization and designing , 220  
 project ownership and team 

participation , 245  
 resultant core competency , 220  
 scratch projects , 240  
 self-assessment , 241–242, 246  
 testing and debugging procedures , 244  
 time and resources , 243   

  Conditional statements , 237–241   
  Conduct and penalties system , 347–348   
  Constructivist learning theory 

 educational process , 228  
 gamifi cation elements , 249  
 learning outcomes , 229  
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 learning process , 249  
 scaffolding , 247  
 students activation , 239, 246   

  Consumer and enterprise markets, differences 
 confl ict of interest , 499  
 creative freedom , 498  
 design of gamifi ed environment , 497–498  
 factors of motivation , 498  
 impact of failure , 498  
 purpose of gamifi cation , 497  
 reasons for engagement , 497   

  Consumer protection 
 gamifi cation providers , 551  
 terms of use , 539, 551  
 unfair competition 

 antitrust law , 547  
 copyright law , 547  
 German court rule , 548  
 individual consumers , 548  
 Picknplay , 548–549  
 slavish imitation in patent law , 548  
 trademark law , 547  

 the US , 536   
  Contract law 

 B2B contracts , 538  
 Bragg  vs.  Linden Lab , 539–541  
 Peter Ludlow  vs.  Electronic Arts , 541–542   

  Copyright law 
 Betamax Case , 544–547  
 Digital Millennium Copyright Act , 544  
 European Union Copyright Directive , 544  
 intellectual property rights , 543  
 Non-Disclosure Agreement (NDA) , 543  
 the U.S. court , 543   

  Corporate, entrepreneurship and 
innovation , 390   

  Creativity 
 Belbin personality type test , 359  
 business purpose , 674  
 education , 144  
 fi nancial investment , 212  
 gamifi cation , 482  
 intellectual property laws , 543  
 intrinsic motivation , 178  
 open-ended tasks , 408  
 red teams , 515  
 reward-based gamifi cation , 18  
 skills-based stealth assessments , 206   

  Critical thinking 
 GBA , 209  
 stakeholders , 209  
 stealth assessments , 206   

  CRM.    See  Customer relationship management 
(CRM)  

  Crowdsourcing , 483, 484   
  Crush the Castle and Angry Birds, HCI , 

159–161   
  Culture 

 academic , 213  
 Angry Birds , 159  
 arbitrary , 159  
 communication , 156  
 confusions and misbehavior , 350  
 context , 152  
  CSCW  , 157  
 disciplinary-orientation , 61  
 etiquette of cyberspace , 333  
 exclusive characteristics , 158  
 game interaction , 158, 159  
 Gibson’s theory , 155  
 language , 157  
 Norman’s theory , 158  
 performance-avoidance , 500  
 reward-based test , 3  
 and social norms , 346  
 socio-cultural framework , 157  
 synonymously , 156   

  Customer relationship management (CRM) , 
431, 446, 493, 675, 682, 687    

  D 
  Decision input mechanism 

 consultancy report , 368  
 control sheet , 366, 368  
 opportunity cards , 367, 369   

  Decision tracking features 
 cash fl ow, by team , 372, 373  
 post-game decision-tracking , 373, 374   

  Defi ne, design, develop, test, deploy, and 
analyze approach , 666, 667   

  Design 
 affordance , 151  
 autonomy , 180  
 badge systems , 23  
 Caillois’ framework , 76  
 characteristics , 265–266  
 computer games , 525  
 conjoint experiment , 574  
 consumer markets , 490  
 counterbalance , 123  
 creativity and fi nancial investment , 212  
 cyclic principle , 264  
 domain and business experts , 434  
 educational gamifi ed simulations , 266–270  
 educational simulations , 262  
 extrinsic motivation elements , 234  
 factors , 173  
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 Design (cont.) 
 fi nancial planning apps , 108  
 framing effects , 118–119  
 game-based learning , 358  
 game construction , 381  
 game mechanics components , 52  
 gamifi cation applications , 166–168, 598  
 goals and task , 516–517  
 HCI , 157  
 IKEA-effect , 118  
 implementation , 598–599  
 interactive spaces , 323  
 internet-based brain , 14  
 justifi cation , 52  
 leadership , 526  
 learning environments , 227  
 learning theory , 166  
 LoB , 667  
 logic development team , 669  
 loss aversion , 117–118  
 mental accounting , 115–117  
 meta-formalization , 84  
 methodology , 59  
 optimization and split-test , 102  
 orientation phases , 111  
 page-views , 102  
 principles , 214  
 project knowledge management system , 

603–610  
 psychology , 448  
 RANJ , 528  
 red team , 528–529  
 road block , 668  
 serious games , 355  
 SGIBS , 361  
 specifi cation workfl ow , 435  
 teamlink , 341  
 traditional classroom , 257  
 work , 498   

  Design process 
 educational simulation , 267, 268  
 pedagogical goal , 267   

  Design, project knowledge management 
 ADR approach , 604  
 feedback mechanism , 608–609  
 in-house developments , 603  
 leaderboard and rating mechanism , 

607–608  
 mockup design , 606, 607  
 “project sonar,” , 606  
 and requirements , 604–606  
 social components , 609–610   

  ‘Detour,’ , 668   

  4-D Framework , 378–379   
  DiBella business, PIERSiM environment , 

391, 392   
  2D icebreaker application , 339.     See also  3D 

icebreaker game application  
  3D icebreaker game application 

 activity based icebreaking, 3D CVE , 
340, 341  

 critical incident , 335  
 data sources , 336  
 Drunken Avatar Encounter, The , 

336–337  
 mapping of elements , 338, 339  
 perceptions and reality , 337  
 self-representation , 340  
 ‘space’ and ‘place’ , 340–341   

  Digital badges 
 achievements , 190  
 corporate business organizations , 197  
 educational opportunities , 187  
 engagement , 192  
 Foursquare community , 191  
 frameworks , 193–195  
 implementations , 188  
 K-12 schooling , 196  
 learning experiences , 187  
 lifelong learning endeavours , 198  
 metadata , 190, 192  
 Middle Ages , 189  
 models , 195–196  
 Mozilla initiative , 191  
 Open2Study badges , 188  
 postsecondary environments , 196  
 robotics competencies , 190  
 scout badges , 189, 190  
 soft skills development , 192  
 Tumblr badge , 188, 189   

  Digital game-based learning , 596, 597  
 achievement systems , 442  
 diverse , 405  
 gamifi ed e-learning experiences , 403   

  Digital learning/engagement , 192   
  Digital Millennium Copyright Act 

(DMCA) , 544   
  Digital portfolio elements , 194   
  Digital revolution , 135   
  DMCA.    See  Digital Millennium Copyright 

Act (DMCA)  
  The Drunken Avatar Encounter 

 confi guration , 336  
 misbehaving, “Drunken Polar Bear,”  , 

336, 337   
  Dynamics of complex performances , 415    
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  E 
  ECD.    See  Evidence-centred design (ECD)  
  Eco-driving applications , 643   
  Education.    See  Gamifi cation  
  EL.    See  Experiential Learning (EL)  
  E-learning analytics.    See  Game-based 

e-learning analytics  
  Electronic Arts  vs.  Peter Ludlow , 541–542   
  Electronic learning community , 241, 242   
  ELT.    See  Experiential Learning Theory (ELT)  
  Emotional transfer , 295   
  Employees 

 applicants with employee referrals , 558  
 car sharing , 618  
 Director of Human Resources at 

organization , 557  
 game fi ction , 559  
 interview data , 604  
 job duties , 557  
 leaderboard , 565  
 learning assessments , 560  
 motivation , 566  
 organizational justice theory , 561  
 performance appraisal process , 563  
 social sustainability , 619  
 training and performance management , 554   

  Encouraging engagement, behavioral 
economics 

 intrinsic focus , 90–92  
 loss aversion , 89–90  
 pseudocertainty effect , 92–93   

  Engagement 
 behaviorism , 10  
 constructivism and interaction , 253  
 driver , 70, 71  
 EteRNA , 264  
 game elements , 254  
 gamifi cation , 388  
 knowledge management , 602  
 loss aversion , 89  
 model for engagement , 502  
 motivation , 162, 255  
 organizational commitment , 453  
 phases , 503  
 player type Steve Status , 625  
 social , 13  
 and user experience , 603  
 users, non-game activities and supporting 

organizations , 349   
  Enterprise, gamifi cation in 

 areas of application, markets 
 information , 493  
 multiple domains , 493  

 categories for players , 491  

 and consumer-focused gamifi cation, 
difference , 493–494  

 within educational context , 390  
 ERP , 461  
 framework 

 challenges in attaining objectives , 505  
 designing gamifi ed system , 506  
 factors for motivation , 505–506  
 goals and objectives , 503  
 Heuristic Evaluation for Playability 

(HEP) , 507  
 mesurement , 507  
 multiple parameters , 503  
 need for , 502–503  

 game mechanics, defi nition , 492  
 gamifi cation , 452  
 goals, consumer markets , 490  
 information systems , 431  
 levels of gamifi cation 

 embedded , 492  
 integrated , 492  
 superfi cial , 492  

 motivation, models , 491–492  
 notion of games, characteristics , 491  
 user engagement , 489  
 user experience (UX) , 489   

  “Epic win,” 133 , 135   
  EteRNA , 264   
  Ethic-moral transfer , 295   
  European Union Copyright Directive 

(EUCD) , 544   
  Evidence-centred design (ECD) , 56, 57   
  EVT.    See  Expectancy value theory (EVT)  
  Expectancy 

 design component , 173  
 engagement , 174  
 instrumentality , 172  
 learning environment , 174  
 motivation , 172, 173  
 performance-outcome relationship , 172  
 reward systems , 174  
 valence , 172  
 value model , 173   

  Expectancy value theory (EVT) 
 extrinsic motivation , 24  
 games , 31  
 goal-directed behavior , 30  
 Skinner’s reinforcement theory , 31  
 task-specifi c beliefs , 31   

  Experiential Learning (EL) , 356   
  Experiential learning program 

(case study) , 509   
  Experiential Learning Theory (ELT) , 52–53   
  Extrinsic motivation (EM) , 256    
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  F 
  Fantasy-related transfer , 296   
  FAQs.    See  Frequently Asked Questions 

(FAQs)  
  FCR.    See  First contact resolution (FCR)  
  Fear of failing 

 game failures , 213  
 risk-averse decision-making , 213  
 student procrastination , 213   

  Feedback, SGIBS game , 364   
   Fiero  , 214   
  Flow zone , 139–141, 144, 209   
  Framework 

 advantages , 74  
 automotive training , 648–650  
 Caillois’ , 72  
 credential and evidence-based 

documentation , 194  
 ecosystem , 49  
 education , 48  
 enterprise   ( see  Enterprise, gamifi cation in) 
 evidence-based documentation , 194  
 expectancy theory , 172  
 experiential learning , 205  
 feedbacks and accomplishments , 194, 269  
 game theory , 72  
 gamifi cation , 17, 55, 194, 236  
 learning process , 193, 220  
 mapping and learning , 162  
 MDA , 260  
 methodology , 62–64  
 modern programming and multimedia 

environments , 230  
 Mozilla’s open badges program , 195  
 player-centered design , 616–617  
 pleasure of employees , 599  
 purpose , 647  
 role-playing games , 74  
 sales force practitioners , 51  
 self-determination theory , 5  
 socio-cultural , 155  
 stakeholders , 57  
 student behaviors , 194  
 teamwork situations , 523–527  
 trainee performance , 52   

  Framework, computations 
 capacities development , 234  
 cognitive—emotional context , 235  
 constructivist learning theory , 228–229  
 dispositions and behaviors , 235  
 gamifi cation , 229–234  
 physical activity , 228  
 rewarding system , 227  

 student-centered gamifi cation , 227  
 teachers development , 236   

  Framing effects , 118–119, 127   
  Frequently Asked Questions (FAQs) , 14, 

551, 677   
  Fritz’s postulated transferability model , 

294–295   
  First contact resolution (FCR) , 677   
  Frustration , 213   
  Fun framework 

 altered state , 74  
 challenge, fellowship and discovery , 73  
 expression and submission , 73  
 hard and easy fun , 74  
 people factor , 74  
 sensation, fantasy and narrative , 73    

  G 
  Game-based assessment (GBA) 

 authentic evaluation , 201, 204  
 competency assessments , 205  
 completion rates , 202  
 computer games , 202  
 failures of assessments   ( see  GBA, failures) 
 learning outcomes , 201  
 mysteries , 202  
 psychometrics , 201  
 social comparisons , 211–212  
 stealth assessment , 205–206   

  Game-based e-learning analytics 
 analytic methods , 404  
 atomistic data   ( see  Atomistic data) 
 big data   ( see  Big data methods) 
 classroom-based gamifi ed systems , 404  
 complex and interactive performance , 404  
 data challenges , 415  
 Educational Data Mining (EDM) , 403–404  
 and gamifi ed , 407–408  
 holistic data   ( see  Holistic data) 
 information modalities and types , 414  
 model-based scientifi c approaches , 403  
 qualitative and quantitative approaches , 403  
 voluminous and diverse data , 403   

  Game design 
 computational thinking applications , 220  
 copycat attack , 547  
 current state-of-market , 490  
 digital games , 13  
 ECD , 56  
 educational , 264  
 empirical research , 37  
 exposition , 7  
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 external motivation , 4  
 game-based technology , 50  
 gamifi cation strategies , 259–261  
 gamifi ed simulation , 262  
 guess-work/intuition , 84  
 icebreaking modes , 338  
 implicit/explicit , 386  
 in-depth , 5  
 individual place , 349  
 input-calculation-output , 366  
 learning environments , 227  
 models and frameworks , 378–380  
 motivational theory , 49  
 Nicholson’s effort , 349  
 non-game contexts , 451  
 pedagogical and instructional design 

heuristics , 254  
 performance assessment , 205  
 principles , 134  
 prosocial emotions , 457  
 psychological models , 432  
 real-world changes , 7  
 rules and goals , 521–523  
 SGIBS , 361–364  
 simple functional interaction , 152  
 target markets , 135   

  Game design, gamifi cation 
 alternative frameworks , 72  
 Caillois’ theory , 69–70, 72  
 color theory , 74–75  
 custom engagement , 70  
 direct and indirect , 69  
 fi eld applications , 72  
 fun framework , 73–74  
 game attitude , 75  
 mixed-up experiences , 71  
 self-assessment test , 76–78  
 serious and training game , 68–69  
 web-based strategy , 68   

  Game development process 
 decision input mechanism , 366–369  
 decision tracking features   ( see  Decision 

tracking features) 
 game structure for one period , 366, 367  
 sample graphs, period 6 , 369–372   

  Game mechanics 
 adequate motivators , 611  
 digital communities , 596–597  
 isolation and application , 459  
 use , 484  
 visual (aggregated) , 439  
 visual (basic) , 438   

  Game theory , 68, 72, 134, 152, 278, 288, 518   

  Game thinking and elements 
 business goals , 666, 667  
 defi ne, design, develop, test, deploy, and 

analyze approach , 666, 667  
 in design phase , 667  
 ‘detour,’ , 668, 669  
 fl ow chart , 667–668  
 game-based learning , 663  
 game day , 670  
 game fl ow , 669–670  
 induction and on-boarding plan , 665  
 IT industry, India , 664  
 learning experience , 670–671  
 participant feedback , 671  
 ‘road block’ , 668  
 skills requirement , 664–665  
 team , 666  
 ‘The Amazing Race’ , 665, 671  
 traditional induction training 

approaches , 666  
 TV reality game , 664   

  Gamifi cation 
 airlines and hotels , 2  
 applications in company , 597  
 articles research , 595–596  
 in automotive domain , 640–643, 657–658  
 badges , 18  
 behavior change , 615  
 behaviorism , 223, 229–230, 233  
 benefi ts and critics , 598  
 business 

 experts , 433  
 modeling , 433–434  
 objectives , 618–620  

 car sharing , 618  
 case study   ( see  Case studies) 
 casinos and recreational game , 1  
 choice , 9–10  
 cognitivism , 223  
 constructivism , 223  
 defi nition , 332, 596  
 delineate target behaviors , 620–621  
 deploy appropriate tools , 627–628  
 deployment , 436  
 design , 434–435  

 designers , 17  
 designer’s perspective, defi nition , 519  
 mechanics and features , 386  
 orientation , 222, 225  

 devise activity cycles , 624–625  
 digital badges , 187–198  
 digital communities , 596–597  
 dimensions , 349–351  
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 Gamifi cation (cont.) 
 domain experts , 432  
 on driving performance (RQ2) , 655–656  
 of education , 387–389  
 educational settings , 597  
 effects and infl uencing factors , 599–601  
 elements and mechanics , 332, 639–640  
 end user , 432  
 engagement , 12–14  
 environmentally-friendly lifestyle , 615  
 exploitationware , 221  
 exposition , 7–9  
 FarmVille/Bejeweled , 611  
 feedbacks , 232–234, 632  
 frameworks , 5, 616–617, 635  
 freedom of choice , 243  
 fun , 625–626  
 game design , 5  
 gamefulness , 519, 520  
 game-related concepts , 596, 597  
 games 

 characteristics , 386  
 formalization , 83–84  
 optimization , 84–85  
 transparency , 85  
 unfi ltered behavior , 85–86  

 IKEA-effect , 118  
 imagination , 241  
 implementation , 436, 598–599  
 information , 10–12  
 intrinsic motivation , 4, 233, 243  
 IT experts , 433  
 journeys cross, players , 633  
 law   ( see  Law) 
 layfulness , 519, 520  
 learning activities , 229  
 limitations and challenges , 646  
 loss aversion , 117–118  
 metacognitive skills , 232  
 Mezirow’s model , 4  
 mobile applications , 110–112  
 monitoring , 436–437  
 motivation tools , 221, 222  
 non-game environments , 86–87  
 organismic integration theory , 4  
 player-based outcomes , 18  
 players   ( see  Players, ride sharing) 
 pointsifi cation , 221, 615, 628–630  
 practices , 616  
 project knowledge management 

 creation, storage and retrieval , 602  
 design   ( see  Design, project knowledge 

management) 
 information systems (IS) , 602  

 knowledge exchange , 601  
 motivators, knowledge sharing , 602  
 SQA sites , 601  
 user-centered design approach , 603  
 web-based service , 601  

 prototyping-testing-evaluation-cycles , 633  
 psychological theory   ( see  Psychological 

theory) 
 on recommendations (RQ3) , 656  
 refl ection , 15–17  
 reward program , 221, 222  
 ride sharing , 617–618, 630  
 robust system , 17–18  
 self-determination theory , 222, 630–631  
 social interaction , 238  
 software development process , 432  
 team cooperation , 243, 524, 630  
 test , 436  
 on training motivation (RQ1) , 655  
 TwoGo ride sharing solution , 631  
 user-centered process , 634  
 and virtual worlds , 389  
 visual representation , 232   

  Gamifi cation measurement 
 artifactual and social elements , 50  
 author’s perspective , 49  
 CLT , 53–55  
 digital media industry , 49  
 game-based learning and serious games , 48  
 game eco-system , 50  
 games , 47  
 GPAR , 61–62  
 Kirkpatrick four-level framework , 51–52  
 Kolbs’ Experiential Theory , 52–53  
 learning , 50–51  
 maturation and expansion , 49  
 methodology , 62–64  
 play assessment diagnostics 

 Bayesian approach , 57  
 ECD , 56  
 evidence-centered/formative , 56  
 incentivization , 57  
 skills and knowledge , 56–57  
 social development , 55  
 stealth , 56  

 pre and post knowledge/skills assessment , 
59–60  

 rule-based service systems , 50  
 scorecard , 57–59  
 search hits , 47, 48  
  tour de force  , 48  
 traditional pedagogical practices , 48   

  Gamifi cation mechanisms , 326.     See also  
NDiVE, developments  
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  Gamifi cation performance assessment review 
(GPAR) 

 contextualization , 61  
 data analysis , 62  
 evaluation framework , 61  
 operationalization , 61–62  
 robust measurement process , 64  
 scale ratings , 62, 63   

  Gamifi cation strategies 
 feedback elements , 269  
 interactivities , 269  
 mechanics and elements , 268   

  Gamifi ed designs 
 aesthetics , 259  
 classroom instruction , 258  
 frameworks , 260  
 game mechanics , 260–261, 266  
 IM , 258  
 instructional design , 166  
 interactivity and feedback , 266, 267  
 mediational process , 167  
 meta-cognition , 167  
 operational model , 265  
 participants , 267  
 pedagogical experts , 265  
 Q2L , 258  
 STEM fi elds , 258  
 structural elements , 259  
 target behavior/attitude , 167  
 taxonomy , 167   

  Gamifi ed learning and exploration 
 computer games , 644  
 environments , 644  
 GamiCAD , 645  
 mobile fi tness coache , 645–646  
 NFC , 645  
 in tutorials , 644   

  Gamifi ed science simulations 
 class educational systems , 256–257  
 conceptual knowledge , 264  
 design and implementation costs , 261, 262  
 electromagnetism , 254  
 learning environments , 257  
 mechanics, games , 262, 263  
 misconceptions , 255  
 motivation   ( see  Motivation) 
 PhET simulations , 255, 263  
 student engagement , 255  
 supercharged , 263  
 video games , 257   

  Gamifi ed teamwork situation , 521   
  Gaming 

 applications , 483  
 “conventional” methods , 420  

 education , 420  
 environment and components , 421–422  
 explosion , 474  
 fads and educational reforms , 421  
 fi eld controller , 474  
 gamifi cation , 484  
 gaming engine tracks , 475  
 HR departments , 480  
 intelligent tutoring games/programs , 421  
 mechanics , 484  
 meta-analysis , 420  
 non-gaming contexts , 451–452  
 “passive instruction,” , 420–421  
 psychological terminology , 422  
 Quest to Learn , 421  
 random assignment , 421  
 students with digital environment , 418  
 video games , 420   

  GBA, failures 
 APA , 210  
 authentic assessment , 207, 208  
 critical thinking , 209  
 game-testing , 210  
 program development , 208  
 psychometric principles , 209  
 rubrics development , 210  
 summative assessment , 208  
 target audience , 207  
 traditional measures , 206  
 wheel reinvention , 207   

  Generic gamifi cation platforms (GGPs) 
 analyze , 445  
 Bunchball ’s platform , 446  
 classes , 447  
 integratability , 445  
 integrated platforms , 444  
 non-invasive , 444–445  
 performance , 445  
 structured query language , 445   

  Goal setting theory 
 attention and effort , 174  
 badges , 176  
 commitments , 175  
 and entertainment , 358  
 explicit signs , 176  
 feedback , 175  
 gamifi ed environment , 176, 177  
 goal-performance relationship , 175  
 human motivation , 566  
 learning environment , 177  
 levels/leveling up , 176  
 psychology , 109  
 self-regulation , 175, 177  
 SGIBS game design , 381  
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 Goal setting theory (cont.) 
 situational constraint , 175  
 task , 27, 175  
 time pressure , 177  
 web-based training literature , 177   

  GPAR.    See  Gamifi cation performance 
assessment review (GPAR)  

  Group decision support system (GDSS) , 355   
  GSummit , 474   
  Guiding action, behavioral economics 

 people choice , 93–94  
 scarcity/urgency , 94–95  
 variable reinforcement schedule , 96    

  H 
  Hard fun , 74, 135, 626   
  HCI.    See  Human computer interaction (HCI)  
  Holistic data 

 “analyze-model-simulate-generate,” , 412  
 ‘atomistic’ data , 411  
 empirical probabilities , 412–413  
 gamifi ed digital e-learning experience , 413  
 gender differences , 413  
 leverage database visualization , 412  
 model-driven data science methods , 412  
 network model , 413  
 post hoc discovery , 414  
 quasi-homomorphisms , 413–414  
 subsumption architectures , 413–414  
 trajectory carries , 413   

  Human computer interaction (HCI) 
 affordance , 153–159  
 BE , 106  
 communication and culture , 152  
 confi rmation bias , 107  
 Crush the Castle and Angry Birds , 

159–161  
 cultural boundaries and technological 

platforms , 156  
 design practices , 49  
 functional and non-functional 

requirements , 153  
 game design , 152  
 google play store , 107  
 introvert and extrovert gamers , 151  
 IS , 156  
 mobile scenario , 107  
 opt-out , 106  
 persuasion methods , 108  
 progress bars , 106  
 psychological and persuasive computing 

movement , 112  
 The Social Construction of Reality , 152  

 software development , 162  
 software engineering , 153  
 text labels and symbolism , 155   

  Hypermarket game , 360    

  I 
  IBM ®  Enterprise Social Network Service 

(SNS) , 350   
  Ideal teamwork situation , 513, 514   
  IKEA-effect 

 ownership , 101  
 personal labor , 98  
 virtual currency , 108   

  Implementation 
 achievement systems (AS) , 446  
 custom development projects , 446  
 customizable achievement system , 448  
 gamifi cation , 436, 448, 598–599  
 integrability , 441  
 practitioners and researchers , 448   

  Incentives 
 arbitration , 288  
 badges , 191  
 environment and experiments , 319  
 EVT , 30  
 intrinsic/extrinsic , 30  
 knowledge , 54  
 learners , 287  
 learning experience , 258  
 organizational workforce , 481  
 personal investment theory , 28  
 programs , 3  
 rewards , 33–36  
 short-term and long term performance , 37   

  Individual place 
 behavior mapping model , 344  
 output of collaboration , 344–345  
 policies and supportive game designs , 345  
 “team place” and , 349   

  Induction and on-boarding plan , 665   
  Informal learning , 190, 194, 198   
  Informational transfer , 296   
  Information and communication technologies 

(ICT) , 223, 348, 359   
  Information systems (IS) 

 communicates with gamifi cation 
solution , 442  

 fl exibility , 441  
 functional and non-functional 

requirements , 432  
 game design elements , 431  
 GGP , 444  
 invasivity , 441  
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 IT experts , 436  
 risk , 431   

  Instrumental action orientated transfer , 295   
  Integrated gamifi cation solution (IG) , 443–444   
  Integrated solutions , 447   
  Interactive media , 545   
  Interactive multimedia , 226   
  Intramondial transfer , 298   
  Intrinsic focus , 90–92   
  Intrinsic motivation (IM) , 4, 24, 144, 178, 233, 

243, 249, 255, 326   
  Irrationality , 106–107   
  IS.    See  Information systems (IS)   

  J 
  JCT.    See  Job characteristics theory (JCT)  
  JD-R model.    See  Job demand-resource (JD-R) 

model  
  Job Characteristics Model (JCM) , 498   
  Job characteristics theory (JCT) , 453   
  Job demand-resource (JD-R) model 

 health impairment process , 455  
 job resources and demands , 453–456  
 motivational process , 455  
 prior validated theories , 453  
 PsyCap model , 460  
 social support , 455    

  K 
  The Keller Four Step ARCS Model , 379   
  Key performance indicators (KPIs) 

 behavioral metrics , 677–678  
 and business goal , 678  
 enterprise environments , 675–676  
 and FCR , 677  
 primary and secondary , 675  
 social collaboration communities , 676   

  Kirkpatrick four-level framework , 51–52   
  Knowledge reuse , 595, 603, 607  

 issues , 603  
 projects , 594    

  L 
  Lane Change Task (LCT) , 651–652, 657   
  Lane Change Test (LCT) , 113   
  Law 

 contracts   ( see  Contract law) 
 copyright law   ( see  Copyright law) 
 development process , 550  
 liability and measurability , 542–543  
 regulations, cases and practices , 538  

 unfair competition and consumer 
protection , 547–549, 551  

 unlawful acquisition , 550   
  LCT.    see Lane Change Task  (LCT); Lane 

Change Test (LCT)  
  Learning 

 activities 
 correlations , 237  
 daily life , 226  
 designing systems , 225  
 evaluation , 225  
 game dynamics , 278  
 game mechanisms , 225–226  
 ghost images , 320  
 harmonization , 224  
 pre/post assessment process , 60  
 robotic device , 227  
 student-centered framework , 225  
 transformative learning , 224  

 case study , 509–510  
 classical conditioning , 168  
 consequences , 169  
 engagement , 171  
 environment 

 administrators , 171  
 familiarisation , 316  
 virtual , 316  

 feedback support , 455  
 games , 484  
 gamifi cation techniques , 476  
 HR departments , 480–481  
 IM , 171  
 operant conditioning , 168, 169  
 reinforcement , 169, 170  
 rewards schedules , 170  
 target responses , 169  
 test-taken , 168   

  Learning theory.    See also  Experiential learning 
theory (ELT) 

 Bloom's taxonomy classifi cation , 358  
 four-dimensional framework (4-DF) 

development , 358–359  
 phases , 357  
 SGIBS game , 359–360   

  Liability 
 and measurability, gamifi cation , 542–543  
 transfer effects , 529   

  Liberal Education and America’s Promise 
(LEAP) program , 203   

  Location specifi c policy , 346–348   
  Loss aversion 

 behavior , 128  
 common implementation errors , 90  
 endowment effect , 107  
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 Loss aversion (cont.) 
 gamifi cation factor , 117–118  
 in-game use , 90  
 non-game use , 90  
 player , 89  
 standard gamifi cation badge system , 121    

  M 
  Management 

 assessment   ( see  Team-based management 
game) 

 confl ict , 517   
  Massive Open Online Courses (MOOCs) , 197   
  Mastery , 457   
  MaxQDA , 607   
  Measurement and learning plan , 687–688   
  Measurement of benefi ts 

 A/B test , 683  
 action naming convention , 679  
 ad revenue on web site , 675  
 and analysis process , 674  
 business intelligence (BI) tools , 685–687  
 contextual tags and metadata , 680  
 and CRM , 682  
 description , 673  
 gamifi cation functions , 682  
 goal setting , 674  
 KPIs   ( see  Key performance indicators 

(KPIs)) 
 regression analyses , 685  
 segmentation , 679  
 “silent tracking”/”baseline measurement,” , 

680– 681  
 SMART goals , 675  
 technical implementation and analytics , 

673–674  
 timestamp analysis , 684   

  Mental accounting 
 categorization , 115  
 decision making , 115  
 house money , 116  
 payment decoupling , 117  
 piggy bank , 126  
 psychological effects , 116  
 self-assessment , 124  
 self control , 120–121  
 spending behavior , 114  
 sunk costs , 116   

  Mere ownership effect , 143   
  Methodology 

 additional motivating factors , 578  
 average driving experience , 652  
 behavioral test , 76  
 class design , 422  

 conjoint analysis , 574–576  
 current systems , 480  
 design effective intervention , 59  
 driving task , 651–652  
 education and business , 48  
 engagement measurement , 574–575  
 evolutionary nature , 64  
 experiential approach driven , 390  
 experimental design , 576–577  
 game-like ways , 210  
 game setting, engagement , 577  
 gamifi cation implementation , 47  
 gamifi cation measurement framework , 62  
 hybrid , 55  
 integrators , 64  
 learning , 282  
 motivation theory , 171  
 participants , 124  
 pre/post assessment , 60  
 psychological models and methods , 432  
 scorecard , 64  
 self-reported data , 569  
 social science , 426  
 support implementation , 63  
 tasks , 123–124   

  Model 
 airline pilots , 476  
 behavior-mapping 

 gamifi cation dimension , 349–351  
 individual place , 344–345  
 policy dimension , 346–348  
 sphere of place , 345  
 sphere of space , 345  

 business , 431, 433–434, 482  
 computational thinking , 224  
 digital badge , 195  
 educational gamifi cation systems , 15  
 ERP system , 463, 466  
 expectancy-value , 172  
 experiential learning , 357–360  
 explanatory , 296–298  
 frameworks , 378–380  
 Fritz’s , 308  
 game theory , 134  
 gamifi cation techniques , 271, 481  
 IKEA , 99  
 JD-R , 453–456  
 job-demand resource model , 453–456  
 job resources , 459  
 Kirkpatrick four-level framework , 51  
 learners connect , 4  
 mental , 7  
 motivation , 24–25  
 persuasive game design , 519–521  
 positive emotions , 458, 459  

Index



703

 problem solving transfer , 295  
 psychological , 432  
 refl ection , 15  
 research , 458–461  
 SDT , 180  
 simulation , 226  
 support implementation , 63  
 valid theory , 298  
 VEs , 331  
 video game , 37   

  Moneysaver prototype 
 anchors , 127–128  
 design approach , 122  
 gamifi cation elements , 127  
 laboratory user , 124, 125  
 loss aversion , 128  
 methodology , 123–124   

  Motivation 
 AMS , 256  
 autonomy , 179  
 business and education , 36, 38–40  
 computer-animation , 253  
 computer-based testing , 559  
 concept of “fl ow,”  501  
 digital badges , 194  
 dominant clusters , 24  
 employees , 566  
 expectancy value model , 173  
 factors , 498  
 fl ow zone , 130–131  
 game 

 -design strategies , 254  
 mechanics , 210, 501  
 world experience , 521  

 games , 24–25  
 gamifi cation , 21  
 goal-setting theory , 500  
 IKEA effect , 100  
 incentives and rewards , 33–36  
 integrative achievement , 500  
 interactive engagement formats , 253  
 intrinsic or extrinsic , 506  
 Job Characteristic Model (JCM) , 500  
 leaderboard , 182, 211, 557, 565  
 learning , 255–256  
 and learning theories , 166  
 mapping game elements , 36  
 Maslow’s hierarchy , 37  
 Motivation Potential Score (MPS) , 500  
 needs-based theory , 25–28  
 non-business contexts , 21  
 operant conditioning , 171  
 PBLs , 211  
 project knowledge management , 593–595  
 psychological research , 166  

 Red team meetings , 521  
 rewards-based theory , 30–32  
 SDT , 32–33, 178, 500  
 serious games , 22–23  
 social aspect , 24  
 social-based theory , 28–30  
 social comparisons , 211  
 spectrum , 24  
 survey research , 569–570  
 task complexity , 181  
 task design , 516  
 TEALsim , 254  
 training modules , 560  
 types , 499  
 Vroom’s expectancy theory , 555   

  Motor-driven skills, digital games 
infl uence , 292   

  Mozilla’s Open Badge system , 197–198   
  Multiplayer Breakout , 522, 523   
  Mythic Entertainment 

  vs.  BSI , 545    

  N 
  NDiVE, developments 

 engagement with fi rms , 326  
 gamifi cation mechanisms , 326  
 HMDs , 326  
 open environment , 326  
 virtual environment , 325   

  Near-fi eld communication (NFC) 
technologies , 645   

  Need achievement theory , 25–27   
  Needs-based theory 

 goal setting , 27  
 hierarchies , 25, 26  
 need achievement , 25–27  
 self-effi cacy , 27–28   

  Netiquette, cyberspace 
 “cyberbullying,” , 333  
 rules , 332–333  
 ‘setting rules’ and ‘moderating 

discussions’ approaches , 333   
  New York Public Library (NYPL) , 8, 9   
  NFC technologies.    See  Near-fi eld 

communication (NFC) technologies  
  Non-Disclosure Agreement (NDA) , 543, 547   
  Non-game teamwork 

 compete/cooperate behavior , 517–519  
 confl ict management , 517  
 goals and task design , 516–517  
 Red teams , 515  
 sub-optimal outcomes , 516   

  NYPL.    See  New York Public Library 
(NYPL)   
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  O 
  On-boarding plan , 665   
  Open Sim platform , 391   
  Organizations 

 applicants , 554–555  
 centered design , 349  
 employees , 558  
 M2 Research , 553  
 performance appraisals , 562  
 psychology , 518  
 selection process, applicants , 556  
 sexual harassment training, online , 560  
 text and graphic based social activity , 350   

  Orientation policy , 346   
  Overjustifi cation effect , 144    

  P 
  Paidia against ludus , 71   
  Participants, types of , 380   
  PBL.    See  Problem Based Learning (PBL)  
  Peer tutoring 

 classrooms , 281  
 game interface , 279, 280  
 helpers and helpees , 279, 281  
 IM , 282  
 insurance points , 279  
 programming task , 279  
 solitary learners , 280–282   

  Perceived ease of use (PEOU) , 460, 463–465   
  Perceived usefulness (PU) , 464, 465   
  Performance 

 Action Modus , 302  
 assessment 

 customizable achievement system , 448  
 evaluation of rules , 441  
 generic service approach , 445  
 integrated solutions , 447  
 person-environment fi t theory , 452  
 TAM’s constructs , 460  

 autonomous extrinsic motivation , 33  
 behavior , 56–57  
 confl ict stimulation , 517  
 digital games and simulations , 405  
 digital strategy , 674  
 direct correlation , 277  
 domain-specifi c tasks , 205  
 educational , 204  
 enjoyment , 181  
 expectancy , 173  
 external reward , 178  
 game-based e-learning experience , 404  
 game-mechanic components , 58  
 generic platforms , 449  

 goal setting , 27  
 holistic state space , 413  
 incentives , 30  
 informational transfer , 296  
 integral measurement tool , 53  
 integrated solutions , 447  
 intrinsic motivation , 326  
 knowledge-in-action , 414  
 learning process , 54  
 penalty shots , 300  
 post-test , 559  
 real-life criteria , 366  
 real training situation , 293  
 relatively unconstrained parameters , 408  
 scorecard process , 64  
 self-effi cacy , 28  
 self-evaluation , 320  
 self-regulatory processes , 175  
 social facilitation , 212  
 state space reconstructions , 410  
 statistic relevant differences , 309  
 student , 48  
 tasks , 18  
 traditional educational research 

methods , 403  
 training interventions , 52  
 VIE theory , 172   

  Personal investment theory (PIT) 
 cognitive elements , 29  
 perceived options , 30  
 personal incentives , 30  
 virtual items , 34   

  Personality types , 104, 140–142, 151, 497   
  Persuasion 

 Behavior model (FBM) , 502  
 game design model 

 gameful experiences , 520  
 game world experience , 520–521  
 gamifi cation , 519–520  

 principles , 502  
 technology , 108, 110, 113   

  Peter Ludlow  vs.  Electronic Arts , 541–542   
  Physical skills and digital gaming.    See  

Augmented reality adaption and 
basketball  

  PIERSiM environment 
 business 

 and entrepreneurship education , 
389–390  

 learning , 395  
 strategising , 393, 394  

 classroom experience, comparison , 
395, 396  

 development barriers , 390  
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 DiBella business , 391, 392  
 evaluations , 394–395  
 experience , 395  
 Hotel Island , 391, 392  
 learning , 392, 393, 395, 396  
 management teams , 385  
 Open Sim platform , 391  
 playing and learning , 385  
 recommendations , 395, 396  
 sample, gender profi le , 394  
 satisfaction with experience , 397  
 wholesaler in , 390, 391   

  PIT.    See  Personal investment theory (PIT)  
  Platforms 

 Bunchball ’s platform , 446  
 generic gamifi cation   ( see  Generic 

gamifi cation platforms (GGPs)) 
 integrated , 444  
 requirements and gamifi cation   

( see  Gamifi cation)  
  Play 

 assessment diagnostics , 55–57  
 constant missions and challenges , 266  
 designers and funders , 6  
 educational system , 134  
 engagement , 456  
 extrinsic and intrinsic motivation , 24  
 freedom , 17  
 games , 4  
 gamifi ed learning environment , 177  
 location-based game , 111  
 loss aversion , 121  
 ludic learning space , 7  
 monitor performance , 26  
 play-based gamifi cation system , 6  
 playifi cation , 6  
 psychology , 134  
 real-time/near real-time feedback , 477  
 reimbursing money , 630  
 rewards , 3  
 science museums , 7  
 social behaviors , 48  
 society , 5  
 standard rules , 538  
 students perform experiments , 226  
 teams and cooperation , 631  
 unfair competition laws , 547  
 video game , 28   

  Players, ride sharing 
 Greg Greenthinker , 622, 624  
 Kevin Careful , 622, 623  
 motivations/reservations , 621  
 Sam Scrooge , 622, 624  
 Sarah Socializer , 622, 624  

 Scott Sportsman , 622, 624  
 Steve Status , 622, 623   

  Pointsifi cation , 221, 615, 633  
 challenges , 629  
 individual challenge , 628  
 personalizing business goals , 628, 629  
 player types , 630  
 ride sharing system , 628   

  Points, leaderboards, and badges 
(PBLs) , 211   

  Principle of least astonishment (POLA) , 137   
  Problem Based Learning (PBL) , 356   
  Problem solving transfer , 295   
  Programming environments 

 control statement , 237  
 food chain , 242, 244  
 gamifi cation , 243   

  Programming tasks 
 competition and collaboration , 283, 284  
 learning outcomes , 283  
 pair-programming , 283  
 test and practical problem , 283   

  Project knowledge management 
 bullet points possesses , 594  
 documentation work , 594  
 gamifi cation   ( see  Gamifi cation) 
 organizational learning, improvement , 593  
 90-9-1 rule , 595  
 transactive memory system , 594   

  Project World , 610   
  Prosocial emotions , 457   
  Pseudocertainty effect , 92–93   
  Psychological capital (PsyCap) 

 hope, optimism and self-effi cacy , 459  
 JD-R model , 459, 460  
 personal resources , 456  
 positive emotions , 456  
 TAM’s constructs , 460   

  Psychological computing 
 ADAS , 113  
 apps , 114  
 behavioral economics , 112  
 biases , 114  
 judgment , 115  
 LCT , 113  
 personal fi nances , 114   

  Psychological science 
 behaviorism , 135–138  
 cognitive science , 139–143  
 game elements , 147  
 intrinsic motivation , 144  
 myths , 145–146  
 psychology , 134–135  
 video game addiction , 144   
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  Psychological theory 
 experience points , 165  
 gamifi ed design , 166–168  
 goal-setting , 174–177  
 learner engagement , 166  
 learning , 168–171  
 motivational processes , 166  
 SDT , 178–181  
 video game elements , 165   

  Psychology, workplace 
 application 

 ERP , 461–462  
 PEOU , 463–465  

 capital and positive emotions , 456  
 extrinsic and intrinsic nature , 452  
 in games 

 mastery , 457  
 positive emotions and personal 

resources , 457  
 purpose , 458  
 social components , 457  

 general hypothesis , 451  
 humans’ predisposition , 474  
 model estimations , 466  
 non-gaming context , 452  
 PsyCap   ( see  Psychological capital 

(PsyCap)) 
 research model , 458–461  
 TAM antecedents , 465  
 theories and models , 452  
 in workplace 

 capital and positive emotions , 456  
 engagement and job satisfaction , 453  
 fl ow theory , 452–453  
 JD-R model   ( see  Job demand-resource 

(JD-R) model) 
 organizational commitment , 453  
 person-environment fi t theory , 452  
 positive emotions , 453  
 work-related illnesses , 452   

  Psychometrics 
 challenges , 407  
 immersive experiences , 405  
 social knowledge , 406   

  PU.    See  Perceived usefulness (PU)   

  Q 
  Quest to Learning (Q2L) , 258    

  R 
  Rational unifi ed process (RUP) , 432, 433   
  Refl ection problem , 288   

  Requirements 
 achievement systems , 447  
 classes , 446, 447  
 engineering , 152, 161  
 functional and non-functional, IS , 432, 

440–441  
 and gamifi cation platforms   

( see  Gamifi cation) 
 general gamifi cation 

 basic concepts (l1) , 437–439  
 gamifi cation rules (L2) , 438–439  
 taxonomy of game concepts , 437  

 generic platforms and integrated 
solutions , 447  

 implementation projects, practitioners and 
researchers , 448  

 individual characterization , 446  
 workfl ow includes , 434   

  Reward-based gamifi cation 
 BLAP , 2  
 design elements , 174  
 incentive programs , 3  
 long-term change , 3  
 organization , 2  
 player-based outcomes , 18  
 points and badges , 11  
 real-world value , 3  
 SDT , 18  
 Skinner’s concepts , 10   

  Rewards-based theory 
 EVT , 30–31  
 skinner’s principle , 31–32   

  Ride sharing 
 business objectives , 618–620  
 car sharing services , 617–618  
 employees participate , 627  
 game element hierarchy , 627  
 gamifi cation   ( see  Gamifi cation) 
 players , 621–624  
 social behavior , 630  
 TwoGo , 618, 631   

  ‘Road block’ , 668   
  RUP.    See  Rational unifi ed process (RUP)   

  S 
  Schedules of reinforcement , 32, 136   
  Scholarship of teaching and learning (SoTL) 

 basic procedural fl ow , 422, 423  
 classroom , 426  
 experience points (XPs) , 424  
 gamifi cation , 423  
 gamifi ed format , 424  
 instructor , 425  
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 repeated measures design , 424–425  
 social science’s methodology , 423  
 statistical signifi cance , 426  
 students learning , 423  
 technology , 422  
 use , 422   

  Science, Technology, Engineering and 
Mathematics (STEM) 

 classroom instruction , 258  
 gamifi cation framework , 254  
 motivation , 253   

  Scorecard 
 game-mechanic components , 58  
 gamifi cation measurement , 57  
 GPAI , 57  
 integrators , 64  
 potential elements , 52  
 psycho-motor skills , 58  
 source , 58  
 validation process , 59   

  Scouting badge system , 190, 191   
  Scratch projects , 239, 240   
  SDT.    See  Self determination theory (SDT)  
  Self-assessment 

 computational thinking , 245, 247  
 constructivist learning theory , 228  
 gamifi cation , 68  
 mental accounting efforts , 124  
 test 

 balanced game , 76  
 Caillois’ framework , 76  
 gamifi cation project , 68  
 gaming approach and objectives , 77–78   

  Self determination theory (SDT) , 453, 498  
 amotivation , 179  
 autonomy , 33  
 CET , 178  
 computer experience , 181  
 control perceptions , 178  
 education , 33  
 EM , 179  
 external regulation , 179  
 extrinsic rewards , 179  
 game elements , 181  
 IM , 178  
 impressionists and novel painting 

techniques , 178  
 internal/external motivation , 32  
 intrinsic and extrinsic motivation , 178  
 JD-R model , 453  
 literature , 610  
 macro-theory , 499  
 mastery element , 17  
 social networking , 180  

 social networking site , 180  
 task complexity , 181  
 taxonomy , 179, 181  
 team challenges , 631  
 theoretical framework , 5  
 training task , 180  
 types , 33   

  Serious games , 596, 597  
 defi nition , 637  
 design and measurement , 355  
 eco-system , 50  
 education , 446  
 educational simulation , 261  
 entertainment , 22  
 game-based activities , 22  
 game-environments , 291  
 game-related concepts , 597  
 gamifi cation , 23  
 gamifi ed learning application , 644  
 learner retention and engagement , 48  
 Maslow’s hierarchy , 25  
 motivational power , 23  
 real-world problems , 23  
 technical skills , 69  
 test players' skills and behaviors , 68   

  Serious Games Institute Business Simulation 
(SGIBS) game 

 assessments , 362–363  
 characteristics and features , 365–366  
 description , 357  
 Excel version 2010 software , 362  
 feedback , 364  
 inter-team competition , 362  
 METI undergraduate module , 361  
 strategic and detailed planning , 363  
 students’ perception, game value , 

376–378  
 test measurements and perception surveys , 

375–376  
 time constraints , 363   

  Shaping.    See also  Gamifi cation 
 badges , 34  
 classroom , 250  
 gamifi cation , 111  
 physical/mental construction , 298  
 players , 625  
 reinforcing behaviors , 136  
 teaching machines , 169   

  Skinner’s principle , 31–32   
  Slavish imitation law , 548   
  Social-based theory 

 games , 28  
 PIT , 29–30  
 social comparison , 29   
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  Social comparison 
 attitudes and abilities , 28  
 competitive persons , 29  
 evaluations , 29  
 facilitation , 212  
 feedback loop , 147  
 game environment , 211  
 games and assessment , 212  
 GBA , 211  
 leaderboards , 138, 211, 212  
 motivational consequences , 211  
 motivational effect , 34  
 PBLs , 211  
 social presence , 212  
 theory , 28, 29, 34  
 traditional assessments , 212  
 visual feedback , 211   

  Social facilitation , 212   
  Social interactions 

 fellowship , 73  
 game mechanics , 492  
 learning community , 238  
 motivation , 363  
 prosocial emotions , 457   

  Social presence , 212   
  Social Question and Answer (SQA) 

sites , 601   
  Software stores control , 360   
  SoTL.    See  Scholarship of teaching and 

learning (SoTL)  
  SQA sites.    See  Social Question and Answer 

(SQA) sites  
  SQL.    See  Structured query language (SQL)  
  Stack Overfl ow , 190   
  Stealth assessment 

 Chronicle of Higher Education , 206  
 GBA , 206  
 physical principles , 205–206  
 psychometrics , 206   

  Storytelling, immersive learners.    See also  
Authenticity, virtual training 
environment 

 gamifi ed nudge 
 careful design of the learning 

spaces , 323  
 container terminal scenario , 324  
 quests in games , 322  
 sense of freedom , 323  
 spaces, examining , 325  
 stories and storytellers as tools , 325  

 nonlinear narratives, unrestricted learning 
spaces , 321–322  

 ‘authentic learning , 322  
 mood and storytelling tools , 322  

 provision of skills and knowledge , 322  
 storytelling, features , 322   

  Structured query language (SQL) , 445–446   
  Student-centered instructions , 255   
  Survey research, gamifi cation 

 application of gamifi cation , 570–571  
 background and motivation , 569–570  
 Choice-based-conjoint (CBC) 

style , 573  
 conjoint experiments , 573  
 description of game versions 

 in-game statements used in the monster 
scenario game , 581  

 version 3: monsters: with correct 
answers , 579  

 version 2.1: salesperson: no correct 
answers , 579  

 version 2.2: salesperson: with correct 
answers , 579  

 version 1.0: simple choice sets , 578  
 experimental results 

 drop-off rate , 582  
 minimum efforts , 586  
 number of choice tasks completed , 

585–586  
 reliability of results , 586–587  
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