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Preface

These Proceedings are a collection of selected papers presented at ROBOT 2013:
FIRST IBERIAN ROBOTICS CONFERENCE, organised by the Sociedad Espaiiola
para la Investigacién y Desarrollo en Robética (SEIDROB) and by the Centre for Au-
tomation and Robotics (CAR, a joint research centre from Universidad Politécnica de
Madrid (UPM) and Consejo Superior de Investigaciones Cientificas (CSIC)), along
with the co-operation of “Grupo Temdtico de Robética CEA"-GTRob, “Sociedade Por-
tuguesa de Robotica” (SPR), “Asociacién Espafiola de Promocién de la Investigacion
en Agentes Fisicos” (RedAF), and partially supported by “Comunidad de Madrid under
RoboCity2030 Programme”. This Conference, that was held in Madrid (28-29 Novem-
ber 2013), builds upon the highly successful previous three biannual Workshops that
started in Zaragoza (2007), and continued in Barcelona (2009) and Sevilla (2011).
Those previous and fruitful events, both from the standpoint of their scientific and tech-
nical quality, and for the important number of attending delegates, have motivated in or-
ganizing ROBOT 2013. ROBOT 2013’s main goal was to continue the precedent efforts
in presenting the most recent robotic research and the development of new applications.
While previous events were focused on the Spanish activity, in this edition the core
was extended to the Iberian Peninsula, although we welcome to delegates from other
countries. The interest in robotics has remarkably augmented over recent years. Novel
solutions for complex and very diverse application fields (exploration/intervention
in severe environments, assistive, social, personal services, emergency rescue opera-
tions, transportation, entertainment, unmanned aerial vehicles, medical, etc.), has been
anticipated by means of a large progress in this area of robotics. Moreover, the amal-
gamation of original ideas and related innovations, the search for new potential ap-
plications and the use of state of the art supporting technologies permit to foresee an
important step forward and a significant socio-economic impact of advanced robot tech-
nology in the forthcoming years. In response to the technical challenges in the devel-
opment of these sophisticated machines, a significant research and development effort
has yet to be undertaken. It concerns embedded technologies (for power sources, actu-
ators, sensors, information systems), new design methods, adapted control techniques
for highly redundant systems, as well as operational and decisional autonomy and hu-
man/robot co-existence. Confirming this situation greatest awareness has been received
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to ROBOT2013, and after a careful reviewing procedure the conference finally accom-
modate 106 papers of high quality, where the number of authors goes over 300.

As a summary of the conference, it can be said that included both state of the art
and more practical presentations dealing with implementation problems, support tech-
nologies and future applications. A growing interest in Assistive Robotics, Agricultural
Robotics, Field Robotics, Grasping and Dexterous Manipulation, Humanoid Robots, In-
telligent Systems and Robotics, Telerobotics, Marine Robotics, has been demonstrated
by the very relevant number of contributions. Moreover, ROBOT2013 incorporates a
special session on Legal and Ethical Aspects in Robotics that is becoming a topic of
key relevance. All in all, ROBOT 2013 has been an excellent forum for mutual ex-
change of knowledge among major stakeholders in the field of robotics and we are sure
it will foster a better cooperation to face the challenges posed by Horizon 2020.

We would like to take this opportunity to thank all those involved in organizing
ROBOT2013. To the Co-Chairs (Pedro J. Sanz, U. Jaume I, Spain, Vicente Matelldn,
U. Le6n, Spain, Luis P. Reis, Universidade do Minho, Portugal), to the Plenary
Speakers, to the Programme Committee, to the Consejo Superior de Investigaciones
Cientificas, and to the Escuela Superior de Ingenieros Industriales -UPM, who host
the Conference, our acknowledgement for their invaluable help and kind assistance.
Particularly, thanks are extensive to the Centre for Automation and Robotics - CAR
(CSIC-UPM) colleagues, to its Technical and Administrative Staff and, with special
mention to: Hector Montes Franceschi, Javier F. Sarria Paz, Roemi Emilia Fernandez
Saavedra and Fernando Delgado Medrano, because without their invaluable assistance
ROBOT2013 would never been a sound reality.

To end this preface, special thanks to our editors, Springer, that are in charge of this
Conference Proceedings edition, and in particular to Dr. Thomas Ditzinger (Springer,
Applied Sciences and Engineering).

November 2013 Manuel Armada
Alberto Sanfeliu
Manuel Ferre



Organization

ROBOT 2013 is organized by La Sociedad para la Investigacién y Desarrollo en
Robética SEIDROB and the Centre for Automation and Robotics CAR (UPM-CSIC).

Organizing Committee

Manuel A. Armada
Alberto Sanfeliu
Pedro J. Sanz
Vicente Matellan
Luis P. Reis

Program Committee

Mohamed Abderrahim

Jon Agirre
Eugenio Aguirre
Rachid Alami

José R. Alique
Luis Almeida
Josep, Amat
Rafael, Aracil
Juan R., Astorga
Carlos Balaguer
Guilherme Barreto
Antonio Barrientos
Luis Basafiez

Luis M. Bergasa
Reinaldo Bianchi
Fernando Caballero
Jodo Calado

CAR CSIC-UPM, Spain

IRI UPC-CSIC, Spain

U. Jaume I, Spain

U. Le6n, Spain

Universidade do Minho, Portugal

U. Carlos III de Madrid, Spain
Tecnalia, Spain

U. Granada, Spain

CNRS-LAAS, France

CAR CSIC-UPM, Spain

U. of Porto, FEUP, Portugal

U. Politécnica de Catalufia, Spain
CAR UPM-CSIC, Spain

Airbus Military, Spain

U. Carlos III de Madrid, Spain

U. Federal do Ceara, Brazil

CAR CSIC-UPM, Spain

U. Politécnica de Cataluifia, Spain
U. Alcala de Henares, Spain
Centro universitario da FEI, Brazil
U. Sevilla, Spain

Ins. Sup. de Engenharia de Lisboa, Portugal



VIII Organization

Pascual Campoy
José M. Canas
Carlos Cardeira
Alicia Casals

José A. Castellanos
Miguel A. Cazorla
Carlos Cerrada
Bernardo Cunha
Javier de Lope
Teresa de Pedro
Jorge Dias

Riidiger Dillmann
Sergio Dominguez
Vicente Felid
Roemi E. Fernandez
Manuel Ferre
Ernesto Gambao
Elena Garcia
Nicolas Garcia-Aracil
Alfonso Garcia-Cerezo
Juan C. Garcia-Prada
Antonio Giménez
Fernando Gomez
Pablo Gonzilez
Antonio Gonzalez
Javier Gonzalez
Carlos Gonzalez
Rodolfo Haber
Agustin Jiménez
Antonio R. Jiménez
Nuno Lau

Pedro U. Lima
Maria R. Llacer
Juan Lopez-Coronado
Dario Maravall

Lino Marques
Humberto Martinez
José R. Martinez
Fernando Matia
Luis Merino

Luis Montano
Hector Montes
Antonio P. Moreira
Luis E. Moreno
Victor Muiiéz

CAR CSIC-UPM, Spain
U. Rey Juan Carlos, Spain

Lisbon Technical University/IDMEC, Portugal

U. Politécnica de Catalufia, Spain
U. Zaragoza, Spain

U. de Alicante, Spain

UNED, Spain

U. of Aveiro, Portugal

CAR UPM-CSIC, Spain

CAR CSIC-UPM, Spain

U. of Coimbra - ISR, Portugal

Karlsruhe Institute for Technology, Germany

CAR UPM-CSIC, Spain

U. Castilla la Mancha, Spain
CAR CSIC-UPM, Spain

CAR UPM-CSIC, Spain

CAR UPM-CSIC, Spain

CAR UPM-CSIC, Spain

U. Miguel Herndndez, Spain
U. Milaga, Spain

U. Carlos IIT de Madrid, Spain
U. Almeria, Spain

U. Huelva, Spain

CAR CSIC-UPM, Spain

U. Granada, Spain

U. Milaga, Spain

CAR UPM-CSIC, Spain

CAR UPM-CSIC, Spain

CAR CSIC-UPM, Spain

CAR CSIC-UPM, Spain

U. of Aveiro, Portugal

Lisbon Technical Univ., Portugal
U. Barcelona, Spain

U. Politécnica Cartagena, Spain
CAR UPM-CSIC

ISR-U. of Coimbra, Portugal
U. Murcia, Spain

U. Sevilla, Spain

CAR UPM-CSIC, Spain

U. Pablo Olavide, Spain

U. Zaragoza, Spain

CAR CSIC-UPM, Spain

U. of Porto, FEUP, Portugal
U. Carlos III de Madrid, Spain
U. Milaga, Spain



Urbano Nunes
Anibal Ollero
Gonzalo Pajares
Domenec Puig
Oscar Reinoso
Fernando Ribeiro
Angela Ribeiro
Pere Ridao

Laura Roa

Rui Rocha
Claudio Rossi
Miguel A. Salichs
Roque Saltarén
Vitor Santos

José Santos Victor
Ricardo Sanz
Rafael Sanz

José M. Sebastian
Fernando Seco
Bruno Siciliano
Eduardo Silva

Alexandre Silva Simoes

Armando Sousa
Fernando Torres
Rodrigo Ventura
Eduardo Zalama

Co-organised by

Organization

U. of Coimbra - ISR, Portugal

U. Sevilla, Spain

U. Complutense de Madrid, Spain
U. Rovira i Virgili, Spain

U. Miguel Herndndez, Spain

U. of Minho, Portugal

CAR CSIC-UPM, Spain

U. Girona, Spain

U. Sevilla, Spain

U. of Coimbra - ISR, Portugal
CAR UPM-CSIC, Spain

U. Carlos III de Madrid, Spain
CAR UPM-CSIC, Spain

U. of Aveiro, Portugal

Lisbon Technical Univ., Portugal
CAR CSIC-UPM, Spain

U. Vigo, Spain

CAR UPM-CSIC, Spain

CAR UPM-CSIC, Spain

U. degli Studi di Napoli Federico II, Italy
Inst. Sup. de Engenharia do Porto, Portugal
UNESP - Sao Paulo, Brazil

U. of Porto, FEUP, Portugal

U. Alicante, Spain

Lisbon Technical Univ., Portugal
U. Valladolid, Spain

Grupo Tematico de Robdtica CEA-GTRob
Sociedad Portuguesa de Robotica SPR

IX



Contents

Part I: Marine Robotics

RANSAC Based Data Association for Underwater Visual SLAM .. ........
Antoni Burguera, Yolanda Gonzdlez, Gabriel Oliver

Increasing the Autonomy Levels for Underwater Intervention Missions
by Using Learning and Probabilistic Techniques .......................
Jorge Sales, Luis Santos, Pedro J. Sanz, Jorge Dias, J.C. Garcia

Squirtle: An ASV for Inland Water Environmental Monitoring . . .........
Jorge Fraga, Jodo Sousa, Gongalo Cabrita, Paulo Coimbra, Lino Marques

Realtime AUV Terrain Based Navigation with Octomap in a Natural
Environment . .. .. ... ... ...
Guillem Vallicrosa, Albert Palomer, David Ribas, Pere Ridao

Design and Implementation of a Range-Based Formation Controller for
Marine Robots . . .. ... ... .. .
Jorge M. Soares, A. Pedro Aguiar, Antonio M. Pascoal, Alcherio Martinoli

Rotation Estimation for Two-Dimensional Forward-Looking Sonar
MosSaiCing . . . . .. ...
Natalia Hurtos, Xavier Cufi, Joaquim Salvi

Part II: Control and Planning in Aerial Robotics

Local Heuristics Analysis in the Automatic Computation of Assembly
Sequences for Building Structures with Multiple Aerial Robots . ..........
Alvaro Sempere, Domingo Llorente, Ivan Maza, Anibal Ollero

Lift Failure Detection and Management System for Quadrotors...........
J.J. Roldan, David Sanz, Jaime del Cerro, Antonio Barrientos



XII Contents

Analysis of Perturbations in Trajectory Control Using Visual Estimation
in Multiple Quadrotor Systems . ........... .. .. ... .. .. .. . .. 115
Alejandro Sudrez, Guillermo Heredia, Anibal Ollero

RUAY System Identification and Verification Using a Frequency-Domain
Methodology . .. ....... ... 131
I. Sdnchez, D. Santamaria, A. Viguria, Anibal Ollero, Guillermo Heredia

Fault Estimation and Control for a Quad-Rotor MAV Using a Polynomial
Observer. Part I: Fault Detection .................................... 151
Gerardo R. Flores-Colunga, H. Aguilar-Sierra, R. Lozano, S. Salazar

Part II1: Assistive Robotics

Assistive Robotics as Alternative Treatment for Tremor ................. 173
E. Rocon, J.A. Gallego, J.M. Belda-Lois, J.L. Pons

Ultrasonic Motor Based Actuator for Elbow Joint Functional

Compensation .............. ... .. . . . 181
Dorin Sabin Copaci, Antonio Flores Caballero, Alejandro Martin Clemente,

Dolores Blanco Rojas, Luis Moreno Lorente

Skeletal Modeling, Analysis and Simulation of Upper Limb of Human

Shoulder under Brachial Plexus Injury ............................... 195
Cecilia E. Garcia Cena, Roque Saltarén Pazmirio, Marie André Destarac,

Edgar Loranca Vega, Ricardo Espinosa Gomez, Rafael Aracil Santonja

Assistive Robot Multi-modal Interaction with Augmented 3D Vision and
Dialogue . . ... .. ... 209
Juan G. Victores, Félix R. Cariadillas, Santiago Morante, Alberto Jardon,

Carlos Balaguer

Development of a Lower-Limb Active Orthosis and a Walker for Gait
ASSIStANCE . . . . . 219
D. Sanz-Merodio, M. Cestari, J.C. Arevalo, X. Carrillo, E. Garcia

Part I'V: Surgical Robotics

On Genetic Algorithms Optimization for Heart Motion Compensation . . . . . 237
Angelica I. Aviles, Alicia Casals

Haptic Feedback in Surgical Robotics: Still a Challenge ................. 245
Arturo Marbdn, Alicia Casals, Josep Ferndndez, Josep Amat

Robot Collaborative Assistance for Suture Procedures via Minimally
Invasive Surgery . ........ ... 255
E. Bauzano, B. Estebanez, 1. Garcia-Morales, V.F. Muiioz-Martinez



Contents X111

Part V: Intelligent Systems and Robotics

Multi Hypotheses Tracking with Nonholonomic Motion Models Using
LIDAR Measurements . .. ............o.uuninmuninennenennnenennan. 273
Jorge Almeida, Vitor Santos

Programming by Demonstration: A Taxonomy of Current Relevant
Methods to Teach and Describe New Skills to Robots . . .. ................ 287
Jordi Bautista-Ballester, Jaume Vergés-Llahi, Doménec Puig

Collaborative Architecture Design for Automated Deployment and
Positioning of Beaconing Robots . . ........... .. .. .. .. ... .. . L. 301
G. Martin, J. Lopez Martinez, S. Aparicio, I. Gonzdlez

Bimanual Robot Manipulation and Packaging of Shoes in Footwear

Industry . ... .o 315
Ricardo Morales, Francisco J. Badesa, Nicolds Garcia-Aracil,

Richard Bormann, Jan Fischer, Birgit Graf

Human-Robot Collaborative Scene Mapping from Relational
Descriptions . . .. ... ... 331
Eloy Retamino Carrion, Alberto Sanfeliu

Probabilistic Performance Evaluation for Multiclass Classification Using
the Posterior Balanced Accuracy ............ ... ... ... .. .. .. .. ..., 347
Henry Carrillo, Kay H. Brodersen, José A. Castellanos

A Hierarchical Hybrid Architecture for Mission-Oriented Robot
Control . . ... 363
Manuel Muiioz, Eduardo Munera, J. Francisco Blanes, Jose E. Simo

Real-Time Vehicle Detection and Tracking Using Haar-Like Features and
Compressive Tracking . ......... .. .. .. .. ... . .. . i 381
Sara Maher Elkerdawi, Ramy Sayed, Mohamed ElHelw

Evolutionary Learning of Basic Functionalities for Snake-Like Robots . . . . . 391
Damaso Perez-Moneo Suarez, Claudio Rossi

Multi-robot Operation System with Conflict Resolution ............... .. 407
Eduardo Ferrera, Angel R. Castario, Jesus Capitdn, Pedro J. Marron,
Anibal Ollero

Path Planning in Service Robotics Considering Interaction Based on
Augmented Reality . ......... .. ... .. .. .. . . 421
Francisco J. Rodriguez Lera, Julidn Orfo, Juan Felipe Garcia Sierra,

Vicente Matelldn



X1V Contents

Leg Detection and Tracking for a Mobile Robot and Based on a Laser
Device, Supervised Learning and Particle Filtering . .................... 433
Eugenio Aguirre, Miguel Garcia-Silvente, Javier Plata

Part VI: Agricultural Robotics

Precision Humidity and Temperature Measuring in Farming Using
Newer Ground Mobile Robots . . . ......... ... ... ... ... ... ... ......... 443
L. Cancar, David Sanz, J.D. Herndndez, Jaime del Cerro, Antonio Barrientos

Aerial Fleet in RHEA Project: A High Vantage Point Contributions to
ROBOT 2013 . ... 457
Jaime del Cerro, Antonio Barrientos, David Sanz, Jodo Valente

A New Combined Strategy for Discrimination between Types of Weed . . . . . 469
P. Javier Herrera, José Dorado, Angela Ribeiro

Generating Autonomous Behaviour for a Crop Inspection Robot . . ... ... .. 481
José M. Bengochea-Guevara, Jesiis Conesa-Muiioz, Angela Ribeiro

Validation of a Multisensory System for Fruit Harvesting Robots in Lab
Conditions . .. ....... ... . . 495
Roemi Ferndndez, Carlota Salinas, Héctor Montes, Javier Sarria,

Manuel Armada

Configuring a Fleet of Ground Robots for Agricultural Tasks. ............ 505
Luis Emmi, Mariano Gonzalez-de-Soto, Pablo Gonzalez-de-Santos

Part VII: Humanoid Robots

REEM: A Humanoid Service Robot . . . ......... ... .. ................ 521
Francesco Ferro, Luca Marchionni

Locomotion Control of a Biped Robot through a Feedback CPG
Network . ... ..o 527
Julidn Cristiano, Doménec Puig, Miguel Angel Garcia

Multi-modal Active Visual Perception System for SPL Player Humanoid
Robot . ... 541
Francisco Martin, Carlos E. Agiiero, José M. Caiias, Eduardo Perdices

Framework for Learning and Adaptation of Humanoid Robot Skills to
Task Constraints . ......... ... .. .. . . . . 557
Daniel Herndndez Garcia, Concepcion A. Monje, Carlos Balaguer

AVASTT: A New Variable Stiffness Actuator with Torque Threshold ... ... 573
J. Lopez Martinez, J.L. Blanco, D. Garcia Vallejo, J.L. Torres,
A. Giménez Ferndndez



Contents
A Kinect-Based Motion Capture System for Robotic Gesture Imitation . . . .
José Rosado, Filipe Silva, Vitor Santos

Humanoid Robots Play Theater ................. .. .. ... ..........
Javier Orcoyen Chaves, Daniel Borrajo

High Level Humanoid Postural Control Architecture with Human
Inspiration . . ......... .. .. . .
Santiago Martinez, Alberto Jardon, Carlos Balaguer

Part VIII: Legal and Ethical Aspects in Robotics

Robotic Society: Privacy as a Legal and Technological Issue . . ............
Maria Rosa Lldcer-Matacds

European Legal Issues Applied to Safe Robots .. .......................
Marilo Gramunt-Fombuena

Axiological Elements to Consider Ethics Applied to Robotics . ............
Antonio Madrid Pérez

Part IX: Robot Vision

LineSLAM: Visual Real Time Localization Using Lines and UKF . ... ... ..
Eduardo Perdices, Luis M. Lopez, José M. Caiias

Event-Based Visual Servoing with Features’ Prediction..................
G.J. Garcia, J. Pomares, F. Torres, P. Gil

Visual Hybrid SLAM: An Appearance-Based Approach to Loop Closure. . .
Lorenzo Ferndndez, Luis Payd, Oscar Reinoso, Arturo Gil, David Valiente

Multi-robot Formations: One Homography to Rule Them All ............
Gonzalo Lopez-Nicolds, Miguel Aranda, Carlos Sagiiés

Robust Scale-Invariant Object Tracking ..............................
Ahmed Salaheldin, Sara Maher Elkerdawi, Mohamed ElHelw

A Comparison between Active and Passive 3D Vision Sensors:
BumblebeeXB3 and Microsoft Kinect ................................
Diana Beltran, Luis Basariez

Author Index . ......... ..

XV



About Editors

Manuel A. Armada received his Ph. D. in Physics from the
University of Valladolid (Spain) in 1979. He has been in-
volved since 1976 in research activities related to Automatic
Control (singular perturbations, bilinear systems, adaptive and
§ non-linear control, multivariable systems in the frequency do-
main, and digital control) and Robotics (kinematics, dynam-
ics, tele-operation, locomotion). He has been working in more
than one hundred RTD projects (including international ones
like EUREKA, ESPRIT, BRITE/EURAM, GROWTH, INCO-
COPERNICUS, NMP, and others abroad the EU, especially with Latin America
(CYTED/AECID) and Russia. Prof. Armada owns several patents and has published
over 200 papers (including contributions to several books, monographs, journals, in-
ternational congresses and workshops). He is currently Professor of Research at the
Consejo Superior de Investigaciones Cientificas (CSIC) and Director of the Centre for
Automation and Robotics - CAR (CSIC-UPM). Prof. Armada been Presented as Doc-
tor Honoris Causa by the State Technical University-MADI (Moscow) and by the Kursk
State Technical University (Kursk).

Alberto Sanfeliu received the BSEE and PhD degrees from the
Universitat Politecnica de Catalunya (UPC), Spain, in 1978 and
1982 respectively. He joined the faculty of UPC in 1981 and is
full professor of Computational Sciences and Artificial Intelli-
gence. He is director of the Institut de Robotica i Informatica
Industrial, UPC-CSIC, director of the Artificial Vision and In-
telligent System Group (VIS), former director of the UPC’s
Automatic Control department and past president of AERFAI,
(Spanish Association for Pattern Recognition). He has worked
on various theoretical aspects on pattern recognition, computer vision and robotics and
on applications on vision defect detection, tracking, object recognition, robot vision,
SLAM, robot navigation and urban robots. He has several patents on quality control
based on computer vision. He has authored books in pattern recognition and SLAM, and




XVIII  About Editors

published more than 260 papers in international and national journals and conferences.
He has lead and participated in 37 R&D projects, 13 of them funded by the European
Commission, and he has been the coordinator of the European project URUS (Ubig-
uitous Networking Robotics in Urban Areas). He is (or has been) member of editorial
boards of several top scientific journals in computer vision and pattern recognition. He
received the prize to the Technology given by the Generalitat de Catalonia and is Fellow
of the International Association for Pattern Recognition.

Manuel Ferre received the Laurea degree in control engineer-
ing and electronics and the Ph.D. degree in automation and
robotics from the ‘Universidad Politécnica de Madrid’ (UPM),
Madrid, Spain, in 1992 and 1997, respectively. He is currently
_ | a Professor Titular at UPM, and Vicedirector of Centre for Au-
tomation and Robotics UPM-CSIC. He has participated and
coordinated several research projects in robotics, telerobotics
and automatic control, at national and international programs.

ok His research interest is focused on automatic control, advanced
telerobotics, haptics and human-robot interaction. He has published over 100 papers in
these fields, and has three patents related to human interfaces for teleoperation. He has
also edited many publications, and currently is editor of the ‘Springer Series on Touch
and Haptic Systems’.




Part 1

Marine Robotics



RANSAC Based Data Association
for Underwater Visual SLAM*

Antoni Burguera, Yolanda Gonzélez, and Gabriel Oliver

Dept. de Matematiques i Informatica, Universitat de les Illes Balears
Ctra. Valldemossa, Km. 7’5, 07122 Palma de Mallorca, Spain
{antoni.burguera,y.gonzalez,goliver}Quib.es
http://srv.uib.es

Abstract. This paper presents an approach to perform data association
in a monocular visual SLAM context. The proposed approach is designed
to avoid the detection of false associations by means of RANSAC, and
is well suited to help in localizing a robot in underwater environments.
Experimental results embed the data association in a trajectory-based
SLAM in order to evaluate its benefits when localizing an underwater
robot. Qualitative and quantitative results are shown evaluating the ef-
fects of dead reckoning noise and the frequency of the SLAM updates.

Keywords: Underwater robotics, Visual SLAM.

1 Introduction

Thanks to recent technological advances, the sub-aquatic world is more accessible
for exploration, scientific research and industrial activity. At present, Remotely
Operated Vehicles (ROVs) are commonly used in a variety of underwater ap-
plications like surveying, scientific sampling, rescue operations or infrastructure
inspection and maintenance.

Trying to overcome some of the intrinsic limitations of ROVs, such as their
limited operative range or the need for a support vessel, Autonomous Underwater
Vehicles (AUVSs) are progressively being introduced, especially in highly repeti-
tive, long or hazardous missions. Because they are untethered and self-powered,
AUVs offer a significant independence from surface support ships and weather
conditions. This can notably reduce the operational costs when compared to
missions conducted with tethered ROVs.

1.1 TUnderwater Vision

Light attenuation and scattering, non-uniform lighting and shadows, colour fil-
tering or suspended particles are frequent difficulties when using optical sensors

* This work is partially supported by the Spanish Ministry of Research and Innova-
tion DPI2011-27977-C03-03 (TRITON Project), Govern Balear (Ref. 71/211) and
FEDER funds.

M.A. Armada et al. (eds.), ROBOT2013: First Iberian Robotics Conference, 3
Advances in Intelligent Systems and Computing 252,
DOI: 10.1007/978-3-319-03413-3 1, (© Springer International Publishing Switzerland 2014
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underwater [3]. Contrarily, acoustic sensors have interesting properties in these
scenarios and that is why sonars are the most common choice for AUVs [I5].

However, acoustic sensors have low spatial and temporal resolution. For ex-
ample, the Mechanically Scanned Imaging Sonar (MSIS) used in [I5/4] among
others, has a linear resolution of 10 cm and spends more than 13 seconds to
gather a full view of its surroundings.

Conversely, cameras have high spatial and temporal resolution. Although cam-
eras are not appropriate in open waters where it can be difficult to see the seabed
or other reference points, they are convenient for surveying or intervention ap-
plications, where the vehicle can navigate close to the bottom or it has to stay
near an object of interest [3]. Examples of such applications are mosaicking and
station keeping. Also, recent literature shows that underwater cameras are being
used more and more to perform visual Simultaneous Localization and Mapping
(SLAM) [9].

1.2 Underwater SLAM

Nearly all advanced mobile robotic tasks require some knowledge of the robot
location in the environment. The most successful approach to estimate the robot
pose is the SLAM [16]. A wide variety of SLAM algorithms exists, mostly based
on feature maps composed of straight lines and corners in the environment.
Although this approach has proved to be robust and accurate in structured en-
vironments it has two important problems. On the one hand, this kind of features
can be easily found by means of range sensors, but they are error prone when
using a single monocular camera. On the other hand, depending on geometric
features reduces the scenarios where the robot can be deployed, especially in
underwater scenarios where man made structured environments are uncommon
or can be hidden by flora and fauna grown on them.

Common approaches to visual SLAM [6] do not rely on the existence of geo-
metric features in the environment but on the presence of visual features in the
images. These approaches extract visual features from the images provided by
the on-board camera and try to match them against those stored in the SLAM
map. If matching is possible, then map and robot pose are improved. Otherwise,
non matching features are stored in the SLAM map. Thus, the feature matching
method is crucial when adopting this approach.

In order to perform visual SLAM, the feature matcher, which is in charge of
performing the data association, has to meet two opposed requirements. First,
it has to be fast enough to reach the desired frame rate. Second, it has to be
robust enough to work with images gathered from arbitrarily separated places.
This last requirement, which makes possible to detect previously visited places,
is known as loop closing.

Some authors focus on the first of the aforementioned problems and develop
very fast feature matchers providing good results as long as matched images
are similar [ITJ12]. Unfortunately, these techniques are not well suited to close
loops. Some other authors focus on the second problem using complex features
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relying on complex descriptors [1312] which reliably detect loops at the cost of
large execution times.

This paper proposes a data association method which is well suited to perform
visual SLAM in underwater environments although it could be also used in
terrestrial or aerial scenarios. The presented approach is able to decide whether
two images overlap or not and, in case they do, it estimates the roto-translation
that better explains the overlap. Thanks to that, the proposed data association
method is especially well suited to detect loops. Moreover, a trajectory based
Eztended Kalman Filter SLAM (EKF-SLAM) approach is described and used
to evaluate the proposed data association. Experiments show the ability of our
approach to detect and measure roto-translation between two images even if the
overlapping area is very small.

2 Data Association

2.1 Feature Detection and Tracking

Although detection and tracking of visual features is a growing area in the com-
puter vision community nowadays, there are several widely used and well estab-
lished methods, each one with its own advantages and drawbacks. Our proposal
is based on the Scale Invariant Feature Transform (SIFT) which is robust to
changes in scale and rotation, performs well with different illuminations and
camera viewpoints and has proved to be a good choice to register images in the
localization and SLAM contexts [I3]. A description of SIFT is out of the scope
of this paper. The reader is directed to the literature for a detailed description
of the method.

There are some optimized and publicly available SIF'T implementations, such
as VLFeat [I7], which has been used in the experiments shown in this paper.
However, we would like to emphasize that our proposal does not rely on any
specific feature detector, and it can be applied with minor changes to any existing
feature detector and matcher. Consequently, although during the rest of the
paper we are going to refer to SIFT features, other feature detectors can be
used.

2.2 Underwater Scenarios

A common task in underwater surveying missions is to sweep over a certain
area in order to map the terrain or to look for an object, such as archaeolog-
ical or shipwreck remains. In general, this kind of tasks are performed at an
approximately fixed distance to the bottom and, thus, can be considered a 2D
problem.

Figure [[la exemplifies a typical sweep trajectory followed by a robot which
is endowed with a bottom-looking camera. A circle is depicted over the trajec-
tory every ten camera frames. The rectangles illustrate the camera field of view,
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Fig.1. (a) Sweeping trajectory. The rectangles illustrate the camera’s field of view.
(b) Existing loop closures. (c¢) Example of underwater image. (d) Loops detected using
plain SIFT.

so that the overlap between frames can be appreciated. Figure [[Ib depicts the
possible loop closures that can be found in the previous example taking into
account the camera’s field of view. A line between two circles means that the
two corresponding images overlap.

Typical sea floor images pose two important problems to long term matching
and, thus, to loop closures. First, it may be difficult to find reliable features
because of the low contrast and the lack of distinctive image regions. Second,
most of the gathered images look similar, leading to similar sets of features and
descriptors even between non overlapping images. Figure [[lc shows an example
of the sea floor images used in the different experiments throughout this paper.

Figure [I}d illustrates the effects of these problems. In this example, every
image was matched against each of the previously gathered ones assuming a
sweep trajectory and emulating a typical SLAM data association. Matching was
performed using SIFT. Two images were assumed to overlap if the number of
SIFT feature matchings between them exceeds a certain threshold. In this data
set the number of STFT matchings ranged from 3 to 515 with a mean of 67.4. Just
as an example, the lines shown in Figure[Ild denote detected overlaps according
to this criteria using a threshold of 150. It can be seen a large amount of errors,
mainly false positives, especially when comparing to the actual matches shown
in Figure [lb.
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2.3 The Algorithm

By comparing Figure [Ilb and Figure[Ild it can be observed that the most part
of the errors is due to false matchings. Our goal is to detect and remove these
errors as much as possible from an initial guess provided by SIFT. By doing
s0, our algorithm, which is fed with two images, not only decides whether they
overlap or not, but also estimates the displacement and rotation between them.
In this paper only 2D motions in the image plane are allowed. Although this
may seem an important limitation, the 2D assumption is affordable in the afore-
mentioned sweeping tasks. Moreover, our approach is not conceptually limited
to two dimensions and, thus, can be generalized to 6 DOF.

Fig. 2. Candidate matchings. The yellow lines denote SIFT matchings between the left
and right grayscale images. (a) Two images that actually overlap (b) Two images with
no overlapping.

The first step is to compute SIFT features and matchings for the two images
under analysis. Of course, SIFT features previously computed for one of the
images are not to be searched again. Figure 2] shows two examples of match-
ings. Figure [2la illustrates a situation in which, after a forward motion of the
robot, there is still overlap between the two images. It can be observed how the
most part of the matchings actually capture the motion. However, some false
matchings appear that may corrupt further motion estimates. In the situation
depicted in Figure Btb, although there is no overlap between the two images,
several wrong matchings have been detected.

Our proposal is based on the following premise: correct matchings tend to pro-
pose a single roto-translation between the two images, whilst incorrect matchings
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do not. In other words, correct matchings can be explained by a single model
whilst wrong matchings constitute outliers. The goal of Random Sample Consen-
sus (RANSAC) [10] is, precisely, to find a model where inliers fit while discarding
outliers and that is why RANSAC has been adopted in this study.

Figure [3] shows our proposal to compute the roto-translation between two un-
derwater images using RANSAC. The symbol @ denotes the compounding op-
erator, as described in [I6]. Roughly speaking, this algorithm randomly selects
a subset C of the SIFT matchings M and then computes the roto-translation
X = [z,y,0]T that better explains them. Next, each of the non selected match-
ings is tested to check if it fits X with an acceptable error level. If so, it is selected
too. Finally, if the number of selected matchings |C| exceeds a certain threshold,
the roto-translation that better explains all the selected matchings is computed.
After a fixed number of iterations, the best of the computed roto-translations
constitutes the output of the algorithm.

The algorithm relies on the so called find motion function, which takes the
SIFT feature matchings C' and the SIFT feature coordinates in the first (Frqy)
and second images (Fp,,) as inputs. This function provides the roto-translation
X that better explains the overlap between the images. This is accomplished
by searching the roto-translation that minimizes the sum of squared distances
between the matchings in C. More specifically, the roto-translation and the as-
sociated error are computed as follows:

X = argmin f(2) (1)
e = J(X) (2)

where

f@)= > llpi—zoql? 3)

(i,5)eC

As an example, our proposal has been applied to the same data used in Fig-
ure [Il Matchings corresponding to images that cannot overlap according to the
camera’s field of view have been rejected. Figure @la shows the result of this. By
comparing this image to Figure [[lb it can be observed that all the RANSAC
estimates correspond to actual matchings. Also, it is easy to observe that there
are very few positions with no matchings. This means that, when our proposal
is used in a SLAM framework, most part of the time there will be measurements
available.

In order to provide a fair comparison, Figure @b shows the raw SIFT match-
ings depicted in Figure[Ild but now using the abovementioned rejection criteria.
As it can be seen, only a very reduced number of matchings remains and the
most part of the frames have no matchings. Thus, using this method to perform
SLAM will lead to no measurement data during most part of the time.

Figure [l shows an example of loop detected and closed. The robot first ob-
tained the image shown on the top left and then, when going back because of the
sweep trajectory, the second image was obtained. The bottom image shows both
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F,cs: Feature coordinates {p1,p2, -, Pm}
in the first image
F.yr: Feature coordinates {qi1,q2, -, qn}
in the second image
M : Matchings
Input : M = {(i, 7)|visual matching(ps,q;)}
nlter: Number of iterations to perform
N: Number of matchings to be randomly selected
a: Maximum allowable error per matching
B: Minimum number of selected matchings to
consider a model

Xpest: The estimated roto-translation
Output: €pest: The error of the estimated roto-translation
found: Boolean stating if reliable matching found

begin
k <0;
Ebest < O0;
found + false;
while k£ < nilter do
C' + random selection of N items from M;
(X,¢e) < find motion(Fref, Feur, C);
foreach (i,j) € (M — C) do
if [[pi — X @ ¢;|| < a then
C = CU{(i, )}
end
end
if |C| > 8 then
(X,¢e) « find motion(Fres, Feur,C);
if € < €pest then
Ebest < €}
Xbest < X;
found «+ true;
end
end
k+—k+1;
end
end

Fig. 3. RANSAC algorithm to estimate motion from underwater images.
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Fig.4. (a) RANSAC matchings pruned according to a distance criteria. (b) SIFT
matchings pruned according to a distance criteria.

Fig. 5. Example of loop closure. The detected motion between the two images involves
a rotation of 166.3°.

pictures overlayed according to the motion estimate provided by our algorithm.
It can be observed how both images match almost perfectly.

3 Visual SLAM

This section describes a SLAM framework where the aforedescribed loop closure
approach can be used. The term keyframe will refer to an image that is going
to be used to perform SLAM. For example, if one image every ten is used, that
image is a keyframe.
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k

Fig. 6. Relationship between keyframes (F};) and the state vector components (z;)

Our proposal is based on the delayed-state filtering [9] and the trajectory-based
SLAM [5]. Accordingly, the EKF state vector contains the relative positions
between consecutively gathered keyframes.

X = [x?,x%,x§,~~,x§_l]T (4)

where each x2_1(2 < i < k) denotes a roto-translation from keyframe i — 1
to keyframe i and z9 represents the initial robot pose relative to a world fixed
coordinate frame. Let us assume, without loss of generality, that 2 = [0, 0, 0]7.
Figure [d illustrates the relationship between the state vector components and
the keyframes, which are labelled as F;. As the state vector stores relative poses
between consecutively gathered keyframes, the pose of the most recent keyframe
with respect to the world fixed coordinate frame can be easily computed as
N=oriorio ozt

3.1 Prediction and State Augmentation

Under the assumption of static environment, the state vector does not change
during the EKF prediction step. Also, as the state vector stores the motion
between consecutively gathered keyframes, it has to be augmented every time
a new keyframe is available. Taking this into account, the prediction and state
augmentation steps are only performed after gathering a new keyframe and are
as follows:

Xp =X (®)

At this point, the motion estimate x},zfl is provided by dead reckoning. Also,
the keyframes have to be stored.

3.2 The Update Step

Every time a new keyframe is gathered, it could be compared with all the pre-
viously gathered ones using the data association algorithm proposed in Section
2l However, performing such exhaustive test can be extremely time consuming.
Different approaches can be found in the literature regarding this issue [7]. In
this regard, our proposal to speed up the process is as follows. First, the posi-
tion of each keyframe is computed from the state vector. Using this information,
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those keyframes that are within a certain radius of the new one are selected.
The radius depends on the robot pose uncertainty and on the camera field of
view. Finally, only the selected frames are compared with the new one using the
proposed data association method. In other words instead of comparing the new
keyframe with all the previously gathered, it is only compared with those that
are close enough to allow a match.

The data association tells whether the new keyframe matches each of the
previously gathered ones and, if so, it provides an estimate of the roto-translation
between them. This information constitutes the measurement vector Zj:

Zy = [2191321?23' Zl?n] (6)
where C1,C2, -+, Cn denote the keyframes thet actually match the current one
and ZC’ represents the motion estimated by our RANSAC based approach.

The observation function h; is in charge of predicting z * from the state
vector X, . In other words, the observation function estlmates the displacement
and rotation from F; to Fy using the state vector. Because of the state vector
format, this can be computed as follows:

- Ci Ci+1 k—1
hi(Xp) =26t ®re, @ ... &z (7)
One of the advantages of the trajectory based approach is that the whole
trajectory followed by the robot is explicitly stored and, thus, improved with
each observation.
The observation matrix H; is as follows:

Oh; Oh; Oh; Oh;
Hi = = 0 1 k—1 (®)
OXk | x- oxy X7 0x5 | 5 - oxy x|
It is straightforward to see that
000 i
000  Oh; Oh; Oh;
H, = , B (9)
000 axCHI Bxgzi% . dapt x-
><C'z |

By applying the chain rule, the non-zero terms of this Equation are as follows:

j-1
Ox; x- a$Cz+1

aszJrl

Oh;

Cz+1
Cz+2

Cz+1
Cz+2

P

J

®.. 0z

Xy

®.. oz

Xy

According to [§] this can be computed as follows:

Oh;
(’M?i !

Xy

= Jie19;:©9; ® hitlx - Jealg; © x5, 2} x

(11)
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where Jig and Jag are the Jacobians of the composition of transformations [16]
and

Ci Ci+1 j—1
9j = Teiy1 BTG 1y © . T (12)

At this point, the observation function i and the observation matrix H con-
sidering all the matched keyframes are as follows:

hi H,
hx) = |12 = | (13)
hn H,

By means of Zy, h and H, the standard EKF update step can be performed.
However, the effects of linearizations may be especially important due to Equa-
tions[I0and[[dl A possible way to alleviate such problem is the use of an Iterated
EKF (IEKF). Roughly speaking, the IEKF consists on iterating an EKF and
relinearizing the system at each iteration until convergence is achieved. The de-
tailed description of the IEKF is out of the scope of this paper. The reader is
directed to [I] for a complete explanation.

4 Experimental Results

4.1 Experimental Setup

The experiments conducted in this section have been performed using the un-
derwater simulator UWSim [I4]. This simulator visualizes a virtual underwater
scenario where one or more underwater robots can be configured and deployed.
Moreover, UWSim easily interfaces with ROS [I8], which makes possible to
test under simulation exactly the same code that is going to be executed on
a real robot. Also, ROS log files gathered from real underwater missions can
be played and analyzed using UWSim. The environment where this vehicle was
deployed consisted of a photo-realistic mosaic of a real sub-sea environment.
Pictures shown in Figures [Ilc, 2 and Bl are examples of the imagery used in the
experiments.

The simulated mission consisted on a sweeping task, which is very common
in underwater robotics. During the mission execution, images coming from a
monocular bottom looking camera were gathered as well as the real robot pose.
However, only the images have been used to perform SLAM whilst the real robot
poses have been gathered with the sole purpose of providing a ground truth to
evaluate the SLAM pose estimates.

In order to evaluate the proposed data association, the trajectory-based SLAM
described in Section Bl has been executed. Dead reckoning used in the prediction
step was computed by means of basic 2D visual odometry: SIFT features were
searched and matched between consecutive frames and the roto-translation be-
tween them computed using least squares. The resulting visual odometry is used
to feed the SLAM prediction step.
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Two different configurations have been tested: 5 and 10 frames of separation
between keyframes. In our particular test case, a separation of 5 means that, in
the straight parts of the trajectory, the overlap between consecutive keyframes
is close to 55% of the image. A separation of 10 frames leads to an overlap close
to a 10%.

Also, in order to test the robustness of our approach in front of odometric
noise, we have added synthetic noise to odometry estimates. Five experiments
using different synthetic noise levels have been tested for each configuration.
The noise used is additive zero mean Gaussian and the covariance ranges from a
(X2, Xy, o] = [0,0,0] in experiment 1 to [, Xy, ] = [4:1075,4-1075,5-1074]
in experiment 5. The random noise was added to each visual odometry estimate.
For each configuration (5 or 10 frames of separation between keyframes) and
experiment (five noise levels), 100 trials have been performed in order to obtain
statistically significative results. The resulting SLAM trajectories, 1500 in total,
have been compared to the ground truth in order to quantitatively measure their
error. The error of a SLAM trajectory is computed as the mean distance between
each of the SLAM estimates and the corresponding ground truth pose.

4.2 Qualitative Results

Figure [ provides some of the obtained trajectories to illustrate the capabilities
of our proposal. The figure shows two trajectories provided by the described
SLAM approach which makes extensive use of the proposed data association. The
ground truth is also shown, as well as the corrupted visual odometry. The noise
level added to visual odometry corresponds to experiment two. Two keyframe
separations, 5 and 10, are shown. It can be observed that, in both cases, the
SLAM trajectory is very similar to the ground truth one, even in presence of
significantly corrupted odometry.

4.3 Quantitative Results

Figure B shows the results of the aforedescribed experiments. It can be observed
that our SLAM proposal is able to significantly reduce the odometric error. For

£ S
0
—e—Ground truth —e—Ground truth
—— Visual Odometry —v— Visual Odometry
-1| ——sLAM -1 —+—SLAM
-3 -2 -1 0 1 2 3 -3 -2 - 0 1 2 3
m m
(a) (b)

Fig. 7. Results for visual inspection. (a) Experiment 2, Keyframe separation 10. (b)
Experiment 2, Keyframe separation 5. Even though the depicted odometric trejctories
look different, they have been generated using the same amount of synthetic noise.
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example, in experiment one, where no synthetic noise has been included, the
mean odometric error is 0.15m whilst the SLAM error is 0.004m when using one
every five frames as keyframe. When using one every ten frames as keyframes,
the differences are barely appreciable. This suggests that, for low odometric
errors, the quality of the pose estimates is almost independent of the keyframe
separation being five or ten.

In experiment 5, where the largest amount of synthetic noise has been used,
the mean odometric error raises to 0.99m. When using a keyframe separation
of 5 frames, our approach is able to reduce the mean error to 0.035m. If one
keyframe is used every 10 frames, then the mean error is reduced to 0.042m. In
this case, using one every 5 frames reduces the mean error a 20%.

It can also be observed that, in both cases, the SLAM error and the SLAM
error covariance barely increase with the odometric ones. For example, if one
every five frames is used the SLAM error increases 0.031m from experiment one
to experiment five whilst the odometric error increases 0.837m. If one every ten
frames is used, the increase in the SLAM error is 0.038m, which is significantly
inferior to the odometric error increase.

5 Conclusion and Future Work

This paper presents an approach to perform data association in a monocular
visual SLAM context. The proposed approach has been designed to avoid the
detection of false associations by means of RANSAC, and has shown to be well
suited to help in localizing a robot in underwater environments. Experimental re-
sults embed the data association in a trajectory based SLAM in order to evaluate
its benefits when localizing an underwater robot. Qualitative and quantitative
results have been shown evaluating the effects of dead reckoning noise and the
frequency of the SLAM updates.

Given the good results provided by this method, the next step is to adapt this
method to 6DOF SLAM using an stereo pair. By doing so, SLAM will neither
be constrained to constant height missions nor to almost flat terrains.
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Abstract. This paper represents research in progress in autonomous
manipulation for underwater intervention missions within the context of
the GRASPER project. This project focuses on developing manipulation
skills for an Autonomous Underwater Vehicle (AUV). Current research in
underwater robotics intends to increase autonomy for all kinds of robotic
intervention operations that require physical interaction. Very few un-
derwater systems have the capacity to carry out intervention without any
kind of umbilical cables for tele-operating the actions. This article aims to
investigate new approaches to follow with the aforementioned challenges,
with the inclusion of learning and probabilistic techniques to increase the
autonomy levels of an underwater manipulation system. With this goal,
a collaboration research action has been established between the IRS-
Lab at UJI (Spain), as experts in the underwater robotic manipulation
domain, and the Institute of Systems and Robotics from University of
Coimbra (Portugal), experts in learning by interaction within a robotic
manipulation context.

Keywords: Underwater Autonomous Intervention, Bayesian Learning,
Dynamic Bayesian Network, UWSim underwater realistic simulator.

1 Introduction

This paper discuss the research in progress, under development by UJI-ISR coop-
eration action, in the context of autonomous underwater intervention missions.
Current research in the underwater robotics intends to increase autonomy for all
kinds of robotic intervention operations requiring physical interaction. Despite
the fact that autonomous robotic intervention on land remains in development
and with some valuable achievements, the current state-of-the-art in underwater
intervention missions is currently in a very primitive stage where the major-
ity of the systems are tele-operated by an expert user. This paper addresses
this challenge through research that stills under development, within the con-
text of a project, funded by the Spanish Ministry, titled GRASPER. GRASPER

M.A. Armada et al. (eds.), ROBOT2013: First Iberian Robotics Conference, 17
Advances in Intelligent Systems and Computing 252,
DOI: 10.1007/978-3-319-03413-3 2, (© Springer International Publishing Switzerland 2014
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(a) search and recovery of an ob- (b) the intervention of an under-

ject of interest (e.g. a “black-box water panel in a permanent obser-
mockup” from a crashed airplane). vatory.

Fig. 1. TRITON Spanish coordinated project proposed scenarios

(under the responsibility of University of Jaume-I, UJI, and addressing the prob-
lem of the “Autonomous Manipulation”) represents only a sub-project inside
a Spanish Coordinated Project, entitled: TRITO, “Multisensory Based Un-
derwater Intervention through Cooperative Marine Robots”, which includes two
other sub-projects: COMAROB (“Cooperative Robotics”, under the responsibil-
ity of University of Girona, UdG), and VISUAL2 (“Multisensorial Perception”,
under the responsibility of University of Balearic Islands, UIB). In summary,
TRITON is a marine robotics research project focused on the development of
intervention technologies really close to the real needs of the final user and,
as such, it can facilitate the potential technological transfer of its results. The
project proposes two scenarios to test the concept, and to demonstrate the devel-
oped capabilities: (1, Figure[Tal) the search and recovery of an object of interest
(e.g. a “black-box mockup” from a crashed airplane), and (2, Figure [[h) the
intervention of an underwater panel in a permanent observatory.
The specific objectives for GRASPER are the following:

(a) To develop the user interface and simulation capabilities needed for TRITON.

(b) To generate all the mechatronics and sensor improvements to succeed in the
autonomous manipulation requirements.

(¢) To develop new planning and control strategies, making use of range and
visual information, finally leading to visual free floating manipulation.

This paper highlights the potential benefits of including a new approach based
on the “learning by demonstration” paradigm, in order to increase autonomy in
the required grasping and manipulation skills. Because initially the experimental
validation will be carried out in virtual reality (i.e. by using the 3D simulator
UWSim [I] described below), some contributions are expected in the aforemen-
tioned objectives (a) and (c).

! Multisensory Based Underwater Intervention through Cooperative Marine Robots
(TRITON), available: http://www.irs.uji.es/triton/
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1.1 Initial Strategy and Roadmap

The activities developed in this research activity follow a methodology where the
core techniques can be designed, developed and prototyped with support of a
simulator named UWSim [I]. The research results generated by this activity are
after, tested on real scenarios with different levels of complexity. The Figure
provides a graphical perspective of this strategy.

" Real Scenario | )

Increasing
Complexity

Real Scenario 3

Fig. 2. Development strategy: the core techniques can be designed, developed and
prototyped inside the UWSim simulator. Then, the research results generated by this
activity are tested on real scenarios with increasing scales of complexity.

This methodology and the modular computational architecture is based on
the Robot Operating System (ROS) and provides the support for prototyping
a solution based on a simulator that can be used to target the real robot, in
different real scenarios. The architecture allows us to switch from the simulated
environment to a real scenario at any moment and test the prototyped system
(manipulation, new algorithms, learning, etc.). The real test scenarios include
different physical complexities with increasing degree of realism and hard con-
ditions, when compared with open sea conditions:

e Testbed 1: Water Tank (described below) (UJI, Castellén, Spain)
e Testbed 2: CIRS pool at Girona (UdG, Girona, Spain)
e Testbed 3: Roses Harbour (Roses, Spain)

For each development step or research outcome it is possible to introduce more
complex scenarios by simulating them on UWSim system and test the results in
different testbeds that convey real hardware in real environments with increasing
number of uncontrolled variables (disturbances, visibility, noise, etc.).

1.2 Related Work

In the field of the underwater intervention it is worth mentioning previous
projects like SAUVIM [2], intended for deep interventions, which demonstrated



20 J. Sales et al.

the autonomous recovery of seafloor objects by using a very bulky and expen-
sive system; and TRIDENTH [3], that demonstrated the first multipurpose object
search and recovery strategy in 2012, able to operate in shallow waters. Nowa-
days, two ongoing projects are running in the underwater intervention context
funded by European Commission: MORPHH and PANDORAH. 1t is also notice-
able, that the ongoing TRITON project is an extension of the previous Spanish
founded project RAUVIH [4]. RAUVI was the origin of TRIDENT, demonstrat-
ing in 2011 a successful approach for the search and recovery problem but in a
more limited manner.

Manipulation Learning: One trend in the current state of the art concerns
learning based on geometric properties of manipulation movements to identify
the different manipulation stages [5], or continuously learning constraints in a
Gaussian Mixture Model approach [6]. Kondo [7], Bernardin [§] and Kruger [9]
use symbolic representations encoding hand-object contacts states, temporally
represented in Hidden Markov Models (HMM) or Markov Decision Processes.
Bekiroglu [I0] proposes an approach, using Support Vector Machine (SVM) and
HMM to learn and assess robotic grasping stability. Lin [I1] applies GMM to
learn required fingertip force and pose, to obtain a stable grasp during dexter-
ous manipulation tasks. A different approach is presented in [I2], which applies
inverse reinforcement learning techniques to infer the underlying task, which is
being executed by the demonstrator. Another example comes from Jetchev [I3]
which adapts inverse optimal control techniques [14] to a single grasping task
on a real robotic platform. Beyond the terrestrial applications, there are ma-
nipulation platforms working on space to fix satellites [15], where the robot is
taught remotely by human operators using an immersive interface with senso-
rial feedback. Underwater scenarios have only recently been addressed, e.g. in
[16] autonomous mobile manipulation in shallow water using a single robotic
arm is presented. Recently, Carrera et al. [I7], propose a learning solution for
autonomous robot valve turning, using Extended Kalman Filtering and Fuzzy
Logic to learn manipulation trajectories via kinaesthetic teaching.

1.3 Our Previous Approach

With the aim of increasing the autonomy levels of the underwater manipulation
systems, we have recently been working in a multisensory based manipulation

2 Marine Robots and Dexterous Manipulation for Enabling Autonomous Un-
derwater Multipurpose Intervention Missions (FP7-TRIDENT), available:
http://www.irs.uji.es/trident/

3 Marine Robotic System of Self-Organizing, Logically Linked Physical Nodes (FP7-
MORPH), available: http://morph-project.eu/

* Persistent Autonomy through learNing, aDaptation, Observation and Re-plAnning
(FP7-PANDORA), available: http://persistentautonomy.com/

® Reconfigurable Autonomous Underwater Vehicle for Intervention (RAUVT), avail-
able: http://www.irs.uji.es/rauvi/
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http://morph-project.eu/
http://persistentautonomy.com/
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approaclrﬁ. This approach allows the grasp of different known-a-priori objects
in a water tank, but still requires the user intervention in order to specify the
grasp. Some important pieces of this approach are now described:

UWSim: The Underwater Simulator: UWSim is a software tool for visual-
ization and simulation of underwater robotic missions [I]. The software is able
to visualize an underwater virtual scenario that can be configured using stan-
dard modeling software. Controllable underwater vehicles, surface vessels and
robotic manipulators, as well as simulated sensors, can be added to the scene
and accessed externally through network interfaces. UWSim do the interface
with external control programs through the Robot Operating System (ROS) (see
additional details in section[B]). UWSim has been successfully used for simulating
the logics of underwater intervention missions and for reproducing real missions
from the captured logs [I]. UWSim is currently used in different ongoing projects
funded by European Commission (MORPH and PANDORA) in order to per-
form HIL (Hardware in the Loop) experiments and to reproduce real missions
from the captured logs.

3D Reconstruction of the Scene: The aforementioned approach requires the
reconstruction of the geometry of the objects laying on the floor. To achieve this,
a scan of the scene is performed using a structured laser beam attached to the
forearm of the manipulator. The scan is done by moving the elbow joint of the
manipulator at a constant velocity. At the same time, a digital video camera is
used to capture the scene with the laser beam projected on the object. A visual
processing algorithm runs in parallel: the laser peak detector, which is in charge
of segmenting the laser stripe from the rest of the image and computing the
3D points [I§]. With these points, a 3D point cloud of the scene is built and
represented on the simulator.

2 Problem Statement and Definitions

The challenging problem addressed in this manuscript is within the context
of underwater robotics. Assume there is an object O represented by a set of
characteristics Cp, located in a 3 Dimensional underwater space U € R3. Con-
sider a n DoF manipulator M, operating in U. The challenge is to give M a
set of skills S, such that M is able to reach, grab and manipulate O into
reaching a user specified goal G. At a first stage, this knowledge S is taught by
a human expert. Posteriorly, the manipulator exploits the skill space S, in order
to operate autonomously into solving D(G, O). From this scenario (Figure [3),
we are able to identify the following main problems:

1. The development of a realistic simulation environment, that a human operator can
control and, simultaneously, from which it is able to get realistic feedback while
teaching, via “tele-operation”, a virtual representation of M.

% Underwater semi-autonomous grasping experiments using laser 3D reconstruction
can be seen on-line: Experiment 1: http://youtu.be/VOLNBWfeoLs, Experiment 2:
http://youtu.be/c62FTTycxsQ, Experiment 3: http://youtu.be/42Zk1VwNaqgc.


http://youtu.be/VOLNBWfeoLs
http://youtu.be/c62FTTycxsQ
http://youtu.be/42ZklVwNaqc
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Fig. 3. Underwater intervention scenario. A manipulator M detects and object O
in a workspace U. Upon a user specified goal G (or task), it should be capable of,
autonomously, estimate a solution D for successfully accomplish its mission.

2. Find a suitable, probabilistic knowledge representation, which accurately models
the relation between a set of manipulator sensed information I and a set of skills .5,
such that M can interpret scene information, identify objects of interest and decide
the best course of action D into satisfying G. The solution D, should be updated
every time new information is available, so to be able to cope with dynamic and
difficult underwater operation conditions.

3. Given a solution for G, project D into a set of motor primitives, allowing the
mechanical system M to operate the different steps of its intervention mission.

4. Define a metric to evaluate the success of each intervention, so the system has the
capability to decide whether or not the new proposed solution for G should be
incrementally added to existent knowledge S.

The proposed solution to this problem can be easily stated: an autonomous
manipulator M should be able to decide the best solution D for a given user
specified goal G, based on the information I its sensors are able to acquire from
the environment U. Such information is, at its most basic forms, identity and
pose of objects O, obstructions and its relative End-Effector M pose towards a
specified goal G. The solution and integration of these problems are expected
to provide an intelligent system, capable of autonomously perform underwater
tasks, with minimum human intervention, while being able to constantly adapt
to the difficult underwater conditions.

Data Acquisition Via Realistic Underwater Simulator. Implementation
of the HRI simulator, ensuring that it will acquire the necessary data for learning
the manipulation skills. The data acquired from the user controlling the simula-
tor will be used to develop a filter for assessing what is considered a good trial
or not, deciding which trials can be included in the learning.

UWSim do the interface with external control programs through the Robot
Operating System (ROS). This architecture provides message-passing and com-
munication between nodes in a transparent manner, thus allowing both local
and remote localization of executing nodes (the simulator itself, the learning
and database modules, the user interface, etc.). As a consequence of this, we
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are able to run the whole system in a single computer but also in a distributed
system, allowing thus remote learning.

3 Manipulation Skills: Phases, Information and Tasks

In our manipulation scenario we parametrize the execution in 4 different stages:

1. Initial: The initial stage is a stage where the robot acquires initial information
from the scene, and starts the first iterations to identify scene properties and find
initial solution D for the proposed user defined task T'.

2. Approach: in this stage, the system will refine its assessment of the environment
conditions and will gather extra scene information, adjusting its behavior during
the reach to grasp trajectory.

3. Reach/Contact: once in the neighborhood of the target object, the manipulator
needs to decide the best pose and force parameters to enter in contact with the
object.

4. Contact/Manipulation: at this stage, the manipulator needs to operate the
gripper in order to move the object from an initial to a final position, i.e. a second
goal G, which is defined by a user specified goal OR automatically assessed from
the available sensed information.

We propose a log-spherical intermediate defined key points, at which the manip-
ulation should verify its own attitude towards intermediate and final goals. An
example is show in Figure El We define Attitude as the End-Effector pose, ve-
locity and gripper state, with respect to a specific goal. This attitude should be
inferred based on information acquired from the laser scanner and vision system.

1. Manipulator Attitude is given with
respect to a given goal in space, may
it be the object, or the mission goal
(desired object location).

Its parameters are
*  Velocity
*  End-Effector Position (x,y,z)

*  End-Effector Orientation (r,p,y)
*  End-Effector State

2. We divide the mission into different
stages, located geometrically in U,

‘—-{ Contact
L,

whose size is defined logarithmically. Reach 2
an
IS
3. At each frontier, we define a Approach &
trajectory keypoint, which can be Initi
,—> nitial
interpolated to give a solution D.
@ - Keypoints

Fig. 4. Proposed log-spherical space for manipulation stage division. The closer M is
to its goal, it should be assessing its attitude more frequently.

Solutions are addressed from different system perspectives. At each of these
stages a supervised learning process is applied, using a tele-operated realistic
simulator environment, from which data from the scene, from the manipulator
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and from the user controlling the simulator will be recorded in a database for
posterior analysis. Our goal is to map a set of sensed information I into a set of
skills S observed during tele-operated execution. The data will then be associ-
ated by means of probabilistic density functions, into developing an autonomous
decision making framework. We propose a system which will make its decisions
according to information from different perspectives:

1. Sensing Solution: We start by defining a workspace region, which can be
reachable by the manipulator. Sensed information will be projected into an
occupancy grid space and processed for developing an interpretation model
of the scene, objects and actions. Segmented information is complemented
and associated with the manipulator attitude parameters.

2. “Egocentric” Solution: With this approach, we will project all information,
as it would be seen by the gripper perspective. We aim at comparing the
egocentric approach, which will encompass possibly less and different data,
to the proposed sensing solution in terms of manipulation efficiency.

4 Learning Manipulation Skills: Probabilistic Modelling

Learning the adequate end-effector attitude M should exhibit at the different
phases, will encompass the definition of approach, contact and manipulation
skills based on sensed information and using a learning approach. Unknown se-
quences will be conducted in order to assess the framework scene interpretation
and decision capabilities. We propose a Dynamic Bayesian Model as a support
methodology into solving the decision making framework. The development of
our model follows the formalism of Bayesian Programming [19], which allows
efficient and coherent model development. It defines 4 main stages, which are
described in the forthcoming subsections.

Stage 1::Variable Definitions: Bayesian Programming formalism starts by
identifying the relevant variables to the problem. Let us recall we are interested
in estimating the End-Effector attitude, at the Different phases of the interven-
tion, based on sensed information and considering a user-specified goal. We will
address each goal as an independent problem, which can be posteriorly general-
izable. This is due to the fact there are two different goals for our manipulator
to succeed in a mission: grabbing and object of interest AND move/manipulate
it into a specified goal. The mission goals is defined as a tuple {Object, Action},
where the user manually orders the system to find an object and act on it. From
this description we can define the following variables:

— Attitude Velocity V: this variable defines the velocity which the end effector
should exhibit at each given key point.

— Attitude Position X € R?: this random variable vector defines the spatial lo-
cation (z,y, z), relative to object O coordinate system, in which the end-effector
must be positioned, so to perform a correct approach. This location must be un-
obstructed, otherwise the system should select next candidate location. In the
presence of singularities, human tele-operation is required.
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— Attitude Orientation I" € R?: this random variable vector defines the orienta-
tion of the End-Effector relative to the estimated O pose.

— Attitude End-Effector E: this random variable has two different states {open,
closed}. While scenario complexity increases, it will become a real valued tupple,
representing both opening width and pressure.

— Object Identity O: this variable space state is { Box, ~Box}.

— Object Location Oy € R3: this random variable defines the location of O.

— Object Pose Op € R3: this random variable vector states the object pose with
respect to U.

— Estimated End-Effector to Object Distance D: random variable with the
estimation for the relative distance of the end-effector to the object, and at a
subsequent decision stage, from the end-effector to the target Location.

— Occupancy V,: this variable represent the state of a given cartesian location in
U. For simplicity purposes, we consider this to have two possible states: Occupied
or Empty. The information of this state is retrieved from an occupancy map taken
from the readings of a Laser Range Finder, but will be held into consideration to
be estimated from a stereo vision system.

— Laser Information Ir: this random variable vector will represent laser range
finder information.

— Image Information IM: this random variable vector contains image features
and characteristics of segmented objects of interest.

— Task T is a random variable vector defining the end pose of O.

— Goal G: is a tupple containing information about an object identity O and a
specified task T

We can now define the joint distribution J of our model as:
J=PV,X,IE,O,0,,0,V,, I, I,,T,G) (1)

Stage 2::Decomposition: The second stage of the Bayesian Program is to
define the decomposition of the joint distribution. This is a simplification pro-
cess, where the joint distribution is parametrized in a multiplication of simpler
conditional distributions. Directed Acyclic Graphs (DAG) can be used to assist
this step. The following Figure [l represents the proposed DAG of our model.
We break the DAG into different abstraction levels for easier comprehension. As
can be seen the attitude space is where the attitude variables are. As mentioned
previously, the attitude of the end-effector should depend on the available infor-
mation about the object, the environment and also from the user specified goals.
The information about the object may be retrieved from the vision information
as well as from the laser scanner information. We introduce a simplification step
at an initial stage, where the user identifies the object in the occupancy grid,
which at that particular stage resolves into a problem of object verification, in
a classification process. Assuming all variables are independent and identically
distributed, we obtain the following decomposition:

P(V,X,[E,0,0L,0p,G,T,D,Vo,Ir,IM) =

= P(V)P(X)P(I')P(E)P(O|V)P(T|V)P(G|V)P(OL|X)P(G|X) )
P(T|\I"P(Op|I")P(O|E)P(Vol|O)P(IM|O)P(IL|Vo)
P(Vo|Op)P(IM|Op)P(Vo|OL)P(D|OL)P(IL|D)P(IM|D).
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Fig. 5. Directed Acyclic Graph of the proposed Dynamic Bayesian Network. Nodes
represent variables and directed arcs represent variable dependencies.

Stage 3::Formulation: This represents the final stage in the specification pro-
cess. Upon formulating each of the conditional distributions of our decompo-
sition, we have a complete model definition. At this stage, we need to assign
parametric or non-parametric probability density functions to each term of the
previous step. We will tendentiously assign parametric distribution functions, as
these will provide a closed form solution to our problem, and therefore making
the inference process solvable analytically, a desirable property. For variables in
which the space is R¥, it is a common and efficient solution to assign Gaussian
distributions. In case a variable lies in a subspace of R such as R™, one can
decide to assign Poisson distributions. For discrete variables with two states, we
propose either Binomial or Bernoulli distributions, whose parameters might
be user specified or learned from sets of experimental data. Other discrete vari-
ables whose space state is bigger than 2, may be represented by m Multivari-
ate Stochastic Matrices, in which (m — 1) dimensions defined parameters
and states and the other represents the probability values. Considering these
guidelines, we now present the complete specification of our Bayesian Program
in Figure [l where the decomposition in Equation 2lis compacted for simplicity
purposes. The functions in the formulation, are likelihood distributions, which
can be learnt incrementally or in batch, from experimental data. In our prob-
lem, we will consider the batch approach. Likelihoods are probability density
functions which are defined in terms of a the first random variable, given the
knowledge of the outcome. This constitutes a supervised learning process, and
requires a user to give the learning process information about the outcome of
the variable argument on the right side of the conditional probability.

Stage 4::Bayesian Inference: Once the model is fully specified we can now in-
quire for information, based on observable evidence. The questions to our model
follow the Bayes Rule formalism, i.e., what is the most likely attitude of the end-
effector which will allow to fulfil the desired goal, considering the information
about the environment. For simplicity purposes, variable A is multivariate and
contains {V, X, I'' E}, O generically defines {O,0Op,Or} and I is composed of
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Variables:
V,X,I''E,0,0.,0p,G,T,D,Vo,I,IM

Decomposition:
P(V,X,I''E,0,0,0p,G,T,D,Vo,Ir,IM) =
=P(V,X, I E)P(O,T,G|V)P(Or,G|X)
P(T,Op|I")P(O|E)P(Vy,IM|O,O0p)

P(Vo,D|OpL)P(IL|Vo)P(IL,IM|D
specification (Vo, DIOL)PUILIVo)P(IL, D)

description X
Formulation:

P(V)P(X)P(I)P(G|V)P(Or|X),
P(G|X)P(Op|I)P(IM|O)P(IM|Op),

P(D|OL), P(I|D), P(IM|D) = Gaussian

P(E) = Bernoulli

P(O|V), P(T|V), P(T|T), P(O|E), P(VolO),
P(VplOp), P(Vu|OL), P(IL|Vo) = Stochastic Matriz

identification: Bernoulli, Binomial parameters based on ©.

Fig. 6. Bayesian Program description: it enumerates the relevant variables, the joint
distribution decomposition and the formulation of the conditional distributions in para-
metric forms. The identification stage refers to the parameters of the Bernoulli distri-
bution that will be estimated from the experimental data ©.

{Ir,IM}. The term P(A) represents the Prior distribution, which is the esti-
mated attitude of the end-effector before new evidence is taken into account. This
distribution is what states the difference between frequentist and subjectivist ap-
proaches. It forces regularization for the posterior probability, avoiding overfit-
ting and ensuring that at least one optimal solution exists and it is unique. The
terms P(I|D), P(I|Vo), P(D|0O), P(Vo|O), P(O|A), P(G|A) and P(T|A) repre-
sent a set of likelihood distributions, which reflect how the evidence affects the
estimation for A. The normalization term is omitted for mathematical simpli-
fication as it does not affect local maximum values for A and its only purpose
is ensuring the posterior density integrates to 1. There are various algorithms
allowing to perform inference. Perhaps the most popular is the Maximum A Pos-
teriori (MAP). It is a point estimate, which allows finding the maximum value
for a given variable based on observable evidence, given by equation [3l

Avap(G,1,Vo,T,0,D) = 3)
argamaz P(I|D)P(I|Vo)P(D|O)P(Vo|O)P(T|A)P(O|A)P(G|A) P(A)

5 Experimental Arrangements

In order to validate the proposed learning paradigm, the real scenario 1 shown
in Figure [ (and described below) has been modelled into the UWSim simula-
tor (see Figure [Th). The real scenario includes an underwater vehicle equipped
with a robotic arm. In our initial validation arrangement, we will consider that
the vehicle is docked to the tank in a fixed position (fixed base manipulation
configuration), so the manipulation training will be done by using the degrees
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(b) Black-box intervention scenario.

Fig. 7. User interaction with the UWSim simulator using a gamepad controller to train
the system. The user gets complete 3D visual information and contact feedback from
the observed scene.

of freedom of the underwater arm. The interaction between the human and the
virtual robot involves (see Figure[7al): (1) the use of a gamepad, (2) the complete
3D visual information of the scene observed in the computer screen, and also (3)
contact feedback, that is, when the robotic arm contacts an object. Right now,
this binary contact condition is displayed as a simple indicator on the interface,
but later, we will require force feedback implemented on the gamepad.

5.1 Testbed 1: The Water Tank Scenario

The scenario implemented on the simulator corresponds to the real scenario 1
depicted in Figure Pl It consists on a 2m x 2m x 1.5m water tank, whose floor
recreates a real seafloor. The underwater vehicle can move with the aid of four
thrusters in the horizontal plane, but can also be docked to the water tank
to perform fixed base manipulation. Attached to it is a 4 D.O.F. robotic arm
(CSIP Light-weight ARM5E [20]) with the possibility to mount different grippers
(like the UJIOne, a sensorized gripper containing tactile sensors based on strain
gauges in its end—effectorﬂ). The vehicle is equipped with an underwater camera
(Bowtech 550C-AL) that is placed near the base of the arm and is looking
downwards. As previously described in section[[.3] the system is able to perform
a 3D reconstruction of the scene by using a laser stripe emitter (Tritech SeaStrip)
attached on the forearm of the manipulator [I§].

5.2 The HRI with the UWSim Simulator

The UWSim simulator is an open project in continuous development. It is divided
in different specific branches, where the main one containins the simulator itself.
A second branch, named QtUWSim, has the objective of improving the user
interaction with the simulator, integrated with the Qt library (windows manager
framework). This new environment, allows the user to work with the simulator
through buttons, menus and dialogues. Some options will use the the menus to
load the scene characteristics, topics, objects and vehicles. The possibility to

" See a reactive tactile sensor test on-line: http://youtu.be/42Zk1VwNaqcl
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the user to move the end effector with interactive markers [21] also exists. This
end effector is defined in a URDF file and loaded into the 3D scene. After the
user selects the “grasp specification 3D” option from the menu, the end effector
is surrounded by 6 interactive markers (3 translational and 3 rotational). So,
the user moves these interactive markers to indicate the end effector position
and orientation to reach the target. Another branch integrates the PCL libraryﬁ
for 3D reconstruction. A laser is attached to the forearm of the manipulator,
reconstructing the target object as a point cloud image. This data may be used
also to specify grasping points manually for learning. An algorithm can use this
information to find the best grasping points, considering maximum width [I8].

5.3 Adapting UWSim for the Proposed Learning Paradigm

As mentioned above, the UWSim simulator do the interface with external control
programs through the Robot Operating System (ROS). This means that all the
inputs and outputs to and from the simulator are done through ROS topics. A
specific ROS node outside the Simulator architecture named arm joy control
allows the user to interact with it using a game controller, by using a specific
launch file. Specifically, it allows the user to move the robot arm in joint space
(g1=Slew, ¢2=Shoulder, ¢3=FElbow, ¢/=JawRotate) and also controlling the
Jaw opening (¢g5=JawOpening).

A second node named arm joy cartesian control, currently under devel-
opment, will allow the user to control the robot arm in Cartesian space, using
numerical inverse kinematics solvers from the Orocos KDL library, to calculate
the successive trajectory key-points. By using these values, the algorithm calcu-
lates the direct kinematics to verify the user desired point. Due to the few arm
degrees of freedom (4 D.O.F.), the algorithm does not check the arm orientation.

Our validation relies on an accurate representation of the real world in our
realistic simulator. This property allows us to have a 1 on 1 correspondence
between variables on both environments.

5.4 Preliminary Results

The first step in the learning process conveys data acquisition from several tri-
als, upon user demonstration by using the simulator. The acquired variables
are the joint values ¢; = {qo...q4}; the relative distance to the target object
d; binary data indicating when the target object has been picked; and collision
information (any collision between the arm and/or the end-effector and the tar-
get object). The second step is the automatic execution phase P determination,
where P € {approach, reach, manipulation} is a random variable which identi-
fies the current phase of a given action. We divide an action into three different
phases: the approach phase in which the manipulator identifies the object of in-
terest and starts moving in its direction; in the reach-to-contact the end-effector
is required to take the grasp configuration needed to perform the action; the

8 Point Cloud Library, available: http://pointclouds.org/|
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Fig. 8. Preliminary results showing captured data from simulator (g;, range, target
picked, collision) over time and automatic determination of the execution P phase,
where p1 = {approach} is represeted in red, po = {reach} is represeted in blue and
p3 = {manipulation} is represeted in green

manipulation stage happens when the end-effector contacts the object to per-
form a specific task. The captured data from simulator (g¢;, range, target picked,
collision) and the distance-based phase P selection can be seen in Figure [l

6 Conclusions and Future Work

After very successful research achievements through previous projects, like TRI-
DENT or RAUVI, following a semi-autonomous strategy, we are trying to in-
crease now the autonomy levels, under GRASPER project context, by means of
learning. This new approach is supported by the ongoing cooperation between
UJI (Spain) and ISR (Portugal). In particular, upon successfully implementing
the learning/classification framework, we will achieve two main goals. The first,
is to have a knowledge representation, in which probability density functions
are used to efficiently map sensed information into manipulator action param-
eters, dependent on specific underwater mission goals. The second objective is
having the manipulator accessing the knowledge information in a decision mak-
ing/classification framework and, autonomously, decide the correct course of
action into solving a given user-defined task. The estimated optimal solution is
based on the information it is capable of acquiring from itself and the environ-
ment. This process is intended to increase AUV autonomy capabilities, while
simultaneously reducing, or even assisting human intervention. The model will
include additional information, the state of the AUV in the representation of
the model, to maintain the apropriate arm configuration if the vehicle is not
in a static position. To maintain the vehicle position on top of the object to
manipulate, we will use our already developed visual tracking method [22].
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Fig. 9. Execution and Incremental Learning Block Diagram

The final goal of the project is to have an AUV (Autonomous Underwater
Vehicle) performing an underwater task autonomously, with minimum human
intervention. To that purpose, autonomous execution will be used to incremen-
tally update existing knowledge with new trials (Figure[). While executing, the
acquired information will be interpreted, and forwarded to a module which will
decide whether the trial will be added to memory for future interventions, or not.
This decision will be based on a comparison between expected and real mission
outcomes. This is a continuous process where the generalized action information
is synthesized into low-level control primitives acting on the manipulator itself.
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Abstract. This paper presents the Squirtle, an Autonomous Surface
Vehicle (ASV) for autonomous navigation and capable of manoeuvring
in tight river environments. Its main features include precise localization
with RTK GPS and inertial sensors, high manoeuvrability and autonomy,
depth sensing and obstacle detection. Its purpose is the exploration and
mapping of the bottom of rivers and of their shores. The article includes
a brief description of the systems developed to fulfil this task. Software is
based on the Robot Operating System (ROS). Results from preliminary
field trials are presented and discussed.

1 Introduction

ASVs are an important tool for studying bodies of water such as rivers, oceans
or lakes. An ASV is able to undertake long term missions of environmental sam-
pling or bathymetric surveying which can be laborious and tedious tasks for
human workers. The absence of the human element means that they can have a
reduced size and navigate on shallower and more dangerous waters. As such, they
can also be employed as a cost effective coast monitoring tool. Further common
uses for ASVs include providing support for an autonomous underwater vehicle
by improving their communication and localization capabilities, as well as re-
trieving data from sensors deployed in buoys without long range communication
equipment. To be able to complete these tasks, ASVs must be able to react to
dynamic environments and modify their course accordingly. Obstacles such as
other vessels, swimmers, buoys, tree branches and other debris are a challenge
that must be dealt with in order to achieve full autonomy. In addition, this type
of obstacles will often be mobile due to currents or even by their own propulsion.

This work focuses on the Squirtle ASV, developed at Institute of Systems and
Robotics (ISR) from the University of Coimbra, and its capabilities to explore
and map a river. This task requires that the ASV is capable of bathymetry
surveying to map the bottom of the river and of detecting shores and small
river islands. These include situations where the shore is defined by vegetation
or pontoons that do not reach the bottom of the river, and as such will remain
undetected by a sonar. Finally, the ASV should also be able to avoid dynamic
obstacles.
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1.1 Related Work

With the rise in popularity of ASVs as a tool for environmental monitoring, there
are a few examples of successfully developed platforms. A review of robotics for
environmental monitoring can be found in [I] and a more specific review of
ASVs developments until 2006 can be found in [2]. In this review, the develop-
ment challenges of an ASV are divided in three main categories: (i) design and
construction; (ii) control and navigation; and (iii) path planning. Some of the
most relevant examples detailed are the SCOUT [3], the DELFIM [4] and the
Charlie [5]. The literature shows that the focus for civilian ASV design is on
producing stable, electric powered vessels, designed for navigating at low for-
ward speeds. This comes in contrast to military vessels, where the focus is on
fast vehicles and teleoperation is a higher priority rather than full autonomy. An
example on this category is presented in [6].

Some of the most recent works have been developed in Australia, focusing on
environmental missions like the detection of greenhouse gas emissions [7]. Other
modern applications of ASV technology include monitoring invasive fish species
in lakes, as reported in [§].

On the more specific problem of shore and obstacle detection, some approaches
can be found in the literature. In [9] overhead imagery is used to detect edges
and obstacles on water bodies. Since up to date aerial footage is not usually
available, different methods have been developed that make use of cameras and
computer vision. A camera and knowledge of the horizon position are used to
determine the coast position in [10]. Although this is a powerful approach for
vessels operating in the ocean or large estuaries, it is less efficient in settings
where the ASV is going up or downstream on smaller rivers where the shore is
not an horizontal line. This particular setting is considered in [I1], where a State
Vector Machine (SVM) is trained to recognize the river with an aerial vehicle.
The ideas presented here, due to their applicability to our particular case, were
used as a starting point for the development of the Squirtle vision system, further
discusses later in this article.

2 The Squirtle ASV

2.1 Hardware

The Squirtle ASV, as shown in figure [ is a catamaran built from two kayak
hulls adjoined by a structure of aluminium profiles. The catamaran design was
chosen for its load capacity and stability, the latter of which is important for
bathymetric surveying. Two boxes are fastened between the hulls, one for power
electronics and batteries and the other for instrumentation and processing ma-
terial. Figure shows the hardware systems of the ASV.

Propulsion is created by two Yamaha M12 brushed DC motors with 13.6 kg f
of static thrust each. It is possible to rotate the motors through a linear actuator
connected to the shafts of the motors in an Ackermann steering scheme. For con-
trol purposes, an Arduino micro-controller is connected to the H-bridges driving
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Fig. 1. The Squirtle ASV

the motors. The Squirtle has two methods of steering. Differential steering al-
lows low speed manoeuvring for docking or dynamic positioning purposes. The
second method, rotating the motors, is preferable for higher speed manoeuvres,
since differential turning limits the amount of forward thrust available. With
these three degrees of freedom the Squirtle is able to perform a larger amount
of manoeuvres than most rudder based ASVs, such as rotating in place.

Power is supplied through a pack of 12 V' gel electrolyte lead acid batteries.
Each battery has 18 Ah of capacity, and up to four batteries can be installed. For
extended autonomy, a 240 W solar panel charges the batteries through a MPPT
unit.

The localization and orientation of the ASV is determined by fusing the data
obtained from an Inertial Measurement Unit (IMU) and a GPS. A second GPS
receiver located on the base station provides the information necessary to aug-
ment the position accuracy with a Real Time Kinematic (RTK) algorithm. With
sufficient satellite coverage, which is typical in most water based environments,
this setup results in a position accuracy of about 1¢m. The IMU’s accelerometers,
gyroscopes and magnetometers complement the GPS data providing orientation.
While visual odometry data can be redundant in ideal conditions, GPS signal
degrades significantly under bridges or near shores with tall trees. In such cases
the extra information is useful.

Communication with the base station is maintained through two redundant
channels. A high speed Wi-Fi connection is used as the main channel, while a
long range Xbee connection works as a safety precaution for critical data transfer
and ASV retrieval.

To sense its surroundings, the Squirtle is fitted with a Sick Laser Range Finder,
an Imagenex 852 Ultra-Miniature sonar and a stereo pair of cameras (IDS uEye
GigE). Another camera collecting thermal images was added for improved shore
recognition. The sonar is set at a 45° angle, pointing forward, so that shallow
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Fig. 2. Diagram representing the software and hardware architecture on the Squirtle
ASV

areas can be sensed and avoided. All processing in the Squirtle is performed by
an ODROID-X2, equipped with a quad-core ARM processor running at 1.7GH z.

2.2 Software

The Squirtle software runs on top of Robot Operating System (ROS) framework.
ROS provides libraries and tools to help software developers create robot appli-
cations. It provides hardware abstraction, device drivers, libraries, visualizers,
message-passing, package management, and more [12]. All the frame referentials
are managed by the ROS ecosystem. Figure shows the Squirtle software
diagram.

The stereo pair is used to estimate the visual odometry of the ASV. Local-
ization data (visual odometry, GPS and IMU) is sent to the localization node,
responsible for calculating the position, velocity and orientation of the Squirtle.
This is achieved using an Extended Kalman Filter (EKF).

The localization information is used by the ROS navigation stack. Commands
are issued to the motors and linear actuator by the Squirtle hardware driver node.
The Sick LRF and the Imagenex sonar data is used by the navigation stack for
obstacle avoidance using the Dynamic Window Approach (DWA) algorithm. The
ROS navigation stack was originally designed having in mind omnidirectional
and differential drive robots, such as the ones commonly found inside a lab.
However due to the manoeuvrability of the Squirtle the navigation stack was
configured to control a differential drive robot and fine tuned for the Squirtle.

The overseer node is responsible for all fault-tolerating behaviours, such as
recalling the ASV to the base in case communications are interrupted for a pre-
determined period of time. It is also in charge of re-routing critical data over the
XBee connection whenever the Wi-Fi link is broken.

For shore detection, a Bayesian network is trained to recognize the river. The
main addition in this field is the use of thermal information as a feature for the
network.
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2.3 User Interface

User interface was built using the ROS rviz package. A 3D model of the Squirtle
and satellite images from Google allow users to configure missions and follow the
ASV as it fulfils them, displaying water depth and obstacles in real-time. Figure[3]
shows a section of the interface representing the bathymetric data retrieved on
a test mission.

Teleoperation is an important part of most robots, and due to the size and
weight of the Squirtle ASV, teleoperation becomes paramount. The Squirtle is
able to run teleoperation in parallel with the autonomous navigation, giving a
user the ability to interrupt the autonomous motion and engage in direct control
of the robot at any time. Furthermore the ROS rviz package can also be used to
access the cameras in the ASV should the robot become out of sight.

3 Example Mission: Mondego River Monitoring

Individual systems were successfully tested in the Mondego river. The sample
mission consisted of autonomously completing two laps of a rectangular path,
followed by moving through teleoperation to a target at 300 m from the base
to check communication signal strength. The tests were performed with notice-
able, south-east oriented, wind and current perturbation. Figure [B] shows the
bathymetry obtained. The green rectangle represents the rectangular path refer-
ence for the Squirtle. Figure @ is an overhead satellite image of the same section
of the river. The red lines in figuresBland [ are equivalent, and shown as reference
since the image in the rviz environment has a different aspect ratio. Bathymetry
results are consistent with the sand banks observable in figure dl It can be seen
that the discontinuity in depth observed on the right side corresponds to the end
of the sand bank.

Fig. 3. Real Time Interpolation for Bathymetric Data. Values range from red (3.0 m)
to purple (0.2 m).
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Fig. 4. Satellite Image View of the Sand Bank

The performance of the path controller itself showed some vulnerability to
the perturbations described, as can be seen by the larger patch of covered water
near the south-eastern corner of the rectangle. Table [Il shows data relevant to
the two laps performed by the Squirtle in autonomous mode.

Table 1. Autonomous Control Test Data

- First Lap Second Lap
Time to Completion  5min 56s 7min 24s
Average Absolute Error 4.82 m 4.04 m
Maximum Error 1250 m  10.28 m
Total Distance Travelled 122.81 m 142.40 m

The signal strength test was successfull. At 300 m the signal was still strong,
allowing data transfer at over 1 Mbps through Wi-Fi.

4 Conclusion

Future work will include the update of the current yet sub-optimal navigation
controller by performing a series of straight line and zig zag manoeuvres with the
goal of identifying the constants of the system model. Once these constants have
been identified they can be used along with wind and water current measure-
ments to improve the precision and controllability of the Squirtle ASV. Still, the
tests already performed indicate the Squirtle’s usefulness and ability to perform
as expected, confirming its potential as a scientific tool.
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Abstract. This paper addresses the problems of Terrain Based Naviga-
tion (TBN) and Occupancy Grid Mapping for an Autonomous Underwa-
ter Vehicle (AUV). The two problems are solved using the same tools to
make feasible in future works to implement a Simultaneous Localization
and Mapping (SLAM). Realtime Occupancy Grid Mapping on the real
vehicle Girona500 AUV is achieved by means of the Octomap library.
The resulting map is later used for TBN with the parallelized execution
of a Particle Filter making also use of the Octomap library to compare
multibeam sonar ranges against the known map. The Occupancy Grid
Mapping and the Particle filter are implemented as individual nodes in
the vehicle’s software architecture in ROS. Tests were carried out in
a dataset of a natural environment near the coast. Several parameters
involving the Particle Filter (number of particles, number of beams, un-
certainty of measurements) are studied. Finally, the results are compared
with the dead reckoning obtained by the AUV and the USBL positions
obtained from a surface boat.

Keywords: Occupancy Grid Mapping, Terrain Based Navigation, Oc-
tomap, AUV, Particle Filter, Realtime.

1 Introduction

Terrain Based Navigation (TBN), is the name used by the marine robotics com-
munity to refer to the more general problem of mobile robot localization with a
known map. In particular, TBN solves for the robot pose given an a priori known
map, fusing information from dead reckoning navigation with map-referenced
observations.

TBN has been mainly applied to aerial and underwater vehicles. During the
last years the accuracy and extension of the maps has been increased consider-
ably, and TBN has been adopted as a method to complement Inertial Navigation
Systems (INS), as an alternative when GPS is not available. During the last two
decades, the scientific community working with mobile robots, has pushed for-
ward the boundaries of the knowledge facing an even more challenging problem:
the Simultaneous Localization and Mapping[5]. Recently, these techniques have
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started to be slowly adapted to underwater environments[2/T3TTIT4/T8]. Both
SLAM and TBN have a great potential to improve the autonomy of the under-
water vehicles, allowing AUVs to freely move abroad the areas of coverage of the
acoustic transponder networks.

Navigation sensors provide the robot velocity and attitude measurements, to
be used as the input for the dead reckoning equations needed to compute the
robot pose. Due to the noisy measurements, the position estimate will grow with-
out bounds. In domains like underwater, GPS is not available to bound the drift.
Absolute positioning fixes can be provided underwater by acoustic positioning
like the Long Baseline System (LBL), the Short Baseline (SBL), the Ultra Short
Baseline (USBL) or the GPS equipped intelligent Buoys (GIB). However, these
systems require time for deployment and constrain the vehicle to a certain area
of coverage. TBN has the potential to become an alternative to satellite naviga-
tion and acoustic transporter networks. TBN takes advantage of existing digital
terrain maps from a target area, where the vehicle shall navigate. Conventional
dead reckoning navigation methods provide a prior estimate of the robot pose
within the map. Then, using exteropceptive sensors, terrain observations are ob-
tained and correlated to the a priori known map in order to compute the robot
pose.

1.1 Problem Definition
Let:

— {E} be an inertial earth-fixed frame.

{B} be the vehicle-fixed frame.

— x; =[xy z ¢ 0] be the vehicle pose at time ¢ referenced to {IE}.

— vy = [uvwpgqr] be the vehicle velocity at time ¢ referenced to {B}.

— M(z;) be a digital elevation map of the environment, assumed to be known
a priori.

— 2zt be the vector of observations coming from exteroceptive sensors (altimeter,
pressure or multibeam sensor).

TBN consist in estimating the vehicle velocity vy, referenced to the vehicle B
frame, and/or the vehicle pose 7, referenced to the inertial IE frame, by matching
observations z; of the measured depth with the ranges from the terrain elevation
map stored in IM. For AUVs, the linear velocity is provided by a Doppler Velocity
Log (DVL) sensor and the attitude by a Attitude Heading Reference System
(AHRS).

For an AUV the measurement model is given by:

rei = Mi(ne) — di + wy, VO<i<N

where w; is the measurement noise, d; the vehicle depth, N the number of beams,
and r;; the projection of the range measurements along the vertical axis.
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1.2 Bayesian Estimation Techniques for TBN
Let us assume x; to be a Markovian state and:

— p(x4—1) be the probability density function (pdf) describing the probability
of the robot of being at a certain pose at time ¢t — 1,

— p(@¢|zi—1,us) be the state transition probability, also known as motion model,
which allows to predict the robot pose after certain input uy,

— p(2¢|xt) be the measurement probability which given a map IM() provides
the probability of observing z; when being at state x;,

then, the TBN problem consists on solving for p(x), given p(x¢—1), p(@¢|zi—1,ut)
and p(z¢|z:). In the context of Bayesian estimation this can be done through the
Bayes filter (BF):

plar) = / parle—, ue)p(ee—1)dze (1)

plzy) = Up(zt\xt)p(xt) (2)

In the most general case, the BF cannot be implemented because it relies on
the close form solution of the integral shown in (). Under some conditions, the
BF can be approximated using different kinds of filters like the Kalman Filter
(KF) [3], the Extended Kalman Filter (EKF) [16], the Point Mass Filter (PMF),
the Particle Filter (PF) or the Rao-blackwellised Particle Filter (RBPF) [17].

In this paper, the TBN problem is going to be solved with a Particle Fil-
ter (PF). Also called sequential Monte-Carlo (SMC) method, it can deal with
nonlinear motion and/or measurement models without relying on linearization
techniques. PFs use a point mass representation of the density function to ap-
proximate the robot pose posterior [1/4]. A set of random samples or “particles”,
are used to represent the pdf, being able to represent a much broader space of
distributions than Gaussians, like multi modal pdfs. A widely used variant of the
PF is the Sampling Importance Resampling PF (SIR-PF) [GITOMT2/T7], designed
to solve the PF degeneracy problem where after a while all but one particle will
have negligible weight, by introducing a resampling step to eliminate particles
with small weight while duplicating particles with high weight.

The goal of this paper is to implement a realtime TBN based on a PF in the
Gironab00 AUV with an AHRS-DVL motion model and corrections provided by
a multibeam sonar profiler and a known map.

This paper is organized as follows. On Section 2] the general idea of the used
PF is explained. Section Bl introduces Octomap for Occupancy grid Mapping,
followed by Section (] with the detailed implementation of the PF. Finally, Sec-
tion [B] & [B] present the results and conclusions of the experiments.

2 Particle Filter MCL

The Particle Filter (PF) is a non-parametric solution to the Bayes Filter which
discretizes the pdf by a set of samples or “particles”. Each one of this particles
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can be seen as the possibility of the vehicle being at that position and atti-
tude. PF is divided in three main steps. Prediction or state transition model,
where particles position and attitude is predicted according to proprioceptive
sensors. Weighting or measurement model, where particles are weighted accord-
ing to their likelihood with data provided by exteroceptive sensors, and finally,
resample, where particles with small weights are discarded.

Algorithm 1. Motion Model

function motion model (z:—1,u:) :

¢t = ¢t + N(0,04) -1 = uz—1 +N(0,0u)
Or = 0¢ + N(0,004) V-1 = vi—1 + N(0, 04)
e = Y + N(0,04) We—1 = wi—1 + N(0,0w)

Tt Ti—1 Ut—1
Yo | = | Ye—1 | + Rth;tvétﬂ/;t | V-1 | ot
Zt Zt—1 Wt—1

return [z, §i, Zt, G1, Or, U]

A constant velocity model with 6 DoF (Alg. [I) is used for the motion model.
The inputs are the linear velocities measured by the DVL and the attitude mea-
sured by the AHRS, with their corresponding variances. For the measurement
model (Alg. ), the likelihood of the complete multibeam scan can be measured
by individual likelihoods of each beam, where each beam range is compared with
the range that would see each particle in its current position on the map. The
difference between the real measurement and the expected one is weighted by a
Gaussian function. Resampling is done by systematically resampling.

Algorithm 2. Measurement Model

function measurement model (x4, 2¢) :
Require: o,
w =20
for n=1to N do
if 2"} > 0 then

w=w+ 1 exp| -1 2 —deast ’
- o'z\/27r p 2 Oz

end if
end for
return w

3 Occupancy Grid Mapping with Octomap

Octomap [9] is a library for Occupancy Grid Mapping. Building an Occupancy
Grid of a 3D environment is a highly consuming task in terms of memory. The
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naive approach to construct an Occupancy Grid is to divide the space in equally
sized cubes, creating a regular grid. This approach has some drawbacks, like the
need to know in advance the extension of the map, and that empty regions in
the map are occupying space in memory.

Fig. 1. Space division in octrees

To overcome this problems, Octomap library makes use of an octree represen-
tation of the space. An octree is a hierarchical structure which divides the space
into cube-shaped cells which can be recursively divided in eight children cells of
smaller size (Fig. [I)), increasing the resolution by a factor of two at each level.
This way to represent space allows to only declare those cubes that have sub-
divisions/children associated with them, making it much more memory efficient
than regular grids.

Algorithm 3. Custom Mapping
function Mapping (z¢, z¢,0¢) :
Filter multibeam (z¢)
Project z: (range, bearing) to (x, y, z).
Transform sensor origin o; from B to IE using x;.
Transform scan z; from B to [E using x:.
for i =1to N do
insertRay (o, 21)
end for

Maps are obtained with Girona500 [15], an Autonomous Underwater Vehicle
(AUV) equipped with Attitude and Heading Reference System (AHRS), Doppler
Velocity Logger (DVL), and a multibeam sonar profiler, which provides the pro-
file of the seabed by means of echosounders and interferometry. Although the
Octomap library is already integrated in ROS and provides a general mapping
node (Octomap Server) to compute and publish maps, it is too generalized to
achieve a good performance with Girona500. A specific node for multibeam sonar
mapping was developed (Alg. [B]) to increase map creation speed and to apply
some basic filtering on multibeam data to avoid invalid measurements. These
maps can be used for online path planning as well as for localization. Maps
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obtained by the customized node are denser than the ones obtained with Oc-
tomap Server at the same resolution.

For each ray inserted on the octree map, the Octomap library will take care
of determining all nodes traversed by the ray (ray tracing), lowering their occu-
pancy probability by a specified value, and increasing the occupancy probability
of the last node. When big amounts of scans are inserted, the prune () method
should be called in order to fuse the nodes with same value to save memory.

4 Implementation

Realtime TBN underwater is implemented in a single C++ class (Fig. ). The
main loop which corresponds to the Particle Filter, is triggered when a message
from multibeam sonar arrives (red arrow). There are other small callback func-
tions that are triggered when the other sensor messages arrive (green arrows).

SENSORS
‘ k- ——i
AHRS Multibeam
20 Hz 6.25 Hz
50 ms 250 ms 160 ms
trigger
[ STATE VARIABLES
T
(-4
wl
= PREDICTION
. |
L PARTICLES
H WEIGHTING tf::Pose pose
(®) double weight
-
fé RESAMPLING
n-— —_—

Fig. 2. Block diagram of the UnderwaterLocalization class

At the UnderwaterLocalization class instantiation, the octree map (known
map) is loaded from a file, the ROS parameters are loaded, and particles are
initialized at random positions around the starting position. The attitude is ini-
tialized by the first reading of the AHRS plus a Gaussian noise. Each particle
is composed of a tf::Pose which provides position and attitude, and a corre-
sponding weight initialized to zero.
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4.1 Sensor Callbacks

When a message arrives to the node, a callback automatically saves its infor-
mation in a variable if it is one of the navigation sensors (AHRS, DVL). On
multibeam sonar, its callback triggers the whole particle filter. One might think
that for each message of each sensor that arrives, a prediction of the PF could
be run. In fact this should be the way. But taking a look at the frequencies of
each sensor messages (Table[I]), this simpler solution was chosen.

Table 1. Frequencies and periods of each message

Freq (Hz) T (ms)
AHRS 20 50

DVL 4 250
Multibeam  6.25 160

The solution of triggering the whole particle filter with the multibeam mes-
sage, is feasible because the multibeam operates at a higher frequency than the
DVL. The most important information on the prediction step is the velocities
of the vehicle. Working at a higher frequency means that no DVL message will
be lost. Because AHRS is fast, when the prediction is computed, the newest in-
formation of attitude is introduced into the filter. Finally, to achieve a realtime
implementation, the whole particle filter must run in less time than the period
between multibeam sonar messages (160 ms).

4.2 Particle Filter Loop and Parallelization

A Particle Filter has complexity O(n), being n the number of particles used to
represent the pdf. The more particles used, the better represented is the pdf,
but it takes more time to compute. Since computations for each particle are
independent from the other particles, to speed up the PF some parallelization
is introduced with OpenMP library. On the prediction step, a single for loop
over all the particles runs the motion model. On the weighting step a double for
loop, one for each particle and one for each beam is used. A small speedup can

be obtained by precomputing a part of the exponential weighting outside (2;3 ),
which will be the same value for all particles and beams. For parallelization, only
the outermost loop is used, the one over all particles.

Tests were computed on the first 15 seconds of a multibeam dataset (Table [2).
The best improvement between both parallelizations is given by parallelizing the
update step on the Particle Filter. In the prediction step, the improvement is
not appreciable because the operations inside the loop are simple. The results
are even worse for a small number of particles. It takes more time to parallelize,
than the time saved by using it. In the update step, more complex computations
and map queries are performed. The speedup obtained by parallelizing this loop
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Table 2. Time to execute one iteration of the PF

500 particles 1000 particles
Mean (ms) Min (ms) Max (ms) Mean (ms) Min (ms) Max (ms)

No parallelization = 178.2 115.4 243.6 367.1 252.3 518.0
Par. prediction  181.6 119.1 248.9 351.6 244.1 463.5

Par. update 46.3 33.4 75.7 86.9 61.9 114.8

Par. pred. and update 46.3 28.4 64.7 86.6 62.2 118.3

is around 4x on an Intel Core i7-2600 CPU @ 3.40 GHz x 8, 64bit OS and 8 GB
of RAM. This means that parallelizing the update step is mandatory, while the
prediction step can be useful if the number of particles is big enough. Results of
parallelizing PF are almost half of the available time 160 ms (Fig. B]).

400
360
320
280
240
200
160
120 +

80

40

Time (ms)

No par. Par. Pred. Par. Upd. Par. All
[l 500 particles [l 1000 particles

Fig. 3. Comparison of parallelization of different parts of the PF

4.3 Map Queries

The octree map is used on the weighting step of the particle filter. The ranges
read from the multibeam sensor have to be compared with the ranges that the
particle itself sees from its position on the map. Queries of range are performed by
using the rayCast () function, where all coordinates have to be given regarding
to the map coordinate frame. Origin and endpoints of the multibeam sensor
have to be transformed from the sensor frame to the center of the vehicle, and
then with each particle pose information, to the frame of the map. The ray
casting query returns the octree node that was hit. To obtain the range one
must compute the norm of the difference between the origin of the multibeam
on the particle o; and the endpoint of each beam e; ;. The range r;; for the
particle ¢ and beam j is:
|

In the measurement model, instead of the normalized Gaussian the non-

normalized Gaussian (exp (fé f;)) is used. This means that when a beam

rij = |loi —e€i;

of a particle is in complete agreement (z = 0), its weight is one. To normalize
the particle weights between zero and one, it is divided by the number of valid
beams (non zero range).



Realtime AUV TBN with Octomap in a Natural Environment 49
5 Results and Discussion

The experiments are carried out on two different datasets obtained at I’Amarrador
(41°46.137' N, 03°01.929’ E), a seamount near Sant Feliu’s coast, with Girona500
AUV on two different days. The AUV is brought by means of a small boat near
the starting point of the preplanned trajectory and recovered after finishing. The
first dataset is a lawnmower survey around the seamount and it is used to obtain
the known map for localization by using the custom localization node explained
at Section Bl The extension of this map is around 200 x 250 x 40m (Fig. ).

Fig. 4. Octomaps at resolution 0.5 m. Left: Map of the seamount obtained from the
first dataset (known map). Right: Map of the seamount obtained from second dataset.

The second dataset (Fig. [) is a circular coverage planning around the un-
derwater seamount. In this case, the multibeam sonar was mounted sideways
looking instead of downward looking in order to have better coverage of the
seamount. This dataset is used next to test the Terrain Based Navigation Parti-
cle Filter explained in the previous sections, using the first dataset as an a priori
known map. The extension of the dataset is around 40 x 40 x 20 m.

5.1 Ground Truth

The ground truth is obtained by means of an Ultra Short Baseline (USBL)
acoustic positioning system. The USBL system consists of a transceiver mounted
on the surface boat and a transponder mounted on the Girona500 AUV. Using
the surface boat GPS position conveniently compounded with the bearing and
slant ranges as well as with the range measurements from the USBL, the AUV
can be located. Nevertheless, only few measurements are available (97 positions
for a 10 minute dataset). Hence, the estimation error at a certain timestamp
is computed as the difference between the USBL position and the PF weighted
mean position of all particles (Eq. B). The estimation error is computed for the
97 USBL positions.

e = \/(wisbz - x;f)g + (Yospr — y;f)z + (20 — Z;t;f)z (3)



50 G. Vallicrosa et al.

5.2 The Experiments

Different parameters of the PF were evaluated, having a total of 3 x 4 x 4 =48
experiments, corresponding to three different number of particles (500, 1000,
2000), four different number of beams (240, 48, 24, 12), and four different mea-
surement uncertainties (1.0, 4.0, 7.0, 10.0). Different number of particles and
beams can affect significantly to the realtime processing of the particle filter. If
less particles are used realtime its achievable, but representation of pdf may not
be accurate enough to localize correctly. If less beams are used, from the total
of 240 beams provided by the multibeam, computations will also be faster, but
since only some readings are going to be used each measurement will be less
discriminant. On the other hand, different range uncertainties will imply to be
more or less restrictive on positioning errors.

Because PF is stochastic, each experiment was repeated 6 times using differ-
ent particle initializations. To allow a fair comparison of the experiments using
different number of particles, an initialization with the maximum number of
particles considered, 2000, was created at the beginning and all the experiments
were carried out using a subset of this initial set of particles. This was repeated
for each different random initialization. Finally, the runtime of each experiment
was of 600s.

5.3 Results of Terrain Based Navigation

Results were evaluated by taking the mean error through time for each experi-
ment in each iteration. The mean of each iteration was later used to calculate the
mean and standard deviation (std) between same experiments with the different
initializations. Results can be observed in Table Bl and Figure Bl

Table 3. Localization mean error with standard deviation (€ & o)

Oz
#part #beams 1.0 4.0 7.0 10.0

240 25.923 £ 00.335 26.864 £ 03.338 29.051 £ 00.253 28.236 £ 00.495
48 35.497 £ 13.510 38.817 £ 08.229 44.661 £ 00.397 23.090 £ 16.313

500 24 25.303 £ 02.123 44.751 £ 00.562 38.399 £ 10.617 24.145 £ 15.296
12 26.666 £ 00.387 42.753 £ 00.586 10.661 £ 00.438 08.974 £ 02.422
240  27.097 £ 16.315 42.960 = 01.115 45.043 £ 00.831 28.659 + 01.025
1000 48 24.158 £ 00.924 23.251 £ 25.075 06.429 £ 00.163 07.433 £ 00.247
24 19.073 £ 08.261 05.632 £ 00.054 07.400 £ 00.546 07.057 £ 00.473
12 26.298 + 00.931 07.248 £ 00.027 07.658 £ 00.219 07.648 £ 00.006
240 24.497 £ 00.073 44.636 £ 02.986 45.409 + 00.408 06.142 + 00.416
2000 48 24.573 £ 01.011 43.710 £ 02.365 05.916 £ 00.471 06.833 £ 00.434

24 37.077 £16.791 06.437 £ 00.354 07.403 £ 00.075 06.652 £ 00.019
12 20.663 £ 09.686 09.116 £ 00.595 07.899 £ 00.995 07.649 £ 00.758
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500 particles 1000 particles

#beams

mean + std

mean

mean - std

Fig. 5. Localization error and std

As expected, results on different number of particles show a decreasing error
for an increasing number of particles, being 500 particles not enough to perform
correctly the navigation. Increasing the measurement uncertainty o,, provides
better results. Taking into account that the map resolution is 0.5m, the error of
range measurements is proportional to multiples of this number, being 1.0m too
small. Although counter intuitive, decreasing number of beams also improves
the error. The reason is that decreasing the number of beams reduces the com-
putational requirements at each iteration, and more particles can be used still
achieving realtime performance.

The best results are obtained with 1000 particles, 24 beams and 4.0m uncer-
tainty, with 5.632 + 0.054m error. This error is still significant for a localization
system, although is partially due to a bad calibration of the AUV transponder
location as well as the location of the boat transceiver and its relative position
with respect to the GPS antennas. Other errors may be due to multipath near
the seamount. Further work is required to address this problems.

6 Conclusions

In this paper we have proposed and implemented an AUV navigation and map-
ping method based on the Octomap library. To this aim, several developments
were carried out. First, a motion model based on DVL-AHRS navigation and a
measurement model for the sonar multibeam were developed. Next, after eval-
uating the conventional techniques used for terrain based navigation, a PF was
selected as the preferred Bayesian estimation technique for solving the TBN
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problem in realtime. The system was implemented over the COLA2 software ar-
chitecture and tested with the Girona500 AUV in a natural environment dataset.
Several filter configurations (number of particles, number of beams and measure-
ment uncertainty) were tested. The results of the particle filter were compared
against a ground truth obtained by means of USBL positioning.
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Abstract. There is considerable worldwide interest in the use of groups
of autonomous marine vehicles to carry our challenging mission scenar-
ios, of which marine habitat mapping of complex, non-structured envi-
ronments is a representative example. Relative positioning and formation
control becomes mandatory in many of the missions envisioned, which
require the concerted operation of multiple marine vehicles carrying dis-
tinct, yet complementary sensor suites. However, the constraints placed
by the underwater medium make it hard to both communicate and lo-
calise the vehicles, even in relation to each other, let alone maintain them
in a formation. As a contribution to overcoming some of these problems,
this paper deals with the problem of keeping an autonomous marine
vehicle in a moving triangular formation with respect to two leader ve-
hicles. Simple feedback laws are derived to drive a controlled vehicle to
its intended position in the formation using acoustic ranges obtained to
the leading vehicles with no knowledge of the formation path. The paper
discusses the implementation of this solution in the MEDUSA class of
autonomous marine vehicles operated by IST and describes the results
of trials with these vehicles exchanging information and ranges over an
acoustic network.

1 Introduction

The last two decades have witnessed tremendous progress in the development of
marine technologies that are steadily affording scientists and commercial com-
panies advanced equipment and methodologies for ocean exploration and ex-
ploitation. Recent advances in robotics, sensors, computers, communications and
information systems are being brought to bear on the development of sophisti-
cated technologies to enable safer, better, faster, and more efficient methodolo-
gies for ocean exploration. These advances will undoubtedly revolutionise the
way the oceans are studied, effectively placing scientists at the threshold of a
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Advances in Intelligent Systems and Computing 252,
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new and exciting area when science and technology will join efforts to unravel
the secrets behind recent and unexpected discoveries: intriguing ecosystems and
life forms, thermal vents and cold seeps, and huge accumulations of methane
in the form of gas hydrates, to name but a few. New technologies, especially
autonomous marine robots capable of roaming the oceans freely, equipped with
advanced sensor suites for data collection at an unprecedented scale, will also
play a key role in the related fields of marine archaeology, harbour security, and
transportation. Advanced marine robotic systems are also expected to afford
commercial operators new tools to drastically improve the means available to
monitor critical infrastructures and ocean energy production facilities (e.g. wave
and wind energy generation plants), assess the size and type of fish stocks, detect
and monitor the effect of hydrocarbon spills, assess the extent of mineral, oil, and
gas deposits, carry out and monitor the impact of underwater mining activities,
and increase the efficiency and safety of gas and oil exploration and exploitation
activities. Recent developments in the field of autonomous marine vehicles, with
increasingly powerful and affordable vehicles coming on the market, are steadily
paving the way for a multitude of novel applications.

Many tasks envisioned to be within the reach of multi-AUV (Autonomous Un-
derwater Vehicle) groups require the vehicles to work cooperatively. That often
translates to being able to move in formation, i.e. while maintaining their rela-
tive positions. This paper considers the problem of triangular formation keeping
under severe communication and localisation constraints, conditions typically
found when working with groups of AUVs, and summarises the work that was
previously published in [Il[2]. For a reference scenario consisting of two localised
leader vehicles on the surface and an underwater follower vehicle, we use acoustic
ranging and communications to establish and maintain a moving formation of
the three vehicles. Of the multiple real-world applications matching this scenario,
a typical one is surface-guided underwater exploration. We make a realistic as-
sumption that the AUV has independent depth control, and focus on formation
control in the 2D plane only.

We propose a control strategy that estimates the formation speed and heading
from the acoustic ranges obtained to the two leading vehicles, and uses simple
feedback laws for speed and heading to drive suitably defined common and dif-
ferential errors to zero. We then discuss the implementation of this solution in a
MEDUSA-class autonomous marine vehicle, describing the challenges posed by
the medium and the changes that arise as a consequence, and present the results
of real world tests performed with 3 autonomous vehicles.

The paper is organised as follows: the present section provides important
background to our work and Section Plsummarizes previous related work; Section
describes the specific problem in more detail; Section [ contains a description
of the MEDUSA class of autonomous marine vehicles and their dynamic models;
Section [f] describes the error dynamics and outlines the control laws for vehicle
heading and linear velocity; Section [(] discusses the necessary adaptations for
implementation in a real vehicle and Section [{] summarises the results obtained
during real-world trials with 3 autonomous marine vehicles. Finally, Section §
contains the conclusions and lists directions for future research.
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2 Related Work

One interesting work in formation control for mobile robots is described in [3],
where the authors discuss approaches for both range-bearing and range-range
control, depending on the available sensors, to solve a leader-follower control
problem for a formation graph with an arbitrary number of vehicles; in both
cases, knowledge of the leader motion is assumed. In [4], and supported by robot
experiments, a different graph-based leader-follower solution using range and
bearing is proposed. Another strategy is described in [5] for a 4-vehicle station
keeping problem, using exclusively range measurements and holonomic vehicles
described by simple kinematic points. In [6], a similar scenario is considered,
although global convergence is only proved for a triangular formation.

Bearing-only methods are also available for square [7] and triangular [8,[9]
formations. In [I0], the authors advance algorithms to coordinate a formation
of mobile agents when the agents can only measure the ranges to their immedi-
ate neighbours. This solution requires that subsets of non-neighbouring agents
localise the relative positions of their neighbours while these are stationary, and
then move to minimise a cost function.

For the special case of marine vehicles, a solution that decouples the controllers
for formation shape, formation motion and vehicle orientation, but requires posi-
tion information is proposed in [I1]. Coordinated path following approaches are
presented in [12] and [I3], the latter specifically dealing with underwater pipeline
inspection. These strategies assume that the path to be followed is known to all
vehicles, and generally work by exchanging some along-path synchronisation
measure. An example of a real-world AUV operation making use of formation
control is documented in [I4].

3 Problem Statement

Figure [ illustrates the control problem discussed in this paper, and shows two
leading vehicles (vehicles 2 and 3, represented as z2 and z3) moving along a
certain unknown path, and a follower (vehicle 1, represented as x), of which we
have control. Through the remainder of this paper, and unless otherwise stated,
the absence of an index indicates a variable or parameter related to vehicle 1,
the controlled or trailing vehicle.

The goal is for the trailing vehicle to follow the leaders in an equilateral
triangular formation of side d, i.e. in the figure, x should converge to the desired
position z4. There exists a symmetric solution to the problem, with the desired
position x4 mirrored in relation to the segment defined by x5 x3. The solution
shown in Fig. [Il corresponds to a following motion and the mirrored solution to
a leading motion. We only deal with the case of following motion.

The basic control problem consists, as we have seen, of deriving control laws
to drive = to z4. The challenge stems from working with AUVs with no access
to global localisation methods and with slow and unreliable inter-vehicle com-
munication. Here, we make a reasonable assumption that the only localisation
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Fig. 1. System of three robots (z, z2, x3) and their intended triangular formation (z4,
z2, x3). The image shows many of the relevant parameters, including the formation
and independent vehicle headings, as well as the relationships (ranges and bearings)
between them. The heading and course of the vehicles are only aligned in the absence
of current. Note that the colour convention holds throughout the paper.

hardware available on the AUV is a low data rate acoustic modem and ranging
device, which is the case for our vehicles, presented in the next section. The com-
plete problem becomes, then, to derive and implement control laws that achieve
convergence of x to x4 using only limited communication and information.

4 Vehicle Detalils

The MEDUSA-class autonomous semi-submersible robotic vehicles, shown in
Fig. Bl were developed at the Laboratory of Robotics and Systems in Engineer-
ing and Science (LARSyS), Instituto Superior Técnico. The MEDUSAs were
originally designed and built as surface vehicles, but a diving capable version
is now also operational. Nevertheless, in this paper we use an artificially con-
strained surface-bound MEDUSA to emulate our AUV. This has some practical
advantages, as we can mimic the most relevant characteristics of an AUV while
retaining a GPS receiver and a radio communication channel, respectively used
for ground truth and remote monitoring (but not for communication with the
remaining vehicles).

Each MEDUSA-class vehicle weighs approximately 30 Kg and consists of two
longitudinal acrylic housings with a total length of around 1 m. The upper body is
partially above the surface and carries an EPIC single-board computer, an RTK-
enabled GPS receiver, a full navigation sensor suite and an underwater camera.
Most of the lower body is taken up by the batteries. An 802.11 interface is used
for surface communications, while a Tritech acoustic modem enables underwater
communication. The vehicle is propelled by two side-mounted, forward-facing
stern thrusters that directly control surge and yaw motion, and is capable of
speeds up to 1.5m/s.
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Fig. 2. The MEDUSA AMVs being readied for deployment at an experimental site

As the vehicle moves on the surface, its kinematic equations take the form

T =wucosy —vsiny
Y = usiny + vcosy
b =r

where u (surge speed) and v (sway speed) are the body axis components of the
velocity of the vehicle,  and y are the Cartesian coordinates of its centre of
mass, ¢ defines its orientation (heading angle), and r its angular velocity. The
motions in heave, roll and pitch can be neglected, due to the large enough meta-
centric height. The resulting dynamic equations of motion for surge, sway and
yaw are

My U — M7 + dyt = Ty
my0 + myur + dyv =0

M — My UV + dpr = Ty,

where 7, stands for the external force in surge (common mode), 7, for the exter-
nal torque (differential mode), and the m and d terms represent vehicle masses,
hydrodynamic added masses, and linear and quadratic hydrodynamic damping
effects. The complete model for the MEDUSA vehicles is presented in [15].
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5 Controller Design

We start by deriving the control strategy using a basic kinematic model for
the vehicles (distinct from the realistic model found in the previous section),
and under the assumption of continuous communication and control. While the
resulting controllers are not guaranteed to apply in the real world, we later show
that, with the proper adaptations, they do indeed work on the real vehicles.

We assume that the follower starts from a following position, in order to
converge to a following motion, and that the leader vehicles (2 and 3) move at
a distance d from each other, according to simple kinematics described by

. _ |vicos Vi .
T; = L}isinwz} , 1=2,3
where (v2 4 v3)/2 = vy is the formation speed. The control signals are the linear
velocity v and the heading 1, and the kinematic model of the follower is given

by
_ {v cos ﬁ’}

v sin Y

where z € R? denotes its Cartesian position. Here, we accept that both leaders
move with a common heading 1y = 12 = 13, and that the total velocity vector
of each leading vehicle is always perpendicular to the line segment that joins
them. The heading v; is unknown to vehicle 1.

Separate controllers are designed to stabilise each error measure, with the
speed controller stabilising the common mode error and the heading controller
stabilising the differential mode error. What follows is an overview of the result-
ing controllers; intermediate steps in the derivation and proofs of convergence
can be found in [I].

5.1 Error Dynamics

Let z; = ||z; — z||;¢ = 2,3 denote the distances from the trailing vehicle to
each of the leaders. From the range measurements, we define the common and
differential mode errors

e2+e3 22+ 23
€= = —d
2 2

d=e3—ex =23 22,
respectively with e; = z; — d; i = 2, 3. From the definition of z;, it follows that
z; = v cos(ay —y) — vecos(ay — ),

Although the control strategy can be applied to other types of trajectories, the
next sections assume the simpler case of straight line constant-speed motion for
the two leading vehicles. This means that vy = v3 = vy and the simplified error
dynamics for € and § become
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€ =cosf <1Jf cosgo—vcos(go—l—z/;)) (1)

§=2sinf3 (vfsincp—vsin(go+1z)>,

where
- 0o + 03 ™
A= 2 2
b2 —03
= 5

and zZ =1y — ) is the heading error.

5.2 Speed Controller

We propose the following speed controller to regulate the common mode error e
to zero:

t
v:K;6+Ki/ edr,
0

where K, > 0 and K; > 0 are the proportional and integral gains, respectively.
The rationale behind the proposed control law is that when the leader vehicles
follow a straight-line trajectory with constant speed vy, 1 = ¢y and 6 = 0 (i.e.
x is on the perpendicular bisector of the zoxs line segment), the dynamics of e
in () reduce to

€ = cos vy —v),

and, since cos # > 0, a control law v = vy + K€, K, > 0 stabilises exponentially
the origin € = 0, provided 8 does not converge to —7. As vy is unknown, we
include an integral term to learn it.

5.3 Heading Controller

For the heading controller we propose the following control law that uses the
differential mode error 4:

b =1y +(K}9),

where K;j > 0, 1/A1f denotes an estimate of the formation heading 1y, and ~ is
any function such that sin(y(ay))y > 0,Va > 0. An example is the saturation
function v(y) = 7 sat(y).

6 Implementation

While the controllers developed show good performance under the assumptions
made during their derivation (results in [I]), moving to a real-world implemen-
tation requires significant changes.
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First and foremost, ranges in an underwater setting are most often measured
using acoustic equipment, by registering the time of flight of an echo request and
reply. In our case, the ranging is done by the general purpose Tritech acoustic
modem that equips the MEDUSA. The low transmission speed makes it so that
we can only issue one echo request every few seconds. Since transmissions cannot
overlap on the single common channel, time multiplexing must be used to obtain
the ranges to each of the leader vehicles. We choose to query each one separately,
although other solutions are possible, e.g. emitting a broadcast ping with vehicle-
dependent delayed replies. Since both leaders have to be queried, a complete
information update only occurs every four seconds. This is in stark contrast
with our previous assumption of continuous measurement.

To prevent changes to the algorithms, we have chosen to implement two hybrid
Kalman filters that take the discrete samples and output a continuous estimate
of the distances. The range information received is never current, and comes
with a latency of approximately 0.5 seconds, imposed by transmission times and
1/0 scheduling on both the sender and receiver. We decided not to implement
any mitigation techniques (e.g. back-dating the filter updates), instead retaining
the simplicity of the solution.

The measurements taken are inherently noisy. This noise is, for practical pur-
poses, quite low - we did not fully characterise it, but the individual ranging
error was predominantly under 0.5 m - but it again must be taken into ac-
count. The same way, outliers are inevitable, albeit infrequent. These are mostly
caused by floor geometry and non-uniform propagation in the water, leading to
the reception of an echo reply through a path other than the shortest one and
resulting in an overestimation of the distance. We implemented a simple outlier
filter based on a sliding window. Losses are also an inescapable reality, and need
to be tolerated within reasonable limits.

The heading for the leaders, despite being used, is also not implicitly available
to the follower, and has to be communicated. Seeing as the vehicles use full-
featured acoustic modems to measure ranges, it is possible to piggyback data
on the ranging reply. This feature must be used with caution, in order not to
over-extend communication times (thereby decreasing the sampling rate even
further), but adding an integer to the reply is without major consequences. In
our implementation, the heading is transmitted as a piggybacked single byte on
the echo reply, and fed to another hybrid Kalman filter with the incoming values
whenever a new range is received. While each range estimator is, in the absence
of losses, updated every four seconds, the heading estimator is updated every
two seconds. As the heading of both vehicles should be close to and converge
to the formation heading, this allows for a higher quality and more responsive
estimate.

An overview of the resulting implementation is presented in Fig. Bl The ex-
pressions for the speed and heading controller in our implemented solution re-
main unchanged, with the required adaptations being handled by earlier stages.
While we are using a surface vehicle, the solution is applicable for constant-depth
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Fig. 3. Structure and data flow in the MEDUSA implementation of the formation
control algorithm. Modules in grey perform the conversion of available discrete data to
the continuous signals required the algorithm.

underwater operations and, with minor changes, to variable-depth underwater
vehicles equipped with a depth sensor and independent depth control.

7 Experimental Evaluation

Real world trials were conducted in June 2012 at Parque das Nacoes in Lisbon,
Portugal. This is a fairly sheltered saltwater bay connected to the Tagus estuary,
of which an aerial view is presented in Fig. @l It provides for ample space for
testing, with minimal currents and good conditions for deployment of the control
center. Water depth is restricted (generally under 5m), which limits the perfor-
mance of the acoustic communication systems. All vehicles were equipped with
the full sensor suite, including RTK GPS, but the trailing vehicle only logs the
position data for ground truth and does not use it, in any way, for navigation.

The leader vehicles, running the Coordinated Path Following algorithm de-
scribed in [I5], were configured to execute the 3-legged lawnmower manoeuvre
presented below, spanning around 120m x 120m, at a reference speed vy =
0.4m/s. The vehicles were set to a triangular formation with d = 13 m.

FigureBlshows a top view of the paths described by the three vehicles, starting
in the upper right corner: the leaders are pictured in green and blue, with the
red follower trailing behind. A transient can be noticed at the beginning: none
of the vehicles start in their designated position or heading and need to adjust.
The movement of the leader and their rapidly varying reported headings impact
the Kalman filter estimate, causing the controlled vehicle to start in a non-
ideal direction. Afterwards, the leaders negotiate the set path while the follower
accurately position in the formation.

Minimal packet loss was observed during the trials. When it takes place, it is
mostly while turning, presumably due to mis-alignment of the acoustic modems
in the three vehicles, and is the leading factor causing the vehicle to stray off path.
Nevertheless, Fig. [6 shows that the errors are low: after the initial adjustment
period, the common mode error generally remains under 1 m, and the differential
mode error remains under 3m. Two minor peaks in the common error, caused
by packet loss, can be seen around 180s and 400s, at the beginning of each turn.

Figure [ shows the speed of the follower (the mean speed of the leaders is,
as previously stated, 0.4m/s), as well as the headings of the follower (red) and
leaders (green and blue). It also shows the received heading packets from the
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Fig. 4. Aerial view of the sheltered salt-water bay in the Tagus river estuary where the
tests were conducted
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Fig. 5. Path followed by the vehicles during real-world trials. The manoeuvre starts
on the top right corner, and the trajectory of the controlled vehicle is shown in red.
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Fig. 7. Time evolution of the follower vehicle speed v, and headings v, Y2, 13, as well
as the discrete references received acoustically, 1. The vehicle speed is estimated from
GPS measurements, and has non-negligible associated noise.

leader, represented by the black dots. As expected, the plots closely match the
error plots, with a clearly visible peak in speed at 400s.

8 Conclusions and Outlook

In this paper we reviewed a solution to a three-vehicle formation keeping problem
where a follower moves in a triangular formation behind two leading vehicles,
using inter-vehicle range measurements with no a priori knowledge of the path
taken by the leaders. The algorithm considers a discrete and noisy measurement
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model with low sampling rate and uses additional heading information piggy-
backed on the acoustic echo reply.

The proposed solution was implemented and tested on the MEDUSA class of
vehicles. The evaluation results show good performance, with minimal distur-
bance under straight lines, even in the presence of packet loss, sensor noise and
outliers. The hybrid Kalman filters used are able to accurately estimate the dis-
tances, despite the low rate of the acoustic ranges, and the piggybacked heading
information allows for smooth response to changes in direction.

Work is ongoing regarding the testing of the algorithm on an underwater set-
ting, using a new diving version of the MEDUSA. The algorithm is also being
extended to a larger number of vehicles and different formation shapes. Future
work should include the pairing of the algorithm with robust methods for initial-
isation and collision avoidance. Finally, open sea trials will allow us to test and
validate the algorithm in the presence of stronger currents, waves and winds.
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Abstract. Two-dimensional forward-looking sonars are becoming
standard sensors in both remotely operated and autonomous underwater
vehicles, increasing the possibility of mapping under low visibility con-
ditions. Due to the inherent nature of sonar image formation, the ideal
mapping strategy relies on maintaining the same orientation, so as to
minimize intensity alterations due to viewpoint changes. However, this is
not always possible and therefore it is necessary to deal with the registra-
tion of sonar images under rotational movements. Previous investigations
have discouraged the use of feature-based techniques and have suggested
the use of global methods that are robust to noise, low-resolution and in-
homogeneous insonification and can deal with the decoupled estimation
of roto-translations. In this paper we review several candidate methods
and assess them by using real data gathered under different conditions.
By identifying the best approach for rotation estimation we aim to extend
the applicability of sonar mosaicing to more diverse scenarios. Results
indicate that applying phase correlation directly to polar frames leads to
the highest accuracy under most cases.

Keywords: forward-looking sonar, mosaicing, rotation estimation.

1 Introduction

Mapping of underwater environments under low visibility conditions is a key
aspect in many application areas such as harbor and dam inspection or moni-
toring of rivers and lakes. During the last decade, advances in sonar technology
have brought a new generation of two-dimensional Forward-Looking Sonars (2D
FLS) that are able to deliver high-resolution acoustic images at near-video frame
rate. However, sonar mapping cannot directly borrow from the techniques used
on optical images given the challenging characteristics of FLS imagery. Several
authors [1] [2] have noticed that the traditional feature-based pipeline (i.e the ex-
traction and matching of local point features to retrieve the transformation that
relates two images) is not applicable to FLS imagery. The noise, low-resolution
and inhomogeneous intensity variations characteristic of the FLS modality do
not allow for the extraction of stable features thus leading to incorrect registra-
tions. In view of that, some works have proposed the extraction of more stable
features based on regions computed from image gradients [3][5].
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In earlier work [7], we have proposed the use of Fourier-based registrations to
address the alignment of FLS images. Fourier-based techniques have been proved
to handle well the challenging characteristics of FLS images. At the same time,
they offer an easy way to derive an uncertainty measure of the registration which
is later included in a maximum likelihood mapping framework to ensure the con-
sistency of the final mosaic. However, most of the presented results deal with
translational displacements, with very little work addressing rotational move-
ments, which the present paper aims to develop. Indeed, since most of the FLS
registration techniques existing in the literature are feature-based, rotation es-
timation has not received explicit treatment as it is intrinsically estimated from
the matching stage.

This paper examines different alternatives for estimating the rotation between
a pair of FLS images and thus identifying the best estimation approach to inte-
grate in a mosaicing pipeline. The inherent nature of sonar images suggests that
mapping an area while maintaining the same orientation view point facilitates
the registrations between sonar frames. In this way, a lawn mower pattern where
the transition from trackline to trackline is performed by sway displacement
instead of rotation is a good mapping strategy since the images do not suffer
from large intensity alterations and shadow movements due to different vantage
points. However, this approach might not be always possible, either because the
vehicle does not allow for the sway degree of freedom, or simply because the area
to cover does not follow a rectangular layout and some orientation changes must
be carried out in order to cover it efficiently. Moreover, if we think not only of
autonomous surveys, but inspections carried out with remotely-operated vehi-
cles (ROVs), the pilot will most likely undertake a large number of rotational
movements. Hence, it is worth studying the particular problem of rotation esti-
mation from FLS imagery since a robust solution would enable the applicability
of sonar mosaicing in more diverse situations and environments.

The paper is organized as follows: the next section provides a brief background
on FLS imaging, describing the geometry model that we take into considera-
tion for the registration process. Section III presents several rotation estimation
methods that, due to their characteristics, are suitable candidates for perform-
ing rotation estimation in FLS images. Section IV presents the experiments,
including data sets of real environments involving rotational movements, either
purely rotational or combined with translational displacements. The outcome of
the experiments is discussed in section V and finally Section VI points out some
conclusions and future work.

2 Background

A Forward-Looking Sonar insonifies the scene with an acoustic wave, spanning
its field of view in azimuth () and elevation (¢) directions (Fig.[Il). The acoustic
return is sampled by an array of transducers as a function of range and bearing,
resulting in a polar image with the backscattered intensities at each point (r,8).
This polar representation can be then converted to cartesian coordinates yielding
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a fan-shaped sonar image of non-uniform resolution. However, given a particular
range and bearing it is not possible to disambiguate the elevation angle of the
acoustic return since the reflected echo could have originated anywhere along
the corresponding elevation arc.

Fig. 1. Imaging sonar geometry (r: range, 0: azimuth, ¢: elevation)

According to this image formation process, a general sonar motion induces a
non-uniform transformation in the image coordinates that can be approximated
by an affine transformation that varies across the image depending on the un-
known elevation angles [4]. Some works use this model [6][5] which requires the
knowledge of the elevation angles, to obtain estimates of the sonar 3D motion
including the z direction. The authors make use of shadow information to extract
estimates of the elevation angles.

However, given the narrow beam width that typically characterizes FLS de-
vices in the elevation direction (around 7—10°), several authors consider only the
zero-elevation plane, which yields a linear projection model in which the sonar
can be seen as an orthographic camera [1]. By using this model, a point on two
sonar images can be related through a 2D rigid transformation, comprising only
the x-y translation and plane rotation [7]. Although it is only an approximation,
it has been shown to hold reasonably well under suitable imaging conditions [3].
For 2D mapping purposes, and under the planar assumption, the estimation of
roto-translations is sufficient and enables the applicability of global-area meth-
ods that can only estimate up to similarity transformations. The advantage of
using a global technique is that instead of using sparse feature information, all
the image content is taken into account. Thus, by incorporating more informa-
tion in the registration process, we are able to handle more changes in the visual
appearance of the image and minimize ambiguities in the registration.

3 Global Methodologies for Image Rotation Registration

The estimation of relative orientations between a pair of images has been ex-
tensively studied in the context of several image processing tasks such as image
registration, pattern recognition or motion compensation to name a few. A large
number of existing techniques rely in the extraction of point features and local
descriptors which, as pointed out earlier, are not effective in the context of FLS
image registration due to the inherent characteristics of this imaging modality.
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Following the idea presented in [7], we seek global techniques that involve the
use of all the image information without requiring the extraction of features, and
at the same time, offer tolerance to noise and inhomogeneous intensity artifacts.
In the following sections we will briefly describe five different techniques found
in the literature that by their properties seem to be promising in these regards.
Notice that the algorithms are focused exclusively in the estimation of rotational
angles, as the translation estimation of FLS frames is considered to be solved by
using phase-correlation as explained in [7]. It should be noted that in using this
scheme, the accuracy of the rotation estimation step is crucial, as the subsequent
translation estimation depends on the previous rotation compensation.

3.1 Polar Magnitude of the Fourier Transform

One of the most popular methods to register images that have both translational
and rotational misalignments is based on the polar Fourier Transform (FT),
often referred to as Fourier-Mellin transform [§][9]. Given two images f(z,y)
and g(z,y) related through a roto-translation given by:

f(z,y) = g(acosly + ysinby + xg, —xsinby + ycosby + yo), (1)

where 0y and [zg, yo] are the relative rotation and translation between f and g
respectively, we can express the FT of () in polar coordinates as:

F(r,0) = G(r,0 + f)e (uzotvyo) (2)

From equation 2, we can see that the rotation in the spatial domain is repre-
sented by a linear shift in the polar domain. According to the properties of the
FT, it can be seen that the translation only affects the phase spectrum, so the
rotation can be determined independently from the magnitude of the polar FT:

[F(r,0)| = [G(r,0 + 60)| 3)

Hence, the rotation estimation problem is converted to a shift estimation
where the input images are the polar representations of the FT’s magnitude.
This shift estimation can be solved by standard-phase correlation, and will lead
to two possible solutions (6 and 6 4 7) that can be disambiguated by computing
the two phase correlations and choosing the one with highest correlation peak.

To avoid edge effects caused by the sonar fan-shaped footprint, it is necessary
to smooth the edges of the the input images as well as to window the polar mag-
nitudes of the FT’s. It is common practice [9] to apply some filtering operations
to the FTs in order to attenuate unwanted frequencies that can lead to a noisy
phase correlation matrix. However, determining these filters can be critical as
there is a risk of attenuating not only the unwanted components but also the
discriminating phase components. Here, we do not apply phase correlation on
the original images, but on the polar magnitude of the FT, which has a low
structural nature (particularly in the case of sonar modality) and suffers from
inaccuracies introduced by the interpolation process. Therefore, we choose to
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apply a filter to emphasize the high frequencies, in order to highlight edges and
components that can serve as a reference in the correlation. On the other hand,
in the spatial domain, we apply a smoothing filter to reduce the noise on the
phase correlation matrix and better identify the location of the peak.

3.2 Gradient Cross-Correlation

Tzimiropoulos et al.[I0] presented a method for roto-translation estimation us-
ing gradient cross-correlation. The technique is based on the phase-correlation
principle but employs as input images a gray level edge map G computed as
follows:

G =Gy + 3Gy, (4)

where G, = VI and Gy = VI are gradients along the horizontal and verti-
cal directions of image I, computed as the first derivative of a Gaussian. This
representation has the advantage that it preserves location, magnitude and ori-
entation of the image’s salient regions. The low-spatial frequencies are filtered
out (areas without specially distinctive traits), while keeping the most salient re-
gions that reflect the orientation of image content. Then, similar to the previous
method, the estimation of the rotation angle is performed as a phase-correlation
in the angular direction of the polar gradient magnitude.

The authors claim that the method does not require windowing operations
since the gradient map will most likely not contain strong edges near the image’s
boundary and therefore no information will be lost or attenuated as a conse-
quence of the windowing. However, in our case, due to the fan-shaped footprint
of the sonar images it is still required to apply a window before the processing
to prevent the correlations from latching on the edges of the image layout.

3.3 Angular Difference Estimation

Some other Fourier-based domain methods are not based on correlation strate-
gies but on a specific property that enables the estimation of rotation working
directly in the Cartesian domain, bypassing the need for any polar conversion.
Given two images, it has been shown [11] that the difference between the mag-
nitudes of the FT of the first image and the mirrored version of the second has a
pair of orthogonal zero-crossing lines. The orientation of these lines with respect
to the frequency axis is shown to correspond to half the rotational angle [11].
Several methods have been proposed for the detection of this cross-pattern, in-
cluding the use of a multiscale Hough transform [I1] or the detection through the
definition of an Angular Difference Function [12]. Figure Pl shows an example of
the Fourier magnitude difference of two sonar images that have been previously
masked to avoid edge effects and flipped accordingly. The contour of the differ-
ence image around the center reveals an intricate pattern where it is difficult to
appreciate the presence of a cross pattern. Further tests, not reproduced here
due to lack of space, have attempted to emphasize the cross-pattern by high-
pass filtering in the frequency domain without success. FLS images present, in
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Fig. 2. Contour plot of the FT magnitude difference of two sonar images around the
frequency center. Compared to the images reported in [11], it is unfeasible to perform
the detection of the zero-crossing orthogonal pattern.

general, a low structural spectral magnitude, while all the reported images in
the related literature seem to have strong structural components. Moreover, the
traditional speckle noise of the sonar images can also contribute masking the pat-
tern. Therefore, this branch of techniques do not seem suitable for FLS imagery
and they are not considered in the experimental section.

3.4 Radon Transform

The Radon Transform (RT) has been used in several works [I3],[14] to reduce
the dimensionality of the rotation estimation problem by working with 1D pro-
jections. The RT of a 2D image f(z,y), noted as Ff(r, ), is found by computing
line projections along f, where the lines are defined by their perpendicular dis-
tance from the origin r» and the angle that r makes with the horizontal axis
0. Interpolation is required as the projections do not usually pass through the
center of the image’s pixels. An image f(z,y) rotated by an angle 8y can be
represented by its RT as:

RT(f(xcos(bp) + ysin(by), —zsin(fy) + ycos(fo))) = FE(r,0 —6y)  (5)

Hence, an image rotation corresponds to a translation of the angular variable
of the RT. It can also be shown that a translation [zg,yo] corresponds to a
translation of the spatial variable of the RT by an amount that depends on both
the image translation and the angular variable 6y:

RT(f(z + x0,y +y0)) = FE(r — 20 cos(#) + yo sin(h), ) (6)

It can be readily seen from Eqlfl that certain choices of 0, particularly 6 = 0°
and 6 = 90°, lead to a direct estimation of xg and yg respectively. For instance,
translation yo can be extracted as the maximum correlation between RT'(f(x,y))
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and RT(f(x+xo,y+1yo)) for 6 = 90°. However, when undergoing a rotation, the
maximum correlation for the translation will occur in the angle corresponding
to 8 = 90° — 6y. Hence, the location of the correlation maxima over a range of
values 6 ranging from —6,,44 t0 @nae gives the estimate for the true rotation:

0o = arg max C(6) (7)
7

where
C(0) = maz(corr{FE(r,0 = 90°), FE(r,0 = )}) (8)

Thus, in order to estimate a rotation between two images, it is required to
compute 1D normalized correlations between the reference vector F#(r, 6 = 90°)
and each of the different RT vectors corresponding to each of the rotation angles,
a total of 20{’;’5“‘ 1D correlations where 6 is the selected increment of the angle.
The range of rotation values must be set to cover all the angles of the field of
view of the sonar while the resolution 6 is a trade-off between accuracy and
computation time.

3.5 Direct Polar Estimation

As explained in section Bl working with the magnitude of the FT isolates the
rotation from the translation. However, the Fourier magnitude has an oscillatory
nature which together with the conversion to polar coordinates results in the
introduction of inaccuracies. Given that in many cases rotations will not be
combined with translations, we would like to consider the option of estimating
the rotation directly from the polar images.

In the first column of Fig. Bl we can see an example of a pair of polar sonar
frames that have undergone a small translation. The second column, shows two
frames that have been displaced by a much larger translation. The translations in
the cartesian domain introduce a kind of sinusoidal distortion in the polar image.
When translational displacements are relatively small compared to the image’s
size in each direction, the induced distortions in the polar image still allow for the
recovery of the rotation by computing the translation in the angular direction.

Although this scheme for rotation estimation is prone to introducing inac-
curacies in the presence of large translations, we still want to take it under
consideration. The main reason is because the FLS delivers the polar images
as raw data and therefore the rotation estimation would be performed on the
original data without the need of computing any transformation or undergoing
any interpolation. Furthermore, due to the high frame rate of new FL sonars,
the translations of consecutive images will be small, allowing for a reasonably
accurate angle estimation which can be adjusted later when incorporating the
pair-wise registrations inside a global alignment framework. The major drawback
would be in non-consecutive registration of frames undergoing large translational
movements or in loop-closing situations when attempting to match temporally
distant frames that present significant shifts.
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Fig. 3. Comparison of the effect of translations on polar sonar frames. The small trans-
lation between the images on the first column (a, ¢) does not induce severe distortions.
The images on the second column (b, d) have been translated by a larger distance
and the contents are distorted, making difficult to estimate rotations as a shift in the
horizontal axes.

4 Experiments and Results

In this section the presented methodologies are evaluated with real sonar data.
Two different situations are analyzed: when the sonar undertakes purely rota-
tional movements, and when there are, simultaneously, rotational and transla-
tional displacements. In order to test the algorithms under varied conditions, we
employ data sets gathered in different environments and using different sonar
models with significant differences in field of view and resolution.

The Cartesian sonar images have been pre-processed to avoid edge effects
by applying a mask to taper out the boundaries to zero. In the two methods
that deal with images in the polar domain, those have been windowed with a
cosine window. For the Radon Transform method, the angle resolution has been
set to 0.25°, which is close to the angular resolution of the beams of the used
sonars. The average runtime per registration under a MATLAB environment is
reported in seconds, using a Intel Core2 Duo 3.4Mhz. From here on, we refer
to the different methods as: PMFT (traditional phase-correlation with Polar
Magnitude of the FT), GCC (Gradient Cross-Correlation method), RT (Radon
Transform approach) and PCP (Phase-Correlation directly on the Polar image).
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Table 1. Computation time, mean error and standard deviation of all methods for
Dataset 1. Approximate overlap between consecutive registered frames: 90%.

Method Time(s) Mean Error(deg) Std(deg)

PMFT 1.8 0.2183 0.2055
GCC 2.0 0.6449 0.6542

RT 5.4 0.0585 0.0616
PCP 0.09 0.0230 0.0369

4.1 Purely Rotational Movements

The first dataset consists in a 360° scan performed in a dock environment with
a DIDSON sonar mounted on a mechanical tripod. A total of 1176 sonar frames
were collected in a complete circle at every 0.3° degrees. Due to the high frame
rate of acquisition we only use 1 out of every 3 frames, which corresponds to an
overlap between consecutive images of around 90%. Then, ground truth rotations
along consecutive frames of the data set correspond to a constant value of 0.9°.
Table [l summarizes the mean error and standard deviations for each technique
(in degrees) with respect to the ground truth. As can be seen, the PCP method
has the lowest error with respect to the ground truth angles. This is expected
since under purely rotational movements the estimation of rotations can be di-
rectly found as a translation in the polar images coming from the sonar, without
the need of altering the data and performing any interpolation. Radon Trans-
form approach, performs also reasonably well and the PMFT and the GCC show
slightly higher errors, with GCC arising few clear outliers that would be marked
as unsuccessful registrations by the posterior computation of the Peak-to-Noise
Ratio of the phase correlation matrix as explained in [7].

We can also analyze the trend of the errors when increasing the step between
the images that we take into account. This is equivalent to registering frames
that are increasingly more distant from each other, which effectively reduces
the overlap. We have decreased the overlap until half of the field view of the
sonar, since according to our experience is the maximum angle that we can
detect reliably. By construction, the PCP and RT methods do not allow for
the estimation of an angle difference higher than the field of view of the sonar.
This limit becomes even more restricted if we take into account that a minimum
overlap is required in order to establish the correlation and some information is
lost with the boundary masking operations, resulting in a practical requirement
of an overlap around 50%. Table Rlshows the errors computed for this case, where
it can be seen that in general the errors increase, while still staying low for the
PCP method. The high accuracy of the rotation estimation from PCP method
allows us to generate a consistent mosaic (shown in Fig. ) just by chaining
the consecutive registration results, without the need of any global alignment.
Notice though there is a small error alignment at the end as a consequence of
the small error accumulation along the sequence.

The second data set used for evaluation was obtained during the ANT’11 sea
trial organized by Centre for Maritime Research and Experimentation (CMRE),
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Table 2. Computation time, mean error and standard deviation of all methods for
Dataset 1. Approximate overlap between consecutive registered frames: 50%.

Method Mean Error(deg) Std(deg)

PMFT 2.1393 0.9472
GCC 1.242 1.0323
RT 0.6353 0.5647
PCP 0.351 0.0007

Fig. 4. Mosaic generated by registering with PCP the consecutive frames of Dataset 1

located in La Spezia, Italy, and during which the University of Girona collabo-
rated. The data set was obtained using a BlueView P900-130 FLS mounted on
CMRE’s Autonomous Surface Vehicle. The employed setup allows us to have
precise differential GPS data and heading from 2 GPS units which we use as
ground truth. The data set contains 3724 sonar frames (from which we use 1
out of every 3) gathered in a marina environment following a lawn-mover trajec-
tory (Fig. ) composed by independent translational and rotational movements.
Table Bl summarizes the corresponding mean errors and standard deviations.
Again, PCP offers the best results. It is worth highlighting that in the pres-
ence of small translations, such as the ones performed during the long straight
tracklines of the trajectory, the method is still able to recover correct rota-
tions (around 0°). However, if we pay attention to Fig. [l it can be seen that
the locations with major disagreement (although small) of the PCP with re-
spect the ground truth, are located in the middle of the straight tracklines of
the trajectory (around frames 200, 650 or 900), where the presence of slightly
longer translations between frames tend to cause distortion in the polar images.
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Table 3. Computation time, mean error and standard deviation of all methods for
Dataset 2

Method Time(s) Mean Error(deg) Std (deg)

PMFT 5.7 4.0719 5.3603
GCC 6.1 4.2454 5.3801
RT 25.7 2.5847 2.5691
PCP 0.17 1.9885 3.8212
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Fig. 5. Lawn-mover trajectory performed in the second dataset, including translations
and pure rotations in every trackline change

Although the mean error does not appear to be much higher, PMFT and GCC
tend to have an oscillating nature that does not follow the trend of the ground
truth rotational angles. Fig. [f] illustrates as an example how the estimates of
PCP closely follow the ground truth while PMFT estimates diverge. This fact
might be caused by the low resolution and weak content of the images, which
make it difficult to estimate small rotations accurately with the methods that
work with the FT magnitude images. RT reports better results than PMFT and
GCC but the size and the wide field of view of the images (130°) significatively
increases the computational time.

We have computed the full registration estimates (translations and rotation
with the 4 methods) between all overlapping frames. After discarding the unsuc-
cessful registrations according to the Peak-to-Noise Ratio [7] we introduce them
into a pose-base graph framework together with their corresponding uncertain-
ties [7]. The importance of having good rotation estimates can be clearly seen
from the resulting mosaics. Fig. [Tal shows the mosaic rendered by using the PCP
estimates, while Fig. presents the obtained mosaic with PMFT. The errors
accumulate along the trajectory and are difficult to compensate using global
alignment due to the low presence of loop closures in this data set.
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Fig. 6. Comparison between the rotation estimation of consecutive frames with PCP
and PMFT
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Fig. 7. Final mosaics of the marina dataset. a) Rotations computed with PCP method.
b) Rotations computed with the PMFT method.

4.2 Combined Rotation and Translation

The dataset used in this section was gathered with a BlueView P900-45 FLS
installed in a ROV. The trajectory combines rotations and translational move-
ments as can be observed in the navigation data (Fig. B)). Unfortunately ground-
truth is not available but the navigation can provide us a good reference of the
consecutive angle increments between every position. Table F] summarizes the
corresponding mean error and standard deviations with respect to the naviga-
tion data.



Rotation Estimation for Two-Dimensional Forward-Looking Sonar Mosaicing 81

Fig. 8. Navigation trajectory of the third data set, combining rotational and transla-
tional movements

Table 4. Computation time, mean error and standard deviation of all methods for
Dataset 3

Method Time(s) Mean Error(deg) Std(deg)

PMFT 3.8 5.0199 6.379
GCC 4.2 5.229 6.023
RT 17.1 4.6481 5.7859
PCP 0.19 5.5074 7.1352

In general the errors are higher since the data presents fast rotations which
decrease the overlap and reduce the reliability of the registrations. We can see
that in this case PCP does not present the best accuracy and exhibits a relatively
higher error than in the other two previous data sets. This is coherent with the
fact that this data set has an underlying translation that leads to a distortion of
the polar images subsequently yielding to a wrong rotation estimation. If we plot
the estimates for each method (Fig. @) we can see that both PCP and RT get
close to the ground truth estimate along the trajectory (RT with more outliers),
and PMFT and GCC present fluctuations that clearly vary from the ground
truth (GCC estimate has not been plotted to avoid overloading the figure, but
the trend is similar to the PMFT).

This data set has many potential loop closures as the trajectory and the range
of the sonar allow for overlap of temporally distant frames. We consider as a loop
closure a successful registration between frames that are not part of the sequen-
tial neighborhood of a current frame. According to that, PMFT encountered 2
loop closures, GCC 3, RT 10 and PCP 12.When performing the global align-
ment, a larger number of loop closures contribute to ensure the consistency of
the mosaic. Hence, even that the PCP estimates might not very accurate in this
context, a consistent mosaic can be obtained after a graph optimization of a
sufficient number of links (Fig. [I0).
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Fig. 9. Comparison between the rotation estimation of consecutive frames with PCP,
RT and PMFT

Fig. 10. Mosaic generated with PCP after global alignment

5 Discussion

Direct estimation of the rotation in the polar images, although being prone to
inaccuracies in the presence of translations offers the best results, specially for
those FLS with a narrow field of view, where the distortions induced by the
translations are less noticeable. The estimations are accurate since no transfor-
mations and interpolations are involved and the presence of small shifts is han-
dled well thus making the method appropriate in the majority of cases. In the
presence of large translations, if the data set trajectory allows for loop closures,
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the global alignment stage might constrain these errors, making the PCP a valid
option for rotation estimation even in those cases. Otherwise, another method
must be selected to deal with these particular situations. The Radon Transform
approach offers also good performance in both purely rotational and combined
motions but at the expenses of a high computational time. Resolution cannot be
sacrificed past a certain point if we want to guarantee a good translation estima-
tion and in general, good registration. Although it might be a good approach in
the context of off-line mosaicing, it seems unfeasible for real-time implementa-
tions. Regarding the PMFT method, which has been successfully used on optical
images, we can conclude that it performs poorly on FLS images. It should be
noted that results obtained for the first data set, where the employed sonar had
higher resolution compared to the other two, present less error. Also, the prelim-
inary results under rotational movements reported on [7] are successful as they
are based on a dataset with strong image components (distinguished and sharp
straight lines). However, in general, the noise, low resolution and the lack of
strong image features together with the interpolations errors introduced within
its computation discourage the usage of PMFT within FLS modality. Finally, we
have not noticed any advantage of GCC method over the normal PMFT, and in
fact, it appears to give rise to a higher number of unsuccessful registrations. This
suggests that the gradient images that are generated as input for the correlation
are not stable enough (noise may arises small gradient changes) and although a
more robust manner of computing them could be devised, the results obtained
with the analogous PMFT method discourage its use.

6 Conclusions

We have assessed the performance of different global registration methods for
rotation estimation on FLS images, under different situations and using different
sonar models. Results show that rotation estimation performed through phase
correlation in the raw sonar polar frames is the best approach. Its performance
can decrease when the image rotation is combined with large translations and
therefore other techniques may be considered in this situation. Radon Transform
is a suitable candidate for those situations, especially when working off-line, and
should be studied further to find ways of decreasing its computational burden.
On the other hand, if there exists the combination of rotations and large trans-
lational movements it is important to plan trajectories that ensure loop closing
situations to try to constrain the error. Further improvements could incorporate
a selective methodology based on the context: when attempting registrations be-
tween frames that were gathered far in time, a special technique could be used,
while for the rest of the cases a direct estimation of the rotation in the polar
images is the best approach.

Therefore, we have made a step towards generalizing the applicability of sonar
mapping into a broader range of situations, involving the generation of mosaics
gathered under rotational movements which might be necessary in many envi-
ronments or in novel applications like real-time sonar mosaicing to support ROV
pilots.
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Abstract. This paper deals with the automatic computation of the as-
sembly sequence for building truss structures from their 3D geometrical
analysis. This functionality is part of the autonomous planning architec-
ture of a team of aerial robots equipped with on-board robotic arms. The
mission of the team is the construction of a structure in places where the
access is difficult by conventional means. The assembly sequence is com-
puted by applying the well known “assembly-by-disassembly” technique
to the Non-Directional Blocking Graphs (NDBG) obtained from the geo-
metrical analysis of the structure. In this paper two novel local heuristics
are presented to solve the assembly problem: the former is based on the
number of free nodes in the graphs and the latter is related to the size
of the resulting connected subgraphs when each disconnection is applied
to a set of parts. Both techniques are designed to compute the assembly
sequence that allows to parallelize the building process of the structure
if enough robots are available. Simulation results as well as experimental
results with an aerial robot are presented in the paper.

Keywords: local heuristics, automated assembly, aerial manipulation,
autonomous planning, NDBG graphs.

1 Introduction

The work described in this paper is part of the ARCAS European Project funded
by the European Commission. One of the goals of this project is to build a struc-
ture by using a team of aerial robots equipped with on-board manipulators. The
practical interest of this system can be found in situations where it is required
to build a structure in places with difficult access by conventional means (see
Fig. ).

Other works [2[15/20/9] have addressed cooperation in teams of aerial robots
for multi-purpose missions. However, in those papers the dexterous manipulation
with aerial robots was not present. The use of aerial robots allows to perform
assembly operations in any point of the 3D space, which can represent a relevant
advantage compared to ground robots in areas of difficult access.

In previous work of the authors [16], the so-called TA technique was applied to
compute assembly sequences using a global search algorithm. It was shown that
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Fig. 1. Two aerial robots equipped with LWR KUKA robotic arms manipulating a bar
to build a structure in places with difficult access by conventional means

pre-computing groups of disassembly operations, the depth of the search tree was
reduced allowing to decrease the required computational time. In this work, local
search is added to the previous approach in order to decrease more the runtime
by pruning the tree according to the chosen heuristics in each iteration. These
local heuristics are based on those characteristics of the intersection graphs that
are related to the potential parallelization of the assembly operations if enough
aerial robots are available.

It should be clarified that characteristics such as the number of available
robots, the weight of the parts and the obstacles in the environment are not
taken into account in this work. Only the geometry of the structure is consid-
ered and it is assumed that enough robots are available to exploit the potential
parallelization of tasks in the construction process.

The paper is organized as follows. Next section summarizes related work ad-
dressing the geometric analysis of the structure, the representation of the assem-
bly sequences and the methods applied for their computation. Section[3 describes
the architecture and the algorithms applied to solve the assembly problem, and
the local heuristics mentioned above are presented in Sect. The simulation
results of the different strategies are analyzed in Sect. dl and the whole approach
is illustrated with a real experiment performed with a multi-copter in the facil-
ities of the Center for Advanced Aerospace Technologies (CATEC) located in
Spain. Finally, Section [0 closes the paper with the conclusions.

2 Related Work

The particular problem addressed in this work is to compute the sequence of
Assembly Operations (AO) required to build a given structure. Reference [I1]
presents a classification of the structures according to different features: number
of hands, monotonicity(whether or not operations of intermediate placement of
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subassemblies are required), linearity (whether all assembly operations involve
the insertion of a single part in the rest of the assembly or more than one part
have to be simultaneously inserted), and coherence (whether or not each part
that is inserted will touch some other previously placed part). The structures
considered in this paper are sequential (for two robots), monotone, linear and
contact-coherent.

Related work is divided according to different areas of research: geometric
analysis and problem representation, and the algorithms to compute the assem-
bly sequences.

2.1 Geometric Analysis and Problem Representation

In this area, several authors have introduced ideas such as the graph of connec-
tions, whose nodes are these individual parts and the links stand for contact
connections between them. In [4] a classification of the different types of con-
nections is provided, and in [I86] the graphs of connections are represented as
liaison matrices. There are also more particular representations [21] where pred-
icates are used to specify the relative positions of the different parts (part 1 on
top of 2, part 2 at +x with respect to part 5, etc.). Relational graphs have been
applied to analyze the distances between parts from their vertices and/or their
edges [I2] and it has been also used the configuration space or C-space in [7§]
to define a geometric area which represents the contact-free region for every two
parts. In particular, the Minkowski difference PSQ is applied in [7] to determine
the free obstacles region between two polygons P and Q.

The use of AND/OR graphs [I0] has been widely applied in assembly se-
quence problems. In this case, the approaches start from a previous analysis
of the structure geometry and represents the different possible combinations of
assembly operations as an AND/OR graph. The AND branches represent the
disassembly of a part (or a subset of parts), whereas the OR, branches (different
paths from the same node) represent different disassembly options. In a later
stage, it is possible to analyze the feasibility of the sequences using knowledge
databases [4], geometrical approaches [I§], ad-hoc algorithms [23] that differ-
entiate parts and connectors, or building Non-Directional Blocking Graphs [22].
Finally, an algorithm based on the so-called motion space is presented in [7]. Dif-
ferent sequences of translation paths are computed within the C-space in order
to build the structure.

2.2 Methods to Compute the Assembly Sequences

A widely used method is called assembly-by-disassembly. Starting from the ini-
tial structure, the algorithm computes the parts that can be disassembled and
updates the structure after removing them. The process is repeated until no
remaining parts are left. This technique can be applied with the previously men-
tioned Non-Directional Blocking Graphs representation that includes the block-
ing directions between the different parts of the structure.
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There are other algorithms based on different techniques: ant colonies [2T19/6],
neural networks [I7], evolutionary algorithms [B/13] and Immune Optimization
Approaches(IOA) [3]. Alternatively to perform a graph search, reference [14]
proposes to transform the liaisons graph into a table of liaisons in matrix form
where a feasible sequence can be found by successively deleting the columns of
the parts already included in the assembly and examining their rows for other
candidate liaisons to be established.

All these algorithms can be setup just to compute feasible sequences or to
optimize the operations according to a given criteria: number of required re-
orientation of parts [21], required tools, number of parts moved, etc. For instance,
in [I] the authors apply Petri Nets to solve the problem minimizing the degree
of difficult of assembly sequences.

3 Adopted Approach

The architecture adopted to solve the problem was also applied in [16] and
it is shown in Fig. 2 It is based on the following modules: NDBG generator,
assembly-by-disassembly technique, heuristics based prune, sequence selection
based on metrics and final assembly sequence computation.

N

assembly- Sequence Final
_Geomet_nc NDBG : by- Heuristics selection assembly
Analysis generator disassembly based prune based on sequence
technique metrics computation

N

Fig. 2. Architecture adopted to compute the assembly sequence required to build the
structure given as input. The different modules are described in this section.

3.1 NDBG Generator

Let us consider a structure S composed by a set of parts P;. Constant mutual
blocking relationships between parts of the structure can be labeled with Direc-
tional Blocking Graphs (DBG). A DBG gg(t) for the structure S in a direction
t is a directed graph G = (V, E) with

V#0
EC{(a,b) e VxV:a#b}, (1)

where V' is the set of vertices, (a,b) is an edge with source a and sink b and any
node n; € V represents a part P; of the structure S. In the graph gs(t), an arc
points from P; to P; iff P; blocks the displacement of P; along the particular
direction given by vector t.
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Let us define w = (n1,ng, ...,nk) as a path in the graph from node n; to ny.
A strongly connected subset of gs(v) is the maximal subset of nodes such that

Vn; € gs(v) AVny € gs(v) — (2)
Jw = (nj,nj11, ..., N1, %) A

(M1 k1) € gs(v)

i.e. for every pair of nodes (n1,n2) € gs(v), there is a path from ny to ny with
all the nodes belonging to gs(v). Then, the strongly connected subsets of a graph
gs(v) represents individual parts (or subsets of parts) that can be disassembled
from S.

Let d; be a disassembly operation containing the list of parts that can be
disconnected from the structure in a direction ¢, and D the set including all the
possible disassembly operations. A set of n parts belongs to D if

{n|(n,p:)/¥pi € S A (n,pi) ¢ gs(t;)} € d; - (3)

Figure[Bshows the different DBGs gs(v) that belongs to the set Gg for a given
2D structure. Each graph corresponds to a particular bidimensional direction of
dissasembly v € S2. As the structure is 2D, the different angles associated to the
directions are represented in a circle S2. The partition of the circle of directions
labeled with the corresponding DBGs is called the Non-Directional Blocking
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Fig. 3. This is a representation of the full set Gs for the structure shown on the left.
On the right, the different graphs gs(v) with v € S? are grouped in different circular
sectors depending on the translation direction. The graphs on the top and the bottom
of the circle correspond to the vertical direction (upwards and downwards respectively).
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Graph (NDBG). Then, Figure [ displays the NDBG for an assembly in a 2D
infinitesimal translational case.

As it will be shown later, the disassembly process is iterative until all the
parts of the structure are disconnected, i.e. Vn; and Vgg(t;) with n; € gs(t;),
no edges are connected to n;.

Other authors have considered rotations [22] and multiple translations [§] in
the building process. However, in this work in order to follow the graph approach
presented above and expressions such as (B]), only one-step translations are con-
sidered in the process. On the other hand, only the three Cartesian axes have
been considered for the translations in the NDBG graphs generation: +z, +y, £z.
Finally, it should be mentioned that the assembly sequence is computed from
the disassembly sequence just reversing the order of the operations.

3.2 Assembly-by-Disassembly Technique

This technique processes the previous Gg in order to find paths of disassembly
operations that can disassemble the whole structure. Once a particular sequence
of disassembly operations has been chosen, it is just required to perform the
operations in reverse order to obtain the assembly plan.

In order to find the different paths of disassembly operations in Gg, Algo-
rithm [I] has been applied. This algorithm generates a list with all the posible
paths for a given local heuristic. The different heuristics are described later in

Sect. 3.3

(s +— Build intersections graph ;
X} <— Initialize list as empty ;
while remaining parts connected in Gs do
A +— getDissasemblySet(Gs, H;);
update Gs;
Add A to X ;
end
Algorithm 1: Core algorithm used to implement the assembly-by-disassembly
technique. X is a list with all the posible disassemblies A applying a given
heuristic H;.

The algorithm stores in X' all the posible disassemblies A applying a given
heuristic H;. The heuristics prune the computation of sequences according to
the indices qp, described in Sect. B3l The sequences with the highest values of
qm, are returned to be further processed by the next module of the architecture.

In previous work of the authors [16], it was shown that pre-computing groups
of disassembly operations, the depth of the search tree was reduced allowing to
decrease the required computational time. That technique has been also used in
the method getDissasemblySet applied to compute A in Algorithm [
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3.3 Heuristics Based Pruning

Two different heuristics have been applied in the implementation of Algorithm [T}
the number of free nodes in the graph (Hp) and the features of the connected
subgraphs (H¢). Both heuristics are described in the following.

Number of Free Nodes in the Graph (Hp). Let us define v(n) as the degree
or valence of a node n in a graph, i.e. the number of incident edges in a vertex.
For a node n in directed graphs, the number of head endpoints adjacent to a
node is called the indegree v~ (n) of the node and the number of tail endpoints
adjacent to a node is its outdegree v*(n). In every graph

v(n) =v"(n)+vt(n). (4)

On the other hand, let us denote gg,. as the number of parts free of intersection
in the structure, i.e. the nodes n; such that g*(n;) = 0 in each graph gg(v;). It is
possible to select those disassemblies leaving the maximum number of free parts
for the next iteration in the algorithm previously described. Then, given the j-th
node n; € gs, the heuristic ¢z, is computed in each iteration of Algorithm [I] for
a particular disassembly A as

M N
B _ [ 1if g7 (n;) = 0 where n; € gs(v;)
0y (4) = Zza’j Y= {0 otherwise )
i=1 j=1

where M = |Gg| and N = |gg(v;)|. The computation is performed for each gsg,
and hence, single parts (nodes n such that g(n) = 0) will increase ¢y, in a quan-
tity + |Gsl, i.e. the total number of gg graphs. Then, this heuristic prioritizes
single parts disassemblies that lead to very linear disassembly sequences. This
behaviour can be reduced adding one unit to gz, if a node is free of intersections
in all the graphs gg.

In order to illustrate the idea behind this heuristic, the structure in Fig. @
will be used as reference. Figure [l shows two possible disassemblies (d; and ds):
after d; there are no additional parts free of intersections, whereas with ds there
are five free parts. Then, the second disassembly leads to a higher value of gg,..

Fig. 4. Basic structure used to illustrate the ideas behind the different local heuristics
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d1—>

Fig. 5. Two possible disassemblies (d1 and d2) for the structure shown in Fig. A

Connected Subgraphs (H¢). A connected subgraph cg(v) is defined as a
subset of connected nodes with a minimum degree equal to one, i.e. g(n) = 1.
In addition, cs(v) € gs(v) and for every two nodes ny and mny belonging to
different cg(v), there is no path connecting both. Each node n with g(n) = 0 is
a connected subgraph with no edges.

This heuristic is based in the idea of prioritizing disassemblies that divide
the graphs gs in the maximum number of connected subgraphs with a similar
number of nodes. The idea is to divide the structure S in many substructures
that can be disassembled in parallel. Let us define max(cg(v;)) and min(cg(v;))
as the connected subgraphs with the maximum and minimum number of nodes
from gs(wv;) respectively. The heuristic gm. is computed in each iteration of
Algorithm [ for a particular disassembly A as

1 if Tmax = Tmin

Mo
ch(A):Zﬁaﬁiz , (6)
i=1 """

Tmax — Tmin otherwise

where M = |Gs|, rmax = |max(cs(v;))| and rpin = |min(cg(v;))]-

The structure in Fig. @ will be used again to illustrate the ideas behind this
heuristic. Figure [6] shows all the possible disassembly operations. It can be seen
that the disassemblies from ds to d7 on the top will lead to low values of g,
because the graphs g; are divided in subgraphs with a big difference in the
number of nodes. The same applies for the disassembly d; on the right. But the
disassembly ds will generate a new graph with two connected subgraphs of 6
(moved parts) and 7 (static parts) nodes.

Heuristics Normalization. In order to combine different heuristics in the
Algorithm [] it is required to normalize them as

Vil

norm =
e =y

€ [0,1] (7)
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dl-__>

Fig. 6. All the possible disassemblies for the structure shown in Fig. @l

and

normpg, = qugA)

where V7, is the set of free nodes in Gg and V' is the set with all the nodes.

€ [0,1], (8)

3.4 Sequence Selection Based on Metrics

After Algorithm [ finishes, the structure is fully disassembled and the computed
disassembly sequences are ranked according to two metrics: the number of re-
quired movements (I,,,) and the degree of potential parallelization of the building
process (I,). Both are computed using counters associated to the parts of the
structure. After ranking the sequences, it is possible to filter the results of the
previous module by using a given threshold.

3.5 Final Assembly Sequence Computation

In the last stage of the process, the assembly sequences are computed just re-
versing the order of the disassembly operations and are represented using the
Planning Domain Definition Language (PDDL). Each assembly operation (AO)
has associated different features in this format: preconditions with the required
previously assembled parts, effects with the pose of the parts after assembling
them, translation vectors, type of connections, etc.

4 Analysis of the Proposed Approach

Apart from the previously presented heuristics, another heuristic Hy; has been
simulated for comparison purposes. This heuristic is based on the metric I,
presented in Sect. B4 and gp,, is computed for a particular disassembly A as

(A= 1 (9)

Ly
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40 Hm+Hc
£ d
™ 20 He +H
Hwm
Hm+Hr
Hwm+He +Hc
-20 Hr
6 16 26 46 56 66 86 96 116 126 136

Fig. 7. The lowest values of I,, are shown for the different simulated heuristics Has,
Hp and Hc, which are based respectively on the number of required movements, the
number of free nodes and the characteristics of the resulting connected subgraphs. The
symbol + represents the combination of different normalized heuristics.

In order to compare the different approaches, a set of structures has been used
and ranked with a complexity metric. This complexity C has been defined for a
structure as the sum of the number of edges of all its associated graphs gg(d).
This metric is shown in the horizontal axis of the plots presented in this section.

Figure [ is focused on structures with complexity above 85 (C' > 85) and
shows the values of I, for the different simulated strategies. It can be seen that
the lower values of I,,, are achieved with the heuristic based on the number of
free nodes (Hp).

On the other hand, Figure ] compares the heuristic Hr with the so-called TA
technique presented in [16] that used only global search. As local search was not
applied to prune the search tree, the spectrum of assembly sequences is broader
and the solutions are better (lower I,,). However, the computational load is
higher for the TA algorithm compared to the heuristic Hg. This is an important
drawback because the runtime grows exponentially with the complexity of the
structure.

£
= 20
10 He
TA
-10
6 16 26 46 56 66 c 86 96 116 126 136

Fig. 8. The lowest values of I, are shown for the best heuristic in Fig. [7] and the
so-called TA technique presented in [16]
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5 Experimental Application

The structure shown in Fig. [@ has been used in an experimental setup to test
the approach presented in this paper to compute the assembly sequence.

G-Green(left)
B-Blue(right)
C-Cyan(base)

Fig. 9. Structure in the experimental setup used to illustrate the building capabilities
of aerial robots equipped with manipulators in the framework of the ARCAS European
Project. The CATIA file with the design of the structure is the starting point for the
computation of the assembly sequence.

The NDBG generator module computes automatically the set Gg shown in
Fig. M0 from the structure designed in CATTA. Then, applying the sequencing
Algorithm [ and the heuristics described in Sect. B3] two disassembly sequences
are computed and ranked according to the metrics presented in Sect. 3.4l

Table [[lshows the runtime 7, and the values of the metric I,,, for the different
heuristics and combination of heuristics. It can be seen that for this particular
structure the values are very similar in general.

The selected disassembly sequence was composed by the following disassembly
operations:

. Part Y disassembled from G and B towards +z.
. Part G disassembled from C towards +z.

. Part B disassembled from C towards +z.

. Part C as base.

= N

and the final plan for the execution is computed reversing the disassembly op-
erations:
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Fig. 10. Set G5 computed for the structure shown in Fig. 0l using the Cartesian direc-
tions as translation vectors

Table 1. Runtime 7. and values of the metric I,, for the different heuristics and
combination of heuristics applied to the structure shown in Fig.

Heuristics Te (s) Im
Hp 0.42 7
He 0.38 7
Hr + He 0.45 7
Hur 0.46 7
Hy + HrF 0.40 7
Hy + He 0.40 7
Hy + Hrp + He 0.40 7

Fig. 11. Aerial robot executing the assembly operations computed with the approach
presented in this paper. A video with the full assembly mission can be downloaded from
http://www.youtube.com/watch?v=Id4hwnbPI4U. The test was carried out in the fa-
cilities of the Center for Advanced Aerospace Technologies (CATEC) in the framework
of the ARCAS European Project.

Part C as base.

Part B assembled to C towards —z.

Pieza G assembled to C towards —z.

Pieza Y assembled to G and B towards —z.

Ll e
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This plan was executed with an aerial robot of type multicopter equipped with
a manipulator in the facilities of the Center for Advanced Aerospace Technologies
(CATEC) located in Spain. The test was carried out in the framework of the
ARCAS European Project. Figure [l shows a photograph of the autonomous
execution of the mission.

6 Conclusions

In this paper it has been shown that the local heuristics offer lower computational
cost compared to the so-called TA technique presented in [16] that used only
global search. However, local search prunes the tree removing in each iteration
the disassemblies A according to the chosen heuristics. An interesting alternative
would be to apply a threshold p to control the pruning process, so that if p is
equal to zero, the disassemblies are not discarded.

It should be highlighted that the approach presented in the paper has been
experimentally validated with an aerial robot equipped with a manipulator build-
ing a structure. The robot executed the assembly operations computed by our
method in the facilities of the Center for Advanced Aerospace Technologies
(CATEC) in the framework of the ARCAS European Project.

Finally, it should be mentioned that the algorithm can be extended adding
other heuristics or additional methods oriented to decrease the computational
load. Another interesting heuristic could be to prioritize the disassemblies A
such that in the following iteration all the parts can be disconnected. Let us
consider V7, as the set of free nodes, (V, E) as the set of nodes and edges of
a graph, and Cg(v;) as the set of connected subgraphs in a particular gg(v;).
Then according to (B

Vgs(vi) = (V, E) = |V = Vi | = |Cs(vi)| , (10)

i.e. removing the nodes free of intersections with g™ (n) = 0 from all the
graphs gs(v;), a connected subgraph is generated per each part (all the parts
are disconnected). This heuristic could lead to sequences with disassemblies that
can be easily disconnected from the structure.

Acknowledgements. This work has been partially funded by the ARCAS
European Project (ICT-2011-287617) and the national projects RANCOM (P11-
TIC-7066) and CLEAR (DPI12011-28937-C02-01).
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Abstract. In the last decade, the use of small autonomous unmanned
aerial vehicles (UAVSs) has been generalized. Specially, multirotor vehi-
cles become really popular and are being employed in several different
applications and fields: military missions, agricultural processes, rescue
and surveillance operations, audiovisual productions.. and even have ar-
rived to the public at large. This entertainment approach has set some
challenges still unresolved: among them, the safety of these systems.

The work presented in this paper is framed in this challenge, focusing
on the multirotors systems behaviour when facing a lift problem. It has
been tried to detect and manage emergency situations, being the goal
to minimize as much as possible the potential damages. It started from
a deep study of the main malfunctions or breakdowns affecting to the
drone’s lift. This study flowed into the design and develop of a model-
based algorithm able to detect this events in a fast and robust way. This
failure monitor allows to effectively apply control techniques to compen-
sate (if it is possible) the breakdown’s effects and to use passive safety
methods (e.g. parachutes) to minimize the potential damages derived
from a fall.

The system and techniques developed in this work were tested both in
simulation and in real experiments, proving they suppose and increment
in the operation’s safeness (i.e. both the own drone and the third party
agents, safety methods).

Keywords: Quadrotor safety, failure detection, degraded flight control
system and pasive security methods.

1 Introduction and Objectives

Aerial robotics provides with many advantages when comparing to ground
robotics: it allows to access to unreachable areas, to cover large terrains or to
easily change their attitude. Nevertheless, all these advantages have also their
return. Among them, the safety problems are really remarkable since the con-
sequences are in general more critical than in the ground cases. Besides, the
rotatory-wing UAVs has a notable predisposition to suffer accidents. It is not
only an statistical fact but also a physical certain: compared to airplanes or other
flying devices, rotorcrafts have not own lift ability. It is completely dependent
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from its propellers’ thrust, implying instability and problems in case of failure
of one of them. Even more considering the motor distribution in a quadrotor,
where a breakdown in any engine will cause a uncontrolled fall.

Apart from the economic looses and legal responsibilities, these events could
actually suppose a risk for the humans health (or even life), and this is completely
unacceptable. Besides, from the popularization of the drones, the frequency of
these incidents has been increased, being more common than may be though.

Without advising against the UAV utilization (due to their great benefits), the
regulation of their use is necessary and the implementation of failure tolerant sys-
tems is required. Many authors have addressed these challenge in literature, but
in general focusing on helicopters: Ducard summarizes most the fault-tolerant
methods, basin all of them in statistical reliability [2]. It includes the approach
that Rago proposed, where state-space model representations of the failures are
used, computing the probability of each failure model [7]. A deeper approach to
the lift problem in quadrotors were done by F. Sharifi [8] and A.Freddi [3]: They
both use a model and the system’s status for generating the “residuals” -as a
difference of the predicted and real outputs- that will be use as indicators of the
state. Concretely, the first work one uses an state estimator for detecting actu-
ator faults, while the second approach uses model based on a Thau’s observer.
Nevertheless, they both use complex models that do not allow to apply these
approaches in a real time control.

This paper presents the work done in this sense, simplifying the model and
continuing the process by proposing a damage-reduction mechanisms that can
be really implemented: The section [2] shows the analysis done related to com-
mon breakdown causes, leading into the failure detection system. It embraces
the quadrotor model and the state machine of the detection system. Section [3]
continues with the logic evolution: after the detection, the management system
for minimizing the potential damage is presented. Firstly, the control system
for recoverable situations is presented in 3.1l It allows to balance the drone and
take off in safety conditions. In contrast, the subsection [3.2] presents alternatives
to minimize the damages in case of unrecoverable situations. Finally, section M
presents the results of the experiments and the conclusions extracted.

2 Failure Detection

As described in the previous section, the firs step for a reliable failure managing
and control bases on the capacity of detecting the failure before getting an
irreversible situation. This analysis is based on a simplified quadrotor model
that allows to detect the most common failures affecting the drone’s lift by
analyzing its dynamic behaviour.

2.1 Quadrotor Model

A quadrotor (also know as quad-rotor) is a rotary-wing UAV that relies in the
propulsion provided by four propellers (as the presented in figure[I]). It provides
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Fig. 1. Quadrotor model

a great dynamic stability and maneuver capacity. Nevertheless, this advantage
makes also really unstable the UAV is case of failure.

The kinematic/dynamic model used for analyzing both states is a simplifica-
tion of the one proposed by F. Sharifi [8]. The inputs considered are the four
voltage levels of the motors and the two components of the wind speed (). As
state variables, the position of the fixed reference system and the linear velocity,
orientation and angular velocity of the quadrotor are considered. (2]). Finally, the
output variables defined are the real angular velocity (measured by the gyro),
the linear acceleration (extracted from the accelerometer) -both referenced to
the dynamic system- and the relative height (barometer) to the fixed frame (3)).

U: ['U/l, u2, U3, U4, Vyz, ’va] (1)
X =[x, y, 2, 0, 0, W, @, 0, ¥, ¢, 0, V] (2)
Y =[p, 0, b, i, 9, w, 2] (3)

The individual thrust ) and torque (Bl generated by the motors are a direct
function of their supply voltage u;. Using them, it is possible to calculate the
resultant momentum () and forces over the axis (7)) (being 'I’ as the wingspan
of the drone).

T = ky * Uy (5)
4
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To=1x(fo—fa); To=1x(fi—f3); Ty =T1+T3 -T2 —T4 (7)

Operating after considering the quadrotor’s mass (m) and the moment of
inertia (Ju, Ju and Jw), the gravity (g), the Coriolis forces and the fixed-mobile
framework, the state equations can be defined as (8{IT)):

T U Vo
gl =Rx | 0| + |vuy (8)
z w 0
i bxb— 0% w X F,
v = cp*wfw*u +m* F, 9)
w Ot —@x0 Fy
® 1 sen(yp) * tan(0) cos(ip) * tan(0)
0| = G* |0] + 6% cos(y) + 9 * cos(y) (10)
. 0 sen(p) cos(p)
'(/J cos(0) cos(0)
%) J’”jjw*é*zﬁ+}u*7'¢
fl = JWJ*UJ“ *go*q/}Jr le * Ty (11)
P J“J;J” * QO * 0+ J1 * Ty

Finally, as a result, the output equations are obtained from state and in-
put variables (IZ), where G corresponds to gyro, A to accelerometer and H to
altimeter measures.

G| =160|; |As| = =« |F|; H=2 (12)
. m
Gy 1) Ay Fy

2.2 Failure Analysis: Lift System

Among all the possible failures and breakdowns, this work is centered in the
events affecting to the drone’s lift. It is due to the potential consequences it
would have in the drone control and stability. They can be characterized ac-
cording to two different parameters: the system affected by the failure and the
importance/relevance of the breakdown in the performance of the system.
Firstly, it is required to analyze the failure-susceptible elements. Statistics
shown that they are usually found in the propellers, engines, bearings, or elec-
trical connections. All of them can provoke a thrust lost in the broken-down
motor, that can be characterized as a linear combination of a translation over
the engine’s axis and a rotation over the opposite axis. It is the result of abrupt
changes in both the linear acceleration and the angular velocity, that can be
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Fig. 2. Accident analysis: top view Fig. 3. Accident analysis: 3D view

detected before the drone’s position and orientation reach dangerous values. In
brief, the sudden lift lost together with the torque originated in the opposite axis
makes the drone to fall turning around of its center.

This behaviour was verified in study conducted to analyze an accident hap-
pened in the RobCib group: figuresPland Blshow the event: after the take-off and
2 minutes of normal operation, the drone -an Asctec Pelican- suddenly fell down
with no apparent cause. The posterior analysis revealed a failure in one of the
motors (the 3, concretely), that altered the lift. Although the real causes of the
accident have been not discovered yet (it is though that was due to a problem in
the motor power supply), it has been estimated that the failure would had been
detected by the system described in the following section. It would had allowed
to reduce the damages substantially. Both the detection system and the safety
control techniques are presented in the following sections.

2.3 Failure Detection System

Bibliography presents two main different model-based approaches for detecting
failures: the first ones measures the speeds in each one of the motors (by using a
tachometer) and compares it with the theoretical one. C.Yang proves that this
local method provides fast and accurate results [9], but is not able to take into
account physical problems in the propeller or damages in the structure. That is
why the second approach -based on the inner state- is broadly used.

Several works in the bibliography has addressed this approach: G.Heredia
uses an observer based on an analytical (Kalman Filter) identification [4], while
C.Berbra [1] employs a multi-observer strategy (every non-linear estimator ob-
servers the attitude but using different sensitivities, choosing the output of the
one that minimizes a certain criterion). In this work, the Cauchy’s Residues The-
orem has been selected, simplifying the work done by Rafaralahy [6]: The state
of the drone is compared with the theoretical model (presented in subsection
[21)). The state variables taken into account are i) the linear acceleration in X,
Y and Z (&, ¢ and Z, respectively; and ii) the angular velocities in roll, pitch and
yaw (gb,é and 1/}, respectively) H. They are acquired by using a fast high preci-

! Linear acceleration in the Z axis and the angular acceleration in yaw are both dis-
carded for the following steps due to their low relevance in the failure detection.
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sion IMU (mainly basing on the accelerometer and gyro measures). The 6-to-6
comparison generates the drone model’s “residuals”.

These features are good indicator of the real/theoretical divergence: when
their values are close to zero, the likeliness model-reality is high. Conversely,
when discrepancy is relevant, the distance between the model and the actually
behaviour is high. Supposing the model good enough, it implies a failure in
the operation. Figure [l presents a simplified diagram of the detector, where the
inputs, outputs and residuals (defined as a difference between real and estimated
outputs) are the variables defined in 2.2.

Real
output
» System " Residuals
Input — Detector [ Fault
»>| Model -
Estimate
output

Fig. 4. Diagram of the failure detector

According to the breakdowns effects described in subsection 2.2 breakdown
situation can be supposed when the residuals of one of the linear accelerations (X
or Y) and one of the angular velocities (roll or pitch) exceed a certain threshold.
Even more, a careful study proved that the interrelation among the residuals and
their specific values identifies and determines the rotor affected by the failure.
Table [ presents the criteria selected for identifying the motor damaged.

Table 1. Damaged motor identification according to the residuals. The numeration of
the motors follows the described in figure [

Motor number Angular velocity Linear acceleration
1 0 < —TH, i< —TH>

2 <,D < —-TH; y > TH,

3 0> TH i > THo

4 ©>TH; U< —TH,

In the table TH; and T Hy corresponds to two different thresholds: angular
and linear. The have to be defined experimentally, since they depend on the
drones characteristics: In this work, the features considered are the ones depicted
in table[2 obtaining both thresholds by simulation. These simulation introduced
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Table 2. Quadrotor parameters

Parameter Value
Mass (m) 1kg
Wingspan (1) 0.55 m
Force/voltage relation (Ky) 5N/V
Torque/voltage relation (K;) 0.05 N-m/V

Moment of inertia: U axis (Jy)
Moment of inertia: V axis (Jy)
Moment of inertia: W axis (Jw)

100,000 Kg-mm?
100,000 Kg-mm?
200,000 Kg-mm?

Accelerometer deviation 0.025 m/s”
Accelerometer noise 0.005 m/s”
Gyro deviation 0.025 rad/s
Gyro noise 0.005 rad/s
Altimeter noise 0.02 m
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Table 3. Results of simulation with mild failure detection system

Failure % Torque (N-m) Detection time (s) « after detection (°)
10 0.125 0,65 31
20 0.251 0,45 29
50 0.625 0,3 32
100 1.25 0,2 28

different failures of diverse consideration, in order to obtain a general rule for
the residuals. For example, figure presents a 50% breakdown in motor 1, that
was detected after 244 ms. As it is possible to see in the figure Bl the value of
the residuals in 6 and & is obtained from the detection level determined.

Nevertheless, the simulations showed that for distinguish in fast and reliable
way between mild and critical failures -those that implies less or more than
50% lift lost, respectively-, two parallel systems with different thresholds are
needed. Tests have proved that 2 m/s? and 2 rad/s are the optimum value for
detecting critical breakdowns. Conversely, mild failures requires T Hy = 0,5 rad/s
to perform suitably, considering only the average measures in order to avoid false
positive detections due to the sensor’s electronic noise.

The results of the simulations are shown in tables[Bland [l As it is possible to
appreciate, critical errors are detected quickly. In contrast, it takes a long time
to detect mild errors. However, their effect in the global attitude of the drone is
not actually strong, being in any case enough for applying the control methods
and techniques described in the following section.

Finally, not only simulations but also real experiments were done in order to
validate the hypothesis of the work. Figure[@l depicts the results of an experiment
with a 100% failure in motor 2. As it is possible to appreciate, it was detected
approximately after 390 ms. Orange, blue, yellow and green lines represent, re-
spectively, the residuals of linear accelerations in X and Y and angular velocities
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it hd, | -
| Threshold l f AN lT

z 1 < [

E < Mwﬂl 1 E o ﬂh\“‘ﬂ-ﬂ\"‘f‘lﬁ*‘m’iw- i l-'l II |II -
z s 1‘“ 1 ® .l Threshold N
b PN

. W W
Failure | |Detection ' Failure | | Detection

4 o 03

i) Cts)

Fig. 5. Simulation of a 50% failure in motor 1: The breakdown is detected using the
residuals of angular velocity in pitch and linear acceleration in x axis

in roll and pitch. On the other hand, red lines show the detection thresholds and
red points show the time when they were exceeded. The breakdown was detected
using the residuals of angular velocity in roll and linear acceleration in Y axis.

3 Failure Management

Once detected a failure in the drone’s lift, the main goal is to reduce the risk:
Given that a quadrotor is a naturally unstable system -in contrast to hexacopters
or octocopters-, a failure in any of the motors makes impossible to continue the
operation. Nevertheless, a quick detection of the failure allows a counteraction to
stabilize the drone. It makes possible to landing in safe conditions -if the failure
is not critical-, or at least to deploy a passive safety method that minimizes the
damage.

In both cases, the control techniques to apply have to compensate the failure
effects: maintain the drone in the horizontal plane and reduce as much as possible
the fallen speed. In the first case, to guarantee that the landing avoids damages
for both the own drone and to third part agents. On the other hand, in order to
be able to employ the passive guard properly.

Table 4. Results of simulation with critical failure detection system

Failure % Torque (N-m) Detection time (s) « after detection (°)
10 0.125 0,95 65
20 0.251 0,8 92
50 0.625 0,25 23

100 1.25 0,15 16
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Fig. 6. Results of the detection system carried out in real experiments

3.1 Control Techniques for Degraded Systems

The possibilities of controlling a quadrotor after a failure in their lift system
are quite limited and depends largely on the severity of damages. Therefore, the
distinction between mild and critical failures raised in the detection of faults is
also employed in the management of them.

In the case of serious damage, it has been rejected any possibility of control
the damaged system. Instead, it has been proposed some maneuvers to mitigate
the effects of the fault: stop the motor opposite the damaged motor, then stop
the motor failed and finally increase the thrust of the other two engines. In
addition, it has been recommended to deploy as soon as possible a passive safety
method to break the fall and reduce damage.

On the other hand, in the case of mild failures it proposes a control over the
shaft of the damaged rotor, obtaining the thrust of the opposite rotor of the
damaged rotor from the angle and angular velocity of the shaft, as it is possible
to see at equation (I3).

Jo = fa+ kia+ ke (13)

Where fa is the control thrust, fd is faulty thrust, « is the angular velocity
and the angle of the shaft and ki and ko are constants.

It has been simulated this control system and it has obtained the results of
the figure fig:control This figure shows the evolution of the opposite rotor thrust,
the angular velocity and the orientation of the axis at the previous and following
instants of a 20% failure. As it can see, the control system is able to stabilize
the degraded quadrotor.

3.2 Passive Security Methods

As previously said, passive guards complement the underactuated (emergency)
control system: these devices are supposed to be deployed in the worst situations,
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Fig. 7. Results of simulation of emergency control system

when the drone is completely unmanageable. Their goal is to limit and reduce
as much as possible the drone damages. In this regard, a qualitative study of
different methods (airbag, parachute, static propellers, etc.) was carried out. Due
to its simplicity, well know operation, low cost and robustness, the semi-spheric
parachute was selected as the most suitable passive guard. However, due to its
unfolding complexity, a design where the rotor does not interfere with parachute
spread out is required. Furthermore, since the potential deployment methods
(e.g.pyrotechnic, elastic, mechanical.. ) increase the complexity of the system,
also specific control techniques are required (some listed above and others such
as engine stop).

Despite of the fact the parachute has been more explored in fixed-wing vehicles
than in rotary-wing ones, literature and industry have already addressed some
of these problems. From skydiving to the aerospace industry, the parachute has
proved to be an effective way to reduce the falling speed. Many experiments
and tests have been carried out, and the design principles are quite clear. Thus,
the objective in this work was to study its viability, providing a quantitative
assessment to verify its feasibility.

It has been estimated that a falling speed as low as 5 m/s speed guarantees
the structural integrity of this type of UAVs. Thus, that is the aim imposed:

Fig. 8. Parachute analysis: Height evo- Fig. 9. Parachute analysis: Falling
lution speed evolution
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simplifying the model presented by Y.Kim [5], both a numerical and a experimen-
tal trial have been done in order to evaluate the requirements of the parachute:
for a 3.5 Kg quadrotor, a 1.6m diameter parachute with a 1.2 shape coefficient
is required to reach 5 m/s in 0.68 seconds after the full unfolding.

Figures B and [0 present an experiment where a dummy scale model felt with
and without parachute (red and blue lines, respectively). As it is possible to
appreciate, the speed reduction during the fall is relevant, providing as well a
longer falling time that can be employed in safety maneuvers.

4 Results and Conclusions

Safety is a critical issue for the development and implantation of the small UAVs
in daily tasks. The economic and human costs derived from potential accidents
(actually frequent) is really high, so safety methods are necessary. This paper
describes the efforts done in this sense, tackling the lift problems in 4-propeller
rotorcrafts. A model-base failure detection system has been designed and im-
plemented, proving its effectiveness both in simulation and in real experiments.
Furthermore, control system for degraded devices has been also designed and val-
idated combined with the detection system. For unmanageable/unrecoverable
situations, passive security methods have been studied, proving that they are
really helpful in these situations.
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Abstract. This paper describes the trajectory control of a quadrotor using
external position estimation obtained from visual tracking in a scenario with
multiple quadrotors and a camera mounted in the base of two or more UAVs,
with the images being transmitted through a radio link. Applications where
visual tracking can be used include fault detection and recovery of internal
sensors, formation flying and autonomous aerial refueling. The dynamic model
of the quadrotor and its trajectory control scheme is described along with the
model of perturbations considered for the external position estimation.
Graphical and numerical results are presented in different conditions,
commenting separately the effect of each identified perturbation over the
trajectory control. This study is done in simulation as previous step before
testing quadrotor trajectory control in real conditions due to the high risk of
accidents and damages on the vehicle.

Keywords: quadrotor, external position estimation, visual tracking, trajectory
control, perturbations.

1 Introduction

Visual tracking in multi-UAV systems can be used in a number of control
applications where safety and reliability are important requirements. Examples
include cooperative UAV formation flying [1], fault detection and isolation [2] or
autonomous aerial refueling [3]. A vision-based external estimation system will
eventually provide a measurement that can replace or complement the internal sensors
of the UAV being tracked. The paper analyzes the effects of the estimation and
communication delays, packet loss and outliers on the control system performance.

In UAVs, Fault Detection, Identification and Recovery (FDIR) is usually done
using the aerial vehicle internal sensors [4-10]. In a multiUAV team of cooperating
aerial vehicles, the FDIR unit can exploit the team information for detection of faults,
using the sensors onboard other UAVs for fault detection in a given UAV. This
scheme requires the computation of the relative position/attitude of a UAV from other
UAVs.

M.A. Armada et al. (eds.), ROBOT2013: First Iberian Robotics Conference, 115
Advances in Intelligent Systems and Computing 252,
DOI: 10.1007/978-3-319-03413-3_9, © Springer International Publishing Switzerland 2014
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There has been a significant interest in the last years in the computation of this
relative position between aerial vehicles using vision sensors, especially in
autonomous formation flight and the closely related field of autonomous aerial
refueling [11]. Uniquely identifiable light markers (beacons) are placed on the leader
aircraft and on the refueling drogue to facilitate relative navigation. The beacons are
one [12] or several [13] Light Emitting Diodes (LEDs) that emit structured light
modulated with a known waveform. The vision sensor onboard the follower aircraft
filters the received light energy from the LEDs so that much of the ambient energy is
ignored and thus target detection can be achieved in a noisy, ambient environment.
Based on the vision data collected, a nonlinear estimation routine is used to estimate
the relative position and orientation of the vision sensor relative to the refueling
drogue.

Ref. [14] employs the method of active contours in the image processing
algorithms and Kalman filtering to track the leader aircraft across several image
frames, without uniquely identifiable optical markers on the leader aircraft. Data
derived by the use of active contours is used to drive an EKF that produces estimates
of range, line-of-sight angle and their rates.

Relative position estimation has been done on UAVs [15], using homography-
based techniques to obtain the position of a UAV relative to another UAV from the
images that both take from the same scene. In this work, relative position estimation
is done using visual tracking of the UAV from several other UAVs of the team.

The application of external estimations (on board other UAVs or on ground) to
control systems introduces some problems to be considered carefully when system
stability can be affected and the integrity of the robots or persons are in risk. This is
the case of multi-UAV systems, especially in such unstable vehicles like quadrotors,
where delays, noise and data loss in the external estimation may have catastrophic
consequences for their control.

In this work it is considered the trajectory control of a quadrotor whose position is
given by a vision-based external estimation system affected by a number of
perturbations, including delays, noise, packet loss and outliers. Several experiments
were conducted prior to this study, where the position of a quadrotor was obtained
from a set of images and measurements of the position and rotation of the cameras
that tracked it, as well as the real position of the tracked quadrotor obtained by means
of a Vicon Motion Capture System used as ground truth, what allowed the
identification of the perturbations mentioned.

The paper is organized as follows. Section 2 describes the external position
estimation problem for quadrotor trajectory control. Section 3 covers the dynamic
model and the control scheme. The perturbations under study are presented in Section
4. Graphical and numerical results of the simulations in different conditions can be
found in Section 5, while Section 6 contains the conclusions.

2 Relative Position Estimation in multiUAV Systems

Consider a situation with three quadrotors A, B and C. Two of them, A and B, have
cameras mounted in their base with known position and orientation referred to a
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global frame. Images taken from cameras are sent along with their position and
orientation to a ground station. Both cameras will try to stay focused on the third
quadrotor, C, so a tracking algorithm will be applied to obtain the centroid of the
object on every received image. An external position estimator executed in the ground
station will use this data to obtain an estimation of quadrotor C position that can be
used for position or trajectory control in the case C does not have this kind of sensors,
they are damaged, or they are temporarily unavailable. The situation described above
has been illustrated in figure 1. Here the cones represent the field of view of the
cameras, the orange quadrotor is the one being tracked and the green ball corresponds
to its position estimation.

Fig. 1. Two quadrotors with cameras in their base tracking a third quadrotor whose position
want to be estimated, represented by the green ball

One of the main issues in vision-based external position estimation applied to
position control is the presence of delays in the control loop, which should not be too
high to prevent the system of becoming unstable. The following sources of delay can
be identified:

Image acquisition delay
Image transmission through radio link

)
)
® Image processing for tracking algorithm
)

Position estimation and its transmission

The first two are imposed by hardware and available bandwidth. The last one is
negligible in comparison with the others. On the other hand, image processing is very
dependent on the computation cost required by the tracking algorithm. Before this
simulation study, the external position estimation system was developed and tested
with real data, obtaining position and orientation of cameras and tracked quadrotor
from a Vicon Motion Capture System in the CATEC testbed. The visual tracking
algorithm used was a modified version of CAMShift algorithm [16], [17]. This color-
based tracking algorithm uses Hue channel in the HSV image representation for
building a model of the object and detecting it, applying Mean-Shift for computing
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the centroid of the probability distribution. As this algorithm is based only in color
information, a small orange ball was disposed at the top of the tracked quadrotor, in
contrast with the blue floor of the testbed. Figure 2 shows two images captured by the
cameras during data acquisition phase.

Fig. 2. Images taken during data acquisition experiments at the same time from both cameras,
with two orange balls at the top of a Hummingbird quadrotor

With the captured data, the estimation of the quadrotor position was obtained
offline with an extended Kalman filter. Graphical results showed three types of errors
in the estimation: an offset error about 15 cm between the real position (taken from
Vicon) and the estimated one due to bad calibration of the cameras, a small amplitude
noise typical in any estimation process, and the presence of outliers derived from
faulty data in orientation measurement caused by occlusions. These perturbations will
be simulated so their effects over the trajectory control of quadrotor can be analyzed.

3 Quadrotor Trajectory Control

Since this study is carried out by simulation, a dynamic model of the quadrotor and its
control system is required. Otherwise, using a real system for testing perturbation
effects over trajectory control would imply high risk of accidents and damages on
the UAV.

This section presents the dynamic equations of the quadrotor, relating the
three-dimensional position and orientation variables with the control signals, as well
as the control scheme that allows the quadrotor to follow a path defined by a set of
way-points.

3.1 Dynamic Model

As any other mechanical system, quadrotor dynamics can be derived from two ways
[18]: using Newton-Euler formulation or Euler-Lagrange formulation, although the
first one requires less computations and adding dynamic terms to the model is easier.
In this case, the relationship between translational and rotational accelerations of the
rigid body and external forces and torques is given by:

o M LX) = 1) g
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where m is the total mass of the quadrotor, I is the inertia matrix, assumed to be
diagonal, V and w are the translational and rotational velocities, and F and t are the
external forces and torques applied to the system. Only two kind of external forces are
considered here: gravity and the thrust of the motors denoted by 7}, with i = I, 2, 3, 4.
Then, the rotational acceleration due to motor forces and gyroscopic terms is:

Ixxds = élp(lyy - Izz) + l(_TZ + T4)
Iy = YUy, — L) + U(TL = T3) )
Izzlzz} = ¢9(1xx - Iyy) + Z?:l(_l)iQi

where ¢, 0, and y are roll, pitch and yaw angles, I,,, I,, and I, are the inertia moments
along the three axes (the inertia products are zero if the mass distribution is
symmetric), / is the length of the arms and Q; is the counter-torque generated by the
i-th motor. On the other hand, the translational accelerations can be computed as
follows:

mz=mg— (c c0) Ttz T
mi=(spsp + cpsOcp)Yi,T; . (3)
my = (=cpsp + sp s cd) Xies T;

There are three important considerations here: 1) quadrotor rotation is independent
from position, while position depends on rotation, 2) quadrotor moves due to
projection of total thrust of the motors over the horizontal plane, and 3) quadrotor is
an under-actuated system with 6 DOF and only four control signals (the thrust of each
motor).

Finally, in ref. [18] it is assumed that motor thrust 7; and counter-torque Q; are
proportional to the square of its speed:

T,=b-0? ; Q;=d- 0. @)

3.2  Attitude and Height Control

Although in practice controllers actuate over motors speed, four control signals are
defined in the following way:

Ul b (QF+025+05+00)

U _| b0+

U= = . 5
Us l b-(2? — 022 J )
Ud' ld- (02 + 035 - 0% +03)

These signals allow to control quadrotor height, roll, pitch and yaw angles,
respectively, in terms of rotor speeds, decoupling control problem despite de
gyroscopic term in (2).

Looking at (2), if these terms are rejected, orientation dynamic can be
approximated by a double integrator. The same assumption can be done in (3) for
small angles. Gyroscopes and accelerometers are combined for having a good
estimation of rotational position, but they usually also provide rate information in roll,
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pith and yaw angles. That is why a position and velocity feedback scheme [19], [20]
can be applied, so references in angular speed and their corresponding control signals
will be given by:

$a] [K7-e]  uq [KSBa— D)
6| = K7 -eq| 5 |Us|=|KS (6,—6)]. (6)
Yl [KY e, Ul kY- @a =)

The errors in roll, pitch and yaw angles are defined as the difference between the
reference and the orientation measurement, with the references in roll and pitch given
by the velocity controller (see Section 3.3):

ep = Pa— ¢
eg= 04— 0 | )
ey =Yg — Y

This technique however cannot be applied for height control because in general,
for small UAVs, speed on Z axis is not an available signal. Instead, height control
signal can be decomposed in the sum of a constant term for compensating quadrotor
weight, and a correction term that considers height error:

U, =mg +u,(t). 3

It was found that designing a discrete time controller able to handle discontinuities
in height references, like steps, was a hard task. Moreover, continuous time
controllers that provided stable response became unstable when they were discretized.
Ref. [21] proposes an optimal digital controller for double integrator system with a
sample time of 0.1 seconds, suitable for height control, which will be used in this
work. This controller was tested in simulation with good results.

3.3  Velocity Control

The velocity control in the XY plane is now considered, maintaining a null reference
for yaw angle. Let (x; y,;) be the desired point and (x, y) the current position of the
quadrotor. Then, the direction of the velocity in the global frame can be computed as
follows:

(€))

Y =tan~! (u) .

xd — X
The quadrotor will try to maintain a constant speed V, although accepting speed

transitions when the direction changes between way points. Then the velocity error on
XY axes is computed as follows:

eyy =V -cos(¥) —x

eyy =V -sin(¥) -y’ (10)

Assuming a null reference for yaw angle, then speed on X axis will depend on
pitch angle, while speed on Y axis will do in roll angle. Simulation experiments show



Analysis of Perturbations in Trajectory Control Using Visual Estimation 121

that a simple proportional controller provides good results, so roll and pitch references
are obtained in the following way:

ba =K} -eyy ; 0a=Kj - eyy. (11)

3.4 Trajectory Generation

A trajectory I” will be defined as a sequence of N way-points, where each way-point
specifies the XYZ desired coordinates that the quadrotor should reach:

I = {wpy, wpy, ... wpy} 5 wp, =[x, v, 28" (12)

The criterion used for jumping from current way point to the next one was to
consider a threshold distance d;;,, so the way-point counter will be incremented if the
following condition is satisfied:

Vg =2+ —y)2+ (28 —2)?2 < dy, . (13)

No interpolation polynomials were used in this work, so quadrotor will follow
segments of linear trajectories.

4 Model of Perturbations

This section presents the five perturbations considered in the external position
estimation that is sent to the quadrotor for its trajectory control.

4.1 Sampling Rate

As any digital system, external estimator will receive external observations at discrete
time instants. Two working modes can be considered: periodic sample rate or variable
sampling time. In general, quadrotor position control system will work at higher
frequencies that the external estimator, particularly if this functional block makes use
of computer vision techniques.

Because quadrotor control system requires position data at fixed rate, a sampling rate
conversion process is then needed. The simplest solution is the use of Zero Order Holder,
so last update obtained from estimator will be provided until the next update is received.
Previous experiments to this work show that the sampling rate for visual-based external
position estimation is around 5-20 Hz, depending on image resolution and available
bandwidth for its transmission, while quadrotor sample rate for position control is
typically between 1-10 Hz for GPS and 100-200 Hz for a Vicon Motion Capture System.

4.2  Delay

Here the delay is defined as the elapsed time between the reception in the quadrotor of
the estimation of its position and the moment when data used for this estimation was
captured. In the case of image based estimation, the delay includes image acquisition
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and transmission, visual tracking algorithm application, estimation computation and
its transmission to the UAV.

Height is a critical magnitude in quadrotor control, particularly sensitive to delays.
In many cases, small size UAVs have ultrasonic devices mounted in their base, so it is
not too hard assumption to consider its internal measurement. In practice, ultrasonic
devices used with quadrotors usually have a delay less than 100 ms. In most cases,
delay can be considered to be equal to the sampling time.

4.3 Noise

Position estimation process will be affected by a number of perturbations that cause
the estimation to be slightly different from real value. When the position estimation is
computed using a pair of images and the position and orientation data of the cameras
themselves, the main contributions to the error are distortion in non-well calibrated
lenses, noise in the measurement of position and orientation of the cameras and errors
in the centroid of the tracked object. On the other hand, an offset error in the
measurement of the orientation of the cameras causes an estimation error in the
position proportional to the distance between the cameras and the tracked object.

In this work, noise will be simulated as an additive random variable, with normal
or uniform distribution function, characterized by its mean and variance or maximum
and minimum. The offset error in the position estimation obtained after the
experiments was around 0,15 m, with a mean distance of 4 m between the cameras
and the quadrotor. The standard deviation of the noise will strongly depend on the
number of consecutive frames with tracking loss in one or both cameras. In normal
conditions, a standard deviation of 0,05 m can be assumed.

4.4  Outliers

An outlier can be easily identified as a point that is located far away from the rest of
estimation points. It has short duration in time, and it will appear at each sample
period with a certain probability. Therefore two parameters can be associated: the
amplitude of the outlier, and its probability. This kind of perturbation was identified
during analysis of the results of image based position estimation, after the application
of extended Kalman filter, and it was caused by outliers in cameras orientation
measurement and inconsistencies in centroids in the pair of images. As an extended
Kalman filter was used for estimation, the outliers will be partially filtered, but
amplitudes around 25 m can be considered, while an acceptable value for the outlier
probability is 0,05.

4.5 Packet Loss

Position estimation is externally estimated by an agent that receives images from the
cameras as well as the position and orientation of the cameras, and will send its
estimation via radio link to the tracked object. In practical, it should be considered the
possibility of the loss of one or more packets containing this estimation. For this
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simulation, we consider a probability of packet loss at each sample time, and a
uniform random variable that will represent the number of packets lost. Values of
0,01 for packet loss probability and a uniformly distributed random number between 1
and 10 in the number of packets lost can be used for reference.

5 Simulation Results

Graphical and numerical results of simulations in different conditions are presented
here, showing separately the effects of perturbations indicated in previous section so it
will be easier to interpret their effects on the performance of trajectory control. These
results are only for reference. Effects of perturbations will obviously depend on the
control structure being used, although the one presented in Section 3 is a conventional
control scheme.

5.1 Different Speeds and Delays

Delay in position measurement and quadrotor speed will be increased until instability
is reached, without considering any other perturbation. The sample time for quadrotor
control is 20 ms, except in height control, where it was used 100 ms period. Figure 3
shows the reference path and the trajectories followed for different values of delay in
XY position measurement and fixed delay of 100 ms in height when the speed of the
quadrotor is 0,5 m-s”". A threshold distance of dy, = 0,25 m was specified for jumping
between way-points.

Table 1 relates different speeds of the quadrotor with maximum delays allowed in
XY position and in height measurements. In the first case, instability is associated
with the existence of a loop that catch the quadrotor, preventing it to follow the

XY plane trajectory with XY position measurement delay
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Fig. 3. Reference path and trajectories followed in XY plane with different values of delay in
XY position measurement, fixed delay of 100 ms in height measurement and V = 0,5 m-s™
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trajectory, while the criterion used for height was an overshoot greater than 50%.
These results were obtained for the reference path shown in figure 3. The effect of
delay in height control is independent from quadrotor speed, but in the first three
cases, height limits the maximum delay allowed when a full XYZ external position
estimation is considered.

Table 1. Maximum values of delays in XY position and height measurement for different
references of speed

Speed [ms™!] XY plane max. delay [s] Height max. delay [s]
0,25 24 0,2
0,5 0,94 0,2
0,75 0,44 0,2
1 0,18 0,2

The threshold distance d,, between the current quadrotor position and the next way-
point can be used to compensate delay. Then, the higher the threshold is, the lower
the effect of the delay over the trajectory will be, although this value is limited by the
minimum distance between way-points. Quadrotor speed will also be limited by the
maximum error allowed in the trajectory tracking or in the position control for a
certain application where reducing delay is not possible. However, the speed of the
UAYV might be adjusted depending on the distance to the next way-point, specifying
higher speeds when the distance is large enough, and decreasing it as the quadrotor
approaches to the way-point.

5.2  Noise and Outliers with Fixed Delay

In this simulation it will be applied an additive Gaussian noise with 0,2 m* variance
and outliers with uniformly distributed amplitude in the range +10 m and a probability
of 0,1 over position measured in XY plane. It will be maintained a delay of 0,25 s in
this measurement, and 0,1 s on height. Figure 4 shows the external XY position
estimation used by the trajectory controller. The reference path was the same.

In figure 5 it can be seen the effects of noise and outliers separately over trajectory
control in the XY plane. It has also been represented the trajectory followed without
this two perturbations, considering only the delay. There is an important change on
the behavior when noise is applied over estimation. Outliers instead are filtered by the
low-pass dynamics of the quadrotor, so their effect is not very significant in
comparison due in part to the lack of a derivative term in the velocity controller, as
seen in (11). Trajectory control can be therefore enhanced if position estimation is
filtered before being used by controller.
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Fig. 5. Trajectories followed by the quadrotor with noise and outliers (blue) and without them
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5.3

Delay, Noise, Outliers and Packet Loss

Finally, all perturbations presented in Section 4 will be considered together,
introducing now a packet loss probability of 0,02 with a uniform random number of
packets lost between 1 and 10. These perturbations are only applied over XY position
estimation because, as mentioned above, the height is assumed to be measured with
internal sensors. Figure 6 represents the trajectory followed by the quadrotor for
speeds of 0,5 and 0,75 m-s'. As quadrotor trajectory controller needs position
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measurements every sample period, when a packet is lost, the system will use the last
measurement received. This implies serious problems if the last measurement was an
outlier and the number of packets lost are large enough, causing strange behaviors
The sudden change in the direction of the quadrotor in figure 6 for V = 0,5 m-s”
around (%, y) = (1,7, -1,1) may be due to the coincidence of both perturbations.

Trajectories followed with delay, noise, outliers and packet loss
25 T T T T T

Reference path

1 —0.5 mis speed
0.75 mis speed

¥ [m]

i
BRIk 0 05 1 15 2 25

Fig. 6. Quadrotor trajectories with simultaneous application of noise, delay, outliers and packet
loss for V.=0,5 m-s™ (blue) and V = 0,75 m-s™ (green)

On the other hand, height control is not affected by these perturbations despite the
coupling between XY position and height through the control signals, as motors thrust
is used for controlling these three variables. In figure 7 the Z-axis reference and the
real height are shown in the conditions described above and V = 0,75 m-s™.

Reference

Real value

height [m]

02 i i i i
0 4 10 15 20 25
time [s]

Fig. 7. Reference and real value for height when XY position is affected by noise, delay,
outliers and packet loss with a reference speed of V = 0,75 m-s™'
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The simultaneous application of all perturbations considered in this study has an
unacceptable effect over the trajectory control. Delay and packet loss have a similar
influence as the second one can be considered as a random delay. Outliers, if they are
not consecutive, are filtered by the low-pass quadrotor dynamics, and they can be
easily detected too. On the other hand, noise is the main cause of the bad results in the
trajectory tracking shown in figure 6. There are two ways to decrease its effect:
improving the position estimation, or considering control methods more robust to
noise.

In general, the accuracy of the visual position estimation will depend on the
number of available cameras without tracking loss, their relative position, and the
accuracy in the measurement of their position and orientation. As the number of
cameras increases, the uncertainty in the estimation and the effect of outliers are
reduced. On the other hand, it could be possible to obtain an estimation at higher rates
if the image processing is done onboard each of the UAVs instead of sending and
processing images in a ground station. A global time reference would also be needed
for computing the elapsed time since the last frame was captured, so cameras do not
need to be synchronized.

6 Conclusions

Visual estimation in multi-UAV systems can be used for trajectory or position
control, replacing or complementing the measurements from the internal sensors of a
certain UAV. However, a number of perturbations are introduced by the external
estimation system in the control loop, whose effect should be studied. In this paper it
has been analyzed by simulation the effects of delay, noise, outliers and packet loss in
the trajectory control of a quadrotor. These four perturbations are typical in an
external position estimation system that computes the position of a tracked object
from images captured by two cameras whose position and orientation are known, and
that transmit this estimation through a radio link. This simulation is required before
testing trajectory control with external position estimation due to the risk of accidents
and damages on real quadrotor if the system becomes unstable. Graphical and
numerical results have been presented in different conditions, identifying separately
the effects of delay, noise and outliers, as well as considering the four perturbations
together. Delay can be partially compensated by increasing the threshold distance to
the next way-point, changing the direction of the quadrotor before crossing it. Noise
will strongly depend on the tracking algorithm and in the position and orientation
measurements, although it can be partially filtered or rejected using more robust
control methods. On the other hand, outliers can be easily identified and therefore
removed from estimation. However, the presence of noise or outliers in the external
estimation before a packet loss may have unacceptable consequences in applications
where safety and reliability are important.
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Abstract. The aim of this paper is to show a methodology to obtain a model of
arotary wing UAV (Unmanned Aerial Vehicle) employing a frequency-domain
System Identification (SYSID) methodology using CIFER®. The methodology
is applied to the CB-5000 RUAYV and discuss several identification issues, from
the telemetry acquisition process, parametric model to be identified and
identification technique, to finally validate and implement the model. The
UAV’s real autopilot software is integrated with the CIFER® model showing a
good behaviour without any change on the tuning of the real autopilot gains. In
order to validate and compare the results, an alternative two rigid body
kinematic model is presented. Finally, the models integrated with the autopilot
are compared by using the experimental data of the real RUAV (Rotorcraft
UAV) platform following the same flight plan.

Keywords: UAV modelling and control, Identification, CIFER®, UAV,
rotorcraft, aircraft modelling and control.

1 Introduction

In the next years, unmanned helicopters are going to be used for numerous
commercial, civil, and military applications. This type of platform has a VTOL
(Vertical Take-off and Landing) capability that enables UAS (Unmanned Aerial
System) to operate in uneven terrains, or even operate from mobile platform such as
the deck of a ship. Easy to transport and deploy, these flying autonomous vehicles are
safe and cost-effective platforms to carry cameras and other surveillance equipment or
even to transport and deploy loads [1].

SYSID (SYStem IDentification) is a technique for dynamic response determination
by means of a state measurement series of a physical system. It is used to develop or
improve the mathematical representation of a system using experimental data. Among
the different types of SYSID, this paper is concerned about the identification type
supported by CIFER® (Comprehensive Identification from FrEquency Responses):

M.A. Armada et al. (eds.), ROBOT2013: First Iberian Robotics Conference, 131
Advances in Intelligent Systems and Computing 252,
DOI: 10.1007/978-3-319-03413-3_10, © Springer International Publishing Switzerland 2014
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frequency-domain identification of a linear parametric model. This type has been
widely proved to be the best option in SYSID of rotary wing aircraft (see e.g. [2] and
the references given there). Results here presented derive from [3].

It is intended to follow all identification steps — in natural order — throughout this
document. Therefore this paper begins with a brief description of the identification
flight maneuvers for the data acquisition. Section 3 shows the parametric model to
identify and some issues about parameter estimation and initial conditions needed for
identification. Section 4 provides some guidelines and tasks for data conditioning
before CIFER® usage. Section 5 deals with the main issues that should be taken into
account in the identification and verification process with this software. In section 6
an alternative modelling technique is presented. Section 7 introduces the guidance and
control UAV algorithms. In Section 8, the controller previously described is simulated
with the different models. The results are compared with real data obtained on
experiments by following the same flight plan. Finally, conclusions of this work and
future extensions are presented in Section 9.

2 Flight Data Collection

Identification flight tests were performed on a modified RC helicopter (see Fig. 1)
that was converted into a UAV with the integration of several sensors and a
processing unit. The RUAV navigation algorithm is based on an Extended Kalman
Filter estimation (see [4] and [5]), using a loosely coupled INS/GPS (Inertial
Navigation System/Global Position System) integration combined with a
magnetometer unit. A real-time operating system embedded in a PC-104 sends all
measurements via Wi-Fi to a ground station. There they are logged and supervised by
flight test engineers.

Main Rotor
Radius 0925 m
Blade Chord 0070 m
Solidity Ratio 0.045
Nominal Angular Speed | 1300 rpm
Tail Rotor
Radius 0.355m
Blade Chord 0.030 m
Tail Arm Distance 1.400 m
Nominal Take Off Weight 11.360 kg
- ki Power Plant Two-Stroke Engine
% 2 Flight Autonomy ~30 min

Fig. 1. (Right) RUAV platform with all the avionics to collect the frequency sweep data. (Left)
CB-5000 main characteristics.

These flight tests are the input of the identification process; hence, the model
accuracy is directly related with the dataset. The main goal is to record a set of data
good enough to identify the model parameters. Therefore they should excite all
dynamics modes of interest in the range of frequencies where the model is going to fit
the real system. This range will also depend on the purposes and applications of the
model.
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The tests that a pilot should perform in open loop are the following:

e Trimming the RUAV in a particular flight condition (e.g. hover flight at a given
altitude). Since the parametric model is linearized around a trim condition (see
Section 3), the dynamic response should consist in perturbations around that
condition.

e Doing sinusoidal sweeps for each control variable reducing progressively the
oscillation period (see Fig. 2). Ideally, each test should be accomplished using just
the control variable of interest. However, RUAV are very unstable (even more than
manned helicopters) and to maintain the trim condition is really challenging.
Because of this, small pulse corrections need to be done by the secondary control
variables. These data logs are employed for identification tasks.

e Doing doublet-steps maneuvers (see Fig. 3) for each control variable of
approximately 10s of duration for CIFER® verification tasks.

Hence, once the helicopter is trimmed in a flight condition, the pilot sweeps using
just one control variable (e.g. lateral cyclic control, as can be shown in Fig. 2) and
introducing small an instantaneous corrections with the rest of control signals to
maintain the helicopter as stable as possible during the sweep. The process is repeated
for each control signal (four times in this case). Helicopter status and maneuvers are
supervised using the commented ground station.

It is important that all maneuvers start and end in the same trim condition. Also the
data set will only be valid for identification in calm atmosphere with winds up to
~2.5m/s. More guidelines and suggestions to accomplish identification flight test can be
found in [2], [3], [6] and [7]. Nevertheless these recommendations are hard to execute in
practice. In fact, the accomplishment of RUAV identification tests in cruise condition is
very challenging; the pilot has to control safely a very unstable aircraft maintaining the
cruise condition, sweeping one control input and reducing the actuation of the secondary
ones while the RUAV is getting far away. Hence, an adequate flight tests design and an
expert pilot familiarised with these experiments are required.
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Fig. 2. Typical lateral cyclic control signal sweep maneuver

Alternatively, a close loop identification test could be done but this approach has
the drawback that the behaviour being identified includes the system composed of the
platform and the control system, and then the results are not useful for control design
purposes.
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Fig. 3. (Up) Ideal Doublet-Step verification manoeuvre for lateral cyclic. (Down) Real Dublet-
Step manoeuvre.

In order to collect the required data for identification, a detailed maneuver design
should be done. This process is about determining the maximum and minimum
frequencies of interest in system dynamics, length and number of sweeps for each
control variable and sample rate required. Windowing parameters in CIFER® (see
Section 5) are connected with these parameters. References [2] and [8] offers practical
guidelines for these purposes. As is explained in [3], a spreadsheet can implement
these parameters for easy maneuver design tasks (see Table 1).

Then, for each control signal, as many sweeps of length T}, as necessary should be
performed to obtain an approximate sweep flight time of Tj,,.. These sweeps should
never have a duration of less than Tp].,. It is advisable to execute each sweep to
adjust a specific frequency range (LF, MF, and HF).

In order to facilitate the sweep maneuvers, sweeps for each control can be divided
by frequency range (see Fig. 2):

e Low Frequency (LF): ~0.05Hz - ~0.75Hz
e Medium Frequency (MF): ~0.75Hz - ~1.50Hz
e High Frequency (HF): ~1.50Hz - ~<5.0Hz

Experience demonstrates than over the 40% flight test time is employed on LF
sweeps because their low rate excitation brings out easily the RUAV from trim
condition. However, this LF information is a key aspect to capture the RUAV
translational dynamics.

RUAYV dynamics are conservatively collected in a range of frequencies between
0.05Hz and 5Hz [6], but it can be estimated from a normal scale helicopter (see [7])
with a similar configuration using the rule given by

1
fruav = ﬁfreal (D

where s is the model scale.
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Table 1. Spreadsheet structure (Input Parameters & Computed Parameters) for detailed
maneuver parameter design

INPUT PARAMETERS

Damping & 0.05

Frequencies Hz
Minimum of Interest fmin 0.05
Maximum of Interest | frax 5.00
Fixed Sample Rate fsﬁx 50.00

OUTPUT PARAMETERS

Frequencies Hz
Recommended Sample Rate fs 50.00
Low Pass Filter Frequency |  frut 10.00
Global Maximum Frequency | fwingax 10.00
Periods & Times T [s]
Mininum Period Tmin 0.20
Maximum Period | Tpqx 20.00
Sweep Length Ty, 100'8
Minimum Sweep Length | Tyl min 80.00
Total Sweep Length Tyr 200'8
Maximum Window Size | Twinng, 40.00
Min. Win. Size (Ligth 318

' : 'Damping) Twini,
Min. Win.Size (Heavy 6.00
Damping)

3 Parametric Model and Parameter Estimation

The identification process determines numerical values of a parametric model that
will fit the real system. So, it is necessary to develop a parametric model. The aim
here is to obtain a model that predicts the real system dynamics response with enough
accuracy for control strategies purposes but simple enough to easily identify and
manipulate it for control system design. In addition, a simple model contributes to
evaluate the identified parameters physical meaning.

In order to achieve an appropriate accuracy-simplicity balance, and based on other
successful aircraft identifications (see [9]), a high order hybrid formulation model
(see [2] and the references given there) can be developed (see [3]). This model is very
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similar to the one developed by Mettler in [6] and can be used as reference for RUAV
identifications.

The modelling approach consists in formulating a non-linear ODEs system based
on physical principles (mechanics, aerodynamics, momentum theory, blade element
theory, etc.) and the convenient hypothesis. After that, this model is linearized around
a generic flight condition and is expressed in terms of a matrix state-space system in
the form,

Mx(t) = Fx(t) + Gu(t — 1) (2)

y(t) = Hox(t) + Hyx(t) 3)

which is a formulation used by CIFER® equivalent to the standard space-state system
formulation (see [9] and [8] for more details.

Matrices M, F, G and T are shown in Fig.4, where t,, Ty are Rotor and Fly-bar time
constants. Stability Derivatives written as # embed flight conditions (e.g. )?q =Xg—
mw,) just for compact purposes. Index #, represents trim flight condition. Matrices
H, and H, are,

03,3 033 0352 O34 I3y
H. = 03,3 I3x3 0352 O34 O3z 4
0 0 g cos 6,
03x3 03x3 —g cos 90 0 03x4— 03x3
_ [O6x3 06x12] 5)
=1 323 O3x12

State vector, measurements vector and control signals (x,y and u respectively)
have the structure.

x=[w vi w, p q r ¢ 6 a b c d u v wl|l (6)
y = [u v w p q r ax ay aZ]T (7)
u=[0ion OSiat bcol 5ped]T 8)

where u, v,w are body velocities at estimated Center of Gravity (CG) and u;, v;, w;
are body velocities at real CG. p, q,r are the angular rates, ¢, 0 are the roll and pitch
Euler angles, a,, ay,a, are the body accelerations, a,b are Rotor Tip Path Plane
longitudinal and lateral inclination angles, c, d are Fly-bar Tip Path Plane longitudinal
and lateral inclination angles. The control signals are §;,,,, 8,4+ longitudinal and lateral
cyclic control signals, and 8¢y Gpeq are collective and tail rotor control signals. Note
that yaw Euler angle (1)) does not appear in the state vector since it is full decoupled
of the system and determined by its kinematical equation.

Helicopters hover and axial flight dynamic response change significantly for cruise
flight. However, air density variations can be neglected in RUAVs flight envelope,
which implies the flight condition is independent of altitude. Therefore, at least two
models have to be identified: one for hover condition and another for a particular
cruise condition. The method is valid to identify both flight conditions. The difference
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will be the different parameters remaining at the end of the identification (see section
5) and its values. Nevertheless, the hover model is valid up to speeds about ~7 —
8 m/s (see [6]).

Here, taking into account the verification experiments presented in section 8, only
a hover model is presented.

Note that a simple rigid body formulation is not enough to give a complete
characterization of the RUAV dynamics. Rotor is actually a dynamic system that
responds both to control signals and fuselage state. Hence the rotor forces and
moments are not instantaneous and a dynamic coupling will exist between these
systems. This coupling is emphasized when gyroscopic rotor inertia is of the same
order as fuselage inertias — it is the case of RUAVs — because the rotor effect becomes
more relevant. So, in addition, a simplified set of rotor dynamics equations are
needed. In practice, if roll and pitch frequency responses clearly show characteristics
of a second order system, they constitute a trademark of such coupled dynamics.

The physical effects modelled (see [3]) are listed below. Each one has associated a
colour that matches each effect with their correlative parameters in the system
structure shown in Fig.4.

e Fuselage rigid body dynamic equations. It can be clearly differentiated rotational —
roll, pitch and yaw — dynamics (yellow) and translational — horizontal and axial —
dynamics (magenta).

e Fuselage roll and pitch kinematic equations. Yaw kinematics is decoupled and they
do not need to be included in the identification (blue).

e Rotor flapping dynamics coupled to fuselage (red).

e Fly-bar flapping dynamics coupled to rotor (green).

e Corrections associated to uncertainty of the CG, as considered in [6] (grey).

m 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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o L] o I 0 0 0 o [] [ 0 o 0 o o

o 0 o o ly 0 0 o 0 o 0 o o

0 0 0 0 0 A 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 _nl [ 0 0 0 0 0 0
M=| 0 0 0 0 0 0 0 0 0 0 0 0 0

o 0 o o 0 0 0 ] T 0 0 o 0 o o

0 0 0 0 0 0 0 0 [ 0 0 0 0

0 0 0 0 0 0 0 0 0 0 T 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1] T 0 0 0
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Zy z, Zy Z, Z, Z, 0 0 0 0 0 0 0 0 0

Ly Ly L, 0 0 0 0 Ly 0 0 0 0 0

M, M, L 0 0 0 0 0 M, 0 0 0 0 0 0

N, N, N, N, N, N, 0 0 0 0 0 0 0 0 ]
Fo| 0 [ 0 1 0 10, 0 0 | 0 0 0 0 0 0 ]

0 [ 0 0 1 0 i 0 0 0 0 0 0 0 0

0 0 0 0 o 0 [ 0 -1 A A 0 0 0 0
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Fig. 4. Model matrices. Each colour corresponds to a modelled physical effect.
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CIFER® system identification consists in an iterative process. Therefore a set of
initial conditions are needed for the different parameters involved. The aircraft model
in the identification problem can be shown as an equation system where there are
more unknowns — that is, the parameters to identify because vectors x, u and y are
now inputs from flight data — than equations. Then, it is critical to begin identification
from a good starting point.

The initial conditions are usually fixed to zero if nothing is known about it, or fixed
to a value close to cero if a parameter sign is known. Sometimes an estimation can be
obtained using other measurable data (e.g. rotor and fly-bar time constants, 7, and ¢
respectively, can be estimated from aerodynamic blade foil analysis) or employing
similar aircraft parameters (e.g. non-dimensional stability derivatives).

Table 2. Estimated parameters

Inertias [kg-mz] Rotor Fly-bar
Ly 0.12919 Blade Lift Slope | Ci, 7.491 7.549
1y 0.72918 Inertia [kg-m’] I 0.2776 0.0126
I, 0.60011 Lock Number y 1.5732 0.7584
Ly -0.00436 Time Constant T 0.0747 0.1550
Ly, -0.02609
Ly, -0.00050

Moreover, some parameters should be known a priori. Some of them can be easily
and directly measured (e.g. masses), while others are difficult to determine accurately.
This is the case of the inertia terms. If a CAD model of the RUAV is available, they
can be accurately calculated. Another alternative is to determine them using
pendulum test for inertia determination (see [10]) but the RUAV can be damaged in
the process and it needs specific tools and equipment. Usually in literature this
problem is solved condensing these inertias into the forces terms (e.g. defining
stability derivatives such as M;, = M, /1,, ) but model parameters physical values and
meaning are lost.

For CB-5000 identification purposes, a CAD model was not available and the
RUAV configuration was continuously changing (e.g. components on avionics tray)
so the inertia terms where estimated using a concentrated masses model. Main RUAV
parts and its position were weighted and measured.

On the other hand, some system dynamics equations can be oversimplified in order
to obtain a SISO transfer function. For instance, pure axial dynamics (ascent-descent
movements, associated to collective control signal) are part of the MIMO system, but
can be reduced to a SISO model considering only on-axis terms (neglecting any
coupling dynamics) as can be shown equation (9),

w Z(;wl/m
=—"——c¢
6col S_Zw/m

~TcolS (9)
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where w/d., is the output-input pair (w is the upward velocity and §.,; is the
collective control signal), m is the RUAV total mass, Zs_, and Z,, are the on-axis

Stability Derivatives, and t.,; is the total aerodynamic delay since signal control is
commanded and a RUAV upward velocity response is observed.

A first approximation — for initial conditions in MIMO system purposes — of the
above last three terms can be obtained using SISO system identification. CIFER®
NAVFIT module performs rapid frequency identification tasks for these SISO
systems. This last technique for initial condition estimation was used here for
estimating on-axis Stability Derivatives and delays for axial and yaw dynamics.

4 Telemetry Postprocessing

Once flight data are obtained, a post processing is needed before they can be treated
by CIFER®. Otherwise it is necessary to waste time trying to identify an inconsistent
data set. Typically the licensed software SMACK (SMoothing for AirCraft
Kinematics, see [11], [12], [13]) , developed by NASA for flight data reconstruction
purposes, is used. Alternatively, it is possible to use the Matlab application presented
in [3]. The fundamentals and techniques for flight data treatment implemented in this
application are gathered in [7].

The tasks performed to the rough data logs are the following: Units, axes and signs
convention homogenization; Magnitudes translation from IMU to the assumed CG;
Outliers and dropouts suppressing; Selection of data of interest (frequency sweeps)
from rough data logs; Analysis of Kinematic Consistency; Trim condition
determination and perturbation magnitudes construction; Control signals processing,
depending on actuators and the particular RUAV; High frequency filtering, and data
conversion to a format supported by CIFER®.

5 Identification and Verification Process

CIFER® is a tool to solve the aircraft system identification problem based on the
frequency response approach. The Army/NASA Rotorcraft Division at Ames Research
Center in United States jointly developed it in 80’s. Mainly, this software is composed by
a set of six core programs that carry out the basic computations of the frequency response
identification method. They are FRESPID, MISOSA, COMPOSITE, NAVFIT,
DERIVID, and VERIFY. In general, these programs are employed in this. More
information about the software can be consulted by the reader in [8] and [2].

Once flight data are suitably conditioned, frequency response databases can be
extracted from them employing FRESPID. This module computes this database by
using a FFT (Fast Fourier Transform) variant. In terms of computational calculations,
the quality of this database does not only depend on the dynamic information inside
these flight data, but also is depends on the windowing configuration parameters. It is
important to configure those variables in FRESPID as closely as possible to the
optimal window size (see Table 3) computed using parameters obtained in flight
maneuver design (Table 2). Coherence function (75, see [9], [3]) offers a good
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reference of computed dataset quality for each frequency considered. The frequency
range where this function is good enough (typically ?,?y = 0.6) basically determines
the frequency range where model can be fitted.

Table 3. Optimal FRESPID Windowing

FII:)ESP TWIN Omix
Window [s] [rad/s]
A 40.000 62.832
B 20.000 62.832
C 23.000 62.832
D 14.500 62.832
E 6.000 62.832

Now, as it is already known, the objective is to fit the parametric model to the
frequency response database. This fitting procedure is supervised checking Both bode
diagrams for flight data and identified model (see Fig. 5). It is recommended to select
conservative frequency ranges for each frequency-response database pair (e.g. w/
8c01), that is, those ranges where coherence function is at its highest level. These
ranges will be increased or reduced in future model refinements.

Moreover, as was commented in Section 3, the identification process can be seen
as solving a mathematic system where there are more unknowns than equations. That
was the reason why a good initial condition set for parameters is needed but is also
the reason why the CIFER® user has to employ a determined algorithm in the
identification tasks. That is, the user should include or exclude some system
equations, parameters, constraints among these parameters and frequency response
pairs to be identified while identification procedure is taking place.

This algorithm will depend on the dynamic system and model equations to be
identified and essentially, it lies in breaking down the model in small subsystems. As
the identification is taking place, the initial model is growing little by little to include
new terms and couplings until it identifies the whole model. Therefore, to build a
model based on physical principles simplified using reasonable hypotheses is a key
aspect in order to understand each model parameter meaning and create this
identification algorithm.

For example, attending to the model structure in Fig. 4 in RUAV modelling can be
shown that whole helicopter rotational dynamics are controlled via control signals
814t and 8y, through rotor flapping dynamics and a fuselage-rotor coupling terms
associated to the rotor physical linkage (red). In addition, there are easy good initial
conditions for the parameters involving this subsystem — 7, (rotor time constant), 4,
and B, (lateral and longitudinal rotor flapping coupling effect), M, and L, (fuselage-
rotor linkage). This coupling corresponds basically to the I/O on-axis pairs p/d;4; and
q/610n, and 1/O off-axis pairs q/6,,¢ and p/8;o,, Where p and q corresponds to roll
and pitch angular rates.
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After that, the equations for the fly-bar effect (green) can be included, and
sequentially translational horizontal dynamics, CG uncertainty, axial dynamics, and
yaw dynamics. Finally the rest of coupling terms (such as L,, M,) are added in a
model refinement process.

However, it is unknown a priori if some parameters, such as some aerodynamic
Stability Derivatives, should appear in the model or they should be dropped.
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Fig. 5. Typical DERIVID output bode diagrams. It will appear as many diagrams as I/O pairs
identified.

For this purpose it is important the use of CIFER®’s statistical parameters and cost
functions derived during each identification step. According to [2], these variables can
determine which model parameters are representative or not for the frequency
response database adjustment (insensitivity analysis), and which parameters seem to
adjust the same effects or are correlated (Cramer-Rao Bounds, Ellipsoid of
Confidence) and the level of fitness between the frequency response database and the
identified mathematical model. Once this point is reached, it is remarkable to analyse
model parameters obtained — their sign, magnitude and physical meaning — and check
model eigenvalues — number and level of stable or unstable modes and compare, if it
is possible, with similar aircraft.

Assume that the flight data of a dynamic mode associated to a parameter in the
mathematical model (e.g. X,, or Y,) has not been excited enough (e.g. longitudinal
translational dynamics, associated to low frequencies that in practice are complex to excite
correctly). In that case, CIFER®’s statistical parameters will discard these terms during
identification because there is not good enough information about that dynamics in flight
data. This is the reason why flight test should collect as much good data as possible.

Also as many I/O pairs as possible should be included for RUAV dynamic
characterization. Including less pairs — typically off-axis effects — can make the model
unable to predict with enough accuracy the real aircraft dynamics. However,
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Table 4. I/0 pairs used in the hover identification. Colour scheme represents the main
relationship with the corresponding physical effect associated.

/O Pair | foin [rad/s] | fmaex [rad/s] Colour
U/61on 0.303 5.605 m
P/810n 1.360 17.520 ™
q/S10n 0.219 17.520 ™
Ax/E1on 0.157 17.520 m
V/81at 0.219 5.605 m
I 0.350 17.970 ™
q/61at 5.863 29.690 ™
/810t 0.750 1.601

ay/biae 0.184 17.520 n
W/bc01 0.192 22.000 m
/801 0.295 15.080

a,/8001 0.750 17.520 m
7/8pea 0.661 18.500

including too many pairs can have the same effect because it is possible that some
model equations might not catch some non-modelled dynamics (and, in consequence,
they are not relevant for aircraft dynamics characterization).

Table 5 presents final model parameters identified for a hover flight condition and
their respective insensitivities (I) and Cramer-Rao bounds (CR). Parameters not
appearing in that table were dropped from model structure in model refinements.

Table 5. Identified parameters value and their statistical parameters

PARAM | VALUE | CR[%] | 1[%] | PARAM | VALUE [CR[%]] 1[%]
X, 0594 1124 4519 [ w, 0.039  8.41] 1.764
X, 3.167 3534 6.768 | A, =B, 0389  5.50 0.814
X, 554300 582 1542 | A, 1297 12.21] 0.816
X, 4042 3418 2238 | B, 1172 9.47 0592
Y, 1.157  18.85 6.185 T 0.099  7.03 0.900
Y, -3.097 1263 1992 | Zs_, 3.068 277 1.327
Y, 56.850  10.22 2.328 | Ny, -0.742]  33.03 2.290
Y, 30.030  26.100 2.309 | Ns,,, 0225 5.04 2515
Z, -6.054 1193 5701 | N, 0.905  3.89 1.945
L, 0206 1323 3152 | A, | 1183107 21.01] 3492
L, 44640 729 0789 | A, | -2.900-107 12.68 2.334
M, -0.102]  18.15 5939 | B, | -3.162:107  9.05 1217
M, 73150 8.11] 0.809 | Cs,. | 4491107  7.81] 0.829
N, 0468  13.0 3.257 | D5, | 6644107 6.50 0311
N, 2,009 2192 2.746
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Once the model has been identified, the next step is the model verification using
VERIFY module. Time domain verification flight data test (doublets steps
maneuvers) are compared in time-domain with time-domain identified math model
prediction, using as inputs the same fight tests control signals (Fig. 6).

Response [m/s]
Response [rad/s]

Response [m/s]

Response [rad/s]

38 s s4
Time [s] nm.’[s]

Fig. 6. Example of model verification using VERIFY

6 Alternative Two Rigid Bodies UAV Kinematic Model

An alternative modelling approach for the same RUAV is presented in order to
compare its behaviour with the model obtained using CIFER®. This model, derived
from basic mechanical principles, consists of the dynamic and kinematic equations of
two rigid bodies: the main rotor and the fuselage. The controller and simulation model
are based on the work developed in [15]. The main hypothesis behind this approach
is that the ratio between the main rotor fuselage masses to the main rotor rotational
speed is higher than in the full size helicopter case. All these characteristics imply that
the inertial effects of the main rotor cannot be neglected.

The full mathematical model of the UAV is composed of two main parts: the
mechanical model, and the torques and forces generated by the aerodynamic model.
The aerodynamic of a helicopter is very complex, but by using experimental data we
concluded that a linear algebraic approximation is good enough to be used on the
design process of the control system. An additional drag force source was added
using a simple equivalent sphere drag model. In this case, drag module and direction
depends on the velocity vector of the helicopter.

In the model the following generalized coordinates are used: ¢, 3 that define the
position of the CM in the inertial frame GS, u, , 3 are the velocities in GS, q4 5 ¢ are
the Euler angles in the helicopter frame, u,5¢ are the angular velocities (see [15]).
The inputs of the system are the main rotor force ff and the torques t{{2'3. The
scheme of all the components that are used in the mathematical simulation model is
shown in Fig. 7 (see [14] for more details).
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Fig. 7. Two rigid bodies’ mathematical structure, taken from [16]

The model is broken down into two main parts:

Translational dynamics are first characterized by a rotating block R¥~¢ that
transforms forces in HS into the GS according to Euler angles q4,qs,qs. The
Newton’s Second Law is appliedin an inertial frame by means of block TD.
Since previous operation results in linear accelerations 14, U,, U3, the subsequent
two columns of integrators are required to eventually obtain linear positions
q1,92,43-

The law of angular momentum conservation is applied for rotational dynamics in
block RD¥, whose inputs are the torques T# in HS. In order to simplify the
equations, two assumptions are accounted for. The first is that the CM of the
fuselage is located below the rotation axis of the main rotor. The other assumption
is that the angular velocity around the third axis ug is constant. This is true since
the control of the rotation along the third axis is realized by a separated control
loop implemented by a commercial gyroscope. Finally, Y#~¢ block implement the
kinematics equations that are necessary to transform angular velocities into
derivatives is Euler angles.

Description of Guidance and Control Algorithms

The control system for the autonomous helicopter is based on the inverse
relationships of the translational, kinematical and dynamic equations (described in the
previous section) combined with linear PID controllers [16] and [5]. The tuning of
most of the control constants is made by a pole placement method, using the
cancellation between the inverse relationships of the control and the mathematical
model. The few remaining control constants are tuned by using an experimental
methodology that consists on introducing perturbations in the control variables.

The controller is composed of two nested loops (see Fig. 8). In the outer loop, the

position and velocity errors are used to calculate the desired accelerations that are
needed to reduce those errors. Controller references are denoted by variables with
asterisk. Position and angle variables are denoted by ¢q; with i=1,2,..,5



RUAV System Identification and Verification Using a Frequency-Domain Methodology 145

corresponding to x, y, z, ¢ (roll) and 6 (pitch) respectively. Velocity and rate
variables are accordingly denoted by u;. This control loop is implemented by means
of three PID controllers, one for each degree of freedom. Next, the resulting
accelerations are converted into the desired orientation of the main rotor plane and the
needed lifting force (Fyp 3).

The inner control loop computes the main rotor torques (Tyg ; and Ty ,) from the
desired and current orientation. The orientation around the third axis (yaw dynamics,
given by the yaw angle q¢) is controlled by a separated control loop.

| Position Controller ]

Outer loop
F MR.3
o Inner loo|
(PID) RITE q 45 12 [
Position g
Ras > I vir2
a4’ Rotational Fiies
q Control 3rd axis _ >
6
[ER— I‘ctri_il

Fig. 8. Controller flow-chart and structure taken from [16]

8 Control and Model Simulation and Comparison with
Experimental Data

In order to completely verify, compare and validate the presented method, both the
CIFER® model and the alternative model are integrated via Simulink with the UAV’s real
autopilot software. A flight test was performed where the real RUAV with the autopilot
was following specific position references (flight plan). Those recorded references were
used as input for the models. Fig. 9 shows a very simple schematic of this idea.

The flight plan is focused on testing the lateral and longitudinal model dynamics to
compare them with the real helicopter behaviour when they are linked to the autopilot.
Firstly, a lateral movement of +50m is commanded (time 145s to 190s approximately)
as can be shown in Fig. 10. The associated roll angle (¢) and roll rate (p) can be found
on Fig. 11 while the corresponding lateral control signals are shown on Fig. 12.

The same procedure has been performed with a longitudinal movement of +50m
around time 210s to 270s (Fig. 10) with the associated pitch angle (6) and pitch rate
(q) states variables (Fig. 11), and the longitudinal control signals (Fig. 12).
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Flight Plan
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Fig. 9. Verification experiments schematic
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Fig. 10. Position references and ground velocities

As can be shown on the graphs, both models are suitable for general simulation
purposes. Nevertheless, the following differences can be found between the different
models and the experimental data.
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On the one hand, if it is compared the response of both models with the real
telemetry, it can be concluded that a CIFER® simulation in terms of position and
velocities is closer to the real data (Fig. 10). The controller used in both simulations is
the same to the one that was tuned previously for the real aircraft. This means that
CIFER® model captures some effects that the two bodies’ model cannot reproduce.
On the other hand, Fig. 10 shows that real position and velocities are continuously
fluctuating with approximate amplitude of two meters while models simulations do
not exhibit this behaviour. This can be explained in terms of sensor states accuracy.
That is, real RUAV system employs sensor measurements to estimate its state
variables but these measurements have a position error about two meters because the
INS/GPS does not have a DGPS (Differential GPS). Moreover, the real helicopter is
also affected by non-modelled gusts, winds and other perturbations.
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Fig. 12. Control signals

Fig 12. shows that, in spite of the fluctuating control corrections due to the lack of
sensor accuracy mentioned before, the control signal of the controller using CIFER®
model is more similar to the real signals in shape and magnitude that the signal
generated by the controller using the two rigid bodies model. Another difference
between CIFER® and two rigid bodies’ model is that CIFER® capture better off-axis
dynamics. An example is the grade of coupling between translational and collective
dynamics. This effect can be shown by analysing the collective correction associated
with the longitudinal movement of the helicopter around time 210s to 270s. At the
beginning of the translational movement the lifting force should be tilt into the
movement direction. However, this tilting implies that its vertical projection now
cannot make up for the aircraft weight. In order to compensate it, thrust vector
module needs to be increased, and this is done by increasing collective control signal.
Once the aircraft acquires forward velocity it needs less collective input to maintain
the same altitude because of the new air inflow thought main rotor. This value is even
lower that the required for hover flight condition. When the helicopter slows down,
the lifting force should be tilted into the opposite direction of the movement direction,
the thrust vector module needs to be increased again in order to compensate it. The
reader can extract similar and other considerations from those figures.
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Taking into account all the facts mentioned before, CIFER® modelling seems to be
more suitable for control and more realistic simulation purposes. Nevertheless both
modelling techniques can be widely used for sense and avoid, guidance, trajectory
generation and other applications.

9 Conclusions and Future Work

In this work, we have presented the entire modelling process of a RUAV from
frequency sweeps capture to the verification and validation process. This modelling
technique has been compared with an alternative two rigid bodies’ model and the real
flight data using the same flight plan and control system.

Furthermore, we have described several key aspects that should be taken into
account on small UAVs frequency system identification. In addition, an RUAV
control system architecture has been presented.

CIFER® modelling approach has the advantage of being based on direct
experimental data but it has the drawback that it requires an elaborated flight tests.
These tests are usually difficult to accomplish and sometimes requires risky
manoeuvres.

The presented simulation results are fairly similar to the real flights data and it can
be concluded that the degree of complexity versus accuracy of these models is good
enough for general UAV control and guidance applications.

Identification results could be improved by using computer aided flight tests (see
[3]) and increasing position accuracy using a DGPS sensor. An alternative non-linear
model can be obtained using several linear models identified in different flight
conditions (see [18]).

Acknowledgements. This work was partially funded by the FP7 European
Commission under the Integrated Project ARCAS (FP7- 287617) and the Project
CLEAR (DPI2011-28937-C02-01) funded by the Ministerio de Ciencia e Innovacion
of the Spanish Government.
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Abstract. This work addresses the problem of fault detection and diag-
nosis (FDD) for a quad-rotor mini aerial vehicle (MAV). Actuator faults
are considered on this paper. The basic idea behind the proposed method
is to estimate the faults signals using the extended state observers the-
ory. To estimate the faults, a polynomial observer is presented by using
the available measurements and know inputs of the system. In order to
investigate the observability and diagnosability properties of the system,
a differential algebra approach is proposed. Furthermore, an evaluation
function depending on the system states is developed, in order to be used
in a controller, which will compensate the failures. The effectiveness of
the methodology is illustrated by means of numerical simulations and
some experimental tests.

Keywords: Quad-rotor, polynomial observer, diagnosability, fault
detection and diagnosis.

1 Introduction

The growing development in research on MAVs and the consequent improve-
ment of technologies like microcomputers, vision systems and other sensor de-
vices, have increased the performance requirements of such kind of systems.
Problems related to trajectory tracking, flight-formation, vision-based localiza-
tion and lately MAV equipped with manipulators, have been widely researched
in the last few years. Therefore, a good performance in the inner-loop of such
flight envelopes is needed.
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A wide range of nonlinear control techniques like backstepping [I], [2], singular
perturbation techniques [3], sliding modes and switching control [], [5], have
been treated to deal with the complex dynamics of the quad-rotor.

Due to the high cost of the MAV equipment, it is imperative to provide such
systems with a fault-control loop, responsible for the identification of possible
faults presented at any time of the flight envelope.

Motivated by the fault diagnosis problem, which is the problem of observing
fault signals, and the necessity of developing sufficiently robust controllers to
cope the presence of likely faults, this research work deals not only with the
MAV stabilization problem, but also with the identification of actuator faults.
Few works dealing with the fault diagnosis problem applied on quad-rotors are
presented in the literature [6], [7], [8], [9], [10].

Taking the attitude, position, angular and translational velocities of the quad-
rotor MAV as available measurements, we develop a solution for the fault diagno-
sis problem by means of the differential algebraic approach. With this approach,
it is possible to construct a bank of observers in order to implement a scheme
of residual generation for fault diagnosis [I1], or implement a control law based
on state estimation [I2]. Thus, it is possible to combine different schemes of
nonlinear observers. In [I3], the authors present a reduced order and a sliding
mode observer, to reconstruct faults in an experimental task, for the case when
only one output is available. A reduced order observer and an algebraic observer
is presented in [14]. The approach given in [15] is used for fault detection and
fault estimation of a wound-rotor induction motor (WRIM). In [I6] a polyno-
mial observer, a reduced order observer and a sliding mode observer are used
in order to estimate an reconstruct the system states and faults for the case
of multiple available outputs. In [I7], the polynomial observer is used for the
synchronization of chaotic systems.

The paper is organized as follows. The fault diagnosis problem is formulated
in Section 2l In order to estimate not only the system states but also the faults
dynamics, an extended Luenberger observer called polynomial observer is devel-
oped in Section[3 Next, in Section[d] the results previously obtained is applied to
the Quad-rotor MAV. Section [ presents some simulation results for the fault re-
construction problem. Finally, some conclusions and future works are presented
in section [

2 Fault Diagnosis Problem

The Fault Detection and Diagnosis (FDD) task has the goal of detecting the pres-
ence of a fault and construct an estimate of the unknown fault dynamics. Such
faults can affect directly the performance of the system components. Therefore,
a FDD scheme provides all the necessary information about faults, such as pres-
ence (time), type (actuator/sensor) and dynamics (magnitude and form). Thus,
based on this information, it is possible to design a system reconfiguration to
minimize the fault effects. We begin by defining the terms fault and failure as
follows:
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Fault: An undesired change in a system parameter or variable that reduces
the performance/magnitude of one component of its nominal value. In summary,
a fault is an unacceptable tolerable malfunction.

Failure: A complete breakdown of the system, caused by a catastrophic mal-
function of one or more components of the system. In summary, a failure is an
intolerable malfunction.

Throughout this work, we describe a class of nonlinear systems with faults as

follows 0 ( 5
z(t) = g(x,u,
y(t) = h(e,u) @

where

x € R” is the state vector

u € R™ is the vector of known inputs

f € R is the faults vector (unknown inputs)
y € RP is the outputs vector

In this paper, we consider only the case of faults in the actuators. So, we intro-
duce the concept of observability and diagnosability in the field of the differential
algebra.

2.1 Observability and Diagnosability Condition

The observability and diagnosability notion of a system, linear or nonlinear in
the differential algebra approach need a basic definition. Further details can be
found in [13].

Definition 1. For the system described by [{l) a state x is said to be observable
if it is possible to estimate the state by means of the available measurements of
the system, so we say that x is observable if it is algebraically observable, i.e.,
the state x satisfies a polynomial equation in terms of u and y and some of their
time derivatives:

P(x7y’y7y7"'7y(7l)7u’u’/i’l’""u(n)) :0 (2)

Definition 2. A fault f is said to be diagnosable if it is possible to estimate the
fault from the available measurements of the system, i.e., [ is diagnosable if it
1s algebraically observable if it satisfies a polynomial equation in terms of u and
y and some of their time derivatives:

P (30 y ™ sy e 0™ ) = 0 (3)

Remark 1. The diagnosability condition is independent of the observability of
the system.

Referring to system (), the vector f contains the unknown inputs. In order
to estimate its uncertain dynamics, the state vector is extended to deal with the
fault vector. So, we can rewritten the system in an extended form as follows
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fet) = 2 (zu, f)  1<k<p (4)
h

The following results from the theory of differential algebraic are on useful
tool to determine whether a fault can be reconstructed from the know inputs
and available outputs.

Theorem 1. Assume that the system (dl) is diagnosable, then the number of
faults is less or equal to the number of available measurements (outputs), i.e.

<P

The proof of Theorem [l can be seen in [I8].

3 Polynomial Observer

The polynomial observer, is a scheme that combines two kinds of observers. The
first one is like an extended Luenberger observer which is used to reconstructing
and estimate the system states. While the second one is a free mode observer,
which has the function of reconstruct an estimate of the faults dynamics. The
polynomial observer can be seen as a Taylor series, where the first-order term
is the observed state, thus improving the performance and speed of convergence
including terms of high-order correction in the structure. It is worth mentioning
that this scheme is considered for the case of multiple outputs available, where
the terms of higher order correction are odd powers and are a linear combination
of the observation errors of each output available and the order of the polynomial
compensations is a determining factor for the parameter ”¢”.

Consider the system with presence of faults, given in (), the observation
problem for the unknown vector of faults can be estimated using a polynomial
observer. Therefore the system (] can be rewritten as

i(t) = Az + ¥ (z,u)
fk(t) = Qk ($,ﬂ) 1<k< o) (5)
y(t)=Cx

where [|2;(z,a)|| < N, N € R" and ¥(z, %) is a nonlinear function that satisfies
the Lipschitz condition, with @ = (u, f) uniformly bounded.

1@ (2, u) — @ (&, )| < L|jz - 2 (6)

3.1 Observer Design

Now, consider the system with faults (), the following lemma describes the
construction of the polynomial observer.
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Lemma 1. Let the system (3) be algebraically diagnosable, then, the following
nonlinear system is a full order state observer for the given system

10) :Aﬁc—l—@(i u f)+
+ Z Z Kij(yi — Cyz)> (7)

le

Fl) = 3 Bualfi — fo)2=

Where
A 6 RTLXTL
# € R™*! is the estimate of the state
fr € R* is the estimate of faults vector f
g eRT
(%, u,k) € Rnx1
[Kijli<i<p, [K;d]1<k<u are positive gains
1<5<q 1<I<q
where &g = &(to) and ka = f;c(to) are arbitrary initial conditions, the parameter
q determines the order of the polynomial compensation. To ensure the observer
convergence, the following assumptions are considered:

A1l: fi(t) is algebraically observable
A2: The gains [Kj]1<i<p can be chosen such that the following algebraic Riccati
equation has a symmetric and positive definite solution P for some € > 0

p p
(A— ZK,»lCi)TP + P(A— ZKﬂci) +L?PP+1+€el=0

i=1 i=1

A3: The gains [K;;]i<i<p are chosen such that
2<j<q

Amin(PK;C;)" + (PK;C;)) > 0

We define the estimation error vector as e = [e,, ek}T, whit e, = x — Z and

ex = fr — fk. So from the systems (B) and (@), we determine the dynamics for
the corresponding error estimation

6x = (A Z K”C)

P

-2 3 Ky(Cie

) v ()

¢k = 2 — Kprex — Z Kyj(eg)? !
=
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3.2 Convergence Analysis

In order to ensure the convergence to zero of the estimation error, we establish
the following theorem.

Theorem 2. For the system (), suppose that xz(t) I3V ¢t > 0, the function
U(x,u) satisfies the Lipschitz condition given in (@), and x(t), f(t) are alge-
braically observable. Thus, if there exists a positive definite matrix P and posi-
tive observer gains Kij,f{kl such that the system () is an observer for system
(3), then the estimation error converges to zero asymptotically.

Proof. Consider the following Lyapunov function candidate

V=Vi+V )
Vi =elPe,; Vo = el

where the matrix P satisfies the assumption A2.
The proof of theorem [2 is developed in two parts as follows:

i) The time derivative of V; is given as
Vi= ¢I'Pe, + el Pé,

P p

= 65((14 - Z KﬂCi)TP + P(A - Z K“Ci))ex—&—
i=1 i=1

+2ex? P[W(z,q) — ¥(2,ua)]—

P4 ,
“23° ) Ky (Cien) 2L (PR C)T + (PKGC))es

i=1j=2
From the follow inequality based on the Lipschitz condition
2ex’ P[W(x,0) — (&, 0)] < L*¢X PPe, +ele, (10)

and using the Rayleigh’s inequality together with assumption A3. it follows
that
—el PK;jCiey < —Amin(PK;;C; + (PK;C)T)||ex||? (11)

Therefore, applying inequalities (I0) and (II]) we have

Vi <el[(A— ZKHC)TP—s—P(A ZKHC)

+L2PP + I}em
*QZ Z K (C; er)Qj zAmzn(PKUC + (PKijc,) )Hem||2
i= j=2
TlA— S5 KaC)T P+ PUA— 3 K+
LZPP + I]em

= —¢llex|®
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ii) In the same way, for the second term in the Lyapunov function candidate,
we obtain the time derivative of V5 as

Vo = epér
o L= o
=er(2% — Kpiep — > K ™)
=2
7 2 4 = 21
= eka — Kklek — Z Kklek
=2

< ler||2] — Kraej,
lex| N — Ky lex|?
—[Krilex| — N]lex|

A

V, is negative inside the set {|ex| > N/Ky1}, i.e., exists € > 0 such that
Kk1|€k‘ —N=¢>0.

We prove that |eg| is upper bounded. Now let constants «, 8 upper bounds of
Va(eg). With g > 2%21, the solution that initiates in the set {Va(er) < 5}

will remain inside that set for all ¢ > 0, because Vg is negative in V5 =
B. Therefore the solution of éj is uniformly bounded [19]. Furthermore, if

2%2 < a < 3, then Vs will be negative in the set {a < Vo < g}. In this
k1l
set V2 will decrease monotonously until the solution is in the set {V2 < a}.

According to [I9] the solution is uniformly ultimately bounded with ultimate

bound |ey| < v/2a. For example, if we define a = 2%2 and 8 = gg , the
k1 1
ultimate bound is
N
lex] < -
K
Hence .
Vo < —élex]

Finally, from (i) and (i), we conclude that

V < —elles||® — ex| < 0

4 Application to Quad-Rotor M AV

In this section, the polynomial observer approach developed in Section [3is ap-
plied to a Quad-rotor MAV. We will state the mathematical model of the MAV
and some notations. Then, the diagnosability analysis of such vehicle dynamics
is developed.

4.1 Modeling

The Quad-rotor mathematical model using the corresponding coordinate system
shown in Figure () is given as follows
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Fig. 1. The three-dimensional quad-rotor model

mi = (u1 + uo + usz + U4)(S¢S¢ + C¢S@C¢)
my = (u1 + ug + uz + U4)(S¢,SQC¢, — C¢S¢,)
mzZ =mg — (u1 + ug + us + U4)(C¢Cg)

é = Uz — U1

¢ =uz — Uy

Y =up — Uz + U3 — Uy

(12)

where wu; are the control inputs, (z,y,z) the position states and (0, $,v) the
orientation angles. Using the model ([I2)), the following changes of coordinates is
made in order to formulate the problem

T = 3=y T5 =2 z7 =0 Tg = ¢ T =1
To =@ Ty =Yy xe = 2 zs =0 210 = ¢ T12 = ¢
With this notation, the state vector is given by z = [z1, 2, ...,3312]T and the

input vector as u = [uq, ug, us, usq]. For a Quad-rotor MAV, we consider a fault
as a reduction of the performance of one or two actuator, with the constraint
that if the failure affects an actuator, the second failure will affect the opposite
actuator by the symmetry of the structure, i.e. the failure effects can only be
minimized when these occurs in the following form:

1. The fault effects only one actuator
2. The fault affects the pairs (u1,us) or (ug,uq)

Other wise we would have a catastrophic malfunction and it would be impossible
to minimize the fault effects.
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We now consider the presents of a fault on four of the engines, so we define
the input with presents of fault as uy = uy + fi. Therefore the system with faults
is given by:

X1 = T2

) 1, _ _ _ _

T2 = m(ul + Uz +uz + u4)(596115969 + 0961159670309)
.’kg = X4

) 1 _ _ _

T4 = m(U1 + ug + us + U4)(Sm115x7019 — Cmnsmg)
.’kg, = g

i =g— (U + U+ Us+Us)(CoyCoy) (13)
X7 = I8

rg = Uz — U

Tg = T10

T1p = U — Uy
T11 = T12
T1g = Uy — Ug + Uz — Us

where fj are additive faults that which affect directly the performance of the
engines that produce the thrust inputs uy.

4.2 Control Strategy

The proposed control strategy is based on the idea that the global system (I2]) is
constituted of two subsystems, the attitude dynamics and the position dynamics,
each one with a time-scale separation between them [20]. From this fact, it is
possible to propose a hierarchical control scheme where the position controller
provides desired attitude angles ¢4, 83 which are the angles to be tracked by the
orientation controllers. We have implemented a nonlinear control strategy based
on this principle. In this paper we don’t present the control strategy, due this is
not the purpose of the present work, however the interested lector can see more
details about the control strategy applied on this paper in [3].

4.3 Diagnosability Analysis

From Theorem [I] it is required that the number of faults (u = 4) be less or
equal to available measurements. For this case, we consider the output vector
as ¥y = [y1, Y3, Ys, Y7, Yo, Y11] = |21, 23,5, 27, Tg, x11].1 Taking into account the
above mentioned considerations, the condition from theorem [lis hold with 4 =
1 < p = 6. To determine the diagnosability of the system ([I3]), we evaluate the
algebraic diagnosability condition given in definition[2l For the considered faults,
inputs and outputs, the system ([3)) results in
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.. 1, _ _ _
Y2 = (ul +uz + uz + u4)(5y115y9 + Cy11Sy7Cy9)
Ys = m (U1 + U2 + U3 + Us)(Sy;, Sy, Cyo — Cyiy Sy )

.. 1 i _ _
Us =g — m(ul + g + Uz + 1) (Cyy Oy (14)
Y7 = Uz — U
Yo = Up — Ug
Y11 = U1 — Uz + U3z — Usg

From system (I4]), we have that

m(g_yﬁ):u1+f1+u2+f2+ua+f3+u4+f4 (15a)
CyoCly,
jJr=us+ fs —u1 — f1 (15b)
o = uz2 + fa —us — fa (15¢)
i1 =ur+ fi —u2 — fatus+ fs —us — fa (15d)
Adding (I5a)) and ([I5d)
m(g — ¥ .
(9~ is) +in =u1 + f1 +2uz +2f3 (16)
Cy9Cy7
Adding 2(I5D) and (I6)
m(g—19s) 1. 1.
_ _ 17
1= 4o, Tl i (an
Replacing (7)) into (I5L)
m(g—19s) 1. 1.
_ _ _ 18
h="ye,c, ~o¥rT dn-wm (18)
Adding, (I5al) and ([I5d)
m(g_ys)+]]9=U1+f1+2162+2f2+u3+f3 (19)
Cy9Cy7
Replacing ([I8) and (7)) into (9]
m(g—79s) 1. 1.
_ _ 20
2= y0,c, Tolt in—w (20)
Finally, replacing (20) into ([I5d) it follows that
m(g — 4y 1. 1.
fa= (9= s) _ Yo+ Y11 — Ug (21)

4C,,Cyy 270 4

Therefore, from equations (I7), (I8)), 20) and ZI]) we conclude that the sys-
tem ([I3) is diagnosable, with the considered inputs and outputs.
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4.4 Polynomial Observer

The system (3], can be expressed in a similar way as in ([B) with: A € R12x12

where the elements of the matrix are given as follows: a1 2 = a34 = as = ar g =
ag9.10 = a11,12 = 1 and zero other wise.
The nonlinear function ¥(z, 4) = [11, psia, ..., ¥12] is given by:

Y1 ==3 =15 =7 =g =111 =0

o = 1 (g + Uz + U3 + U4)(Sz,, Sey + Cuyy S Cly)
¢4 = m(al + Uz + Uz + ﬂ4)(sﬂt11sﬂc7cﬂc9 - 033115969)
Yeg = — b (i + Uz + U3 + Us)(Cay, Coy )

Py = Uz — Uy

P10 = Ug — Uy

Pig = Uy — U + Uz — Ug

So, the following system is a polynomial observer for the given system
b)) = Az +w (xuf) +

+ 26: 233 Kij(yi — Ciz)* =t (22)

i=1j=1

fk(t) = 123:1 K fr — fr)?1

Where we fixed the parameter ¢ = 3 and the fi<p<a are given by ([I8), (20),
), @1).

5 Evaluation Function

In this section, an evaluation function is presented in order to use the estimate
of the failure with the methodology developed in the previous section. Such
evaluation function is presented in a way that could be used in a controller to
compensate the failure.

Without loss of generality, we present the evaluation function for the roll
dynamics, but the same procedure could be developed for the pitch and yaw
dynamics.

5.1 Fault Detection

In order to detect the fault and at the same time differentiate it from perturba-
tions inherent in the system, we define the evaluation function e; as a function
of system states as follows

1

. 23
(1 + efcr;(¢*b))(1 —+ e*ca@s*a)) ( )

€f =

where parameters ¢, and ¢, are positive real numbers which define the fault
slope for ¢ and ¢ respectively. The parameters a and b represent the position
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Table 1. The parameters of the Quad-rotor MAV considered for the experimental
tests.

Parameter Value

cp 1

Ca 1

b 20 deg

a 10 deg/sec

and velocity in roll dynamics for which there will be a fault. Accordingly, they
are the boundaries between a disturbance and a fault.

So, the basic idea is to estimate the disturbances and then use them in the
evaluation function (23)). In this way, one should predefine the parameter values
a, b. So, by means of an observation of the system dynamics, one knows the
existence of a fault. This approach allows to determine the existence of a fault
without any measurement of engine speed, eliminating the use of additional
sensors on the platform.

In addition, a control strategy could be implemented by using (23], due such
evaluation function is continuously differentiable and furthermore, it depends on
the system states (¢, ¢).

5.2 Experimental Results by Using the Evaluation Function

In this subsection, some experimental results are presented to visualize the per-
formance of the evaluation function at real-time experiments. The experimental
results have been tested on the Quad-rotor experimental platform developed
at the HEUDIASYC Laboratory. More details about this platform can be seen
in [2I]. We have simulated the failures by disturbing the Quad-rotor platform
in the roll dynamics. For these tests, we have used the parameters shown in
table [II

Two motors are involved in the pitch dynamics (Fig. ). Thus, if one of this
motors fails, its velocity will be reduced or augmented, causing an aggressive
rolling moment due to the difference of thrust between the faulty motor and
the operating motor. Therefore, we can evaluate such moment by inspecting the
pitching dynamics, i.e. the behavior of the states (0,9). In order to visualize
the behavior of the evaluation function on the real-time experiments, we have
perturbed the Quad-rotor platform on its roll axis. Fig. 2 shows the performance
of the evaluation function (23). As we see in this figure, the disturbances lower
than 20 deg have been omitted by the evaluation function, while the disturbances
greater or equal to 20 deg have been taken as failures. With this approach, we can
tune the parameters given in table [l in order to choose a desired performance
to tell the system how to distinguish a perturbation of a fault.
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Fig. 2. Evaluation function (23] and states of the roll dynamics.

6 Fault Reconstruction Results

In this section, we present some simulation results of the procedure developed in
Section Bl The dynamics of the Quad-rotor MAV and the fault dynamics have
been simulated using MATLAB Simulink. For the simulation procedure, we have
consider the following conditions: The desired values for the position dynamics
are rq = yq = Om and z4 = 0.75m and for the attitude dynamics are 83 = ¢4 = 0
and ¥y = 45 degrees. The objective is that the Quad-rotor take off and reaches
the desired height and remain stable in that position, in other words, we want
that the desired values for the linear and angular velocities are equal to zero. To
simplify the calculations we assume that m = g = 1. A simulation time of 300s
and a step of 0.001s has been chosen.

For all simulation results we have considered that the fault affects the per-
formance of each engine, i.e. the actuators for the Quad-rotor MAV. Four faults
were artificially generated as follows

f1=10.226(1 + sin(0.5te=%1%))U (t — 50)

f2 = 0.045(1 + sin(0.076eF=03)))U (t — 20)

f3 = 0.055¢0-01E=03)14(¢ — 10)+
40.068¢~0-005(t=1) 4 (¢ — 80)+
+0.159e~0-07(t=13)4(¢ — 140)

fa=0.718e~001(t=2)74(t — 30)

where U(t) is the unit step function. The magnitude of the faults were selected
very close to the magnitude of the generated thrusts inputs for the case without
faults, to obtain better results.

The results of the implementation of the polynomial observer proposed in (22])
for the fault diagnosis task, for the considered available outputs and inputs. As
shown in the Figure 3] for the fault f;. The gain values for the proposed observer
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Fig. 3. Estimation result for the fault f;

were K11 = 2.5, K15 = 34 and K3 = 66. In the same way in figures [ Bl and
[6l we show the estimation result for the faults fs, f3 and f4, where the gain
values for each observer are K91 = 5.05, Koo = 2, Ko3 = 1.6, K31 = 1.5, K35 =
27, K33 =56 and K41 = 4.23, Ky = 7, K43 = 3 respectively.

In order to evaluate the effectiveness of the proposed polynomial observer, we
use initial conditions different from zero, to see how long it takes to converge to
the actual value of the fault. The initial conditions were f; .; = 0.087, fo i =
0.065, f5.;=0.055 and f4,.; = 0.073.

For all faults we obtained good estimation results. As can be seen, the pro-
posed observer converge quickly to the actual values of the faults, and although
the approach only considers the case of fault with differentiable dynamics, it is
noted that the approach has the capacity to reconstruct abrupt faults as shown
in figures Bl and

The attitude dynamic under the effect of the faults is shown in figure [l The
direct consequence of the presence of faults on actuators, is that, the controller
tries to stabilize the system and bring the dynamics of roll, pitch and yaw to
the desired values. However due to thrust limitation, the objective is not fully
accomplished .Noticed that the faults affects more the dynamics in yaw.

Figure[R] shows the corresponding angular velocities in roll, pitch and yaw for
the case of presence of faults. As can be seen, between in the first 100 seconds the
angular velocities change abruptly, because in this time interval, all the faults
appear.

The position dynamics affected for the faults are shown in Figure [@ Note
that the difference between the dynamic without faults and with fault is very
significant, especially for the dynamics in the y-axis, which is very large. The
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Position controller generates large inputs to try reach the desired position val-
ues. However due to the faults the errors grow and the controller is unable to
compensate such errors.

Finally figures [I0] and [Tl show the control inputs and corresponding thrusts
generated by the control strategy. As can be seen in Figure [I0 the difference
between both cases is very significant, because for the case without faults the
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Fig. 7. Comparison for the attitude dynamics for the case without faults (blue line)
and with faults (red dash-dot line)

control inputs are constant while for the case with faults, the thrusts are non-
constant and larger. The controller tries to compensate the error generated by
the presence of the faults, but it shows clearly in Figure [[T, where we see that
the corresponding thrust forces inputs are very similar to the dynamics of the
faults but with opposite sign. Notice that the faults cause the controller does
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not function properly, as we observed for the thrusts 1 and 4 (Figure [[T]) and the
control inputs 2, 3 and 4 (Figure [I0), there is a time instant when its becomes
negative and this is impossible, because it would mean that the thrust force is
opposite, i.e, when the thrust force becomes negative, the engine does not have
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Fig. 11. Comparison for the corresponding thrust inputs for the case without faults
(blue line) and with faults (red dash-dot line)

the ability to change the direction of rotation, and therefore stops completely
(turned off) and in this case we are not dealing with a fault, we would have a
failure.
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7 Conclusion and Future Work

This work deals with the problem of fault detection and diagnosis task for a
Quad-rotor mini air vehicle (MAV) using the differential algebra approach. This
approach consider the unknown faults like an augmented state of the system, the
strategy is proposes a bank of observers in order to estimate the fault dynamics,
in this case we are only use the available measurements and known inputs. A
polynomial observer was proposed to deal with the fault estimation problem for
the case of multiple faults. This approach detects and identifies multiple faults
of relative small magnitudes. In this work the FDD task for a system stabilized
in the closed-loop using a control strategy is presented.

The second part of this paper concentrates on the study of the controllability
of the system with a failure. For that purpose, we have presented an evaluation
function depending on system states. By means of this evaluation function, we
can develop a control methodology which compensates the effect of the failure
under certain considerations. That will be the subject of the second part of the

paper.
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Abstract. Tremor is the most common movement disorder and strongly
increases in incidence and prevalence with ageing. Although not life
threatening, upper limb tremors hamper independent life of 65% of those
suffering from them, greatly impacting on their quality of life. Current
treatments of tremor include drugs and surgery. However, tremor is not
effectively managed in 25% of patients. Therefore, further research and
new therapeutic options are required for an effective management of
pathological tremor. This paper introduces some rehabilitation robots
developed for tremor suppression based on biomechanical loading, their
evaluation and the identification of their limitations. At the end, authors
aim to provide a view of the potential of this novel approach for tremor
management and the plans for commercialization.

Keywords: tremor, assistive robotics, biomechanical loading.

1 Introduction

Tremor is defined as a rhythmical, involuntary oscillatory movement of a body
part, [I] . Under certain circumstances, like the performance of precise tasks, or
prolonged maintenance of a posture, we all exhibit a certain degree of tremor.
This is called physiological tremor [2]. When tremor arises from a neurological
condition, becoming cause of disability, it is referred to as pathological tremor,
[3]. Pathological tremor is the most prevalent movement disorder, [4], and pro-
jection studies foresee that prevalence will double by 2050, [5]. Importantly,
pathological tremor, referred to as tremor in the remainder in the document,
does not constitute a monolithic entity, and appears caused by ten different so-
called syndromes. Among them, Parkinson’s disease (PD), and essential tremor
(ET) are the most relevant in terms of prevalence, [6].

Tremors are currently managed through pharmacotherapy or surgery, consist-
ing either in stereotactic thalamotomy, or more commonly nowadays, in Deep
Brain Stimulation (DBS). Unfortunately, both alternatives have significant draw-
backs associated: drugs often induce side effects, and show decreased effectiveness
over years of use, while DBS is related to increased risk of intracranial haemor-
rhage ( 4 % of patients), and psychiatric manifestations, and the percentage of
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eligible patients is extremely low; for instance, only 1.6 to 4.5 % of those with
Parkinsons Disease, [2]. As for the tremors themselves, the mechanisms account-
ing for the alleviation of their symptoms by drugs, thalamotomy or DBS are
unknown, hampering the refinement of the existing treatment forms, and the
development of novel ones. As a result, tremor is not effectively managedin a
significant proportion of patients, up to 25 % according to some estimates [I],
and is a major cause of dependance and loss in quality of life. In addition, tremor
carries important social and psychological burden associated, which further af-
fects both patients’ and relatives’ lives. This motivates that the development of
novel therapies for tremor is matter of paramount importance.

It has been established in the literature that most of the different types of tremor
respond to biomechanical loading. In particular, it has been clinically tested that
the shunt increase of damping and/or inertia in the upper limb leads to a reduc-
tion of the tremorous motion, i.e. the change in impedance characteristics of the
upper limb has a direct effect on the tremor characteristics, [7].

This paper describes two research projects in which two different wearable
robots based on force loading were developed and validated for tremor manage-
ment. The first consisted of a robotic exoskeleton that applied forces to differ-
ent joints of the upper limb and consistently attenuated moderate and severe
tremors. The second apporach takes the form of a neuroprosthesis based on
transcutaneous neurostimulation.This system is based on the same approach of
biomechanical loading but using human muscles as actuators. It was evaluated
with patients and successfully alleviated mild tremors, although to a lesser ex-
tent than moderate or severe ones, but it moves toward the implementation of a
textile-based device that better fulfills patient expectations. This paper is orga-
nized as follows. The robotic exoskeleton is briefly described in the next section,
which is followed by a description of the development and validation of the neu-
roprosthesis. Section 4 discuss the major findings of both apporachs. The paper
concludes by outlining current and future research in the field of biomechanical
loading.

2 Wearable Orthosis for Tremor Suppression

The active orthosis (exoskeleton) WOTAS was developed under the framework
of the European project DRIFTS [8]. The concept of WOTAS is to develop an
active upper limb exoskeleton based on robotics technologies capable of applying
forces to cancel tremor and retrieve kinematic information from the tremorous
upper limb. The overall aim of this project was to develop a powered orthosis
to provide means of testing non-grounded tremor reduction strategies in three
joints of the upper limb. This robotic orthosis platform is able to monitor, diag-
nose and control tremor in subjects. This robotic exoskeleton is equipped with
kinematics (angular position, velocity and acceleration) and kinetic (interaction
force between limb and orthosis) sensors. Moreover, it could also apply dynamic
force to the articulations of the upper limb by means of a set of flat DC motors +
pancake gears [§]. Innovations of the WOTAS exoskeleton are its portability, it
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is a no invasive system, and provides direct information from each joint of the
upper limb, allowing the estimation of the contribution of each articulation to
the overall tremorous motion in the kinematic chain of the upper limb. This
platform also allows the implementation of different control strategies to tremor
suppression for each joint, in such a way that independent control strategies
could be applied to each joint. This robotic device spans the elbow and wrist
joints, being able to apply independent tremor suppression strategies to elbow
flexo-extension, wrist flexo-extension and wrist prono-supination, see Figure [l
The total weight of the final system is roughly 850g.

Fig. 1. Assistive Robotic device for tremor reduction (WOTAS, Wearable Orthosis for
Tremor Assessment and Suppression)

The device was clinically validated with tremor patients (from different
pathologies: essential tremor, Parkinson, Multiple sclerosis, Post-traumatic
tremor and mixed tremor) with successful results: it was able to achieve a con-
sistent 40 % of tremor power reduction for all patients, and to attain a reduction
ratio in the order of 80 % tremor power in specific joints of patients with severe
tremor. Moreover, patients related that the exoskeleton did not affect their con-
comitant voluntary motion, which is a common drawback of tremor and very
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important for users acceptance. The device achieved this performance by means
of, [§]:

1. an algorithm able to distinguish in real-time the voluntary from the invol-
untary movement of the patient at each upper limb joint;

2. the modification of inertial and damping characteristics of the corresponding
musculo-skeletal system;

3. the application of out-of-phase tremor cancellation forces.

The approach to mechanical suppression of tremor by means of exoskletons
presents limitations mainly due to the physical interaction between the exoskele-
ton and the human limb:

— The transmission of forces through soft tissues plays an important role in
the efficiency of tremor suppression. There is a physical limitation for tremor
suppression through wearable devices due to force generation (size and power
consumption of the actuators) and transmission through soft tissues.

— Emerging actuators technologies, i.e. Magneto-Rheological Fluid actuators
(MRFs), Electro-Active Polymer actuators (EAP) and Ultrasonic motors,
were evaluated for an orthotic implementation. It was concluded that, despite
the success of the approach, there is no suitable actuator technology in terms
of cosmetic and aesthetic (low weight, compact to be worn beneath the
clothes) as well as functional requirements (torque, bandwidth).

— Patients related that these bulky exoskeletons could not be considered as a
solution to their problem since it is considered that the use of such device
should cause social exclusion.

In summary, robotics based solutions have shown clinical evidence of the ap-
proach based on human limb impedance control. However it results in bulky and
non cosmetic solutions for which patients are especially reluctant.

3 Neuroprosthesis for Tremor Suppression

In the framework of the TREMOR project (EU-ICT-2007-224051),a neuropros-
thesis was developed to circumvent the major limitations identified in the
WOTAS exoskeleton described in the previous section. We elected to use Func-
tional Electrical Stimulation (FES) as a means of generating biomechanical load-
ing to the tremulous limb. The neuroprosthesis developed takes the form of a
textile that may be easily worn underneath the clothes, being therefore closer
to a final product. This is enabled by the fact that the neuroprosthesis does
not need external actuators, since it utilizes the patient’s muscles to load the
tremulous limb. Furthermore, most of the existing systems apply constant forces
to the tremulous limb, while this neuroprosthesis adapts the force applied to the
ongoing tremor characteristics, and has the ability of actuate only when needed,
i.e. when tremor poses a functional problem. Obviously, this is an important im-
provement regarding user acceptance and the performance of the system itself.
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The neuroprosthesis developed utilizes closed-loop transcutaneous neurostim-
ulation to apply mechanical loads in order to alleviate upper-limb tremor. It
drives wrist flexion-extension and elbow flexion-extension; pronation-supination
is not targeted because of the difficulty of using transcutaneous neurostimulation
on muscles that elicit supination due to from the above-mentioned selectivity is-
sues. Therefore, neurostimulation was delivered at the following sites: flexor carpi
radialis, extensor carpi ulnaris, biceps brachii and triceps brachii (lateral head).
An independent multichannel unipolar neurostimulator (Una Systems, Belgrade,
Serbia) controlled each pair of antagonists; common electrodes were placed at
the distal third of the forearm and close to the olecranon process, [9].

Neurostimulation was modulated based on instantaneous tremor characteris-
tics, which are estimated from solid-state gyroscopes based on a two-stage algo-
rithm. Each targeted movement was measured with a pair of gyroscopes using a
differential configuration. The two-stage algorithm, built upon that implemented
in WOTAS, separates the volitional and tremor components of movement based
on their different frequency content, and given that they are additive. Figure
illustrates the operation of the controller.

The evaluation of the neuroprosthesis with patients indicated that tremor was
attenuated irrespectively from their etiology (mean reduction Ratt = 48.1 + 26.3
%, p < 0.001), and, for the six patients evaluated, its amplitude and frequency
did not have an effect on the performance of the NP. However, there could
be a subtle trend towards larger attenuation of more severe tremors, although
it was not statistically significant. Remarkably, no patient found the sensation
induced by NP-driven muscle co-contraction unbearable, and a number of them
spontaneously reported that felt an improvement in their condition. All patients

0.2 rad/s
2 mA

ang. vel., neurostim. amplitude

Fig. 2. An example of the controller that modulates muscle co-contraction to attenuate
tremor. The plot shows the estimation of tremor (solid line) and the amplitude of the
current applied at the extensors (dashed line) and flexors (dotted line). The instant
at which the NP was triggered is signaled with an arrow. Notice the different scales
employed for the representation of neurostimulation amplitude and angular velocity. A
positive value corresponds to wrist extension.
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exhibited a positive, yet variable, response to the approach here presented, which
is of great interest for ET patients, given that only 50 % of them benefits from
the drugs that are currently prescribed to manage their disorder, [9].

In summary, the results of the evaluation demonstrate that irrespectively
from its etiology, severity, and frequency, tremor is significantly attenuated by
NP-driven muscle co-contraction. Furthermore, the positive outcome of these
experiments encourages the large scale validation of the approach, either alone,
or as a complement to pharmacotherapy.

4 Conclusions

This paper presents two alternative treatments for tremor suppression based on
biomechanical loading. In summary, biomechanical loading is non-invasive and
painless. It may be effective in patients who are insufficiently responsive (or have
adverse reactions) to drugs or in whom surgery is contraindicated. Moreover,
this treatment avoids the potential side effects of drugs and the risks of surgical
procedure.

The work presented here is based on clinical evidence with a limited number
of patients (n=10 for WOTAS and n=12 for the neuroprosthesis), and most
of them showed a positive response to the approach. Although the number of
patients is small, it is considered sufficient to provide proof of concept of the
feasibility and interest of using biomechanical loading as an alternative treatment
for tremor. Owing to the reduced number of patients, the results of this study
cannot be extrapolated to the general population and cannot be considered
as clinical validation. Nevertheless, we are encouraged by the results and are
considering the possibility of performing a large-scale multicenter validation of
the neuroprosthetic concept. We aim to include 500 patients (suffering from
different pathologies that cause tremor) from 30—50 different hospitals around
the world. The expected outcome is that biomechanical loading could either
substitute or complement the pharmacotherapeutic management of tremors.
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Abstract. Robotic rehabilitation has become very popular in recent
years. Nevertheless it still faces various problems related to the system
actuation devices. Some classic actuator features, like the noise, weight,
size-force relationship, and the efficiency, make them little suitable for
such applications. For this reason, piezoelectrically driven ultrasonic mo-
tors have become the alternative actuators to the conventional electro-
magnetic motors. This is due to their light weight, compact size and
soundless performance characteristics. The aim of this article is to present
a new actuator based on an ultrasonic motor (USM) and a magnetorhe-
ological clutch is integrated into a device used in robotic rehabilitation
for the elbow joint. At the end, a control strategy algorithm for the USM
and its first preliminary results will be presented. The work presented
was carried at the Systems Engineering and Automation Department
of Carlos IIT University of Madrid, under the HYPER CONSOLIDER-
INGENIO 2010 Spanish project.

Keywords: ultrasonic motor, magnetorheological clutch, rehabilitation
robotics, MR fluid.

1 Introduction

Apart from the conventional engines and within human centered actuators there
are the bio-inspired actuators, like the pneumatic muscles, piezoelectric mate-
rials, and Shape Memory Alloys (SMA) [I]. Ultrasonic motors (USMs) are a
kind of actuators that uses ultrasonic level mechanical vibration as their driving
source. In comparison to conventional electromagnetic motors, they have several
important advantages: the high holding torque, high response characteristics,
high torque density at a low speed (no gears necessary), silent operation, no
electromagnetic noise, and compact size [2]. However, they have some disad-
vantages that limit their use today such as their reduced life span and slight
oscillation of its controller speed.

In robotic rehabilitation, an important issue is the interaction between the
human body with the rehabilitation device, its portability, and the response
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time of the actuator. Other criteria that must be taken into account are the
aesthetic and comfort of the device. These requirements hugely depend on the
actuator, which should be: light, small, and soundless. Standard devices based
on conventional engines are noisy, while ultrasonic motors are silent enough for
portable applications and daily use.

On the other hand, in rehabilitation systems focused on human limbs, the
quick response of the device is very important. The actuators should be able to
free the joints and shafts instantly to avoid muscle injuries in situations such as
involuntary muscles contractions or spasms. To deal with this requirement, the
work presented uses a magnetorheological clutch in conjunction with USM. For
spasm detection a new sensor will be integrated in the system. The proposed
sensor in this case is a torque sensor. This is capable to detect the involuntary
muscle contraction with a good precision.

The proposed actuator uses an ultrasonic motor (USR60-E3NT), a planetary
gear (with a ratio of 4.3:1), and a magnetorheological clutch as a conceptual
design for the elbow joint rehabilitation.

To test the feasibility of the proposed system a test bench and its control
architecture which simulates the upper limb have been developed, based on a
full system software simulation previously validated.

This work is organized as follows. Section 2 describes the prototype of the
proposed device. Section 3 presents the software simulation of the system. Section
4 describes the control algorithm of the actuator. Section 5 gives the experimental
results and discussions. At last, Section 6 give the conlusions of the presented
work.

2 Prototype of the Proposed Device

The ultrasonic motor offers a torque of 1Nm at 150rpm, using a planetary gear
the assembling from the two devices forms an actuator with a 4Nm maximum
torque at 37.5rpm. A cross section of the actuator and the magnetorheological
clutch is shown in Figure I

Fig. 1. Crossection of the proposed actuator. 1. Motor and planetary gear 2. Clutch
housing 3. The output shaft 4. Free space for magnetorheological fluid 5. Input shaft.
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The total weight of the actuator is represented of the sum of the three devices:
the weight of the ultrasonic motor (250¢), the weight of the planetary gear (200g)
and the weight of the electromagnetic clutch (500g). The maximum dimensions
of the actuator are given by the diameter of the clutch (89mm) with a total
length (motor, planetary gear and clutch) of 132.2mm.

2.1 Test Bench to Simulate the Elbow Joint

For the first validation of the rehabilitation device of the elbow joint, it was
necessary to design and to develop a new test bench capable of simulating the
biomechanics of this joint. Due to differences between the angles of each person
correlated to the weight differences and muscle structure of the arm, it is not
possible to have an accurate simulation. Based on recent studies, in the daily life,
the elbow joint shows a functional arc of 100degrees of flexion and 50degrees
of supination. The angles of the two degrees of freedom can reach up to 150,
and 85degrees respectively. The proposed design of the test bench allows only
the simulation of the flexor angle which is considered the main movement of the
elbow.

The weight of the arm and the forearm were calculated according to a person
of 70kg of weight and 1,80m of height. Knowing that the arm segment is the
2.6% of the total mass, forearm is the 1.6% and the hand is the 0.7% [6], the
arm has a weight of 1.82kg, and the forearm with the hand, has a weight of
1.61Kg. The sizes were calculated according to individual height, representing
the 14.6% for the forearm, the 18.6% for the arm and the 10.8% for the hand.
Using these parameters the test bench (Figure [2]) is able to simulate the inertia
of the segments.

According to the characteristics of the test bench, the torque in the elbow joint
can be calculated depending on the center of gravity of the forearm segment:

M=wxg+r=16%9.81%0.2=3.158Nm (1)

Where M is the force moment for elbow joint, w the weight, g the acceleration
of gravity, and r the radius (from the joint to the center of gravity of the forearm
segment).

For rehabilitation exercises, with not load applied it has been considerated
enough an actuator with 4Nm torque.

2.2 Actuator Hardware Components

Magnetorheological Clutch

A. Proposed Design

The clutch design consists of a cylinder representing the housing part of the

clutch, which is connected to the input shaft. Inside, there is a central disc close
to the wall part (housing part), and connected to the output shaft. The space
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Fig. 2. Test bench for the elbow joint of a person with 70kg: arm of 1.82kg, forearm
and hand of 1.61kg

between the disk and the housing is filled with magnetorheological fluid (MR),
formed by many micrometer-sized particles, which may be polarized in order to
change the viscosity of the whole fluid depending on the intensity of the magnetic
field they are exposed to. The proposed design of the clutch is shown in Figure
Bl The torque on the output shaft is obtained from the movement of the input
shaft and transmitted by the fluid.

Fig. 3. MR clutch proposed design

B. Transmitted Torque
The transmitted torque to the output shaft, for a variable number of inner disks
(n-disk) is calculated using the equations (2)-[ ). This n-disk property is the
main difference with the one presented in [3].

In order to simplify the calculations, some modifications are done considering
that approximately the 95% of the inner disk area is effective in terms of the
transmitted torque to the output shaft.

Ty - |Aw|, _, 4 4 3 3
_ _ _ 2
o hy (B R+ (RS~ Ry (2)
A 4
7, =™ “‘~R§+ 7R3 1p (3)
hy 3
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Tiot = Tu+Th (4)
In equations [2))-(), the calculation is divided in two parts.

1. T, is the one corresponding to the transmitted torque due to the inner disks,

and T}, is referred to the housing part. The total sum depends also on the

number of inner disks n.

In the expressions above, 7 is the fluid viscosity with no magnetic field ap-

plied, and it is assumed to be a constant value of 0.3Pa - s.

| Aw| is the relative rotational speed between both, input and output shafts.

3. hq is the separation between two consecutive inner disks, and hjy is the
separation between the closer inner disk to the housing part.

4. Ro is the inner disk radio, while R; is the shaft radio that connects them.

5. 7p is the yield stress of the fluid, for the applied magnetic field. This variable
parameter in function of the magnetic field offers the possibility to control
the transmitted torque or the fully release of the elbow joint in the necessary
case. From now, it is assumed that the fluid, when magnetized, is always at
the same level. Therefore this value is approximated to a constant, that for
the rest of the calculations is assumed to be 5 - 10*Pa (Figure [).
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Fig. 4. MRF-140CG Magneto-Rheological Fluid

For the proposed clutch, the maximum torque for transmission was calculated
at SNm.

Ultrasonic Motor

The characteristics of these kind of actuators, compared to conventional electro-
magnetic motors, is that they are suitable for robotic, automotive, aerospace,
or prosthesis applications where the requirements are good positioning precision
and low speed. Some examples of these robotic applications, where ultrasonic
motors were used, are a robotic hand [7], a prosthetic hand and the trembling
reduction device [§].
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Impaired upper limb function is one of the most common sequels in spinal
cord injury (SCI) patients. Upper limb strength is impaired to some extent in
people who have suffered cervical SCI, making them difficult to perform many
activities of daily living (ADL) such as drinking, eating and personal hygiene.
For this reason, they may require technical assistance [9].

A methodology to analyze the kinematic data of the upper limb when per-
forming a functional activity like drinking from a glass is reported in [I0]. The
forces were reported such as the movement’s momentums and also expressed on
the proximal reference system of the joint. An additional small external load of
0.300kg was simulated in the hand segment in order to simulate light lifting.
At the elbow, the maximum flexion moment was of 3.1Nm in the C6 group
(subjects with metameric level C6 tetraplegia). This value was greater in the C6
group than in control group and C7 group (subjects with metameric level C7
tetraplegia).

According to the characteristics of the test bench () and [9], [1I0], in order to
raise the forearm segment it is necessary more than 3.1Nm of torque. For this
reason, it is used one ultrasonic motor as an actuator device: USR60-E3NT with
a speed of 150rpm and a maximum torque of 1 Nm together with the planetary
gear with the ratio of 4.3:1. Using a planetary gear, the speed is reduced while
increasing the torque to the 4Nm. This ensemble is able to raise the forearm
segment, with a maximum velocity of the 37.5rpm. The actuator torque and the
maximum velocity of this device, is classified between actuators for rehabilitation
of elbow joint in flexion/extension.

The USM is endued with one relative encoder with resolutions between 96 and
1024 counts per revolution. With a relative encoder, it is not possible to find the
initial position of the forearm, so it is introduced a new absolute encoder in the
system. This encoder is based on Hall effect and he have a resolution of 1024
counts per revolution.

2.3 Control Hardware

According to the requirements, the electronic hardware is selected according to
the electric power requirements and the characteristics of the input-output ports
interface. The architecture is based on an autonomous embedded control system
with no need of a PC style computer.

The selected microcontroller is based on 32 bits ARM CPU, clocked at 24
MHz, and clocked at 72 MHz when a LCD color touch screen is being used. This
electronic architecture provides enough computational resource for the whole
system.

The driver of the USM is the original given by the manufactured, named
D6060/24V.

3 Software Simulation

Various software packages have been used for simulating the performance of
the proposed device in the test bench, which was designed using Solidworks®).



Ultrasonic Motor Based Actuator for Elbow Joint Functional Compensation 187

Mechanical structure of the test bench is developed using one toolbox for
Matlab®), Simmechanics®), which offers a comprehensive simulation environ-
ment correlated to the mass and the inertia of the arm segments. This envi-
ronment allowed a co-simulation between the proposed device, (developed in
Simulink®) and the test bench. The co-simulation design in Matlab is shown in
Figure Bl

Fig. 5. Design of the control algorithm of the simulated device

The co-simulated model consists of: the USM, the clutch MR, and the test
bench. The USM receives as reference signal the angular position of the arm
and a PID control algorithm feeds the clutch with the speed and the torque
signals. The MR clutch block, using the input parameters (the number of disks
and dimensions), calculates the torque output depending on the fluid viscosity
(variable depending on the magnetic field). The output signal of the clutch gives
the torque for the elbow joint, and a sensor in the joint measures the angular
position (which closes the control loop), the angular velocity, the angular ac-
celeration, and the torque (which is identical to the torque generated by the
clutch). The first results of the co-simulation can be seen in Figure
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===Angular velocity [degree/s]

==t Angular acceleration [degree/sz]
= Torque [Nm]

7

| | | 1 | | |
200 400 600 800 1000 1200 1400 1600 1800 2000
Time(s)

Fig. 6. Simulate result
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This software simulation environment provides a useful and accurate tool for

the development and tuning the device control algorithms that will be tested in

test bench.
The results show that the proposed ultrasonic motor model fits to the param-
eters of speed, time force, and response time necessary to rehabilitate a human

arm (for a 70kg person) without needing any help force of the muscles.
When the speed is 0.5rad/s the input torque to the elbow joint is between

—2.2Nm and 1.5Nm. The asymmetry of the torque is due to the angular posi-
tion, velocity and the inertia of the moving arm.

The results are verified with a specialized software in simulation of muscu-
loskeletal structure, named MSMS®[5]. Using this software, a simulation envi-
ronment for human arm with muscles has been developed. The model uses the

size and the characteristics of a person of 70kg of mass (Figure [7]).

Fig. 7. MSMS®environment

The results (Figure B) highlight that the torque of the elbow joint, following
a sinusoidal movement, does not exceed 2INm. The difference with the results
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In the both cases the proposed actuator respects the parameters of the re-
sponse time, of the torque, and speed and the medical requirements.

4 Control Algorithms

4.1 Control Strategy for the Magnetorheological Clutch

Several control strategies based on the models like: Navier-Stokes, Bouc-Wen,
Prandtl-Ishlinskii are presented and analyzed in previous work [4]. The first re-
sults showed that Prandtl-Ishlinskii model is the most appropriate for a good
response time (short response time). The main advantage is that the use of a
hysteresis compensator, as seen in Fig.[d is fast and precise enough to control the
exerted torque, and it is only possible using this model (the analytical inverse ex-
ists). The identification procedure of finding the operator values is accomplished
using a genetic type algorithm.

Current

+
] PD | MR Clutch | Tore >
Reference + +

Fig. 9. Hybrid control strategy using a Prandtl-Ishlinskii compensator

4.2 Control Algorithm of USM

In the literature, there are various models of control for USMs: PI control models
of speed, position or torque [11] [12], fuzzy models [13], [14], models based on
neural networks, or a combination thereof. Because of the complexity of the
mathematical model of these types of motors, most control designs are made
based on input/output data acquisition (in most cases black-box model).

In this work it is designed a new cascade control model with two control loops
for angular velocity, and angular position, each one with its own PI controller.
The proposed control scheme consists of a relatively simple algorithm, that meets
the objectives, with an error in the position angle of 0.08 degrees and a low
computational power use. The control scheme is shown in Figure

The control scheme uses two encoders: a relative encoder, positioned in the
shaft of the motor, to calculate the speed and one absolute encoder positioned in
the shaft of the gear, to operate at lower speed and to calculate the real position
of the arm.

Matlab®and Simulink®are used to develop the control algorithm and reg-
ulating the controllers. The program is developed in signed fixed-point 32-bit
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Reference
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Absoluts Encoder | sbsalute encoder
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Fig. 10. Design of control algorithm for USM

word length with 10 bits of them for the decimal part, on real-time kernel archi-

tecture. Data acquisition was done in real time in Matlab®using port Universal
Serial Bus®(USB).

5 Experimental Results

This section shows some of the experimental results obtaining with the test
bench. The operation of the USM is analyzed with several experiments to check
the correct performance of the prototype. The real and the simulation model of
the system can be seen in Figure [[T]

The USM answer in the test bench can be seen in Figure[I2l The structure of
the first device actuator tested is composed of the USM and the planetary gear.
Due to the planetary gear tolerance, the error of control in position increases

Fig. 11. The real model and the simulation model
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Fig. 12. USM response to step reference with constant speed in test bench

up to 0.7 degrees. In this case, the engine must follow the reference signal in
position with a constant speed.

The exoskeleton movement (flexion and extension) need to have a good re-
sponse to the input signal, in position with one adequate speed. In this case, the
proposed algorithm is able to maintain a constant speed while despite of iner-
tia and mass of the arm. Figure highlights the output signal, from cascade
control with the reference signal in position.

The first tests of the proposed actuator in the test bench were made by mag-
netization of the magnetorhelogical clutch with Neodymium magnet, allowing
transmitting the necessary torque 1:1 (the torque of output shaft clutch is equal
with the torque of the motor). In this case, the clutch is subjected to a magnetic
induction of approximately 0.87". In the future, the necessary magnetic field will
be produced by an electromagnet wich will be able to provide independent con-
trol for the torque transmitted by the clutch just by changing the viscosity of
the fluid.

In Figure [[3] shows the response of the proposed actuator controlled in po-
sition when the magnetorhelogical fluid is magnetized, giving the possibility
to transmit more than 5Nm. In this case, the USM have a constant speed of
200degrees/second.

As can be observed in Fig[l3] the clutch not change the performance of the
control algorithm, the skating effect not appear for the inner disk.

Figure [I4] shows the actuators response to a step input reference where the
clutch is not subjected to a magnetic field. In this case, the inner disk of clutch
skates leaving the output shaft of actuator free. Then, the torque transmitted is
close to 0Nm. This test highlights the capacity of the actuator to leave free the
forearm when the clutch is not subjected to any magnetic field.
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6 Conclusions

This paper presents a new type of actuator for rehabilitation device, based on
USM and magnetorelogical clutch. This actuator is proposed to be used in ex-
oskeleton for rehabilitation of the elbow joint.

The designed actuator is able to work under real conditions of torque, weight,
size, noise and response, according to medical requirements.

The new cascade control scheme, in position control and speed control, has
been presented and implemented for USM. The presented results of the control
algorithm highlight the precision of the position control.
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On the other hand, the preliminary results of the actuator, based on mag-
netorhelogical clutch, highlight the capacity of the actuator to transmit the
torque of the motor. In critical response, when the involuntary contractions
occurs (when used in human joints) (such as spasm), the actuator is capable to
leaving free the human joint in milliseconds. In the future, the magnetic field will
be provided by one electromagnet, giving the possibility to control the torque
transmitted by the clutch independently, by changing the viscosity of the fluid
with the magnetic field.
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Abstract. This article presents the skeletal-mathematical model and a
measurement system for providing real-time information related to position,
angular velocity, and orientation of different movements related to the upper
limb of human shoulder using Inertial Measurement Units (IMU). The main
goal of this system is to improve the rehabilitation tasks of unilateral brachial
plexus injury, therefore a complete kinematic analysis of the shoulder skeletal
system, considering only the essential variables to simulate the movements used
in rehabilitation, is detailed. Finally, are presented some experimental tests
based on joint physiology and biomechanics of human shoulder for children
less than 10 years, according to desired restriction of medical staff belong to
Hospital Infanta Soffa of Madrid.

Keywords: Brachial Plexus Injury, Kinematic Model, Kinematic Analysis,
Inertial Sensor Unit, Experimental test.

1 Introduction

The unilateral brachial plexus injury is the lesion o tear of a group of nerves located in
the neck region. These nerves travel thru the axial pass under the neck bone and
ramify to give place to most of the nerves that allow the movement and give
sensitivity to the arm and forearm [1], [2].

According to the National Statistic Institute in Spain, the current birth rate is
400,000 children per year; this allows estimating a frequency of 400 to 800 obstetric
paralyses per year. Although most of the babies heal on their own, still a 10 to 20
percent remain with permanent weakness. According to [2], it is stipulated that the
brachial plexus paralysis is a prevalent lesion found in new born children, this lesion
may be seen in births of a traumatic nature. This type of paralysis can cause long term
functional disability. Furthermore, obstetric brachial lesions may present certain
peculiarities: when is produced in the moment of birth, they have higher rate of
recuperation, than those seen in adult patients [3].
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The mechanic forces acting on an infant during birth, especially the traction and
compression can produce a variety of lesions to the brachial plexus. For example, [2]
explains a shoulder dystocia (it is produced when the anterior region of the infants
shoulder is impacted on to the mothers pubic simphysis as seen on Figure 1a) during
vaginal birth with a cephalic presentation, this may produce an over extension of the
neck and therefore generating a lesion to the plexus. Nevertheless this type of lesion is
also seen after a c-section and vaginal births with an abnormal presentation; for
example a pelvic presentation shown in Figure 1b).

Fig. 1. Production mechanisms of obstetric paralysis. a) Shoulder dystocia b) Delivery in pelvic
presentation.

It is also explains that risk factors may be maternal, fetal or those associated with a
difficult birth. Within the risks on the maternal side, it can highlight an excessive
weight, maternal diabetes, uterine abnormalities and history of brachial plexus
paralysis. Risks associated with the infant it is only mentioned fetal macrosomy
finally risks associated with birth include shoulder dystocia, prolonged labor,
assisted delivery with forceps or vacuum extractors and podalic presentation.

The location of the lesion is determined through a clinical analysis; however the
type of lesion is established in correlation with the recovery time. For example, it is
considered that if the superior roots are dissected an Erb palsy would occur, better
known as “bad shoulder-good hand”. In this type of palsy there is a shoulder function
deficiency and limited hand function as shown in fig. 2a. According to [2] in this
lesion the muscle group affected is the external rotators, the shoulder abductors,
elbow flexors, forearm supinators and frequently the wrist extensors. In other words,
the superior musculature is affected. On the other hand, if the inferior nerve roots are
dissected a Klumpke plasy would occur. This palsy is known as “good shoulder —bad
hand”. It can observe a lesion were the muscles affected are the wrist flexors, finger
flexors and the hand intrinsic muscles, as seen on fig. 2b. A complete lesion would
affect both the shoulder movements as well as the hand movement. In this type of
lesion all the roots within the plexus are affected [2].

The superior paralysis is the most frequent. It is estimated to represent almost 80%
of the cases, more than 90% of this lesion resolves within a year of the infants life. A
complete paralysis appears in 20%, the inferior lesion has the lower incidence a 2 %.

According to [2], thorough studies show that during the systematic exploration of
the brachial plexus after a lesion only 20-30% showed functional sequels, this
concludes that the rate of recovery is elevated. Classification of the type of lesion may
help to determine the long term recovery prognosis. However the impact of the lesion
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Fig. 2. Brachial plexus injuries. a) Upper left limb injury. b) Lower right arm injury type [4].

over arm and hand function during lactancy could generate significant sequels over
motor and sensitive functions in the development of the infant.

According to [2] - [5] the treatment for brachial plexus paralysis is initiated within
the neonatology unit were a professional specialized in passive exercises initiates
therapy and gives support and guidelines to the family. It is of special importance to
reduce the stress over the plexus both from the gravity force and traction force. The
exercise will reduce the risk of atrophy and muscle contractures on the long term; this
allows having a better ground to work in case of a reconstructive surgery. Although
the majority of cases show a rapid recovery, it is important to keep the public
informed about the lesion its evolution and treatment.

The persistence of symptoms beyond the first month of live suggests that the lesion
could require specialized treatment. The surgical procedures for infants according to
[2], [3] consist in a meticulous exploration of the plexus to determine the location and
extension of the lesion. The lesion may require nerve graft. Self graft implantation
both from the sural region of the leg, or coetaneous arm nerves. The objective of the
surgery is to restore muscle equilibrium and free possible contractures or deformities.
The recovery time after surgery is usually between 7 to 9 months, rehabilitation and
nerve recognition therapy is necessary. Both therapies are crucial to improve strength
sensitivity and movement of the intervened extremity.

The development of new technology has allowed a better cinematic analysis of
body movement, in hand helping with the development of new tools for the treatment.
Both biomedics and biomechanics represent a viable alternative to help physicians to
discover the degree of damage and assist in better patient’s rehabilitation.

In this article a direct kinematic model is presented in order to get the
biomechanical parameters that describe the behavior of rigid bodies that form the
human shoulder. These parameters are related to both the position and the orientation
of shoulder bone structure. Authors also present the development of software and
hardware architecture developed for monitoring the rehabilitation process. The system
is made of an inertial measurement unit that is fixed in the shoulder of patient. Data
are collected in user interface where it is possible to observe the range of shoulder's
movement.

Section 2 presents a description of the shoulder anatomy and the Denavit-
Hartenberg parameters are showed. The kinematic analysis is also presented taking
into consideration the manipulability measure. Section 3 describes the hardware and
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software architecture developed to collect data of the shoulder rehabilitation. Section
4 presents some experimental results performed with a healthy child under 10 years
old. Finally, conclusions and futures steps in this research are commented.

2 Skeletal Model of Human Shoulder under the Pathology

The human shoulder is an extremely sophisticated and interrelated system that can
produce a wide variety of complex movements in space. Since a geometrical point of
view, the shoulder has between 13 and 16 degree of freedom (DoF) and the range of
movement are increased by muscles, ligaments and tendons. All of these elements are
connected between them; therefore the model is complex but not impossible.

In [6] it is stated that, given the complexity of the human shoulder, it is convenient
to model the shoulder girdle (clavicle and scapula) as a closed kinematic chain (the
simplest of parallel mechanisms) while the glenohumeral joint should be modeled as
serial chain.

The foregoing is based on the girdle is responsible to support the load and the
inertial forces generated by the arm to manipulate objects. Furthermore, the
glenohumeral joint has the same range of motion but lower load capacity.

In [7], girdle is modeled as an element with 5 DoF: 3 for the glenohumeral joint
and 2 to the sternoclavicular joint. Authors used Denavit-Harbtenberg (D-H)
methodology to determine the parameters of mobility.

In [8] it is stated that there are two ways to model the kinematic chain of the
human shoulder, open chain and closed chain. The open chain corresponds to three
rigid bodies (clavicle, scapula and humerus bone) connected by three joints
(sternoclavicular joint, glenohumeral joint and claviescapular join) which result in a 9
DoF mechanism.

The closed chain is defined with the interpretation of "false scapular thoracic",
which is a kinematic connection that allows modeling the shoulder girdle. Also it
provides the possibility of sliding on the anterior part of thorax with possible rotation
on its axis perpendicular.

On the other hand [9] [10] modeled the human arm as a rigid body kinematic chain
with three joints (shoulder, elbow, elbow, wrist, wrist-hand) with six degrees of
freedom, three in the shoulder joint (flexion / extension, abduction / adduction and
rotation), two in the joint of the elbow (flexion / extension), and one in the junction of
the wrist (flexion / extension).

Figure 3 shows the elements used to simulate the movement of the shoulder, the
sternoclavicular and glenohumeral joint and collarbone as one rigid link. Figure 4
shows the coordinate systems of each joint according to the D-H convention.
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Clavicula link ‘
Glenohumeral join /

sternoclavicular joint

Fig. 3. Bone model used for implementation of kinematic chain: glenohumeral and
sternoclavicular union, and clavicle. [11].

2.1  Shoulder's Denavit-Hartenberg Parameters and Kinematic Analysis

As can be seen, each reference system is associated with the kinematic chain
described: 2 DoF for the sternoclavicular joint (SC), and 3 DoF for the glenohumeral
joint (GH).

It is noteworthy that there are two offsets with respect to the axes modeled:

e Longitudinal displacement along x; axis (distance A in Figure 4). This corresponds
to the distance between the sternoclavicular joint and the glenohumeral joint region
(clavicle length).

e Displacement along z, axis that represents the distance between the glenohumeral
joint and scapula (distance D in Figure 4).

Fig. 4. Reference systems according to D-H convention

The values considered for constant A is 8 cm and 3 cm for constant D. These
values are according to a child under 10 years old.
Table 1 summarizes the DH parameters considered in the shoulder model.
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Table 1. D-H Parameters

DoF 0 d a a
1 q +7/2 0 0 /2
2 q, D A 0
3 93 0 0 -7/2
4 q4+37/2 0 0 7/2
5 qs 0 0 0

Figure 5 shows an interface development under Matlab® to simulate the
kinematics parameters given in Table 1.

Clearly it can be observed the 5 DoF modeled: 2 DoF for the sternoclavicular joint
and 3 DoF for the glenohumeral joint. Thereby, it validates that the kinematic
behavior of the model is according to the basis movement of human's shoulder. After
this the Jacobian matrix was computed and the manipulability measure (ec. (1)) was
evaluated [12].

w =,/det/(q)J"(q) (1)

The interface was especially useful to get the limit of movements of
sternoclavicular and glenohumeral joints. After many tests presented in section 4 it
was found that the range of movement for both is between -80 and -45°. The same
results were reported in medical literature like [2], [5], [13].

The main conclusion of this study is that for muscle, tendons and ligaments
provide greater range of motion to the human arm.
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Fig. 5. Kinematic user interface
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Table 2 summarizes the results obtained by varying the first degree of freedom of
the sternoclavicular joint from -80 ° to -45 °. The remaining joints were fixed at 0°.
Figure 6 shows the manipulability ellipsoid. It could be observed that the Jacobian
matrix is well-defined when q, is close to -70°.

Table 2. Manipulability analysis for -45°<q;< -80°

Minor axis of ellipsoid Major axis of ellipsoid Manipulability Measure
i oy o,U, w
-80° 0.98174 0.1126 1.4029¢-006
-70° 0.9812 0.076 1.8583e-006
-60° 0.9808 0.040 7.3367e-007
-50° 0.9803 0.025 1.3949¢-006
-45° 0.9730 0.020 8.9465e-007

Table 3 shows that the manipulability index is not altered when the second degree
of freedom of sternoclavicular joint moves. Therefore, it was fixed in -70° and it was
concluded that the first DoF of sternoclavicular joint is the most relevant for the
movement of the shoulder if the bone model is only taken into consideration.

In thirst test, q; joint was moved while the rest joint remained constant in 0°. The
dependence between glenohumeral and sternoclavicular joints was demonstrated.
Table 4 summarized the results. It can be observed that the manipulability index is
null for each movement considered to g;joint.

3

Fl
ki [0

Us

1

15

28 El

Fig. 6. Manipulability ellipsoid for -45°<q;< -80°

Table 3. Manipulability analysis for -45°<q;< -80° and q,=70°

a4 % Minor axi:lc:lflellipsoid Major axirszcl)lfzellipsoid Manipulability w
-80° | -70° 0.9812 0.1126 1.4029e-006
-70° | -70° 0.9812 0.076 1.8583e-006
-60° | -70° 0.9808 0.048 7.3367e-007
-50° | -70° 0.9803 0.028 1.3949¢-006
-45° | -70° 0.980 0.028 8.9465e-007
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Table 4. Manipulability analysis for -45°<q;< -80° and q,=70°

s Minor axis of ellipsoid Major axis of ellipsoid Manipulability w
oU, oU;
-80° 0.9863 0 0
-70° 0.9794 0 0
-60° 0.9792 0 0
-50° 0.9785 0 0
-45° 0.9860 0 0

Table 5. Manipulabity measurment for SC and GH joints

q1 q, qs erzr:jls Mdi (;ruazxm Manipulability w
-70° -70° -80° 0.9812 0.076 1.8583e-006
-70° -70° -70° 0.9812 0.076 1.8583e-006
-70° -70° -60° 0.9812 0.076 1.8583e-006
-70° -70° -50° 0.9812 0.076 1.8583e-006
-70° -70° -45° 0.9812 0.076 1.8583e-006

In the last test it was settled the values for sternoclavicular joint at -70° while q3
was settled as it is shown in Table 5. The results obtained for manipulability measure
show that the range of shoulder’s motion is conditioned primarily by sternoclavicular
joint while glenohumeral provides stability and it does not affect to range of motion.

3 Hardware and Software Architecture

For getting data from the movement of human shoulder, a commercial (Razor 9DoF
AHRS) inertial measurement unit (I.M.U.) sensor was used. Figure 7 shows a view of
the user interface developed to visualized data from IMU sensor. In the user interface
it is possible to see the data's graphics and details of communication between sensor
and PC.

The IMU has implemented an Atmel microcontroller through which programs can
dump the data to control 3 sensors. Also, IMU has already implemented Firmware
Test Program, which provides the data in different ways (floating point, ASCII data or
binary). The IMU is connected to PC through USB port.

The IMU is provided with a 3-axis ADXL345 accelerometer, a 2-axis LPRS30AL
gyroscope that is able to take measure in X and Y axis and, a LY530ALH gyroscope
for measuring along Z axis and finally a magnetometer HMC5843 model.

After calibration, it is able to provide data from Euler angles (yaw, pitch and roll).
Calibration of the sensors, and programming the data fusion algorithm was performed
under Arduino®.

For processing data from IMU the direction cosine matrix was used. The matrix is
composed of all possible combinations of the vectors resulting from the information
measured by the sensors.
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Fig. 7. LM.U Sensor and User Interface designed for getting experimental data

If the matrix is given by ec. (2), the pitch, roll and yaw angles can be computed as
ec.(3)-(5) show respectively.

cos@cos@ senysen@cos@—cosisend cosysendcosd+ senysend
DCMR=| costeng senysentseng+cosycosg cosysentkend — senyseng (2)

—senf seny cos@ cosy cosd
Ry =RK; = —sen(@) - f= —sen_l(Rki) 3)

Ry _ sen(y )cos (0)

- _ Ry 4
R, cos(l//)cos(H) tan(l//) - Y atan2[ J “)

33

Ry _ Se”(V/)Se”(a)COS(¢)_COS(W)Se”(¢): Ry Ry S é=atan Ry Ry
Ry, cos(@)sen(o) [cos(ﬁ)’cos(&)j p=at 2(005((9)’0%(6)} ®

4 Experimental Results about Articular Physiology

Experimental tests were performed with a healthy child under 10 year-old. The
movements are performed according to the joint physiology [14] and the shoulder
biomechanics [15]. These movements are important in the process of rehabilitation of
a child with the disease.

The tests were performed from a neutral anatomical position, i.e. with elbows bent
at 90° so that the forearm was in the sagittal plane. The IMU is placed on the child
glenohumeral joint as shown in Figure 8.
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Fig. 8. Neutral anatomical position

Figure 9a) shows the results obtained when the child makes a move by the
contralateral anterior way. Child was asked to perform 3 or 4 slow movements and
prolonged manner like a child with the disease.

Figure 9b) shows the results obtained when child performs a homolateral
movement.

The Three Phases Deflection [15] movement is reported in Figure 9c). This
movement is the one with greater range and the sensor could capture all the data when
the shoulder moves up and down an average of 4 times.

Finally, Figure 9d) shows recording data when the child makes the movement
known as "Measure Hippocratic of Abduction". This starts from the rest position
(Figure 8) and an angle of 120° to the dorsal trunk side. This exercise represents the
action cleaning the head.

Fig. 9. Experimental Results

In [16] a complete description about software implementation and other tests
including healthy adults can be follow.
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These experimental tests were performed following the hospital' rehabilitation
protocol. Despite they were performed with a healthy child it was possible to get a
feedback from medical staff. Some of them are sketched below:

— The information provided by the sensor is useful for evaluating the progress of
rehabilitation tasks.

— The presentation of the information is adequate and easy to understand.

— The user interface can provide extra information about patient's medical history.

— A flexible mechanism must be designed in order to fix the sensor to patient's
shoulder.

— It could be very useful to check the sensor in rehabilitation of other members like
legs, arms, knee, hit, etc.

— The user interface's appearance must be improved in order to be easily accepted
(for example, the black color in the bottom of figure is not recommendable).

5 Conclusions

In this paper authors presented two results needed in the development of robotic
orthosis for treatment of unilateral brachial plexus pathology.

A rigorous study of the skeletal system that forms human shoulder was presented.
This system has between 13 and 16 DoF, but in order to model the plexus brachial
injure, 5 DoF are enough. Tree of these DoF can be located in the glenohumeral joint
while the other two in the sternoclavicular join.

Injury is considered as prevalent because during the last three decades has not been
registered a decrease in the rate of its occurrence. Therefore, this research area must
be explored.

This paper shows a kinematic model and analysis of the skeletal shoulder system
under plexus brachial injury.

From the model obtained, it was able to make a study on the range of shoulder
motion and it has proven the joint interdependence even if the nerve is damage.
Furthermore it has been observed that glenohumeral joint is one of the responsible of
the shoulder movement while the sternoclavicular provides stability to the arm.

Using classical techniques of robot kinematic modeling it was possible to obtain
the range of sholder's motion and analyze its behavior when the joint references are
modified. A specific user interface was implemented in Matlab. The interface shows
results in an easy and fast way.

The kinematic model and its analysis is a very useful result in order to design an
exoskeleton for improving the rehabilitation tasks.

In this article authors also present the hardware and software architecture
development for getting data from real movements. A commercial inertial
measurement unit was programmed and calibrated. Data is showed in other user
interface designed under LabView. The IMU was mounted in a healthy kid's shoulder
and he was asked to perform typical movement in rehabilitation protocol. The
feedback provided by medical staff has been very positive and the system can be used
in the next future.
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5.1  Future Steps in This Research

The bone model is not enough to model the brachial plexus injury. Therefore authors
are working in order to complete the model using muscles, tendons and ligaments.
These elements are responsible of the forces used to move the arm and then it will be
possible to get dynamical results.

Using kinematics and dynamical results, an exoskeleton can be developed to help
medical staff in the hard tasks of rehabilitation. The information from inertial sensor
will be used to control the mechanism at the same time that it provides rehabilitation
data.

It is important to research about how many sensors must be used and where they
must be fixed.
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Abstract. This paper presents a multi-modal interface for interaction
between people with physical disabilities and an assistive robot. This in-
teraction is performed through a dialogue mechanism and augmented 3D
vision glasses to provide visual assistance to an end user commanding an
assistive robot to perform Daily Life Activities (DLAs). The augmented
3D vision glasses may provide augmented reality vision of menus and
information dialogues over the view of the real world, or in a simulator
environment for laboratory tests and user evaluation. The actual dia-
logue is implemented as a finite state machine, and includes possibilities
of Automatic Speech Recognition (ASR), and a Text-to-Speech (TTS)
converter. The final study focuses on studying the effectiveness of these
visual and auditory aids for enabling the end user to command the as-
sistive robot ASIBOT to perform a given task.

Keywords: assistive robotics, end-user development, human-robot in-
teraction, multi-modal interaction, augmented reality, speech recognition.

1 Introduction

During the past years, and due to the complexity of systems and robotic plat-
forms to control, the importance of the developments in the field of Human-
Robot Interaction (HRI) has been greatly increasing. This is most noticeable in
systems developed for people with disabilities, such as assistive robotic systems,
where HRI’s must be designed taking the type of users who will use the system as
well as their disabilities into account. In recent years, innovative breakthroughs
have been developed in this field thanks to the development of multi-modal
interfaces that may adapt to the needs of the users of these systems.

This paper presents the latest developments in multi-modal interfaces with the
ASIBOT assistive robot [I]. The main components are an augmented reality 3D
vision glasses system with inclinometer, and an interactive dialogue mechanism
which has been implemented as a finite state machine. Figure[Ildepicts an actual
screenshot of the user’s view of the developed augmented reality interface at
run-time. The system as a whole is capable of guiding the user through the
different options within the interactive dialogue, while presenting synchronized

M.A. Armada et al. (eds.), ROBOT2013: First Iberian Robotics Conference, 209
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Fig. 1. Assistive Robot Multi-Modal Interaction Augmented 3D Vision screenshot

information to the user through the augmented reality 3D vision glasses interface.
Through the interactive dialogue, the user is capable of commanding the robot
to perform a set of actions, as well as controlling several different visual and
functional aspects of the interface.

Section 2 of this paper describes the State of the Art and several works related
to the presented developments. Section 3 presents the Open System Architecture
in its current implementation. Section 4 describes the experiments performed
allowing users to test the system. Finally, Section 5 outlines several conclusions.

2 State of the Art

Augmented reality systems are being widely used for the development of multi-
modal interfaces, as they provide the possibility of multiple configurations. One
of the main articles dealing with this kind of device is [2], which defines the
types of configurations that augmented reality systems may have. In the article,
systems called Head-Mounted Displays (HMD) are defined, a concept that refers
to screens located near the eyes of a user’s head, in addition to showing the
advantages and disadvantages of using this kind of system. Subsequently, this
study was updated in [3], introducing new concepts such as the called Head-
Worn Displays (HWD), based on the use of small projectors that project onto
a semi-transparent mirror to display information over the real world. Another
relevant article is [4], where a survey is performed, which shows the main features
of the displays used in augmented reality systems. In addition, in the article, the
different techniques and positioning of the augmented reality systems based on
the new technologies used in this field is described.

Before studying the different fields that rely on augmented reality technolo-
gies, it is important to review how the collaboration between humans and robots
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is when using augmented reality interfaces. A review on how HRI must be in
the context of augmented reality interfaces can be found in [5]. This proposal is
later evaluated in [6] by the same authors.

As is shown in [7], technologies based on augmented reality are being used in
many fields thanks to several possibilities that these system allow. In the indus-
trial robotic field, augmented reality systems are used for the tele-operation of
industrial robots. The use of an augmented reality interface for the control of
a manipulator robot in unstructured environments is described in [8]. Another
example is the system proposed in [9], where the positioning of a robot and
generation of its trajectories is obtained through the use of augmented reality.
A different area where augmented reality systems are being used is in the field
of robotics oriented medical applications. In [I0], the authors suggest the use
of augmented reality system for controlling a robot as support in surgery tasks.
Another interesting application in this field is proposed in [11], where they use
augmented reality as support for performing laparoscopic surgery. In rehabil-
itation robotics, studies are underway, also based on augmented reality with
the aim to help patients with mobility disabilities. In [12], the authors use an
augmented reality system to support the rehabilitation of the hand following a
cerebrovascular condition. A more limited number of studies can be found in the
field of assistive robotics. Among them is the system proposed in [13], which uses
an augmented reality setup for control and interaction between a wheelchair and
the user.

The most common interfaces that are being used in assistive and social robotics
are based on voice recognition, where a person can interact with a robot through
voice commands, sending orders or requesting information. An example of inter-
active dialogue mechanism between a human and a social robot can be found in
[14]. Examples of robots that may perform tasks, actions, or exchange informa-
tion with a user can be found in [I5] or [16]. An example of a voice recognition
system to control a wireless assistive environment can be found in [I7].

3 Open System Architecture

The ASIBOT Open System Architecture is provided through the use of the
YARP [I§] robotics platform. It acts as glue between the components, which
are simultaneously decoupled and asynchronously updated with the flow of user
and environmental information. Figure [2] depicts a basic connection diagram
between the different components that compose the architecture. Two types
of connections are used: streaming data flow connections for information that
should be updated quickly, and remote procedure port connections that return
acknowledgements of reception that may also be used for information on the
degree of accomplishment of a certain task.

The following subsections will describe some of the main characteristics of the
different components that compose the system and are depicted in the diagram.
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Fig. 2. Assistive Robot Multi-Modal Interaction Augmented 3D Vision scheme

3.1 Augmented Reality 3D Vision Glasses

The Augmented Reality 3D Vision Glasses used in this system are the Vuzix
Wrap 920AR Glasses, which are shown in Figure[3l This device provides a Head-
Mounted Display with two frontal cameras for the stereo video capture. In ad-
dition, it has a 6-degree of freedom head inclination tracker, and a high fidelity
stereo audio output.

\

Fig. 3. Vuxiz Wrap 920AR Augmented Reality System

The development of the interface that is shown on the display is based on
the Open Source OpenGL libraries. To develop the augmented reality graphical
interface, text and geometrical elements with textures are overlapped upon the
real world or simulator images that are incoming from the cameras.

3.2 Simulation Environment

Our basic setup usually involves a three-layered structure: the simulator class
(which uses the OpenRAVE-core libraries for graphical and physical aspects),
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Fig. 4. ASIBOT assistive kitchen simulation environment

a robot kinematic solver class, and a robot kinematic controller class. Figure @l
depicts the default loaded simulated environment.

As a new feature for this application, an OpenRAVE plugin called externObj
has been developed. This plugin enables a Simulation Environment input port
that receives streaming data from the Object Localization module, synchronizing
the position of an object in the simulated environment with the actual real
position of an object provided by the Object Localization module.

3.3 Real Robot Controller

The Real Robot Controller is also three-layered, with the real robot controller
class at the motor-sensor level. This class manages the movements of the real
robot using CAN-bus messaging with the robot’s drivers. The bus is internally
treated as a shared resource protected by software semaphores to avoid the
possibility of different threads attempting to access the bus simultaneously.

3.4 ASIBOT Task Server

A Task Server has been developed, which allows tasks to be implemented as
classes that inherit from a same Task base class and be instanced through remote
procedure port calls. The specific tasks used for this application have been those
implemented in the TaskGrabCan and the TaskDrink classes. TaskGrabCan is
capable of making the robot to grab a can in the environment, taking the current
position of the robot and the located object into account. TaskDrink moves a
grabbed object near the user’s lips to allow the user to drink.
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3.5 Color Segmentation

An Open Source library that wraps around OpenCV has been released, namely
Travis. Travis (which stands for Tracking and Vision library) is a small library
for computer vision in robots [19]. The parametric image segmentation Travis
provides has been used within the Color Segmentation module, which processes
an incoming stream of images within a periodical thread. The Color Segmenta-
tion module is used as a bypass module that outputs to the Augmented Reality
3D Vision Glasses display. Its input may be switched between the 3D Vision
Glasses’ cameras or their simulated environment analogous, providing object
segmentation information to the user in either of the two cases. Figure [l depicts
the Color Segmentation of the red can of the simulated environment. The vi-
sual output includes the object contour (pink contour), centroid (blue dot), and
rotated bounding box (blue rectangle).

Performing drink task

Fig. 5. User’s view of the Color Segmentation module bypassing the simulator image

3.6 Object Localization

The Object Localization module uses data from a Microsoft Kinect sensor placed
in the environment. The color segmentation of the object is based on the Travis
library, described in the previous subsection. It obtains object centroids, that
are then matched with the depth image provided by the official YARP wrapper
of the Kinect OpenNI drivers. The real world coordinates of the object are com-
puted through homogeneous transformation matrices provided by the developed
ASIBOT TinyMath library.

3.7 Automatic Speech Recognition

The Automatic Speech Recognition module uses the CMU Pocketsphinx and
GStreamer packages in a Python environment. Natural language parsing is not
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used, and instead a small vocabulary corpus of specific words is compiled for our
applications.

3.8 Text-to-Speech

The Text-to-Speech module used is the iSpeak module that can be directly found
within the iCub Software repository. It is actually a wrapper around the Festival
and eSpeak packages for speech synthesis.

4 Experiments

The experiments where performed with ten healthy robotics-related people us-
ing the system in the ASIBOT kitchen environmentl] in conjunction with its
simulated representation. The range of ages of the participants was between 25
and 35 years old. After a brief description of the system and its components
(approximately 5 minutes), they were allowed to use the robotic system freely.

The following is an actual transcription of a dialogue performed between one
of the human users and the ASIBOT assistive robot developed system.

ASIBOT— I'm ready. Ask me to show tasks, or to perform an action.
User— Show tasks.

ASIBOT— I understood SHOW TASKS. Is that correct?

User— Yes.

ASIBOT— How do you want to see the tasks? Text, speech, icons?
User— Text.

ASIBOT— I understood TEXT. Is that correct?

User— Yes.

-Text with task names appear in the interface-

ASIBOT— Okay, perfect. I'm showing the text. I'm ready. Ask me to show
tasks, or to perform an action.

User— Grab.

ASIBOT— Performing grab task.

-The robot performs the task of grabbing a red can object-
ASIBOT— Finished grab task.

In order to measure the satisfaction of the users with the robotic system, we
provided them with SUS tests (System Usability Scale). As a summary of the
results:

— The average punctuation was 84 + 10.88 over 100 (where 100 is the best
score). This is higher than the 70.5 4+ 9.5 score achieved using a web-
browsable multi-modal system, recently published by the authors [20].

1 It is important to notice, however, that the system is ubiquitous and has been de-
signed to work in any part of a living environment.
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— The best results were obtained in the items “I though the system was easy to
use” and “I would imagine that most people would learn to use this system
very quickly”, both with an average of 4.7 + 0.48 (where 5 is the best score).

— On the other hand, the worst results were obtained in: “I think that I would
need the support of a technical person to be able to use this system”, with
an average of 2.3 £+ 1.16 (where 5 is the best score).

5 Conclusions

In this paper, the creation of an Assistive Robot Multi-Modal Interface system
based on augmented 3D vision and interactive dialogue has been proposed. To
this end, different systems based on augmented reality and interactive dialogue
mechanisms have been studied. A complete system has been developed under
our Open System Architecture, which has been tested with users in the form of
a closed user-ready system.

As a result, we have understood the capabilities and functionalities of our
system. The limitations of our current developments detected by the users in
the tests and our own subjective and objective appreciations will lead to future
developments with increased accessibility, usability, and end user satisfaction.
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Abstract. Lower-limb exoskeletons and powered orthoses in gait as-
sistance applications for patients with locomotive disorders possess the
potential to significantly affect society in the near future. This paper
presents the primary features of a lower-limb exoskeleton to enable paral-
ysed children to walk. Because these patients are unable to move their
limbs, the device generates their basic motions in everyday life, e.g.,
standing up, sitting down, and stable ambulation. A walker provides
stability in the lateral plane, while the active orthosis provides stability
in the sagittal plane while walking. The walker has been devised with
a two degree of freedom mechanism to allow the user to sit down and
stand up in a stable and comfortable way without the movement of the
walker itself. The gait of the orthosis parameters such as step height,
body height or step length are modified online, based on an impedance
control approach, providing a safe and smooth gait pattern. Two shoe
insole pressure measurement systems provide ground reaction force and
center of pressure to adapt these gait parameters online. An adjustable
compliance actuator has been designed and incorporated to the knee
joint of the active orthosis. This Actuator with Adjustable Rigidity and
Embedded Sensor (ARES) fulfills the demanding characteristics required
in an active orthosis’s joint, namely, intrinsic compliance to allow human-
machine interaction, high power-to-weight ratio, high peak torque, small
size and low weight. Exploiting the characteristics of ARES actuator a
control scheme has been designed and implemented to achieved a reduc-
tion in the energy expenditure while keeping compliant to accommodate
unexpected disturbances. The final ATLAS exoskeleton has been success-
fully tested in a healthy user, in a quadriplegic child, and in a patient
with neuromuscular disease.

Keywords: Powered active orthosis, Gait trajectory generation, Ex-
oskeleton, Walker, Energy consumption.
1 Introduction

Active orthoses are devised to increase the locomotive ability of an individual who
is suffering from leg pathology. In the field of exoskeleton devices a classification
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can be made depending on the disease and potential for improvement of the user
abilities:

— Rehabilitation exoskeletons. In a case of patients with neurological injury
or with chronic incomplete spinal cord injury (SCI), a gait rehabilitation
exoskeleton can help the user to relearn and recover the motion of their
limbs. These rehabilitation exoskeletons [I] reproduce the motion of the user
limbs in a body-weight supported treadmill [2]. This motion helps in the
formation of user new neural path-ways to relearn to walk [3].

— FExoskeletons for partial assistance. In the case that user has lost strength
in some of his or her limbs, such as an aged user, this portable exoskeleton
device can detect the user intention by the use of electro-miographical signal
(EMG) and augment it [4], like in the hybrid assistive limb (HAL) [5L6].

— FExoskeletons for full support assistance. If the patient suffers from a complete
spinal cord injury (SCI) which has resulted in paraplegia or quadriplegia, an
assistive exoskeleton that helps to walk a person with lower-limb pathology
can replace the function of a wheelchair. These types of exoskeletons are
called active or powered orthoses. An active orthosis besides offering much
more mobility than a wheelchair, significantly improves the circulation, bone
density and excretory system of user. The use of active orthoses, either re-
habilitation or assistive, favors the exercise of the user’s muscles, preventing
rapid deterioration associated with wheelchairs and providing the user with
psychological benefits of self-esteem.

However, it is not straightforward to exchange a wheelchair for an exoskeleton.
An individual who has spent 20 years in a wheelchair loses articular range and
experiences excessive rigidity (espasticity), hip dislocation and scoliosis, which
impede normal locomotion even when assisted by an exoskeleton. Therefore,
the design of an active orthosis for children is urgent because the sooner that
movement can be provided to paralysed limbs, the better they evolve and resist
functional degeneration.

Currently, there are commercially available autonomous lower-limb exoskele-
tons. However, the development of fully functional active orthoses for paralysed
patients requires further research. Specifically, the development of active orthoses
for completely paralysed patients, such as quadriplegics, has not been considered
because of the added difficulty of stability control and acquiring the user’s inten-
tion. In the development of ATLAS project these objectives are tackled through
the development of a walker and an active orthosis, providing the user the abil-
ity to stand, sit and walk. The walker has been designed to provide stability in
lateral and frontal planes. This is a height adjustable walker, with smart features
to assist the user allowing them to sit down and stand up while still attached
to the walker. It is intended for the development of daily activities and ensuring
adequate stability for users to submit greater mobility limitations.

A full lower-limb active orthosis has been developed in which the locomo-
tion cycle is configurable based on a new parameterised trajectory generation
approach. Additionally, the exoskeleton adapts reactively to unexpected events.
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For the robot to be robust against perturbations in the sagittal plane and to
control dynamic stability, an impedance control approach is proposed.

In a lower-limb exoskeleton, one of the most important features is safety in
human-robot interaction. Thus, changing the stiffness of the joints to adapt to
the movements of the user is a need. For this reason, a specific actuator has been
designed and developed for the knee joint of the ATLAS active orthosis with
adjustable compliance. The compliant actuator extends along the leg so that it
does not protrude. This actuator not only provides elasticity to the joint, it also
acts as a joint torque sensor. Its design is based on a stiff conventional actuator
in which adjustable compliance has been included by the pivot displacement
technique [7]. Using this variable stiffness actuator, a control scheme is applied
to reduce energy consumption by exploiting the natural dynamics of the limbs
and the energy stored in the springs.

In this paper, Section Bl presents the details of the walker design. Section
describes the full active orthosis concept, featuring the hardware specifications
for the robotic structure, the actuators and the sensorial system. Subsection
[B1] details the control of locomotion and Subsection describes the safe gait
pattern that is followed by the joints. Section [ introduces the adjustable-stiffness
actuator (ARES) in the knee joint of the orthosis. Making use of this actuator,
an energy-efficient control scheme of locomotion is described in Section[l Finally
Section [6] presents the primary conclusions.

2 ATLAS Orthosis Concept and Design

In orthotic terminology ATLAS orthosis (see Fig. [[l) can be considered as an
active THKAFO (Trunk-Hip-Knee-Ankle-Foot Orthosis). ATLAS is intended
to support a 25-kg girl affected by leg impairment and help her to walk at a
moderate speed (< 1m/s). It is a 6 degree of freedom (DOF) mechanism, having
3 DOF per leg; hip, knee and ankle to allow the user to move in the sagittal
plane. The flexion and extension motion of the hip, knee and ankle joints is
driven by electrical brushless Maxon motors in combination with harmonic drive
units. The setup provides repeated peak torque up to 57 Nm, and average torque
of 32 Nm at speed higher than 20 rpm for each actuated joint. The orthosis is
adjustable for height, allowing a range of user heights from 140 cm to 165 cm and
a maximum weight of 50 kg. The sensorial system is composed of goniometers at
hip, knee and ankle to measure user joint angles and an in-shoe plantar pressure
measurement system at each foot (see Fig. [2) that provides the total ground
reaction force (GRF) and the center of pressure (COP). This insoles are based
on a matrix of 85 conductive pressure sensors distributed along the sole area
measuring a pressure range of 15-600 kPa with a resolution of 2.5 kPa. This
amount of sensors allow very precise location of the center of pressure and a
correct measurement of the ground reaction force.
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(a) (b)

Fig. 2. Goniometer and flexible in-shoe plantar pressure measurement system: (a) In-
sole and 2D goniometer attached; (b) Pressure analysis

3 Walker Concept and Design

The walkers used for rehabilitative function are not designed for its incorpora-
tion and use in an user’s everyday activities. Those devices which incorporate
mechanisms to enable sitting, standing or exercise muscle toning are character-
ized by large structures or rigid configuration systems that do not allow users’
requirements in a regular social environment. The patent document [8] presents
a practical device that provides the ability to sit and stand, but this system
requires a movement of the wheels of the walker on the horizontal plane to
compensate for the natural movement when sitting. Similarly, in case of lock-
ing the wheels of the device, this restriction of movement causes an unnatural
movement of the user’s body. For these reasons, we have designed an adjustable
height walker with an integrated intelligent control system that provides greater
security. The kinematic chain which is derived from the connections to the user,
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provides two degrees of freedom to the sitting mode sufficient to fit the positions
described in the sitting and standing user. Figure [Blshows how the device adapts
to the user’s movements while sitting. Figure @l presents snapshots of a user in a
test while sitting down, see how the walker allow to follow the body trajectory
without displacement.

] ! Al Y / At
i | \ il
i i | \

|

¢ el
A e A=V :
r&)h' _ﬂ |“l“\‘ f T ‘J‘

fes

Fig. 4. Snapshots of a user in a test while sitting down

3.1 Compliance Controller

The control of an active orthosis for quadriplegic users has to be thought of in
a similar way as an autonomous biped robot. Therefore we have implemented
a control scheme based on a compliance controller, adapted from [9], which
basically uses parameterized joint trajectories as equilibrium points while small
forces are allowed to separate slightly from those equilibrium points in order to
allow for some compliance. The control scheme is shown in Fig. Bl The desired
foot forces are calculated to support the user weight and maintain the center of
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Fig. 5. Block diagram of the active-compliance controller

pressure within the desired path. Actual cartesian force vector is calculated from
the values obtained with the insoles. Therefore, the active compliance equation
for each leg has the form:

Faes — F = K, (Xges — X) K¢t 4+ XK1 (1)

where X is the vector of actual cartesian position of the foot, Xges is the vec-
tor of reference positions obtained from parameterized trajectories, F is actual
force sensed from insoles in stance and Fqes is the vector of desired Cartesian
foot forces, obtained from the force-distribution algorithm [10]. K, and K¢ are
diagonal matrices of gains. X*®f are cartesian foot position references as inputs
to joint controllers after inverse kinematics transform.

These final position reference, X*®f and its derivative are traced by the con-
troller through a PD current control scheme.

I= Kip(X — Xref) + Kid(X — Xref) (2)

where X is again the actual position, X is the actual velocity and I is the current
vector.

3.2 Gait Pattern Generation

Traditional orthoses base their movement on the tracking of clinical gait anal-
yses (CGAs) patterns, which are de-normalized and adjusted to the user. This
gait trajectory ensures an ergonomic and natural gait. However, they cannot
adapt to the environment characteristics. Biped robots, on the other side, use
adaptable gaits. To go further, the gait parameters in an active orthosis should
be modifiable like biped robots do.

ATLAS project uses CGA based gait trajectories. However, the parameters
of the gait are changed as a function of the ground reaction force and the centre
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of pressure sensed by the insoles. ATLAS orthosis can modify the ground clear-
ance, the body height and the step length. Fig. [0l shows how the foot trajectory
changes when these parameters change. These new reference trajectories have to

be defined without abrupt movement, this is, the final path that the foot must
follow must be differentiable.
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Fig. 6. Original foot path obtained by CGA (marker +) and modified (marker o) to
(a) provide more ground clearance (b) reduce body height (c) reduce step length

The stability of the proposed orthosis with compliance controller has been
successfully tested with a healthy user, with a quadriplegic child and with a pa-
tient with neuromuscular disease using the walker described in Section[3l Figure[d]
shows snapshots of a user in a test while walking with the walker and the orthosis.

Videos of the tests can be watched online at (http://www.car.upm-csic.es/
fsr/egarcia/ATLAS.html).

Fig. 7. Snapshots of a user in a test while walking
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4 Adjustable Compliant Knee Joint

The actuation of the joints in an exoskeleton requires peaks of high torque,
about 50Nm at the knee [II], while allows compliance to the human wearer.
Pneumatic actuators with antagonist configuration offer high power output and
are able to change stiffness in a biomimetic way. Some rehabilitation devices
have been developed with pneumatic actuators [I2], but active orthoses must be
portable and nowadays pneumatic and hydraulic actuator needs equipment that
is too large and weighted to be feasible. So an efficient electric actuator is needed
to drive the knee joint. Also it has to be able to change its stiffness fast enough
to accomplish a steady gait at approx. 1 m/s. This kind of actuators must be
small enough for not to bother the user and have an aesthetic appearance. Also
they have to be as light as possible, for not to increase the inertia moment of the
limbs and for being easy to handle, put on and off. For this reason some design
prototypes that meet these specifications are being proposed. Some new electric
actuators with variable compliance have been designed, as AMASC designed at
Carnegie Mellon University [13], MACCEPA at Vrije Universiteit Brussels [14],
VS-joint and QA-joint mechanisms at the German Aerospace Centre (DLR)
[15], and AwAS at the Italian Institute of Technology (IIT) [L6], but most of
these actuators have been designed for robotic arms, and none of them has been
implemented and demonstrated in a portable and wearable active orthosis.

4.1 Working Principle of the Variable Stiffness Actuator

In the first prototype of ATLAS active orthosis, the flexion and extension mo-
tion of the hip and the knee joints was driven by electrical brushless flat Maxon
motors in combination with Harmonic Drive units. The resulting motor-gearbox
set provided enough torque to move the user and showed a large power-to-weight
ratio but was too much rigid for a human-machine interaction task. Therefore,
based on this configuration for being flat and powerful enough, we have de-
signed our actuator prototype ARES (Actuator with Adjustable Rigidity and
Embedded Sensor) that incorporates variable compliance and provides an ac-
curate torque measurement. Figure B represents a CAD scheme of our design
and the real prototype. The stiffness adjustment is based on the pivot displace-
ment principle in which the actuator position and stiffness control are decoupled
achieving more energy efficiency [7]. The torque provided by the motor-gearbox
set is transmitted by a slotted bar and a pivot to an elastic device that finally
moves the joint. These elastics devices are composed by parallel springs that
provide intrinsic compliance to the joint.

Through the slotted bar, the pivot allows vertical displacement driven by a
motor which provides stiffness variation. The higher the arm between the center
of the motor and the pivot point, the greater rigidity.

A linear encoder has been attached to the pivot point to measure the spring
compression, this provides a measure of the torque applied by the relationship:

_ 24z K cquiv Larm

= cos(¢) (3)
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Pivot Slotted

Elastic
element

Fig. 8. CAD design of the variable stiffness actuator, principle of operation and real
prototype

where, Az corresponds to the elastic elements compression, sensed by the en-
coder, Kcquiv is the equivalent rigidity of the spring set, angle ¢ is the deflection
between the actuator and the joint, and Lgy, is the length of arm.

Thus, this actuator allows the modification of the stiffness while provides in-
formation about the torque applied, allowing compliant force control. Table [II
presents the main specifications of the variable impedance actuator with embed-
ded sensor (ARES).

Table 1. ARES variable impedance actuator general specifications

Compliant joint properties

Peak torque Up to 76 Nm
Max deflection +8°
Stiffness adjusting time 0.6 sec
Weight 900 gr
Length 235 mm
Width 50 mm
Power 90w

5 Energy-Efficient Control Scheme of Locomotion

In our previous work [I7], we proposed some methods to increase energy effi-
ciency, based on the study of high-efficiency passive biped robots. In the design
of an energy-efficient control scheme we have focused on three points, due to the
characteristics of the actuator:
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1. Utilize the elastic elements of the actuator to store and release energy.
2. Exploit passive dynamics during swing.
3. Reduce costs at heel strike collision exploiting the intrinsic impedance.

This new actuator provides intrinsic impedance that the rigid one doesn’t,
then, to take full advantage of the strategies proposed and achieve a reduction
in energy consumption, two parallel strategies are proposed:

a. Modification of the gait pattern to follow based on a force control approach.
b. Design of a state machine controller with different values of stiffness at each
state.

The motion control of active orthoses has traditionally been based on the rigid
tracking of clinical gait analysis (CGA) reference patterns, typically resulting in
high power consumption. The position pattern obtained from the CGA, incor-
porates the intrinsic compliance that the human joints have. Therefore, instead
of following accurately the CGA pattern, we have exploited the inherent com-
pliance of the ARES joint and followed a simplified commanded joint pattern,
allowing the joint to adapt to the ground while walking. Figure[@shows the CGA
position pattern followed by the knee and the modified pattern.

—— Position with rigit actuator
[| = = - Position with adj i actuator

o
=]

N
o
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Fig.9. CGA pattern utilized with the rigid actuator and the pattern implemented in
the variable compliant actuator ARES

During locomotion, a state machine switches between stiffness values for the
knee joint. The state machine, see Figure [I0, that we have incorporated at the
knee joint is based on the study that we have presented in our previous work [I7].
Four discrete knee stiffness states are required:

State 1. After toe-off, at the beginning of swing phase, a large stiffness is needed
to let the motor lift up the shank.

State 2. When it has reached the highest foot height during swing, zero stiffness
allows exploiting the intrinsic dynamics of the limb for swinging it forward
and the potential energy stored when the motor changes its direction.
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State 3. At the end of swing, the stiffness is increased to prepare for the collision
at heel strike but kept low enough to allow the actuator springs to absorb
the impact energy, enabling an adequate load response to begin the stance
phase.

State 4. At the support phase the motor of the joint is kept blocked and a
high stiffness is enforced to support the user weight but still providing some
compliance.

Maximum

State 1
Swing phase a
Large stiffness,

Toe off

State 2
Swing phase b

State 3
Swing phase ¢

Medium
stiffness

Heel Strike

Knee angle
< angle threshold (5°)

State 4
Stance

Large stiffness

Fig. 10. State machine controller. In each state a range of stiffness and the transition
condition are shown.

It is important to remark that due to the characteristics of the variable compli-
ance joint design, the force required to change the stiffness of the joint increases
as the torque does. Therefore, to reduce the energy consumed by the motor
which changes the stiffness, every modification in stiffness is performed when a
reduced torque is being done.

5.1 ARES Experimental Results

The actuator prototype has been incorporated in the knee joint of our ATLAS
active orthosis, see Figure [Il The state machine scheme proposed in Section
has been implemented but with a variation, due to the fact that with our
actuator we cannot achieve zero stiffness. As zero impedance is not achieved,
it is necessary to use a control scheme that reduces energy expenditure. Zero
torque control reduces the impedance of the joint via software control.

Figure (a) presents the commanded position to the actuator and the real
joint position achieved due to the compliance, controlled with the state machine.
Notice that even without having set a path that follows the pattern of hump
in the heel strike, it is observed that the load response follows that pattern
due to the low impedance implemented that allows the knee to adapt to the
ground during the support phase. A comparison with a CGA knee trajectory
is shown. The controlled knee stiffness reproduces the natural knee behavior,
without commanding a stiff CGA pattern.
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Fig. 11. Implementation of the adjustable compliant actuator

35F § —— Measured knee angle
n - - -Motor command knee angle
) - = Original CGA pattern

T

30001,

2000

=)
S
=]

Current (mA)
(=}

-1000

Knee Angle (deg)

-2000

-3000

Current consumed at the knee with the compliant actuator|

0 1000 2000 3000 4000 5000 6000
Time (ms)

(a) (b)

Fig. 12. (a) CGA pattern utilized with the rigid actuator and the pattern implemented
in the variable compliant actuator. (b) Commanded position and the real position
reached with the compliant actuator. (¢) Current consumption with the rigid actuator
and with the variable stiffness actuator.

A comparison of the current consumption in a steady gait with a CGA pattern
and rigid actuator and with the new pattern and the compliant actuator is shown
in Figure[I2 (b). Notice the energy expenditure reduction in each current peak,
which corresponds to changes of direction of the trajectory in the joint. This is
because the springs accumulate and release energy at each change of direction.
During the support phase, no energy is required to block the knee due to the
large stiffness, the high reduction ratio in the motor-gear kit and the position
pattern proposed. Even so, in Figure (a) it is shown how the knee allows
adaptation thanks to the inherent compliance of the joint.



Development of a Lower-Limb Active Orthosis 231

6 Conclusions

This paper presents results on the development of a full lower-limb active orthosis
and a walker for a paralyzed child.

A walker provides stability in the frontal and lateral planes while walking, in
addiction, it allows the user to sit down and stand up keeping the walker fix to
the ground and adapting to the pattern described by the point of attachment
for these actions characteristics of the user.

The ATLAS active orthosis concept consists of a lightweight, strong 6-DOF
mechanical structure driven by DC motors at the hip and the knee and a passive
synergic ankle. The user’s joint angles, foot plantar pressure and trunk inclina-
tion are measured to provide motion control, which is based on a compliance
controller that follows parameterised trajectory data. A parameterised trajec-
tory make the orthosis motion adaptable and provide safety and a more natural
gait while the compliance controller increases posture performance.

The 70% of potential users of an active orthosis suffer spasmodic movements,
making absolutely necessary intrinsic compliance in their joints. Besides, the
active orthosis actuators must occupy little space and be lightweight to be com-
fortable, aesthetically pleasing and portable. Therefore, our prototype actuator
-ARES- features the demanding characteristics that an active orthosis requires,
namely, intrinsic compliance to allow human-machine interaction, small size and
low weight. This variable stiffness actuator has been implemented in the knee
joint of the lower-limb exoskeleton ATLAS.

For the command of the actuator motion in the lower-limb active orthosis a
new pattern has been defined and a state machine that switches between different
stiffness has been defined to take advantage of the characteristics of the actuator
and the dynamics of the legs. Although we have implemented a simpler pattern
than that obtained from CGA, the response of the knee joint resembles the CGA
data, due to the intrinsic compliance of the actuator, imitating the behavior of
a biological joint. Compared to the rigid actuator following a pattern of CGA,
the compliant actuator achieves a reduction in energy consumption of 39%. It is
observed a reduction in the peak of the current when the direction of the joint
changes. An important reduction is achieved keeping the knee motor locked in
the support phase, while providing compliance enough to accommodate the body
weight.

Experiments have been successfully accomplished in a healthy user, in a
quadriplegic child and in a patient with neuromuscular disease.

Acknowledgments. This work has been partially funded by the Spanish Na-
tional Plan for Research, Development and Innovation through grant DPI2010-
18702.
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Abstract. Heart motion compensation is a challenging problem within
medical robotics and it is still considered an open research area due to
the lack of robustness. As it can be formulated as an energy minimization
problem, an optimization technique is needed. The selection of an ade-
quate method has a significant impact over the global solution. For this
reason, a new methodology is presented here for solving heart motion
compensation in which the central topic is oriented to increase robust-
ness with the goal of achieving a balance between efficiency and efficacy.
Particularly, genetic algorithms are used as optimization technique since
they can be adapted to any real application, complex and oriented to
work in real-time problems.

Keywords: Genetic Algorithms, Deformation, Stochastic Optimization,
Beating Heart Surgery, Robotic Assisted Surgery.

1 Introduction

Research in minimally invasive beating heart surgery has gained interest because
of the advantages it presents over traditional cardiac procedures [IL[2]: shorter
rehabilitation, quicker recovery, reduction of both risk for neurological injury
and blood transfusions or even improve cosmetics etc. Therefore, this research
line has become a key issue for improving the quality of human life because
according to World Health Organization (WHO) cardiovascular diseases are the
first cause of death throughout the world [3].

In spite of the benefits of beating heart surgery, two sources of disturbance
affect this surgical procedure: heart motion and breathing. In consequence, heart
stabilization becomes a challenge since the surgeon has to deal with a constant
moving target. Even though small devices positioned over the heart based on
vacuum pressure have been proposed in order to reduce motion in the area of
interest, some residual motion remains [4]. That is, human tracking is reliable up
to frequencies of 1Hz and the heart rate is about 1.18Hz (= 70 beats/min) [50].
Therefore, the research goal is to compensate these disturbances to offer the
surgeon the sensation of being operating on a static area. Current heart mo-
tion compensation relies on the estimation of movement using computer vision

M.A. Armada et al. (eds.), ROBOT2013: First Iberian Robotics Conference, 237
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techniques. In this regard, the first proposal in this research line was presented
by Nakamura [7] in which the introduction of heartbeat synchronization was
established. However, the main drawback of this approach is the use of artifi-
cial markers which are impractical due to the complexity of fixing them on the
heart surface during a real procedure. Subsequently, a solution based on natural
markers was proposed in [8], which has given rise to realistic solutions.

Despite the fact that different solutions have been proposed such as those
presented in [9HIT] in which texture, shape-from-shading and TPS are the center
topic, there is not yet a suitable solution working on real conditions due to the
lack of robustness. The reason is the complex nature of the problem that is
due to various factors: small workspace, variable lighting conditions, glossy area,
deformable tissue and hardware limitation that is restricted to the use of the
endoscope. Therefore, due to the characteristics of the problem it is necessary
to carefully choose the optimization technique that offer the optimal results in
a short time. In this regard, Genetic Algorithms (GAs) can deal with previous
requirements and at the same time offer an elegant solution. Thus, GAs is a
perfect match to this application.

This paper is organized as follows. In Section 2 the mathematical formulation
of the problem is presented as well as the set of problems in which it is divided. In
Section 3, the optimization based on genetic algorithms oriented to the cardiac
context is explained while in Section 4 the experimental part is presented based
on a realistic data set. Finally, in Section 5 some conclusions are presented as
well as the future work.

2 Heart Motion Compensation

Heart motion compensation is based on the perception of movement of the heart
and the generation of the same actions, as can be seen in the scheme presented in
Fig. [l The motion compensation’s module is divided into three modules: i) de-
formation model, ii) the objective function, and iii) optimization technique. That
is, the solution can be seen as the performance of the three modules acting in an
iterative loop. In particular, the selection of the deformation model has to offer
both valuable information and good computational time [13]. The selection of
each module is crucial in the sense that global performance depends on them. In
particular, the deformation model has to present characteristics such as: optimal
mathematical properties, low computational cost and the ability of describing
the displacement field even in complex deformations. The second module that
allows managing the available information has to be easy to compute and to
evaluate mathematically. Likewise, the third module that is related to choosing
the best value from different alternatives has to deal with crucial factors such as:
complex problems, large amount of data, flexibility, and a good response time.

2.1 Formulation of the Problem

From a mathematical point of view, heart motion compensation can be formu-
lated as an energy minimization problem. That is, given two images the former
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Fig. 1. Scheme that shows the integration of heart motion compensation to a robotic
surgical system

represents the fixed or reference image F : 2p C R¢ and the latter the acquired
image (i.e. from laparoscope) A : 24 C R?, where the image domain is denoted
by (2. Then, the goal is to find the optimal transformation T for:

arg mj'ln E(T) = arg mjin D(F,T(A)) + aR(T) (1)

where E;(T) is the total energy to be minimized, D refers to the level of align-
ment between both images and R is related to the regularization term that help
to create a well-defined displacement field at all locations. This term is bearing
in order to fulfil the Hadamard’s postulate [12], and o € R gives a balance
between both terms. In this case, the transformation, T, is represented by the
changes occurred on the heart given by the displacement field w. Then, defining
x € N as a vector Eq. [l can be reformulated as:

arg muin Ey(u) = arg muin D(F(x), A(u(x) + x)) + aR(u(x)) (2)

Thus, before applying the optimization technique, it is necessary to define how
the information will be managed and analyze the best regularizer, R, to be
use. In this sense, the traditional Sum of Squared Differences (SSD) is selected
as dissimilarity measure, D, due to its characteristics such as simplicity and
effectivity that made it a good option for this application. On the other hand,
even if Tikhonov [I4] is the most common regularization technique, it seems to be
too strong in this problem. In the same way, other regularizers like the Mumford
and Shah model [I5] are not suitable for this application due to characteristics
such as complex mathematical formulation or high computational cost that make
them not suitable for real-time operation. A good alternative is the proposal
pioneered in computer vision by Rudin et al. in [16] called Total Variation model
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(TV). This approach has been selected due to seems to offer a good balance
between the computational consumption and complexity.

According to previous, using SSD as dissimilarity measure, TV as regular-
ization technique and considering images as continuous functions Eq. [2] can be
reformulated by

argmin Fy(u) = argmin/ (F(x) — A(u(x) + x))%dx + a/ | Vu(x) | dx (3)
As practical effects, an approximation of all integrals by a discrete sum is
done. Thus, the total energy, E;, from Eq. Bl can be rewritten as

argmin Y (F(x) -~ Au(x) +x)’ ta Y |wl) —ux)] ()

ze(1<z<) z€(1<z<)

In this work, he displacement field u(x) is modelled using an interpolation
technique. In particular, it is described by b-splines. This work is oriented to 2-
dimensional space, however, it is easily extended to n-dimensions. The main idea
is to define a grid of lattice points in R? that allows representing the deformation
under the influence of these points. In this regard, u(x) is represented by the
summation of the tensor products of univariante spline. Then, u(x) is presented
as

L M
w(@,y) = > Bi(t)Bu(v)Citijim (5)
=1 m=1
where the size of the grid is given by L x M with uniform spacing d, i = [z/d(x)]—
Lm=1[y/é(y)] -1, p==x/6(z) = [x/d(x)], v=y/0(y) — [y/o(y)].

3 Optimization Based on Genetic Algorithms

The selection of the optimization technique has a significant impact over the
global solution of the problem because efficiency is a common factor to bear in
mind in a system. Since heart motion compensation is a complex problem and
its solution is oriented to work in real-time, traditional optimization techniques
like gradient-based algorithms are not able to offer robust results [17]. A good
alternative is the use of Evolutionary Optimization Algorithms (EOA) since they
can be adapted to any real-world problem.

EOAs have been used for long time but it was not until recently that their
potential has been explored in depth in cases like multi-objective optimization.
One of the most well-known and representative class within this paradigm is
related to GAs. They were developed by Holland who presented a well-described
explanation about how they work in [I8]. The main idea behind these kind
of algorithms is to imitate the biological natural process based on the natural
selection theory.

One of the main reason to use GAs is because their central topic of research is re-
lated to robustness. That is, the balance between efficiency and efficacy necessary
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Fig. 2. The iterative process of GAs is carried out mainly in four stages

to survive in different environments [19]. In addition, they offer advantages that
overcome traditional optimization techniques, being the most remarkable [2021]:
good results with both complex and large number of variables, parallelism, flex-
ibility, use of probabilistic rules instead of deterministic, resistance to becoming
trapped in local optima and hybridization with other methods. These characteris-
tics are desired since the behaviour of this kind of applications depends on various
factors such as reaction time and the amount of data.

In Fig. 2l the process of GAs starts with the generation of the initial popula-
tion. Then, the selection of those with the best fitness. Next, the new offspring
is formed by the crossover, and after applying mutation diversity is achieved.
Finally, the new population is created. Particulary, in this work rank is used
instead of a fitness proportionate as selection method. This is because with the
use of the second approach the best individuals can be discarded. Therefore, in
order to create the best population the rank method is selected. Also, a single
point crossover was chosen and diversity is achieved by altering some genes from
the chromosome (i.e. mutation). After applying the previous stages the best
chromosomes from the last population can be lost. Hence, using elitism is the
best way to avoid that situation. During this process, the best chromosomes are
copied directly to the new population.

4 Experimental Part

In this section, the performance of the methodology is evaluated on the data set
of Hamlyn Centre Laparoscopic at Imperial College of London [22]. In addition,
all experiments were assessed under the same conditions, using a PC with Intel
Core i7 CPU 2.00GHz, 8.00GB RAM under windows 7 operating system. This
sequence consists of 900 frames of 355%285 pixels size, corresponding to the
cardiac surface affected by both respiration and cardiac motion. As first step, the
elimination of specular reflections is applied during the sequence. This process is
required because the reflection of the light over the glossy surface generate errors
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Fig. 3. A) A lattice points of L x M is defined over the heart surface, and B) after
applying the deformation model based on b-splines the displacement field is obtained

Fig. 4. A sequence of the tracking of the region of interest over the heart

during the execution of the algorithm. Despite different advances techniques can
be used for solving this problem, in here, a simple threshold was applied in order
to avoid this situation.

Thresholding was selected due to its simplicity and fast computational re-
sponse. In Fig. [B] the grid used over the heart surface for tracking the region of
interest can seen, in this area an interpolation based cubic b-spline is done. It
allows obtaining the displacement field that is used during the minimization pro-
cedure. Here 16 control points were enough since the main objective is tracking
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the movement in a certain point of interest. These actions will be imitated by
the robot’s instrument. Also, in Fig. [ the effect caused by various heart cycles
can be seen in the alteration of the grid.

5 Conclusion and Future Work

Heart motion compensation is a challenging and unsolved problem in medical
robotics due to the lack of robustness. Therefore, the central topic of research
in this context is related to robustness, this factor is crucial especially when the
solution is oriented to work on human beings. In this sense, in this paper a new
methodology for heart motion compensation is presented based on the combina-
tion of both b-splines as deformation model and GAs as optimization technique.
According with the results, GAs have shown a good response time even with
large amount of data. In addition, they offer a balance between efficiency and
efficacy. That is, they are able to cover the demands of real-time problems such
as reliability and speed, and have demonstrated to be a good line of research
for solving this problem. However, even if GAs offer different advantages, it is
necessary to bear in mind a set of factors in order to achieve optimal results
like the strategy for preserving the best chromosomes. Finally, as future work
hybridization will be tested. In other words, using a combination of both GAs
with other traditional techniques. The method will be extended to R2.
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Abstract. Endowing current surgical robotic systems with haptic feed-
back to perform minimally invasive surgery (MIS), such as laparoscopy,
is still a challenge. Haptic is a feature lost in surgical teleoperated sys-
tems limiting surgeons capabilities and ability. The availability of haptics
would provide important advantages to the surgeon: Improved tissue ma-
nipulation, reducing the breaking of sutures and increase the feeling of
telepresence, among others. To design and develop a haptic system, the
measurement of forces can be implemented based on two approaches:
Direct and indirect force sensing. MIS performed with surgical robots,
imposes many technical constraints to measure forces, such as: Miniatur-
ization, need of sterilization or materials compatibility, making it nec-
essary to rely on indirect force sensing. Based on mathematical models
of the components involved in an intervention and indirect force sens-
ing techniques, a global perspective on how to address the problem of
measurement of tool-tissue interaction forces is presented.

Keywords: surgical robotics, haptic feedback, indirect force sensing,
machine learning, data fusion, mathematical models.

1 Introduction

Robotic surgery improves traditional minimally invasive surgery (MIS), such as
laparoscopy, through teleoperation. Integrating haptic feedback (HF) as a fea-
ture in such surgical robotic systems is still a challenge because there are many
technical constraints imposed by MIS procedures. To design and develop a HF
system, two problems must be addressed: a) Measurement of forces and b) dis-
playing the obtained information to the user, [I]. Measurement of forces can
be implemented following either a direct or an indirect force sensing approach.
In the former, the sensors are located in the point of interaction between the
tool and tissue (i.e. the grasping mechanism at the instrument tip); in the lat-
ter all electronics (i.e. sensors and other hardware) are moved apart from the
patient, and also it is suitable for a large variety of standard instruments, but
unfortunately, it may lead to inaccurate results [2].

In robotic surgical systems that perform MIS procedures, such as laparoscopy,
all natural HF is lost because the surgeon no longer manipulates the instrument

M.A. Armada et al. (eds.), ROBOT2013: First Iberian Robotics Conference, 245
Advances in Intelligent Systems and Computing 252,
DOI: 10.1007/978-3-319-03413-3 18, (© Springer International Publishing Switzerland 2014



246 A. Marbén et al.

directly. Haptic tehcnology can solve this problem through a force feedback sys-
tem that implements indirect force sensing as depicted in Fig. [0l The need for
applying these techniques is due to restrictions imposed by the surgical site,
[1]: Several constraints on force sensor design such as size, geometry, cost, bio-
compatibility and sterilizability, make difficult the placement of such sensors in
the tool tip. Also, the forces applied on the patient would ideally be estimated
without using a force sensor.

The process of extracting haptic information can be implemented considering
a set of mathematical models and indirect force sensing techniques applied to
different scenarions. Each component of a surgical robotic system that forms a
chain, starting from the slave robot manipulator, followed by the surgical instru-
ment, and ending with human organs/tissues, as shown on Fig. [ for a laparo-
scopic procedure, should be modeled as follows. The first component, the slave
robot, should be modeled through the dynamic equation, [3]. The second, the
surgical instrument, should be modeled as: a) A single rod (without the grasp-
ing or cutting mechanism) [4] and b) just modeling the grasping [2] or cutting
force [0] at the instrument tip. Finally, human organs/tissues can be represented
by deformable object models.

The set of techniques that deal with the problem of measuring haptic in-
formation in an indirect way, most of them implemented in scenarios different
than the surgical site, and considered in this paper are: (i) Estimation of forces
on deformable objects using vision ( Vision based force measurement, VBFM).
(ii) Soft tissue modeling using visual and force information. (iii) Learning de-
formable objects models through robot interaction, using visual and force in-
formation. (iv) Implementation of a contact/collision detection method using
a single 6D force/torque sensor. (v) Slip detection and prediction based on a
multi-dimensional time series of data. (vi) Surface and texture recognition based
on information that come from 3-axis accelerometers. (vii) Detection of con-
tact and tactile events in the surgical area through high frequency acceleration
signals.

The aim of this paper is to present a set of methods and techniques that
can be used to design a force feedback system, through indirect force sensing
in the context of robot assisted MIS with the objective of performing surgical
procedures such as laparoscopy.

2 Haptic Feedback in Robotic Surgery

The goal of haptic feedback (HF), as depicted in Fig. [l is to provide force
(FF) and/or tactile feedback (TF) to the human operator to achieve a sense
of transparency, in which the surgeon does not feel as if he/she is operating a
remote mechanism, but rather that his/her own hands are contacting the patient
[1]. From the Fig.[lit can be seen that FF and TF systems, require the use of: a)
Sensors on the patient side to acquire haptic information and b) haptic displays
to convey the information to the surgeon, [I]. In the next paragraphs these
concepts are explained; TF systems are not considered in this work, however a
detailed explanation can be found in [1].



Haptic Feedback in Surgical Robotics: Still a Challenge 247

Force feedback (FF) systems as shown in Fig.[I] typically measure and display
the forces applied to the patient by the surgical instrument. The first task can
be implemented under a direct or indirect approach, as explained in the last
section. The second task consists in the transmision of this information to the
user through direct force feedback (DFF) or a sensory substution (SS) technique,
[1]; DFF refers to the use of conventional force display technology, in which
the motors of the master manipulator are programmed to recreate the forces
sensed by the patient side, [I]; in SS the haptic information is presented through
graphics on screen (visual force feedback) [I8] [19], or a combination of vibration
and sounds (high frequency acceleration feedback) [16] [I7], to give the user some
feeling about the tool-tissue interaction forces. Virtual fixtures (VF) can provide
complementary information through force feedback. They are software-generated
force and position signals applied to human operators in order to improve the
safety, accuracy, and speed of robot-assisted manipulation tasks (i.e. a virtual
wall may be placed around a delicate anatomical structure to keep the surgical
instruments from contacting it) [1].

The measurement of tool-tissue interaction forces under an indirect force sens-
ing approach, considering sensors located outside the body, should deal with the
kinematic constraints of the surgical tool, perturbing forces (i.e. friction force
at the trocar), distortion effects (i.e. scaling and mirroring of tip forces due to
lever-arm effect) and restrictions on force sensor design (ie. size, geometry, cost,
biocompatibility, and sterilizability) imposed by the MIS procedure and surgical
environment.

In the following sections, a set of mathematical models for each component of
the surgical system followed by techniques that deal with the acquisition of haptic
information are presented, suggesting how to address the problem of indirect
force sensing.

| HAPTIC TECHNOLOGY ]
FORCE/TORQUE FEEDBACK (FF) J[  1acriereeoBack () |
DIRECT INDIRECT TACTILE
FORCE/TORQUE FORCE/TORQUE Fomf[/;m%“ ] [ INFORMATION ][ ;‘:\S‘;TL':E, ]
SENSING SENSING MEASUREMENT

EFFORTS IN SENSING INTERPRETATION ]
DIRECT FORCE SENSORY
MONITORING
[ FEEDBACK {DFF) ][ SUBSTITUTION (SS) ][ ]

Fig. 1. Haptic technology: Force feedback (FF) & Tactile feedback (TF)

3 Mathematical Modeling of a Surgical Robotic System

A surgical robotic system has some key components that form a chain that
starts with the slave robot manipulator, followed by the surgical instrument, and
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Fig. 2. Modeling the components of the surgical robotic system: Slave robot manipu-
lator, surgical instrument and human organs/tissue

ending with the human organs or tissues. These components in the context of
laparoscopic surgery are ilustrated on Fig. 2] and modeled as follows.

The slave robot manipulator can be modeled using the manipulator dynamic
equation, derived from the Lagrange or Newton-Euler formulation, or expressed
in any convenient form (such as operational space). See [3] for more details about
this topic.

The surgical instrument can be decomposed into two parts: a) Modeling the
surgical instrument as a rod, and b) modeling the force at the grasping or cutting
mechanism. In the first case, the grasping or cutting mechanism at the tip is
neglected; nonetheless, the following elements should be considered:

1. Tool-tissue interaction forces. According to [4] the forces and torques gen-
erated at the tool-tip vary with the surgical task and specific procedure;
nonetheless, experimental data suggests that they are in the range of 0.5 to
10N and 0 to 0.1 Nm, respectively.

2. Perturbation forces. They come from the restrictions imposed by the surgical
MIS procedure itself and other effects, and add noise to the real tool-tissue
interaction forces: (i) Friction force at the trocar. It can be modeled by a
non-linear function that depends on the linear velocity of the instrument
[4]. The forces vary with the trocar used; for example, for a specific model
of trocar, the forces can be as large as 3N. However, by taking care of the
selected trocar and/or adding a lubricant, the kinetic friction can be reduced
from 15% to 45%, [5]. This force is in the range from 0 to 3N, []. (ii) Torque
developed at the abdominal wall. It is generated while performing movements
with the surgical tool and it mainly depends on 2 DOF: The direction («)
and tilting angles (). A linear model can be obtained when considering
only the tilting angle, ranging from 0 to 0.7 Nm, [4]. (iii) Inertial and gravity
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forces. They are generated only due position, velocity and acceleration of
the surgical tool.

3. Distortion of forces. Scaling and mirroring of tip forces are originated by the
lever-arm effect imposed by the MIS procedure: As the instrument tilts about
a theoretical axis located in the abdominal wall, the force is transmitted via
lever, the arm of which depends on the depth of the instrument insertion
into the cavity, [].

In the second case, some linear/non-linear models found in literature can be
used to approximate the grasping or cutting force at the tip of the instrument:

1. Pulling/pinching force. In [2] a mathematical model to accurately determine
the pulling and pinching forces of a laparoscopic grasper from force measure-
ments at the shaft of the instrument (even when the exact geometry of the
grasping mechanism is not known) is described; based on an experimental
study, it was found that the force transmission from rod to forceps can be
approximated by a two dimensional function of the forces applied on the
rod (internal mechanism of the instrument) and the opening angle of the
grasper.

2. Cutting force. An analytical model (with application in haptic rendering in
laparoscopic surgical simulation) for cutting human iliac artery with laparo-
scopic scissors is presented in [6]. The model is based on the concepts of
shearing deformation and fracture mechanics.

Human tissue and organs can be represented by deformable models. In the
context of surgery simulation, [7] presents some methods for tissue modeling
based on heuristic and continuum mechanical approaches (also suggest a third
cathegory of hybrid models not commented here). In the former the mass-spring
model (MSM) is used to represent a body as a set of discreted masses con-
nected with spring (or spring-damper) elements; it is computational efficient,
and commonly used in computer animation to render the behavior of soft bod-
ies. However, it doesn’t describe the real mechanical behavior of an object. The
latter is based on connected elements (a 2D/3D mesh or boundary) and con-
tinuum mechanics equations; the finite element method (FEM) and boundary
element method (BEM) fall in this cathegory. They are computationally expen-
sive, but they describe the mechanical behavior of a soft body given its material
properties (ie. Young Modulus and Poisson Ratio).

4 Indirect Force Sensing Techniques

A set of methods and techniques (most of them defined in environments different
than the surgical site) designed to measure forces under an indirect approach
are described in this section.

Interaction forces between a instrument driven by a haptic device and a de-
formable object, are inferred in real time in [9] based on the visual information
from the slave environment, without force sensor. The method was evaluated in
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two scenarios: Micro and macro-scale environments. In the micro-scale environ-
ment, cell manipulation (zebrafish embryos) is improved by allowing the operator
to feel the forces through a haptic system, while performing a specific task such
as punturing the cell; in this case the concept of vision based force measurement
(VBFM) is implemented by capturing the deformation of the membrane (through
a camera and computer vision techniques) and predicting the force generated,
by modeling the cell membrane using boundary element method (BEM). In the
macro-scale environment a similar procedure is performed, but using a piece of
silicone as a deformable object. The same concept of VBFM, is implemented in
[10] to model an elastic object (such as biological tissue) using a feedforward
neural network (FNN) in conjunction with a deformable template matching al-
gorithm; here the FNN is trained with a set of images that provide information
about deformations of elastic objects, and the applied loads measured by a force
sensor.

Deformable objects are found in every day life environments, so it’s impor-
tant to endow robots with the capability to interact with them. An interesting
approach to this problem is described in [11], where mechanical properties of de-
formable objects are modeled through robotic interaction in a learning process,
using visual (object deformation is captured through a depth camera) and force
information (captured through a force/torque sensor). Here deformable objects
are modeled through a 3D mesh using FEM. The objective is to estimate the
Young modulus (E) and Poisson ratio (v) that characterizes the material object.
A similar approach is presented in [12] to model and simulate soft tissues; in this
case the lighting conditions are controlled (three sources of light are used), three
cameras capture the deformation of the object, and the magnitude and direction
of interaction forces are measured by a 6D force/torque sensor.

A contact/collision detection method is developed and implemented for a hu-
manoid robot in [13], so that it can move safely in an unstructured environment,
using an indirect force sensing technique; in this case a single 6D force/torque
sensor is mounted on the humanoid robot’s arm. Here two approaches are con-
sidered and evaluated: The model and machine learning approach. The former
uses the manipulator dynamic equation to detect contact states. The latter takes
advantage of supervised machine learning algorithms to perform the same task;
in this case the use of Least-Square Supported Vector Machines (LS-SVM) and
Feedforward Neural Networks (FNN) algorithms are evaluted. Based on exper-
imental data, the machine learning approach seems to be more accurate than
the model approach.

A method for slip prediction is developed in [14] in which three states (slip,
pre-slip and stationary contact) are detected an predicted, based on a multi-
dimensional time series of data that come from a 6D force/torque sensor, and an
artificial finger which has randomly distributed strain gauges and polyvinylidene
fluoride films (PVDF) embedded in silicone. An incipient slip is detected by
studying temporal patterns in the data (at least 100 ms before a slip takes
place). Here data is analyzed using probabilistic clustering that transforms it
into a sequence of symbols, which is used to train a Hidden Markov Model
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(HMM) classifier; furthermore, two unsupervised learning algorithms are used:
Principal Component Analysis (PCA) and Gaussian Mixture of Models (GMM).

In [I5] surface and texture recognition is performed by a humanoid robot that
interacts with different materials by scratching them; here a frequency domain
analysis of the vibrations detected by the 3-axis accelerometers and machine
learning algorithms, such as k-Nearest Neighbor (kNN) and Supported Vector
Machines (SVM), are implemented to perform this task.

A system (denominated VerroTouch) is developed in [16] to partially restore
the sense of touch in a commercial surgical robotic system: It measures the
vibrations (captured by 3-axis accelerometers) produced by tool contacts and
immediately recreates them on the master handles (through vibration actuators).
This augmentation enables the surgeon to feel the texture of rough surfaces, the
start and end of contact with manipulated objects, and other important tactile
events; however it does not provide low frequency forces.

5 Conclusions

The mathematical models and indirect force sensing techniques presented in the
last two sections, address the problem of measuring tool-tissue interaction forces
in robotic surgery considering an indirect approach. They suggest the use of
three powerful tools: Machine learning algorithms, data fusion and mathematical
modeling. This is justified in the next paragraphs.

Machine learning algorithms implement a variety of tasks such as prediction
of values and states, classification, clustering, and dimensionality reduction, that
mimic human learning processes.

Data fusion leads to the possibility of estimating tool-tissue interaction forces
using redundant information. Using different kind of sensors, the system can
predict with a better accuracy haptic information. For example, the combination
of visual and force information can be used to model or learn deformable objects
models, as described in [11] and [12], respectively. If only visual information is
presented, forces can be approximated with some degree of fidelity, as defined
by the VBFM approach, [9] [I0]. Finally, if only high frequency signals that
represent contact and tactile events are captured by the haptic system through
accelerometers, they can be processed and sent to the master console, and the
surgeon will perceive them as vibrations and/or sound, [16] [17].

Mathematical models of the components of the surgical system in Fig. 2 al-
low to interpret interaction forces. Some of them can be suitable to implement
in real time, for example, the pulling/pinching force model for a laparoscopic
instrument presented in [2]. However, other can be computationally expensive,
such as modeling deformable objects with the FEM method [7]. To approximate
complex mathematical models, techniques such as machine learning algorithms
can be used to model elastic objects (similar in nature to biological tissue) as
explained in [I0] or to detect contact states, as described in [13].
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Abstract. Surgical robotics has usually provided the handle of surgical tools by
using teleoperated systems or the automation of certain surgical tasks.
However, the final goal of this field has always consisted of allowing the
surgeon to perform an intervention without additional human assistance (i.e.
solosurgery). In this way, this paper is focused on the design and
implementation of a semi-autonomous surgical robot capable of assisting the
surgeon during a suture procedure on a Hand Assisted Laparoscopic Surgery
(HALS) scenario. The methodology proposed is based on a dispatcher system
which manages the actuations of the robot depending on the recognized
gestures of the surgeon’s tool. The performance of the whole architecture has
been tested by means of in vitro trials.

Keywords: Surgical Robotics, Task Planning, Human-Robot Interaction,
Autonomous Robots, Hidden Markov Models.

1 Introduction

Minimally Invasive Surgery (MIS) has become one of the most important surgical
techniques in the last twenty years due to its capability of reducing the size of
incisions, shortening postoperative convalescence and diminishing other
complications. These improvements involve several social and economic
consequences, for example minimizing the time that patient stays at hospital.

In this way, one of the current trends in MIS consists of the Hand-Assisted
Laparoscopic Surgery (HALS). This technique allows the surgeon to insert a hand
through a small incision via a pressurized sleeve. Thus, the surgeon can use his non-
dominant hand intra-abdominally while he operates a standard laparoscopic
instrument with the other hand. With this technique the surgeon gains control over the
operation, sense of depth and tactile feedback in comparison with a conventional
laparoscopic surgical technique while still being a MIS intervention. This strategy has
been proved as a valid option in certain kind of interventions, for example on a
colorectal cancer surgery [1] where the patients presented a similar blood loss,
operative time and stance in the intensive care unit than MIS interventions. Similar
results have been obtained for colon cancer surgical interventions [2].
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However, the HALS methodology only allows the surgeon to manipulate one
laparoscopic tool, so it is necessary additional assistance for handling the camera or any
other surgical instruments. This technique also requires that the surgeon remains in
direct contact with the patient. Conventional systems like ZEUS by Computer Motion
and DaVinci by Intuitive Surgical are not designed to satisfy such requirements.
Therefore, the replacement of a human assistant needs a sophisticated robot system
capable of taking autonomous decisions as well as communicating through an advanced
Human-Machine Interface (HMI) system for a natural collaboration.

The automation of surgical maneuvers by using the robot co-worker concept
allows surgeons to concentrate on the surgical procedures while the robot assistant
automatically helps in a collaborative way. Visual Servoing techniques are defined as
the most common methodology for designing automated tasks and it is used in
surgical applications like safe movements of the endoscope on cardiac surgery [3].
Other works based on the automation of surgical maneuvers are devoted to actively
assist the surgeon during the intervention, for example: by performing autonomous
stitching and knot tying procedures [4]; by providing automatic conversion from
laparoscopic navigation to open-surgery motion [5]; or by automatically navigating
on cholecystechtomy interventions without pre-operative information [6].

A natural and collaborative interaction between the surgeon and the robot assistant
requires an advanced HMI capable of imitating the communication with a human
assistant during an intervention [7]-[8]. In this way, some studies focus on the location
of the surgeon’s arms [9], whereas others devote to the tracking of the surgeon’s tools
[10] or even the detection of face gestures [11]. However, these HMIs add new and
unnatural tasks to the surgeon. For this reason, a new generation of interfaces have to
provide the robot with the knowledge of the surgical protocol [12]-[13], in such a way
that the current stage of the intervention can be known and the robot assistant can react
autonomously in order to help the surgeon without direct commands.

This paper proposes a robotic assistance designed for a HALS scenario with
capabilities of both, automation of surgical maneuvers and assistance in a
collaborative way regards an improved HMI. For this purpose, firstly section 2 will
introduce the HALS scenario for a suture procedure, as well as the control
architecture proposed in this work in order to solve the automatic assistance to the
surgeon. The main element of this architecture consists of a dispatcher system, which
is devoted to follow each step of the suture procedure and will be explained on section
3. The evolution of such dispatcher occurs if the robot finishes a task or a recognizer
of the surgeon’s tool movements detects the fulfillment of a gesture, all of what will
be covered on section 4. The implantation and experiments which validate the
methodology are exposed on section 5. Finally, section 6 presents some conclusions
and future lines of researching.

2 Surgical Scenario and Control Architecture

The development of the robotic assistance previously stated requires an initial
description of its environment and the constraints that will limit its movements.
Therefore, this section firstly introduces the HALS scenario as well as the suture
method selected for the automation of a surgical task.
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On the other hand, the analysis of a surgical protocol must take into account the
coordination between all surgical tools involved on the intervention. The knowledge
of such coordination allows distributing the tasks considered between the surgeon and
the robot assistant. For this purpose, this section secondly shows the control
architecture proposed in this work to aid the surgeon without additional human
assistance.

2.1  HALS Scenario and the Surgical Protocol

Fig. 1 shows a surgical HALS scenario which includes the robot assistance to the
surgeon. In this way, the robot interacts with the patient’s body and the surgeon in a
constraint space inside the Abdominal Cavity. One of the Surgeon’s Hands is inserted
through a special incision in order to directly manipulate the anatomical structure of
interest. Thus, only one hand remains free to use another instrument, which has been
denoted as the Surgeon’s Tool. Therefore, a robot assistant should be able to handle at
least the laparoscopic Camera and an extra tool labeled as the Robot Tool. Such
limitation for the surgeon’s freedom of movements can be particularly relevant in
certain surgical procedures which require the use of additional tools.
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2 Tool
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> Tool
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Fig. 1. Navigation problem for a robot assistant on a HALS scenario

More specifically, the traditional suture and knot tying consist of a procedure that
involves two laparoscopic tools, and can be performed through several
methodologies. This work focuses on the Rosser technique because it separates the
tasks of both tools in two roles: the main and the supporting tools [14]. First one
performs the suture and knots over the tissue; on the other hand, the supporting tool is
devoted to assist the procedure by holding the needle or stretching the thread. Thus, a
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surgical robot may provide automated assistance in a collaborative way by handling
such supporting tool.

2.2  The Control Architecture

The previous description of the suture & knot tying procedure on a HALS scenario
states the three main features for the use of a robotic assistant:

e The navigation of the supporting tool with several restrictions to the movement.
e The detection of the suture gestures performed by the surgeon.
e The monitoring of the suture workflow in order to know the current task.

In this way, Fig. 2 introduces the control architecture proposed to automatically
assist a suture procedure. The overall system, so-called State Assistant, consists of
three elements which solves each of the problems described above. The Suture
Assistant models the workflow of the suture procedure through a state diagram that
will be detailed on section 3. Such workflow can be modified by means of a surgeon’s
Voice Command processed by the Voice Decoder device. Depending on the current
task of the suture, the state diagram is devoted to dispatch the detection of the current
surgeon’s surgical gesture or the actuation of the robot assistant with an automatic

STATE ASSISTANT

Voice
VOICE Command
DECODER
STATE MANAGERS
A 4
Transition
Tools >
TooLs |Locations : |  GESTURE
TRACKING RECOGNIZER
Current
State SUTURE
J ASSISTANT
INTERACTIVE
»| AUTO-GUIDER Transition
i g
Robot Force & Planned
Location Torque 4 Trajectory
RoeoT

Fig. 2. Control architecture for an automatic assistance to the surgeon
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movement. These tasks are applied by two State Manager systems, respectively: the
Gesture Recognizer or the Interactive Auto-Guider. They communicate with the
suture assistant by sending the activation of the Transition and receiving the Current
State of the suture procedure. The gesture recognizer requires the Tools Locations
measured by a Tools Tracking sensor for both, the surgeon and the robot. On the other
hand, the interactive auto-guider receives the Force & Torque exerted and the current
Robot Location in order to compute a suitable Planned Trajectory for the robot tool.
The overall explanation about these inputs as well as the methodologies proposed to
solve these state managers will be exposed on section 4.

3 The Suture Assistant

The main task of the suture assistant consists of following the suture procedure
online. More specifically, a suture using the proposed Rosser technique can be
divided into four steps denoted as maneuvers. Each maneuver is also subdivided into
several elemental movements, so-called gestures. This work has considered two
simplifications in order to adapt the original Rosser technique to an automated
assistance:

1. All consecutive gestures performed by the same hand are grouped into a single
gesture.
2. Only one hand can perform a gesture at the same time.

The description of the suture procedure starts with the Needle Setup. This maneuver
is devoted to insert the needle into the abdominal cavity, so the surgeon is able to locate
it in the center of the screen. Secondly, the Needle Puncture maneuver stitches the tissue
with the surgical needle. Afterwards, the Knot Tying consists of three knots that must
ensure and close the tissue, so this maneuver has to be repeated three times. Finally, the
Cut Thread maneuver removes the extra thread and finishes the suture procedure.

Table 1 summarizes the sequence of gestures already adapted for an automated
assistance by applying the simplifications previously commented. Each gesture has
been labeled as S, depending on its order on the sequence, and is included into its
corresponding maneuver. Besides, this table also shows which subject (surgeon or
robot) performs its corresponding gesture.

The sequence of gestures described on Table 1 can be implemented into the Suture
Assistant as the state diagram proposed on Fig. 3. As it has been stated above, the
assumption of allowing only one subject (surgeon or robot) to make a task at a time
avoids possible concurrency issues on this finite-state diagram.

Each state of the diagram matches with a gesture of the table, and each frame
covers a maneuver with their corresponding series of states. All states are connected
with transitions 7} that allows the evolution to the following state. The robot states Sk
in red color denotes a gesture performed by the robot supporting tool. On the other
hand, surgeon’s states labeled as S, in green color identify the gestures of the
surgeon’s main tool. Robot states compute a trajectory planning based on a specific
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Table 1. Suture Procedure with Robotic Assistance

Maneuver Tool” Gesture Description
Needle Setup R S/ Insert needle and center on screen
S S,3 Take needle and locate on tissue
Needle Puncture R Sk Hold tissue next to the suture
S s, Puncture tissue, extract needle and stretch
thread
R Ss® Release tissue and open grasp
Sg® Locate needle into robot’s grasp
Knot Tying R S;®  Locate needle for knot
S Ss’ Rotate tool around the thread
R So Stretch thread and close knot
Cut Thread R Sk Get the needle closer to the suture
S Sis Take thread’s both ends & stretch
R S;2®  Grasp thread under surgeon’s tool tip
S S5 Change to cutting tool and cut thread
R Sk Extract thread and needle

*Tools: (R) Robot and (S) Surgeon.

target force or location, whereas surgeon’s states recognize the current gesture
performed by the surgeon’s tool. In particular, the state diagram always starts from an
initial state Sy in order to represent the beginning of the suture procedure.

The normal workflow of the diagram which follows the suture procedure is
represented by solid arrows tagged with the transitions 7;. As a specific situation, the
knot tying maneuver needs to be completed three times. Therefore, the transitions Ty
and T, of state SgR are conditioned by an iterator i that indicates the number of loops
already performed.

The state diagram on Fig. 3 also shows additional transitions between states
represented by dotted arrows and denoted as E; or “*'E;. The notation depends on the
source and target of the transition in such a way that E, returns to its same state Sy,
k”Ek starts from state S; and goes to state S;, ;. These special transitions are included
in order to provide the surgeon a methodology to modify the normal workflow of the
suture procedure. Such situations consider bad gestures recognition, unexpected
events during the surgical protocol or even an anomalous behavior of the robot
assistant. For this purpose, the transitions related to a specific state S are activated
through a respective command voice of the surgeon for each transition E, “'E;
or “*E,.



Robot Collaborative Assistance for Suture Procedures via Minimally Invasive Surgery 261
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Fig. 3. State diagram based on the workflow of the suture procedure

4 The State Managers

States of the Suture Assistant require the actuation of two systems that handles the
evolution of the state diagram to its next step. Firstly, section 4.1 will describe the
interactive auto-guider proposed for the automation of the robot tool tasks. Secondly,
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section 4.2 will be focused on the gesture recognizer developed for analyzing the
surgeon’s movement in order to detect the current gesture.

4.1 The Interactive Auto-Guider

The suture procedure exposed in Table 1 determines the main tasks that the robot
must be able to handle:

e Move the robot tool tip towards a target location.
e Apply a force over a specific tissue of the patient.
e Stretch the suture thread.

In this way, the interactive auto-guider has been designed as shown in Fig. 4 to
manage these tasks during the evolution of any robot state S;* of the Suture Assistant.
The trajectory planning can be computed in terms of a target location vector ry or the
exertion of a vector force Fy. This decision is taken by the Target Selector element
depending on the current robot state S;%, and its outputs are obtained with the aid of
the current tools locations vector r,. The final input of the robot is the controlled
location vector r., which consists of the contribution between the planned location r,
and the incremental displacement Ax;. Vector ry is computed by means of the Auto-
Guide Planner and represents the next location of the trajectory, whereas vector Axy
requires the actuation of the force control loop shown below Fig. 4.
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Fig. 4. Interactive Auto-Guide System for autonomous actuations
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The transition T, of S° will be triggered once the following conditions are
accomplished:

||r-rk||<8r

1
[F-F<e, v

Where ¢, and & are the thresholds considered to reach both, the target location and
the exertion of a desired force respectively.

Firstly, the force loop is based on a force-accommodative controller with a PI
feedback that receives the vector force F measured by the robot and outputs the
controlled vector force F,. This signal is substracted to Fy afterwards and transformed
to Ax¢ by means of a gain K which models the robot-environment relative stiffness
with (2):

Ax; =K7'(F, -F,) ®)

Thus, in case of a non-zero Fy the robot will move with the direction of Ax; until
that force is applied. The stiffness K may be different depending on the current state
S& (i.e. holding tissue of the patient or stretching the suture thread). On the other
hand, the Environment has been modeled with a K, that represents its real stiffness,
and r, is the position where the robot contacts the environment surface with the
exertion of a null force.

Secondly, the Auto-Guide Planner element of Fig. 4 focuses on finding a path
towards ry by avoiding obstacles within the environment through the Artificial
Potential Fields (APF) algorithm. Though this method computes a trajectory for the
robot tool by itself, it has been added a velocity corrector system that modifies the
robot velocity regards the prediction of a future collision in case that an obstacle is
expected to cross the APF planned trajectory [15].

The APF associates a virtual repulsion field U,,"” to each of the m obstacles and a
virtual attraction field U*" to the target location. Such fields generate virtual forces of
attraction F* and repulsion F,,"®? over the robot tool. Thus, the force vector required
to move the robot to the next planned location ry, is:

F =-VU" - VU?=F"+) F,? 3)

The obstacles considered in this work consist of the surgeon’s tool and the inner
tissue of the abdominal cavity, whose surface is represented by a grid of m—1 vertices
generated through a monocular SLAM technique with reallocation for laparoscopic
sequences [16]. On the other hand, expression of F*" has been chosen to be quadratic
with the distance towards the target location whereas each Fy, P is generated by a
cylindrical field around each obstacle, thus:
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The gains K, K" on (4) represent the relevance of that virtual force relative to the
others. Parameter p,, defines the minimal distance between the robot tool and that
m-th obstacle, p,, is the unitary vector with that direction and pn’ is the maximum
distance where U,,"” may affect the robot trajectory. The distance between the robot’s
tool tip and the target location is denoted by Ary, and modifies the contribution of the
repulse force nearby the target location. Moreover, F,,? includes an extra unitary
vector n,, which prevents the trajectory to find a local minima position [17]. In this
way, the trajectory can be followed by means of the velocity vector vy, which results
from integrating the vector Fy, (5):

v, = [F,at (5)

4.2  The Gesture Recognizer

This state manager interprets the gestures performed by the surgeon. Each of these
gestures corresponds to a surgeon’s state S;° as described on section 3, and consists of
a specific sequence of interactions that occur between the surgical tools. Such
interactions are considered basic actions and are defined by observable characteristics,
which include information about the tools pose and their kinematics [18]. Each
gesture is modeled by a Hidden Markov Model (HMM) and is described by a
stochastic diagram with a finite number of states, where each state represents a basic
action. The topology of the network used in this work for the HMMs is based on a
modified Bakis Model, which allows several backward steps in each state [19].

The recognition of the current surgeon’s gesture requires its comparison with all
the HMMs I'=[A; A, ... 4] of each gesture S, that are included into the Gestures
Library shown in Fig. 5. This scheme considers both, the Training Mode of the
HMMs and the Recognizer Mode of the current gesture. These processes share
the acquisition of the sequence of observable characteristics E=[e; e, ...]. In this way,
the Data Pre-Processing element receives as input the tools location vector ry and
transforms the velocities of the tools tips, the angle between tools and the distance
between tips into a features vector C. Afterwards, the Data Coding module assigns an
observable characteristic e depending to the combination of the components of C. The
Sequence Selector module is devoted to stack the sequence of observable
characteristics E of each surgical task. This sequence represents the whole gesture
once the velocities of both tools V; are null or the mean time required to complete this
gesture t,, has been exceeded.
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Fig. 5. Gesture Recognizer System of surgeon’s tool movements

On one hand, Fig. 5 shows in dashed line the Training Mode, which processes the
training of the HMMs I stored in the Gestures Library. For this purpose, the Baum-
Welch Algorithm adjusts the parameters of each HMM /4, with the aid of several trials
of its corresponding gesture [20].

On the other hand, the Recognizer Mode uses the Forward-Backward Algorithm in
order to compare the sequence E with the set of HMMs I and find the most probable
gesture [19]. If this gesture is equal to the current state S;° established by the Suture
Assistant module, the transition 7} is activated and the state diagram already described
on Fig. 3 evolves to its next state.

5 Implantation and Experiments

The surgical scenario of Fig. 6 exposes the required elements for the robotic
assistance on a HALS intervention with a simulated patient. The surgeon follows the
intervention through a Screen which shows the image from the laparoscopic Camera.
This tool is hold by the Endoscopic Robotic Machine (ERM), a robot assistant
developed at the University of Malaga which moves the endoscope through voice
commands [21]. The other surgical tools are handled by both, the surgeon and a
Mitsubishi PA10 manipulator which is navigated with a low-level force controller
[22]. The location of all the surgical tools is registered by means of a 3D Tracker
device. Meanwhile, the other Surgeon’s Hand holds an organ or tissue inner the
Abdominal Cavity.
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The experiment proposed consists of analyzing the evolution of the main
maneuvers for the suture procedure: the needle puncture and knot tying (see section
3). Thus, Fig. 7 presents the results obtained during the sequence of gestures for these
maneuvers from S; to Sy (see Table 1). The two upper graphs plot the evolution on the
robot tool tip position r and force exerted F. These values change whenever the suture
assistant evolves to a new robot state that sends its corresponding target position ry
and/or target force F,. More specifically, in the end of the gesture S5 the robot applies
a constant force over the tissue which aids the surgeon to insert the needle in S,°,
whereas states S 7R and SgR are devoted to stretch the thread in order to close the three
knots. Below, a third graph exposes the recognition of the most two probable gestures
made by the surgeon’s tool (higher values are more probable). In this way, it can be
deduced that the corresponding gestures 4; are recognized with confidence due to the
high difference with the second choice.

6 Conclusions

This paper has presented the control architecture for a robotic assistance on a HALS
scenario. More specifically, two issues have been identified in order to use such
systems with this technique: a flexible auto-guide planning for the robot tool
trajectories and the exertion of forces; and a natural surgeon-robot communication
that implements both, direct orders from the surgeon and real-time gestures
recognition. The commercial robotic assistants are usually focused on a teleoperation
interface; therefore, they are unable to address a HALS technique due to the requisite
of direct contact between the surgeon and the patient.

Another extra advantage of this work is that the methodology proposed for a suture
can be extrapolated to other types of surgery. The only requirements would be the
adaptation of the state diagram and additional training for the gesture recognizer.

From the automatic guidance point of view, the authors believe that a deeper
interaction between the camera movements and the robot tool would improve such
automatic tasks. Moreover, other surgical procedures could be considered for their
automation in addition to the suture like cutting, transporting or holding a tissue.
Besides, all these techniques have emergency protocols that may also be considered
for automation, for example in case of an unexpected broken vessel or tissue.
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Abstract. This paper presents an implementation of the Multiple Hy-
pothesis Tracking (MHT) algorithm in the Advanced Driver Assistance
Systems (ADAS) context. The proposed algorithm uses laser data received
from two front mounted sensors on a mobile vehicle. The algorithm was
tested with simulated and real world data and shown to obtain a very
good performance. Nonholonomic motion models were used to model the
movement of road agents instead of the more traditional constant veloc-
ity /acceleration models. The use of the nonholonomic motion models al-
lows to obtain not only the linear velocity, but also the steering angle of
vehicles, improving this way the future prediction and handling of occlu-
sions. The MHT algorithm possesses some well-known critical disadvan-
tages due to its complexity and computational growth, in this work we
circumvent these limitations in order to achieve real time performance in
real work conditions.

Keywords: LIDAR, MHT, Nonholonomic.

1 Introduction

Robotic systems are ever more present in our society. As their interaction with
humans increases so does the need for robust safety measures. In order to have
autonomous systems performing even more meaningful roles, their capability to
perceive and understand our environment must improve.

In this context, tracking algorithms are a basic tool in any situation awareness
system. The need to assess the behavior of other participants is paramount to
any decision making algorithm. Tracking algorithms appear in a wide variety of
contexts: vision or laser-based people tracking for mobile robotics and surveil-
lance systems, sonar-based submarine tracking, tracking of animals to study
their behavior, etc. [1].

The purpose of Multi Target Tracking (MTT) is to estimate the state of mul-
tiple different targets recursively. One of the most significant task in a tracking
algorithm is the data association. In this step new unlabeled measurements need
to be associated with previous detected targets.

This paper presents a solution to the data association problem based on the
well known Multiple Hypothesis Tracking (MHT) algorithm. This method was
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coupled with nonholonomic motion models to estimate targets behavior. Two
planar laser sensors provide the range data used to describe targets. Additional
details on the test vehicle can be found in [2].

As opposed to other more simplistic methods, the MHT method permits the
delay of ambiguous association decisions until additional data relives the ambi-
guity. MHT is widely regarded as an important data association method in the
tracking community due to its probabilistically handling of parallel hypotheses,
whereas most competing techniques are suboptimal in nature |3].

The algorithm, introduced in [4], creates a set of possible association hypothe-
ses for each target at each time frame. It exhaustively enumerates all possible
combinations creating an exponentially growing hypotheses tree. The creation
of every possible combination, instead of just the best combination, allows the
algorithm to delay the association in ambiguous cases.

The MHT algorithm can be implemented in several different fashions as pre-
sented in |3]: hypotheses oriented, track oriented, multidimensional (or mul-
tiframe) assignment method, and Bayesian MHT. This work implements the
hypotheses oriented MHT' as the method of choice.

In this method each hypothesis presents a different interpretation for all past
measurements, consisting of a set of non-conflicting disjoint tracks [1]. These hy-
potheses are created recursively from previous hypotheses as new measurements
are received. These hypotheses can be visualized in a hypotheses tree, where
each node represents a hypothesis.

The MHT algorithm, initially proposed for radar applications [5-7], has been
previously used in applications in the Advanced Driver Assistance Systems (ADAS)
context with various purposes. In [8,19] the authors implement the MHT in a track-
ing application for a mobile vehicle. The authors use the multi hypotheses
approach to compute several possible classification results. The different hypothe-
ses allowed to better interpreter the clusters created with the laser data. In their
application the MHT algorithm is not used to perform data association.

The algorithm is also commonly applied to pedestrian detection and tracking.
In [10] a redefinition of the probabilities hypotheses in proposed. The authors
explicitly model track occlusion to reflect the fact that legs frequently occlude
each other. In [11, [12] the authors reformulate the MHT algorithm to handle
information from multiple robots.

This paper introduces in section 2] the proposed implementation of the al-
gorithm. In section [ the results of the trials with synthetic and real data are
presented. Section Ml presents a discussion on the main issues and section [Bl re-
ports the final conclusions.

2 Multiple Hypothesis Tracking

2.1 Overview

The proposed algorithm starts by checking the valid possible associations be-
tween the current measurements and the existing targets. The measurements are
checked against the predicted positions of existing targets using a Mahalanobis
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distance gate. Nonholonomic motion models are used to predict the targets po-
sitions. Valid possible associations are used to assign measurements to clusters
(section [Z3)).

Each cluster is treated as an independent data association problem. The likeli-
hoods of valid associations between measurements and targets create ambiguity
matrices. The Murty’s linear assignment algorithm [13] is then used to create
the k-best possible assignment hypotheses.

Out of all created hypotheses only a subset is propagated for each cluster
limiting in this fashion the grow of the hypotheses tree.

The output targets correspond to the targets in the most likely hypothesis in
each cluster.

2.2 Hypotheses Probabilities

As proposed in [14] and presented in [10] the probability of each individual j
hypothesis ij given the new measurements zx, at iteration k, can be calculated
using the probability of the assignment set ¥;(k) and the parent hypothesis
_Q;f(;)l, denoted by the index p(j), as

P (212x) = p (5 0k), 2512 (1)

Applying the Bayes’ rule yields:
P (2812) = np (215 (), 245} ) p (01255} )

k—1

(QP(])>

The first term in the right-hand side, 7, is a normalizer that ensures that all
the probabilities of hypotheses in a cluster add up to 1. The next term is the
measurement likelihood. Assuming a Gaussian pdf for a measurement associated
with a target (N(z})%, 6; = 1 if the association is true, §; = 0 otherwise), and a

uniform association probability for a new track over the observation volume V,
the measurement likelihood is calculated for all M, measurements as:

(2)

p (21105(k), 2451 ) = HN ~-8) (3)

The center right term of equation (@] is the probability of an assignment
set, p( i (k )\Qk ) This probability is dependent on the probability of the

number of targets with a certain label, the probability of a specific distribution
of measurement assignments, and the probability of a specific distribution of
target assignments.

The final term of equation (2] is the recursive term, the probability of the
parent hypothesis.
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The combination of all these probabilities wields a simplified version of the
probability of a single hypothesis, equation (), given that many terms cancel
out. The final probability is independent of the observation volume V. The
detailed deduction can be consulted in [10].

M,
p(2Fz) =" [N (1)
= (4)

Naet o Noce ,Naet \Nnpew yNfal
Paet Pocc Pgel )‘new )\fal :

p(Q]}?71|2'k—1)

2.3 Clusters

The MHT implementation here presented revolves around the notion of cluster.
Although introduced by Reid [4], the idea of clustering hypotheses is not usually
discussed nor implemented. A cluster arises from the need to deal with conflicting
targets, targets that share the possibility of association with one measurement.
This possibility indicates that a valid association between each target and the
measurement can occur. When two targets share a measurement the data asso-
ciation must contemplate the fact that only one of the targets can actually be
associated with that measurement, in practice these two targets must be eval-
uated together. In this simplistic case two different valid associations can be
made, each resulting association is now treated as a hypothesis. In a more com-
plex case, with several conflicting targets and measurements, a hypothesis is a
valid association of all targets with all measurements, different valid associations
create different hypotheses within the same cluster (figure [II).

Measurements

my
msy
Targets
t1,m1
Cluster to 1
Hypotheses/
hy t1,n2

hy ———————> ton2

Fig. 1. Cluster composition. A cluster is composed of a set of measurements and hy-
potheses, each hypothesis has a variable number of targets.
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2.4 Hypotheses Creation

The first step of the algorithm is to assign current measurements to existing
clusters. Once all clusters are updated new hypotheses can be created. The
clusters are solved separately and in parallel given that different clusters do not
share conflicting targets. Each cluster is composed of a set of measurements and
a set of hypotheses.

The purpose of this step is to associate the measurements to the targets
of the cluster. Each hypothesis presents a different set of targets that can be
associated with the measurements. The measurement-to-track association may
have several possible solutions, creating this way the ambiguity problem. Instead
of enumerating all possible combinations, the proposed implementation uses the
Murty’s algorithm to generate the k-best possible associations, making this way
feasible the implementation of this algorithm. Of the complete set of k-best
associations, in each cluster, only a small group is propagated according to a
minimum representativity rule.

In each cluster, for each hypothesis, an ambiguity matrix is created. This
matrix expresses the association likelihood between each target and each mea-
surement (table[I]). These probabilities are calculated from the bivariate normal
distribution of the target position at the measurement position. Take notice
that the probabilities in this matrix do not necessarily add up to 1 when adding
columns or rows.

Table 1. Example ambiguity matrix. The ambiguity matrix expresses the probability
of association between each measurement and each target.

t1 to ts

m; 08 02 0.1
m; 03 01 09

From the ambiguity matrix all the possible associations can be extracted. In
order to obtain these associations in an efficient manner Murty’s algorithm is
implemented.

2.5 Murty Algorithm

The Murty’s algorithm introduced in [13], determines the k-best assignments in
a linear assignment problem in polynomial time.

The algorithm, as described in [15], starts by finding the single most probable
association by interpreting the problem as a weighted bipartite matching prob-
lem. A bipartite graph is created with the targets on one side, measurements on
the other, and the negative log likelihood of each association as the arcs con-
necting them. To solve this classic assignment problem the Hungarian method
was employed |16]. From this solution the Murty’s algorithm partitions the main
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problem into a list of new problems. These new problems follow two rules: first
there are no duplicated problems, and second the union of the sets of solutions
to these new problems contains all solutions for the main problem except the
solution already calculated.

The k-best algorithm obtains the solutions iteratively. The best solutions is
found and removed from the problem by replacing the problem with its partition.
The best solution of the partition is found and the same methodology is applied,
then algorithm continues until k£ solutions are obtained or there are no more
valid solutions.

The Murty’s algorithm termination criteria may be modified to better suit the
MHT problem |10]. Given the formulation the Murty’s algorithm, it provides an
ordered list of solutions, from the best to the worst. We can set a lower limit
that would stop the search for additional solutions by analyzing the probability
of each solution as they are created. Another hypothesis would be to examine
the representativity of all the solutions found so far, setting a minimum required
value as the threshold.

The output of the assignment step is a list of possible children hypotheses for
each cluster. After assignment, the targets in each hypothesis are labeled as one
of the following: detected, occluded, deleted, or new.

2.6 Hypotheses Propagation

Each of the child hypotheses has a probability that is calculated using equation
@).

The propagation of all these hypotheses would cause the exponential growth
of the tree even with the application of the Murty’s algorithm. Each hypothesis
in a cluster would create k£ new hypotheses at each iteration.

To avoid this growth another pruning strategy is applied. For each cluster
only a subset j of the best hypotheses is propagated.

The first step to obtain this subset is to normalize the probabilities of all
the new hypotheses, the sum of the probabilities of all new hypotheses inside a
cluster must be 1. After normalization the best j hypotheses are appended to
their respective parent hypothesis in the cluster. Hypotheses from the previous
iteration that have no new children are considered dead.

In this step an additional stopping criterion was applied. If the sum of the
probabilities of the hypotheses added so far account for a minimum representa-
tivity of 95%, no more hypotheses are added.

2.7 Motion Models

To predict the future positions of targets and reduce the search space, motion
models are used |17]. In this implementation a nonholonomic model is proposed.
This model, obtained from [18] and previously used in [19], incorporates the
constraints that dominate the motion of a car-like vehicle contrary to the most
typically used models [20].
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The model consists of five state variables (Bl): the global z, and y,, linear
velocity v, global vehicle orientation 6 and steering angle . The global reference
system corresponds to the mission start position.

T = [xpv ypa Ula 9, @]T (5)
The model is obtained as follows:
Zp = cos(f) x cos(p) x v

yp = sin(f) x cos(p) x v

v =0 (6)
0 = sin (p) x v;/1
=0

This model undergoes discretization to be used in a Extended Kalman Fil-
ter (EKF) framework. The variables x,, y, and 6 are inputted as the filter
measurements from the data. The filter parameter matrices were experimentally
tuned to achieve a good performance.

The use of such a model has some important benefits over more traditional
models. This model allows to obtain not only the linear velocity, but also the
steering angle of the vehicles, this is of extreme importance given that it allows
for large occlusions in maneuvering situations.

3 Results

Two main sets of experiments were conduced. A set with simulated data and a
second experiment with real world urban data.

The first set allowed to test the data association step with large amounts of
data. The simulated data provided a straightforward ground truth which easily
allowed the quantification of the total number of errors. This quantification
enabled the comparison of different parameterizations of the algorithm in both
association performance and computational cost.

The second experiment allowed to test the algorithm with real world data.
The data consisted of a key situation for ground vehicles safety and autonomy,
namely roundabouts. This trial is especially important due to the very high
complexity which limits the application of simpler algorithms.

3.1 k-j Parameterization

The MHT algorithm is heavily dependent on the hypotheses creation parame-
terization for both tracking and computational performance. The increase in the
allowed number of hypotheses should, in theory, increase tracking performance
but substantially increase the computational load.

This experiment evaluates the tracking performance dependency on the k£ and
j parameters. Since the two parameters are heavily interconnected a simultane-
ous analyses of both was performed.
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The experiment consisted of a single set of 10 trials tested with various k-
j configurations, ranging from 1-1 to 10-10. Each trial consisted of a set of 30
targets moving in linear trajectories with similar speeds (figure2)). These targets
started in different normally spaced apart positions (z = 0 for all targets and y
with incremental spacing with distribution A/(0.66,0.22)) but crossed each other
while moving. The trajectories orientations were uniformly distributed in the
interval | —7/9, 7/9], while the velocities were normally distributed A/(15.0,1.02)
with a short acceleration ramp at the beginning. As can be seen in the figure[2] in
these trials an error rate of zero is impossible due to their very high complexity.

Targets trail (N30)

. . . . . .
0 20 40 60 80 100 120
x (m)

Fig. 2. Simulated targets raw data trails. The targets are color coded for easy distinc-
tion. At the start of the trial, on the left side of the graph, the targets are ordered by
id.

Figure [ presents the results of the experiment. Each bar plots the mean
percentage of error per target per trial using a total of 10 trials. Take notice
that £ > j and j > 1 when k& = 1, do not appear because not all combinations
of k-j are valid or interesting. For instance, it is useless to extract from a single
hypotheses more new hypotheses (k) than the total we will evaluate (5).

As can be observed the worst performance is obtained with 1-1, 12.1%. A
sharp increase in performance is obtained with a small increase in the number
of hypotheses, a 28% increase in performance from 1-1 (12.1%) to 2-2 (8.7%).

After the initial dip, the performance stabilizes around 8%, improving to low
7% only with a large number of hypotheses. The best performance, 7.08%, is
obtained with 4-10.

While the performance increase with j is clear, the parameter k& does not
significantly influence the results.

Additionally a computational cost comparison was performed. Figure [
presents the mean iteration time for the 10 trials (each with 500 iterations)
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k-j parameterization
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Fig. 3. k-j parameterization influence. Each bar presents the results for 10 trials with
specific k-j values.

with different k-j parameterizations. Two different implementations of the al-
gorithm were tested: a single thread implementation and a multi thread imple-
mentation. In the multi thread implementation each cluster was processed in a
parallel thread. Inside each cluster, the evaluation of each hypothesis was also
implemented in parallel.

As expected, with parameterization 1-1, both implementations have the same
and best performance. The performance of each implementation degrades expo-
nentially with the increase of k-j. The multi thread implementation presents the
best performance, with mean iteration time lower by around 30% (29.8% at 2-2
and 35.8% at 10-10), compared to the single thread implementation.

The tests were conducted in computer equipped with a dual core processor.
In a computer with additional cores, additional performance gains are expected.

3.2 Roundabout Trial

In this trial, real data was provided to the algorithm. The data was obtained
in the city of Aveiro-Portugal in a three lane large roundabout (figure [{). The
vehicle entered twice in the roundabout, in both occasions the vehicle had to
stop due to traffic. A total of 34 different vehicles were encountered and visible
in the laser data.

Egomotion was provided by internal sensors in the vehicle as presented in HE]

In order to obtain a set of metrics of the algorithm performance, ground-truth
information was needed. The acquired raw laser data was hand labeled, with
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Computational cost comparison
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Fig. 4. Mean iteration time of different k-j parameterizations. Each parameterization
was tested with 10 trials.

Raw data ploted with egomotion, without moving targets
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Fig. 5. Raw data acquired in the trial, corrected with egomotion. The moving targets
points are not displayed. The red line plots the vehicle path during the trial.

all 34 vehicles segmented and tagged. To take advantage of the nonholonomic
motion model proposed, nonholonomic measurements are needed, measurements
must correspond to the position of center rear axis and orientation of the vehicle.
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This paper focuses on the data association step of the tracking algorithm, the
segmentation is out of scope of this paper.

In this trial the total percentage of association errors over all performed as-
sociations was 4.22%.

In order to detect the loss of a target while it was still in scene the total
created targets were compared to the ground-truth total count, figure [0l The
loss of a target most often occurs due to occlusion from other targets and fixed
objects. This is particularly critical at longer ranges where a target may only be
represented by a single point.

Total number of created targets
40

35 rl=l-'r'_

% 'J_H—" a4
ey

25 -

number of targets
n
o

o

- detected targets
= ground-truth

0 200 400 600 800 1000 1200 1400 1600
iteration

Fig. 6. Accumulated number of targets. The difference between the ground-truth and
the detected targets identifies situations were a target was lost and subsequently reini-
tialized. At the end of the trial the accumulated detected targets were 11.7% higher
that the ground-truth.

The distribution of the distance from the Kalman filter estimated position
to the measurement data is presented in figure [l This figure presents only the
distance for correct associations. The data indicates that estimation is performed
correctly and accurately.

4 Discussion

The trials using simulated data do not allow for an evaluation of the true perfor-
mance of the algorithm. Nonetheless they allow the comparison of different pa-
rameterizations and the influence of difference factors. These comparisons would
be very hard to achieve using real data due to the lack of ground truth.

The higher number of available hypotheses typically leads to a better perfor-
mance, but also increases dramatically the computational load of the algorithm.
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Normalized distribution of target to measurement distance
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Fig. 7. Distribution of the distance between the estimated position of targets and the
hand labeled measurements, excluding bad associations

For instance, at the beginning of the trials all targets belong to the same cluster
(due to their proximity), in the trial 7-1 with 30 targets, a single 30 x 30 cost
matrix must be evaluated, but in the 10-10 a total of 10 matrices (30 x 30) must
be evaluated 10 times using the k-best algorithm.

The performance increases due to the higher number of hypotheses is obvious
when the number of hypotheses is low, but at higher numbers this performance
increase fluctuates and the computational cost oversteps this gain. This perfor-
mance curve is very hard to extrapolate to the real scenario. The size in the
number of hypotheses can be correlated to the targets dynamics, lower dynam-
ics indicate that some hypotheses must be kept during a long time, given that
2 or 3 iterations are not enough to ascertain which one is correct. The use of
the k-7 approach completely limits the exponential growth of hypotheses but has
some potential drawbacks. On the short-term, high probability hypotheses may
be oversampled completely obfuscating other lower probability valid hypotheses,
that on the long run would be better alternatives.

The evaluation of each individual hypothesis is independent of all the others,
due to this fact their processing may be performed in parallel. The heavy paral-
lelization of the algorithm is of crucial importance to improve performance in the
most complex trials. This parallelization feature is also of extreme importance
to allow the implementation in dedicated systems.

The trial with real data allowed to ascertain the true behavior of the algo-
rithm. The algorithm very accurately estimated the total count of targets. This
demonstrates the algorithm’s ability to deal with occlusions. In this trial several
other vehicles moved in close proximity to our vehicle creating large occlusions
zones. These zones often caused vehicles to become occluded during large peri-
ods of time. The nonholonomic motion model allowed to correctly estimate the



Multi Hypotheses Tracking with Nonholonomic Motion Models 285

true position of the vehicle until it exited the occlusion zone, preventing this way
the reinitialization of its tracking.

5 Conclusions

This work presents a hypotheses oriented implementation of the multiple target
MHT algorithm.

The MHT algorithm applies the notion of multiple valid hypotheses to an
association problem thus delaying critical decisions that could be proved wrong,
to a time when more information relieves the ambiguity. At each iteration, a set of
hypotheses expresses the different possible, within gating distance, combination
of measurement to track associations as well as the different assumptions on the
number of actual tracks and false alarms. The hypotheses clustering allowed the
partition of the main problem into independent subsets, both simplifying and
improving the computational speed by allowing parallel processing.

The algorithm demonstrated high performance and robustness with both sim-
ulated and real data.

Synthetic data was used to evaluate effect of the hypotheses limitation via
the k-7 method. The increase in the total number of hypotheses leads to a initial
large increase in performance that quickly stabilized.

The polynomial Murty ranked assignment algorithm was used to replace
Reid’s original NP-hard exhaustive hypotheses creation, evaluation and branch-
ing. The hypotheses limitation and pruning, though the j limit algorithm, com-
pletely avoid the exponential growth of the hypotheses tree. This limitation
scheme although necessary imposes some important drawbacks that should be
addressed.

The algorithm was tested using real world data. The data was obtained in a
key situation for road autonomous system safety, namely a large roundabout.
The association algorithm performed very well and the use of an advanced
motion model allowed to overcome most occlusions, preventing the creation of
surplus targets.
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