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Foreword

Preparing a foreword for the proceedings of an international conference, in the form of
an edited volume, cannot but be an intellectual pleasure which I can ill afford to desist
myself from. Accordingly, I avail myself of an opportunity to write a few words for the
foreword of the recently concluded First International Conference on Computational
Intelligence, Business Analytics, and Communication (CICBA 2017). It was organized
by Calcutta Business School in association with the Computer Society of India, on
March 24-25, 2017 at the Calcutta Business School campus. The conference was
technically sponsored by IEEE Kolkata Chapter, IEEE Young Professionals Kolkata,
as well as the IEEE Computational Intelligence Society, Kolkata Chapter. The pro-
ceedings of the conference have been published by Springer Nature, in their CCIS
series.

With the presence of Prof. Dr. Sankar Pal, former director, of the Indian Statistical
Institute, Padmashri; Prof. Dr. Edward Tsang, University of Essex, UK; and Dr. P.N.
Suganthan, Nanyang Technological University, Singapore as Keynote speakers, as well
as luminaries from leading industries and research/academic institutes as invited
speakers, the event could attain the true international standard that it had the intention
to achieve. With Prof. Dr. L.M. Patnaik, Indian Institute of Science, Bangalore gracing
the occasion as the chief guest, it was further praiseworthy to have had representatives
from the Indian Institute of Management Kolkata, the Indian Statistical Institute
Kolkata, the Defence Research and Development Organization, the Government of
India, IBM, Wipro, Capgemini, Tata Consultancy Service, Accenture, Rediff.com, and
LinkedIn for invited speeches and panel discussions.

As per my information, there were 276 papers submitted from across the globe
including countries like Australia, the UK, Singapore, Bangladesh, Portugal, Saudi
Arabia, Taiwan, Nepal, Thailand, Russia, and the USA — out of which 90 papers were
accepted and presented. There were 8 technical tracks at the conference, each chaired
by experts in the respective domains, as well as 18 technical sessions, where the
authors presented their respective research work in front of the session chairs from
academia and industry. The three best papers were awarded by Springer Nature with
prizes worth € 250, € 200, and € 150 respectively. Some more awards were also offered
by Calcutta Business School, the host, and IEEE Young Professionals Kolkata.

From my experience in general and by virtue of being present in person for some
hours during the event, I strongly believe that it was undoubtedly commendable on the
part of the organizers of the conference to have made it a grand success, especially this
being the first one in the series. I am sure that subsequent events of this conference
series will definitely be able to prove its standing as a successful series within the
research community in the years ahead.



VI Foreword

Last but not the least, I want to avail myself of this opportunity to express my
heartfelt thanks to the chairs of the Program Committee of CICBA 2017, along with all
my good wishes for the upcoming CICBA series of conferences.

With best wishes
Af {ﬁ},/
” ) //

July 2017 Sushmita Mitra



Preface

Calcutta Business School, in collaboration with the Computer Society of India, orga-
nized the First International Conference on Computational Intelligence, Communica-
tion, and Business Analytics (CICBA 2017), during 24-25 March 2017 at the Calcutta
Business School campus. This is the first activity of the Computer Society of India in
the eastern region with Springer Nature as the publication partner. This mega event
covered all aspects of computational intelligence, communications, and business ana-
lytics, where by the scope was not only limited to various engineering disciplines, such
as computer science, electronics, and electrical, mechanical, or biomedical engineering,
but also included work from allied communities like general science, educational
research, and management science, etc.

The volume constitutes a collection of high-quality peer-reviewed research papers
received from all over the world. CICBA 2017 attracted a good number of submissions
from the different areas spanning eight tracks in various cutting-edge technologies of
specialized focus, which were organized and chaired by eminent professors. The eight
special sessions focused on computational intelligence, data science and advanced data
analytics, signal processing and communications, microelectronics, sensors, intelligent
networks, computational forensics (privacy and security), computational intelligence in
bio-computing, computational intelligence in mobile & quantum computing, and
intelligent data mining & data warehousing. After a rigorous peer-review process, with
the help of our Program Committee members and external experts as reviewers (from
inland as well as abroad), top-quality papers could be identified for presentation and
publication. The review process was extremely stringent with a minimum of three
reviews for each submission and occasionally up to six reviews duly supplemented by
checks on similarity and overlaps as well. Submitted papers geographically encompass
countries like Australia, the UK, Singapore, Bangladesh, Portugal, Saudi Arabia,
Taiwan, Nepal, Thailand, Russia, and the USA. Out of the pool of papers submitted,
only 30% have been included in these final proceedings.

The Organizing Committee of CICBA 2017 consisted of international academic and
industrial luminaries, and the Program Committee comprised around 200 technical
experts. These proceedings are published in one volume of Springer’s Communications
in Computer and Information Science (CCIS) series. We, in the capacity of the volume
editors, convey our sincere gratitude to Springer for providing the opportunity to
publish the proceedings of CICBA 2017.

Representatives from the Indian Institute of Management Kolkata, the Indian Sta-
tistical Institute Kolkata, the Indian Institute of Science Bangalore, the Defence
Research Development Organization, the Government of India, IBM, Wipro,
Capgemini, TCS, Accenture, Rediff.com, and LinkedIn participated in the panel dis-
cussions, keynote addresses, and invited talks. The conference included many distin-
guished keynote addresses by eminent speakers such as Prof. Dr. Sankar Pal, Indian
Statistical Institute, Dr. P.N. Suganthan, Nanyang Technological University, Singapore,
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Prof. Dr. L.M. Patnaik, Indian Institute of Science Bangalore, and Prof. Dr. Edward
Tsang, University of Essex, UK. Speakers for panel discussions included luminaries
from academia and industry, such as Dr. Gautam Mahapatra, RCI Labs, Defence
Research Development Organization, Hyderabad; Mr. Lawrence Mohanraj, IBM India
Pvt. Ltd., Chennai; Mr. Somnath Chatterjee, Capgemini, Kolkata; Mr. Ajit Balakrish-
nan, Rediff.com; Dr. Arindam Pal, Data and Decision Sciences Group, TCS Innovation
Labs Kolkata, India; Mr. Rajeev Ranjan Kumar, Virtual Desk, Wipro Tech. Hyderabad,
etc. Invited talks were delivered by Ms. Suvira Srivastav, Springer Nature and Prof. Dr.
Sushmita Mitra, Machine Intelligence Unit, Indian Statistical Institute, Kolkata.

The editors would like to express their sincere gratitude to Prof. Dr. Kalyanmoy
Deb, Michigan State University, for taking the time to inaugurate the Call for Papers of
CICBA 2017. They also thank the International Advisory Committee and the Chief
Guest of CICBA 2017, Prof. Dr. L.M. Patnaik, for providing valuable guidance and
inspiration to overcome various difficulties in the process of organizing the conference.
We moreover want to avail ourselves of this opportunity to extend our heartfelt thanks
to the Honorary Chair of this conference, Prof. Dr. Anirban Basu, Computer Society of
India, for his active involvement from the very beginning till the end of the conference,
without whose support this conference could never have assumed such a successful
shape. Sincerest thanks are due to Prof. Dr. P.K. Roy, APIIT, India, for his valuable
suggestions regarding enhancing the editorial review process. The editors also thank
the Best Paper Award Committee of CICBA 2017 for taking the trouble to select the
best papers from a pool so many formidable acceptances. The conference was spon-
sored by Calcutta Business School and IEEE Young Professionals.

Special words of appreciation are due to the Calcutta Business School, for coming
forward to host the conference, which incidentally was the first in the series. It was
indeed heartening to note the enthusiasm of all faculty, staff, and students of Calcutta
Business School to organize the conference in a professional manner. Involvement of
faculty coordinators and student volunteers are particularly praiseworthy in this regard.
The editors also thank technical partners and sponsors for providing all the support and
financial assistance.

It is needless to mention the role of the contributors. But for their active support and
participation, the question of organizing a conference is bound to fall through. The
editors take this opportunity to thank the authors of all the papers submitted as a result
of their hard work, more so because all of them considered the conference as a viable
platform to ventilate some of their latest findings, not to speak of their adherence to the
deadlines and patience with the lengthy review process. The quality of a refereed
volume primarily depends on the expertise and dedication of the reviewers who vol-
unteer their efforts with a smiling face. The editors are further indebted to the Program
Committee members and external reviewers, who not only produced excellent reviews
but also did these in short timeframes, in spite of their very busy schedules. It is
because of their quality work that it has been possible to maintain the high academic
standard of the proceedings.

A conference is only complete when it has managed to attract a high level of
participation. A conference with good papers accepted and devoid of any participants is
perhaps the worst form of curse that may be imagined. The editors therefore thank the
participants for attending the conference.
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Last but not the least, the editors would offer cognizance to all the volunteers for
their tireless efforts in meeting the deadlines and arranging every minute detail
meticulously to ensure that the conference achieved its goals, academic or otherwise.

J.K. Mandal
Paramartha Dutta
Somnath Mukhopadhyay
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Abstract. Detection of unannotated protein functions in a protein interaction
network generates a lot of beneficial information in the field of drug discovery of
various kinds of diseases. Though most of the various computational methods
have succeeded in predicting functions of huge amount of unknown proteins at
recent times but the main problem is the simultaneous increase of false positives
in most of the predicted results. In this work, a bottom-up predictor of existing
Apriori algorithm has been implemented for protein function prediction by
exploiting two most important neighborhood properties: closeness centrality and
edge clustering coefficient of protein interaction network. The method is also
unique in the fact that the functions of the leaf nodes in the interaction network
have been back propagated and thus labeled up to the root node (target protein)
using a bottom-up level to level approach. An overall precision, recall and F-score
of 0.86, 0.65 and 0.74 respectively have been obtained in this work which are
found to be better than most of the current state-of-the-art.

Keywords: PPI (Protein-Protein Interaction) - Apriori algorithm - PIN (Protein
Interaction Network) - L2L (Level to Level) approach - Closeness centrality - Edge
clustering coefficient

1 Introduction

Computational methods for protein function prediction have succeeded to draw the
limelight in comparison to the biological/experimental methods since they comprehen-
sively reduce time, effort and cost. Though most of the recent methodologies outperform
the previous ones still the fact cannot be denied that they provide the foundation without
which the advancement in this area of research is not possible. Function prediction from
PPI (Protein-Protein Interaction Network) is one of the most important fields in protein
function prediction which is considered in this work. In a PIN, each node represents a
protein while the corresponding edge between two nodes/proteins represents its

© Springer Nature Singapore Pte Ltd. 2017
J.K. Mandal et al. (Eds.): CICBA 2017, Part II, CCIS 776, pp. 3-16, 2017.
DOI: 10.1007/978-981-10-6430-2_1
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interaction. It is believed that proteins in the neighborhood of unannotated protein (target
protein) will also perform similarly as that of unannotated one. But all the functions of
all neighborhood proteins cannot be assigned to the unknown since it is not logically
justified that the target protein will perform all the functions. Moreover, it will enhance
the percentage of false positives. In reality it has been observed in various researches
that the unknown protein only performs only few of the functions performed by the
proteins in its neighborhood. So selection of a protein with specific functionality among
a large number of neighborhood proteins is proved to be a very crucial as well as a
challenging task indeed. But before proceeding into further details of this work, some
of the previous works have been discussed in the upcoming section to have a clear
concept about the types of work in this PIN and other areas of protein function prediction.

The pioneering attempt start with the simplest neighbourhood-counting method [1, 2].
The concept of functional similarity of two proteins has been introduced in the work of
Chen et al. [3] where both level-1 and level-2 proteins of interaction network has been
considered. While Vazquez et al. [4] highlights the concept of maximum connectivity of
the unannotated protein through his simulated annealing optimizing method. Exploration
and embedding other features of a protein in a PIN opens another way of function predic-
tion. This has been observed in the work of Karaoz ez al. [5] where gene ontology has been
taken into consideration along with the gene expression data and PIN. Other important
approaches like markov random field [6], flow based approach [7], probabilistic methods
[8], binomial model based loopy belief propagation [9], UVCLUSTER based on bi-clus-
tering [10] and network based statistical algorithm [11] also leave their marks in PIN based
protein function prediction. Clustering of proteins is another essential aspect which has
been highlighted in the works of Pruzli et al. [12] and King et al. [13]. Xiong et al. [14]
combines PPI information and protein sequence information to increase the performance
of the predictor. They add implicit edges to the network with explicit or existing edges and
employ a collective classification algorithm to predict the function. While in some of the
previous works [15-17], physicochemical properties and neighborhood properties collec-
tively determine the functional group. Piovesan et al. [18] propose an unique approach of
combining PPI information, sequence information and domain information for the protein
function prediction. Zhao et al. [19] predicts protein function using a ranking methodology
on a dynamic weighted interactome network enriched with PPI network, time course gene
expression data, protein’s domain information and protein complex information. Other
exclusive works in this field are Wu et al. [20], Sandhan et al. [21], Huang et al. [22], Saha
et al. [23, 24] and Zhao et al. [25].

All these studies have revealed the fact that there are still a lot of scopes for improve-
ments in this field of improving accuracy level in the field of protein function prediction
which motivates us not only to work in this field and to discover new methodologies
which will reduce the rate of false positives as well as increases the precision, recall and
F-score values. Our entire work can be described in two phases: In the first phase, close-
ness centrality of all the nodes in the PIN has been calculated. Then unannotated proteins
or the target set is selected based on three thresholds (High, medium and low) estimated
on closeness centrality of all nodes. In the second phase, PPI network is formed for each
target protein, considering its level-1 and level-2 proteins. Then Apriori algorithm is
used from bottom to top in a PIN using L2L approach (first it predicts the function of
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level-2 proteins and then level-1 proteins) and predicts functions of unannotated protein
from the functions of leaf nodes which are only considered to be annotated in the
respective PIN. Moreover since Apriori algorithm is used for prediction so all the
possible combination of functions of leaf nodes has been taken into consideration which
reduces the chances of missing any annotation while predicting protein function. In the
upcoming section, we will discuss about the dataset, related terminologies, our proposed
methodology and its associated results.

2 Dataset

Munich Information Center for Protein Sequences database (ftp://ftpmips.helmholtz-
muenchen.de/fungi/Saccharomycetes/CY GD/PPI/) [15—17] has been used in this work.
The overall network of yeast is shown in Fig. 1.

0 0000000000000 0000000000000000000000000000p000000000000 9000000000
Y21 0000000000000 00000000000000000000000 oo ©cooococ00 ®c000
oo

Fig. 1. PIN of yeast

3 Related Terminologies

The important component of proposed methodology of bottom-up L2L approach is
Protein interaction network [15] which is represented by graph [15] where proteins are
vertices and interactions are edges. Terminologies like Sub-graph [15], Edge Clustering
Coefficient [16, 26], level-1 neighbors [15], level-2 neighbors [15] have their usual
meaning. Proposed work uses Apriori Algorithm to predict the functional group of target
protein by bottom-up approach. Initially it predicts the functional group of level-1


ftp://ftpmips.helmholtz-muenchen.de/fungi/Saccharomycetes/CYGD/PPI/
ftp://ftpmips.helmholtz-muenchen.de/fungi/Saccharomycetes/CYGD/PPI/
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neighbors from the level-2 neighbors. Then using similar manner, the functional group
of level-1 neighbors are again back propagated up to the target protein. The entire
scenario has been shown in Fig. 2.

Bottom-Up Approach L2L Approach

Up W Un-Annotated Protein

Predict function of YELOO3w

Apply Apriori Algorithm

Un-Annotated Level 1 Level-1

Predict function * SRR S A el
of YLR337¢ . \ y N

Predict function
\.. of YDR150w

Level-2

Apply Apriori algorithm

Bottom Apply Apriori algorithm Annotated Protein Level 2

Fig. 2. Working of Bottom-Up L2L approach on target protein YELOO3w

In order to select set of target proteins, a graph-theoretical measure Closeness
Centrality Score (CCS) is taken. CCS of a node [27-29] is defined as a measure of the sum
of the length of the shortest paths between the node and all other nodes in the graph. Thus
the more central a node is, the closer it is to all other nodes. Mathematically, it is defined as

CCS (i) INJ -1

= (I
2, d;

where i is the target protein, j is any another protein in the PPI network G, d;; is the

shortest distance between these twonodes and | NV, | is the total number of node i’s neighbour.

4 Methodology

The top level view of the proposed method has been shown in Fig. 2. Basically it can
be subdivided into three phases. The phase-1 is basically for selecting unannotated
proteins (target set) at three levels of thresholds based on the calculated closeness
centrality of all nodes in the network which is executed in the algorithm Select_Target.
Next, Edge_Prune eliminates less significant edges from the neighborhood graph of
target proteins chosen by Select_Target. Thus filtered neighborhood graph of target
protein is processed by FunApriori. The entire step by step approach of bottom-up L2L
approach has been given below.
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Algorithm: Select_Target
(Selection of target proteins whose functional groups
to be predicted)

Input: Protein Interaction Network represented by
directed graph with edges labeled with function
al groups

Output: Three sets of target proteins at three levels of

high i
threshold: Pulg g P{,nem“m, Pll,"w

Begin
Py=9;
for each protein i in Gp (PIN)
Find closeness centrality Score (CCS(i) using
equation 1.
Sort them on their decreasing (CCS values.
Set the three threshold values (high, medium
and low) based on range of CCS at random.
for each protein i in Gp
if CCS(i) = threshold then
Py ={i}UPy;// Pyo" PIedvim and PlPY at
three thresholds
End.

Algorithm: Edge_Prune
(Pruning of less important interactions in the neighbor-
hood graph of target proteins)

Input: Py (set of Target Proteins) and G, (PIN)
Output: GA (pruned neighborhood graph of target protein)

Begin
//forming neighborhood graph Gp, for each target pro
tein i upto level —2
for each target protein i in Py
N}(i) = level — 1 neighbors of protein i
for each target protein j in Nj(i)
NZ(i)={ level — 1neighbors of proteinj};
Gp,= {i}UN,}(i)UNg(i);//G},iI{V;ﬁi Ep,}denotes the neighbor-
hood graph of protein I
for each edge | in Gp,
calculate ECC(l) // Edge Clustering Coefficient
eliminate edge | if ECC(l) falls under desired
threshold
Ep, = Ep, - {};
return Gp,;
End.
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Procedure: FunApriori(Gh,minSupport)

// Ga (neighborhood graph of target protein), minSupport is
the Minimum Support or the threshold value

Begin
Ngﬁ)zlevel—j neighbors of protein i;// j =1,2 for
level =1 or level —2
L;= Functional group of NJG);
for (k=2;Lg_1! = B;k++)
Cx = candidates generated from Ly_,
//that is  cartesian product of LgyXLgk; and
eliminating any k-1 size item set that is not
frequent
for each functional group of NJU)
increment the count of all candidates in Cg
that are contained in Ngﬁ)
Ly = candidate in Cx with min support
End.

return Ug Lg;

Proposed Methodology

Input: Gp (PIN)
Output: Function prediction of target proteins
Begin

//call Select_Target to select target proteins

Py = Select_Target(Gp) ; //Py9", predium plow

//Call Edge Prune to eliminate useless edges from

neighborhood graph of target proteins

Gp = Edge_Prune(Py, Gp) ;

//Rpply apriori algorithm to level-2 neighbors of

target protein 1

Uy Lg = FunApriori(Gp, ,minSupport) ;

Propagate Uk Lg back up to its parent node

// BApply apriori algorithm to level-1 neighbors of

target protein 1

Uk Ly = FunApriori(Gp, ,minSupport) ;

Propagate Ug/Lgr back up to its parent node protein i
End.

It should be noted here that Edge Clustering coefficient [16] has been calculated in
Phase-2 for each edge of the neighborhood graph of target protein. ECC for edge deter-
mines how much a protein is connected to densely connected proteins. Or, in other
words, edges or interaction having low edge clustering coefficient values than the
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calculated threshold value should be pruned before ultimate prediction so that the

prediction might not get hampered by the non-essential proteins.

4.1 Ilustration of Methodology with Sample PIN

In Fig. 3 YELOO3w is the protein of the target set whose function is to be predicted by our

proposed methodology. Its corresponding level-1 neighbors are YLR337c and YDR150w.
While it’s Level-2 neighbors are YML094w, YNL153c, YER125w, YPLO31c, YGL217¢

and YNL271c. In this work, functional groups of level-1 are not taken rather are assigned

from their children or level-2 neighbors. So at first Apriori algorithm is applied on the

Un-Annotated Level 1

W Un-Annotated Protein

Annotated Protein Level 2

Fig. 3. Sample PIN of unannotated protein YELOO3w

. Proteil
Un-Annotated Level 1 Protein 1::::':

Function

YMLO0%4w

Cell structure, Synthetic Genetic Array:
inviable double mutant synthetic lethal,
coimmunoprecipitation, two hybrid, synthetic
lethal, Gim5p binds to overproduced Tub4p,
Vesicular transport.

YNLI53¢

Cell structure, Synthetic Genetic Array:
inviable double mutant synthetic lethal, two
hybrid interaction between coiled-coil motifs
(118-635  62-128), coimmunoprecipitation,
synthetic lethal.

:> YERI25w

Rsp5p amino-terminus and Rbpl C-terminus
are required for binding, Rsp5p binds and
ubiquinates Rbplp, two hybrid IST hits: 1,
synthetic lethal, coimmunoprecipitation, two
hybrid IST hits: 3.

Annotated Level 2 proteins

Fig. 4. Sub-network of YLR337c
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"ndex Function Function Table
No.
1 Cell structure Protein Function F“';:i““
Name
2 Synthetic Genetic Array: YMLO094w 1,2,3,4,5,6,7 {1}
inviable double mutant |:> — (21
synthetic lethal, YNLI153¢ 1,2,8,3,5 31
3 coimmunoprecipitation ™ {3}
YERI25w 9,10,11,5,3,12 {4}
4 two hybrid {5}
5 synthetic lethal ! i {6}
71
6 GimSp binds to overproduced — {7}
Tub4p Function Support (8}
~ " S Set
7 Vesicular transport Function Support (9}
Set {13 2
8 two hybrid interaction (1} (23 2 {10}
between coiled-coil motifs C:
(118-635 62-128) t23 2 34 3 )
9 RspSp amino-terminus and {3} 3 {4) 1 {12}
Rbpl C-terminus are required {5} 3
o i gl {5} 3
for binding
{6} 1
10 Rsp5p binds and ubiquinates . -
Rbplp Checking minimum {74 !
1 two hybrid IST hits: 1 support and eliminating 83 !
functional sets ) .
12 two hybrid IST hits: 3
{10} 1
.o . {11} 1
Minimum support = 20% (23 ,
Fig. 5. Execution of apriori algorithm
Function Table
Protein Function Function Support Function Set Function Support
N Set
ame Set (1.2,
YMLO094w 1,2,3,4,5,6,7 {1} 2 TN {1,2} 2
ﬁ> il
1,3 2
YNLIS53¢ 1,2,8,3,5 (23 2 {1,5} { }
{3} 3 (2.3} {15} 2
YERI25w | 9,10,11,5,3,4,12 i
(5} 3 {2,3} 2
{2,5}
{2,5} 2
{3,5}
{3,5} 3

Selected Proteins are YML094w and YNL153c as it contains the

maximum no. of functions matched out of the selected
functions, Now all the interaction functions will be assigned to
the respective un- annotated level 1 protein which is YLR337¢

Function Support <:
Set
{1,2,3,5} 2

Minimum support = 20%

Function Set

|

|

{1,2,3,5}

Checking minimum
support and eliminating
functional sets

Function Set Support
{1,2,3} 2
{1,2,5} 2
{1,3,5} 2
{2,3,5} 2

Checking minimum
support and eliminating
functional sets

Function Set

{1,2,3}

{1,2,5}

{1,3,5}

{2,3,5}

Similarly the remaining un-annotated level 1 protein functions of YDR150w is derived and using the same Apriori
algorithm on recently annotated proteins i.e. YLR337¢ and YDR150w the functions of un-annotated protein YEL0O3w

predicted.

Fig. 6. Illustration of working of proposed methodology with an example
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neighborhood graph of YLR337c as shown in Figs. 4, 5 and 6. Similar process has been
carried out for the network of YDR150w to predict its function. Then finally when func-
tions of YLR337c and YDR150w are known, Apriori algorithm is applied on the func-
tions of these two proteins to predict the function of target protein YELOO3w as shown in
Fig. 2.

5 Results and Discussion

The use of graph-theoretic measures like Closeness centrality for selection of target
proteins and Edge-Clustering Coefficient for pruning less significant interactions from
the neighborhood graph is the novelty of this work. Furthermore, discovering associa-
tions among functional groups along with proteins and thereby back propagating func-
tional groups from distant to direct neighbors and from direct neighbors to target protein,
application of Apriori algorithm is significant. In selection of target proteins using CCS
three levels of thresholds are used where different set of targets are obtained and different
performance scores are observed and shown as follows in Table 1, Figs. 7 and 8.

Table 1. Variation of number of unannotated proteins w.r.t the threshold values of closeness
centrality

Threshold type Threshold value No. of target proteins
High 0.005533576 624
Medium 0.005518575 2301
Low 0.004879241 4357

Closeness Centrality Threshold
Vs
No. of Target Proteins

m High Threshold (0.005533576)
® Medium Threshold(0.005518575)
Low Threshold(0.004879241)
8%

60%

Fig. 7. Variation of target set with varied closeness centrality threshold
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Fig.8. A:Overall PPI network, B: PPI network of annotated and target proteins at high threshold,
C: PPI network of annotated and target proteins at medium threshold, D: PPI network of annotated
and target proteins at low threshold (Yellow colored triangle shape denotes target proteins while
the rest round green rectangle shape represents annotated proteins) (Color figure online)

It is seen that at high threshold 8% of target set has been selected. But this should be
borne in mind that proteins involving in this 8% have extremely high closeness centrality.
While slight relaxation of threshold in medium and low threshold though incorporates
32% and 60% of target proteins but most of them have low closeness centrality score
which will definitely hamper the prediction result as shown in the upcoming section.

The performance evaluation of our algorithm has been estimated using Precision
(P), Recall (R) and F-Score (F) as performance metric given below:

TP
P=—
TP + FP &Y
TP
R=—"—
TP + FN )
_2x(P xXR)

(P+R) )
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Where TP represents True Positives, FP represents False Positives and FN represents
False Negatives. The overall precision, recall and F-score obtained in our work is shown

in Table 2.
Table 2. Performance measures of proposed methodology
Levels of No. of target | Precision Recall F-Score
threshold proteins
High 624 0.8621 0.6592 0.7471
Medium 2301 0.5184 0.5993 0.5560
Low 4357 0.4245 0.5552 0.4811

It is observed from the Table 2 and Fig. 9 that the precision, recall and F-score
obtained in high threshold is better in comparison to the other two since it incorporates
only high closeness centrality proteins unlike others as discussed in earlier section which
enhances the chances of incorporating more essential proteins of maximum connectivity
in the target set. So it can be deduced that selection of target set proteins is equally
important as that of protein function methodologies.

0.9
0.8
0.7

0.6
0.5
0.4 -

m High Threshold
O Medium Threshold

0.3 - E Minimum Threshold

0.2 -
0.1 -

0 -

Precision Recall F-Score

Fig. 9. Bar graph showing precision, recall and F-score measures achieved by the proposed
methodology at three levels of thresholds

Figure 10 also includes other existing methodologies [16, 30] for unannotated protein
function prediction like NRC,FS-weight #1 (#1 represents only level-1 proteins), FS-
weight#1&#2 (#1 and #2 represents level-1 and level-2 proteins), Neighborhood
counting#1(#1 represents only level-1 proteins), Neighborhood counting#1&#2 (#1 and
#2 represents level-1 and level-2 proteins),Chi square#1(#1 represents only level-1
proteins) and Chi square#1&#2 (#1 and #2 represents level-1 and level-2 proteins).
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These are the well-known and standard methods which have been considered in our
work for comparison of our method’s performance. It is clearly observed that the
proposed methodology performs better compared to existing predictors. Use of Apriori
algorithm empowered with Closeness Centrality and Edge Clustering Coefficient makes
this methodology efficient compared to existing methods.

0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.2 B Precision
0.1
0 ORecall

\o@\ R AR qgg\ BV \gg\ Q@ B F-score

N @
o X S DX
& & F @
> 2 & g
o X Q7T O N o
O § DS
O Q O ) Q%
£ d S
QO o o
O K P
< N
&

Fig. 10. Comparisons of performances of the proposed methodology with the other existing
methods on yeast dataset

So, this prediction methodology definitely performs well in all aspects which is really
proved to be beneficial in this field of study of protein function prediction. Domain [31-33]
as well as functional categorization might be proved as a source of relevant information
which might be embedded in the prediction model in future.
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Abstract. Indolecarboxamidotetrazole compounds are well known as potential
anti allergic agents due to their mast cell stabilizing activity on human basophils.
A quantitative structure activity relationship (QSAR) model has been generated
using Multiple Linear regression (MLR) for the prediction of inhibition efficiency
of indolecarboxamidotetrazole derivatives. Twenty-one compounds with their
activities expressed as % inhibition (PI) are collected. Descriptors are generated
using Chemistry Development Kit. Three models are built and the models are
evaluated using multiple correlation coefficient (R) and residual standard devia-
tion (s). Considering the quality and accuracy of the predicted models, model 1
is the best, because it predicts biological activity which is almost closed to that
of experimental value. This model is externally validated. This built model can
be used to calculate inhibition efficiency of natural mast cell stabilizers containing
caroxamidotetrazoles as antiallergic chemical in future.

Keywords: QSAR model - Multiple Linear Regression - Carboxamidotetrazole -
Natural mast cell stabilizer

1 Introduction

Ethnopharmacology is the study of traditionally used drugs. Some approved drugs are
identified by using ethanopharmacological data e.g. sodium salt of chromoglicic acid as
mast cell stabilizer [1]. Mast cells are master players during type I hypersensitivity
reaction in response to allergens. So, it acts as target site for the treatment of allergy.
Mast cells are master players during type I hypersensitivity reaction in response to
allergens. So, it acts as target site for the treatment of allergy [2]. These sensitized mast
cells after exposure to allergen initiate different signaling pathways inside themselves.
Finally, different mediators like histamine are released from mast cells after degranu-
lation and acting on surrounding cells produce symptoms of allergy. Mast cell stabilizers
are natural, semi-synthetic and synthetic compounds, which can prevent release of
mediators from mast cells. But their mechanisms of actions remain unknown till now.
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Disodium cromoglycate, a chromone complex, is first discovered as orally active
antiallergic drugs for mast cell stabilizer. This most commonly prescribed antiallergic
drug, acts by inhibiting the release of mediators (histamine, leukotrienes) from mast cell
as a prophylactic drug [3, 4]. It probably interferes with the antigen-mediated calcium
ion influx into mast cells, as it acts on Calcium-activated potassium channel subunit
alpha-1 [5, 6, 7]. But this drug has other targets for binding in human like Protein S100-
P [8]. It plays an important role in cellular calcium signaling, which may cause adverse
effect on our body.

Mastocytosis is the adverse reaction, which is reported during administration of
Cromolyn Sodium as shown in different drug databases like DrugbindingDB etc. So,
the designs of new oral and natural mast cell stabilizers are urgently needed, which are
cheaper and with longer half-life period.

Several natural constituents, which are obtained from different herbs, like Holy Basil
(Ocimum Tenuiflorum) [9], Chamomile (Matricaria Recutita) [10], flavonoids in
peppermint [11], rhizome of Ginger [12], polyphenols of apple [13], are identified as
mast cell stabilizers. Different types of chemical compounds are also analyzed in earlier
research works as natural mast cell stabilizers like Flavonoids [14], Coumarins [15],
phenols [16], terpenoids [17], tetrazoles [18] and amino acids [19].

Unangst et al. [18] in 1989, describe the inhibition of histamine release from human
basophils by a group of Indolecarboxamidotetrazole compounds. They synthesize 31
derivatives. The percent inhibition (PI) of basophil histamine release for 31 derivatives
along with two well-known inhibitors e.g. nedocromil (CHEMBL 746) and Cromolyn
sodium (CHEMBL 74) is calculated at screening concentration of 10 pm. Among them,
16 compounds, which have PI values less than 50, are selected as training set for our
QSAR study. For this study, log (PI/100-PI) is used as biological activity.

Quantitative structure—activity relationship (QSAR) analysis is used to identify mast
cell stabilizing activity of different types of compounds [20, 21, 22]. This work is
important because experimental methods are costly and time consuming. In this QSAR
study of Indolecarboxamidotetrazole compounds, some parameters of selected chemical
properties are correlated with biological activity by using mathematical equations.
Quantitative parameters for physicochemical or biological or toxicological properties
of a molecule, derived by the computational or experimental methods, are known as
descriptors. Depending on the types of algorithms and dimensions of descriptors, QSAR
analysis can be classified into 2D-QSAR, 3D-QSAR and so on. Among them, 2D-QSAR
analysis is a less time consuming energy calculation, because its descriptors are simple
and two dimensional. This type of analysis can be operated with direct mathematical
algorithms [23].

In various models developed using MLR technique, the statistical parameters e.g.
cross validated coefficient (CV) defines the goodness of prediction, whereas the non-
cross validated conventional correlation coefficient () defines the goodness of fit of the
QSAR model [24].

As stated earlier, Unangst et al., in 1989 [18], synthesize and analyze antiallergic
potential of a series of novel indolecarboxamidotetrazoles compounds. These series of
thirty-one compounds are derivatives of the following compound, where different
substitutions are incorporated in R1, R2 and R3 positions. Bioactivity data for 21
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inhibitors of IgE receptor a subunit for human basophils are collected [18] and subjected
to descriptor determination [25]. First of all, various topological, electronic, geometrical
and constitutional descriptors are calculated and among them five are finally selected
by systemic search method [26]. Finally, a linear regression model is hypothesized using
selected descriptors, which will be quite useful for finding structurally optimum inhibitor
for mast cell stabilization (Fig. 1).

Fig. 1. Chemical structure of Indolecarboxamidotetrazole.

Carboxyamidotriazole binds to and inhibits non-voltage-operated calcium channels,
blocking both Ca2 + influx into cells and Ca2 + release from intracellular stores,
resulting in the disruption of calcium channel-mediated signal transduction.

2 Material and Method

There are several steps in QSAR model development. First a dataset of similar chemical
compounds with same biological activity have been identified. Then different types of
descriptors are calculated and using systemic search most suitable descriptors have been
identified. With the help of these selected descriptors QSAR models are constructed.

2.1 Data

A data set of the compounds, which consists of twenty-one Indolecarboxamidotetrazole
substituted compounds as inhibitors for histamine release for IgE Fc receptor, alpha-
subunit from allergic donors, are obtained from the ChEMBL database and literature
[27]. According to Unangst et al. [18] chemicals are marked as compound key e.g. 8 1,
3 g, 13 m etc. The chemical IDs and standard inhibition (PI) values and log (P1/100-PI)
values are presented in Table 1. Among them first sixteen compounds form training set
and last five compounds consist of test set for QSAR study.
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Table 1. Compound id and standard inhibition and their logarithmic values for twenty one
inhibitors

Compound no. | Title Compound key | Percent inhibition (PI) | log(P1/100-PI)
1 CHEMBL27676 |81 13 —0.8256
2 CHEMBL29967 | 8u 24 —0.5006
3 CHEMBL26520 |8 m 30 —0.3680
4 CHEMBL281257 |8z 18 —0.6585
5 CHEMBL29519 |8y 7 —1.1233
6 CHEMBL29700 15 25 —0.4771
7 CHEMBL417298 | 8d 46 —0.0696
8 CHEMBL29930 | 8n 16 —0.7201
9 CHEMBL29679 | 8r 26 —0.4542
10 CHEMBL?286486 | §j 20 —0.6020
11 CHEMBLA413319 |8p 17 —0.6868
12 CHEMBL29720 | 8aa 40 —0.1760
13 CHEMBL29249 | 8b 46 —0.0696
14 CHEMBL284894 | 8f 43 —0.1224
15 CHEMBL30074 | 8o 7 —1.1234
16 CHEMBL29683 | 8q 18 —0.6585
17 CHEMBL71182 |3 g 30 —0.3680
18 CHEMBL305750 |3q 37 —0.2311
19 CHEMBL302045 | 13v 31.3 —-0.3414
20 CHEMBL176486 |13 m 27.5 —0.4210
21 CHEMBLA417298 | 13X 46 —0.0696

2.2 Descriptor Generation and Calculation

In this study, SMILES structures, as they are obtained from ChEMBL [27], of all sixteen
molecules are used as inputs to calculate 44 different types of molecular descriptors.
These descriptors are categorized as topological, electronic, constitutional, and
geometric classes for QSAR analysis. For our 2D QSAR study, we choose all 123
descriptors from Chemistry Development Kit (CDK v 1.03), an open source Java library
for Chemoinformatics and Bioinformatics [25]. A total of 1,968 descriptors (123
descriptors for 16 compounds) are generated after the calculation using CDK for our
experiment (Fig. 2).
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Fig. 2. Chemical structures of twenty-one inhibitors.

2.3 Descriptor Selection

Variable selection method in BuildQSAR software [28] is carried out by using the
systematic search method, where controlling parameters are set, as described next.
Considering log (PI/100-PI) as chosen biological activity and a correlation coefficient
factor R is >0.84, cross validation of results is done by using least-one-out method. The
number of descriptors per model is set to be 1 as the ratio of (number of compounds) to
(number of descriptors) should be >= 5. Here the total twenty-one compounds are
randomly divided into training and validation sets containing first sixteen molecules in
training set and last five compounds in validation set.

From the summary table of CDK descriptor (wiki.qspr.thesaurus.eu) the above-
mentioned descriptors are discussed here. SPC-6 is a type of Chi Path Cluster descriptor
belongs to the class of topological descriptor. This type of descriptor reflects the molec-
ular connectivity of a compound without its geometry information. This descriptor
evaluates the value of the Kier & Hall Chi path cluster indices of order 6. The second
descriptor MDEC-12 represents molecular distance edge descriptors for C as another
topological descriptor. Similarly, another topological descriptor is BCUTw-1 h. This is
an Eigen value based descriptor noted for its utility in chemical diversity. SPC-5 is the
value of the Kier & Hall Chi path cluster indices of order 5. XLogP is a constitutional
descriptor which predicts of logP based on the atom-type method.

2.4 Model Development

Three models are generated using one descriptor in each model by Multiple Linear
Regression method in BuildQSAR software [28]. The QSAR Model is represented as
QSAR equation, with the correlation coefficients calculated for each descriptor used in
the regression model. By plotting the experimental activity (Yexp) vs predicted activity
(Ypred), built models are evaluated for their predictive powers to determine activity as
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mast cell stabilizer. Three linear models are built using three selected descriptors as
shown in Table 2.

Table 2. Table for selected descriptors with statistical parameters for different models.

X-1 X-2 X-3 R s F Q? SPress | SDep
SPC-5 MDEC-12 |BCUTw-1h |0.867 |0.171 |12.104 |0.570 |0.225 |0.202
SPC-6 MDEC-12 |BCUTw-1h |0.887 |0.159 |14.692 |0.643 |0.205 |0.184
MDEC-12 | BCUTw-1 h | XLogP 0.855 |0.178 |10.910 | 0.564 |0.227 |0.203

For the first model, linear regression equation is

log (PI/100 — PI) = +0.1798(+0.0689) SPC — 6 — 0.2126(+0.1115) MDEC — 12 — 0.0152
(+0.0062) BCUTw — 1h — 1.5559 (+0.6567)

(n =16;R = 0.887;s = 0.159; F = 14.692; p = 0.0003; Q* = 0.643; SPress = 0.205; SDEP = 0.184)

This equation is obtained by analyzing the three topological descriptors e.g. Chi Path
Cluster descriptor, molecular distance edge descriptor and Eigen value based descriptor.
Here n is number of molecules under analysis, R is the correlation coefficient, rz(R) is
the squared correlation coefficient, s is the standard deviation and F is the F statistical
value. The cross validated squared correlation coefficient, Q* is 0.643 and standard
deviation of sum of square of difference between predicted and observed values, SPress
is 0.205.

The second QSAR equation is

log(PI/100 — PI) = +0.3223 (+0.1372) SPC — 5 — 0.2040 (+0.1193) MDEC — 12 — 0.0135
(+0.0064) BCUTw — 1h — 1.9672 (+0.8760)

(n =16;R = 0.867;s = 0.171; F = 12.104; p = 0.0006; 0> = 0.570; SPress = 0.225; SDEP = 0.202)

This equation is obtained by analyzing the three topological descriptors. The cross
validated squared correlation coefficient, Q2 15 0.570 and SPress is 0.225.

The third model can be generated by using two topological and one constitutional
descriptor. Here the values of Q* and SPress are 0.564 and 0.227 respectively.

log(PI1/100 — PI) = —0.1717 (+0.1189) MDEC — 12 — 0.0161 (+0.0072) BCUTw — 1h
+0.1774 (+0.0800) XLogP — 0.6188 (0.4605)

(n=16;R =0.855;5 =0.178; F = 10.910; p = 0.0010; Q2 = 0.564; SPress = 0.227; SDEP = 0.203)

3 Evaluating the Model

As stated earlier in various models developed using Multiple Linear Regression tech-
nique, the cross validated coefficient (CV) defines the goodness of prediction for devel-
oped models, whereas the non-cross validated conventional correlation coefficient (r2)
defines the goodness of fit of the QSAR model [24].
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3.1 On the Basis of Goodness of Fit

Among the above three models, model 1 has produced high statistical quality equation
(n = 16; R = 0.887; ©* (R) = 0.7860; R*-Adj. = 0.7325; s = 0.159; F = 14.692;
p=0.0003; Q2 = 0.643; SPress = 0.205; SDEP = 0.184). It is seen that both models 2
and 3 have R values of 0.867 and 0.855 respectively, which are lower compared to the
first model. Model 1 contents the lowest standard deviation value (s = 0.159) when
compared to the other two models. The value of F, the calculated value of the F-ratio
test, is 14.692, which is also highest among others F values for all models (Table 3). So,
on the basis of R2, s and F values, model 1 can be considered as the best one among the
three models.

Table 3. MLR output for regression coefficient.

Model No. |R R? S F Q? Sdep SPress
1 0.887 0.7860 0.159 14.692 0.643 0.205 0.184
2 0.867 0.7516 0.171 12.104 0.570 0.225 0.202
3 0.855 0.7317 0.178 10.910 0.564 0.227 0.203

3.2 On the Basis of Predictive Power

According to the predictive powers of models, the models can be ranked (from the best
to the worst) (considering the values of Q% in descending order), as 1, 2 and 3. When
minimum value of SDEP is considered, the model 1 is the best model again on the basis
of predictive power (Tables 4 and 5).

Table 4. Calculated and observed activity for model 1
S1No. | Compound log(P1/100-PT) SPC-6 MDEC-12 | BCUTw-1h
1 CHEMBL27676 | —0.826 11.711 4.429 31.972
2 CHEMBL29967 | —0.501 11.664 3.725 15.997
3 CHEMBL26520 | —0.368 12.012 2.022 31.972
4 CHEMBL281257 | —0.659 11.732 2.278 34.969
5 CHEMBL29519 | -1.123 11.732 2278 78.918
6 CHEMBL29700 | —-0.477 11.008 3.585 15.996
7 CHEMBLA417298 | —0.696 11.711 3.585 15.997
8 CHEMBL29679 | —0.454 10.375 3.166 15.997
9 CHEMBL286486 | —0.602 11.173 3.293 31.972
10 CHEMBL29930 | -0.720 12.213 4.632 15.998
11 CHEMBL413319 | —-0.689 7.803 1.842 15.997
12 CHEMBL29720 | -0.176 12.739 1.992 34.970
13 CHEMBL29249 | -0.070 11.173 2.648 15.997
14 CHEMBL?284894 | —-0.122 11.788 1.924 15.997
15 CHEMBL30074 | —-1.123 7.268 2.054 15.997
16 CHEMBL29683 —0.659 9.683 2.645 15.997
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Table 5. Residual table for model 1

No. | Compounds Y (obs) Y(calc) Y(res) StDev.Res
1 CHEMBL27676 —0.826 —0.880 0.054 0.340

2 CHEMBL29967 —0.501 —0.495 —0.006 —0.036
3 CHEMBL26520 —0.368 —0.314 —0.054 —0.340
4 CHEMBL281257 | —0.659 —0.464 —0.194 —1.222
5 CHEMBL29519 —-1.123 —1.134 0.011 0.069
6 CHEMBL29700 —-0.477 —0.583 0.106 0.666

7 CHEMBL417298 | —0.696 —0.457 —0.240 —1.506
8 CHEMBL29679 —0.454 —0.608 0.154 0.965
9 CHEMBL286486 | —0.602 —0.735 0.133 0.835
10 CHEMBL29930 —0.720 —0.589 —0.131 —0.823
11 CHEMBL413319 | —0.689 —0.789 0.100 0.628
12 CHEMBL29720 —0.176 —-0.222 0.046 0.291
13 CHEMBL29249 —0.070 —0.354 0.284 1.788
14 CHEMBL284894 | —0.122 —0.090 —0.033 —0.206
15 CHEMBL30074 —-1.123 —0.930 —0.193 -1.216
16 CHEMBL29683 —0.659 —0.621 —0.037 —0.234

4 Graphical Analysis

The graphical analysis has been performed and the graph is shown in following Figs. 3, 4,
5 and 6. The graph has been plotted between the predicted and observed log (P1/100-PI)
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Fig. 3. Predicted activity vs. observed activity.
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values (Fig. 3). The predicted activity log(PI/100-PI)pred shows linear relationship with
observed activity log(PI/100-PI)obs, because fit of the data to the regression line is good.
The higher the value for 2, less likely proves that the relationship is due to chance.
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Fig. 6. Observed activity vs. calculated activity for validation set.

This QSAR investigation indicates that the descriptors, namely SPC-6, MDEC-12
and BCUT-1 h, for the set of Indolecarboxamidotetrazole compounds inhibitors studied,
are found to have a great deal to positively contribute to biological activity.

The graph is plotted for observed activity versus residual (Fig. 4) and predicted
activity versus residual (Fig. 5). The finalized descriptors are found to be the members
of topological descriptors in model 1.

5 External Validation

All the three models are externally validated with validation set of eight compounds.
On the basis of predictive power model 1 is selected by internal validation. A validation
set is constructed with the other five molecules and external validation is done using
descriptors of the model 1. Observed activity Vs calculated activity graph for validation
set shows that all compounds of this set located symmetrically around the best fit line
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(Fig. 6). Thus model 1 are externally validated with five compounds with the values
0.980 and 0.9606 for the correlation coefficient R and the squared correlation coefficient
r*(R) respectively.

log (PI/100 — PI) = —0.3700 (+2.0994) SPC — 6 + 0.8626 (+4.2198) MDEC — 12
+123.0171 (+£1003.2860) BCUTw — 15 — 1967.2691 (+16043.2591)

(n =5;R =0.980;s = 0.043; F = 8.120; p = 0.2512; Q> = Not Pred.; SPress = Not Pred.; SDEP = Not Pred‘)

6 Conclusion

Innumerable QSAR models have been built in last 50 years drug designing of antimy-
cobacterial agents [30], antituberculosis agents [31], acetylcholinesterase inhibitors [31]
and estrogen receptor agonist and antagonists [32]. Mast cell stabilizers can act as
inhibitors on human basophil cells and thus they are potent anti allergic drugs.In earlier
work, Unangst et al. in 1989 concludes that N —phenyl analogue of indolecarboxami-
dotetrazole inhibits histamine release from human leukocytes after stimulating with anti-
IgE antibody (18), compared to the substitution N-H and N-methyl compounds. These
compounds are marked as compound no. 7, 11 and 16 in our dataset respectively and
their calculated activity using QSAR model correlates with their observed activity. In
this QSAR model developed by using multiple linear regression (MLR) analysis, the
cross-validated values of maximum Q* and minimum SDEP correlates with the good-
ness of prediction, whereas the non-cross-validated conventional correlation coefficient
(R?) defines the goodness of fit of the model. Based on the most predictable QSAR model
1, it can be inferred that inhibitory activity will be decreased with the following
substituent, namely halogen substitution in 5th position at R1 of indole ring, OEt,
OCH(Me), substitutions in R3 of indole ring. The model is also valid for other five
carboxamidotetrazole derivatives of furan, thiophene, naphthalene and benzothiophene
derivatives. So, it can be concluded that irrespective of nature of substituents the basic
structure of this twenty one compounds are responsible for their action as mast cell
stabilizer.

We hope that the derived models and effect of substituents can be used in searching
more potential mast cell stabilizers from the natural resources prior to experimental
evaluation for our future work.
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Abstract. Microarray technology has been developed and applied in
different biological context, especially for the purpose of monitoring the
expression levels of thousands of genes simultaneously. In this regard,
analysis of such data requires sophisticated computational tools. Hence,
we confined ourselves to propose a tool for the analysis of microarray
data. For this purpose, a feature selection scheme is integrated with the
classical supervised classifiers like Support Vector Machine, K-Nearest
Neighbor, Decision Tree and Naive Bayes, separately to improve the
classification performance, named as Integrated Classifiers. Here feature
selection scheme generates bootstrap samples that are used to create
diverse and informative features using Principal Component Analysis.
Thereafter, such features are multiplied with the original data in order
create training and testing data for the classifiers. Final classification
results are obtained on test data by computing posterior probability.
The performance of the proposed integrated classifiers with respect to
their conventional classifiers is demonstrated on 12 microarray datasets.
The results show that the integrated classifiers boost the performance
up to 25.90% for a dataset, while the average performance gain is 9.74%,
over the conventional classifiers. The superiority of the results has also
been established through statistical significance test.

Keywords: Feature selection - Microarray - Principle component analy-
sis - Supervised classifiers - Statistical significance test

1 Introduction

Microarray technology facilitates the researchers to simultaneously measure the
expression levels of thousands of genes [1]. Generally, the technology works on
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glass slide, where the DNA molecules are fixed at specific location in an orderly
manner [2]. Different technologies are used to fix these DNA molecules. More-
over, the fixed DNA molecules may correspond to the short stretch of an oligo-
nucleotides, representing a gene. Microarray technology helps in understanding
and analyzing large number of gene expressions in an efficient manner as well
as it assists in exploring the genetic causes of anomalies occurring in a human
body. All these analysis using microarray technology creating huge amount of
data, analytical precision of which is influenced by a number of variables. There-
fore, it is extremely important to reduce these huge data in to an informative
one so that the best genes can be distinguished. Such set of genes is differen-
tially expressed in normal and disease samples. To identify these differentially
expressed genes, machine learning technology can be used.

Over the last decades, several methods for the integration of classifiers have
been developed [3]. One such example of classifier integration is found in [4].
In this approach, evolutionary strategy is used with the integration of Multi-
Layer Perception [5] to design a hybrid system for performing classification task.
Recently, sequential integration of the classifiers is also proposed, where weights
are assigned to the training samples. Based on the weights, samples are then
propagated to the subsequent classifier as training data. Adaptive Boosting [6]
is an example of such type of integrated classifier. In other approaches, different
feature subsets are assigned to each single classifier and latter integration is per-
formed on their results, e.g., mixture of experts [7] and ensemble averaging [8].
Moreover, classifiers are subjected to integrate by various forms of combination
along with feature selection while implementing the intelligent decision making
process. In this paper, we confined ourselves to this specific domain, referring to
the classification problem where it is hard to find a single classifier that can be
used for all pattern recognition tasks, since each has its own domain of compe-
tence. The above facts motivated us to propose a new technique for construct-
ing Integrated Classifier (IC) that can use aggregated bootstrap samples after
Principal Component Analysis (PCA). We expect the IC to exploit the strengths
of the base classifier along with feature selection for microarray data to produce
the high quality classification results which will overcome the performance of
base classifier.

Unlike the other methods, in this study, PCA is used to compute additional
features for training the classifier by increasing the diversity in the training set.
To train the classifiers, the training dataset is split into different number of
rotational non-overlapping subsets. Subsequently, PCA is used for each subset
and all the principal components are retained to create diverse and informa-
tive features that preserve the variability information of the original training
data. Thereafter, such informative features are multiplied with the original data
to create the training and testing data for the classifiers. Finally, the posterior
probability is computed to get the classification results while testing. In this
study, we have used Support Vector Machine (SVM) [9], K-Nearest Neighbor
(K-NN) [10], Decision Tree (DT) [11] and Naive Bayes (NB) [12] as an underly-
ing base classifier to integrate with the above feature selection scheme and named
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as individually, iSVM, ¢K-NN, DT and ¢NB, all together Integrated classifiers
(ICs). The performance of the proposed method is demonstrated in comparison
with its Conventional Classifiers (CCs) on 12 microarray datasets [13-15] to see
the effectiveness in the classification task. The superiority of proposed ICs are
established quantitatively, and visually. Moreover, statistical significance test,
called Friedman test [16], is conducted to judge the efficacy of the results pro-
duced by ICs.

2 Integrated Classifiers

In order to describe the Integrated Classifiers (ICs) some notations are used, such
as a training set consisting of N labelled instances £ = {(x;,;)}_; in which each
instance (x;,y;) is described by m input attributes and an output attribute, i.e.,
z € R™ and y € R, where y takes a value from the label space {c1,ca,...,¢,}. In
a classification task, the goal is to use the information only from £ to construct
a classifier which performs well on unseen data. Let X be an N X m matrix
consisting of the values of m input attributes for each training instance and Y
be an N dimensional column vector containing the output attributes of each
training instance in £, which means that £ can be expressed as concatenating
X and Y horizontally, i.e., £ = [XY]. Let denote S = {X1, Xa,..., X;n}7T, the
attribute set comprised of m input attributes. Note that the parameter F' which
specifies the number of subsets for the given attribute set S that should be split
off. In order to construct the training set for the classifier IC, the following steps
are necessary:

Stepl: Randomly split S into F' number of subsets. The lower and upper bounds
of feature subsets are chosen as Fy,in = 2 and Fie: = 5, respectively such
that Fin < F < Fiuaz, i.e., the minimum number of subsets is 2 with atleast
2 features in each subset.
Step2: Repeat the following steps F' times for each subset, i.e., f =1,2,... F.
(a) A new submatrix X is constructed which corresponds to the data matrix
X.

(b) From this new submatrix, a bootstrap sample X } is considered where
the sample size is generally smaller than X.

(¢) X } is then used for PCA and the coefficients of all computed principal
components are stored in a new matrix Dy.

Step3: Arrange each Dy into a block diagonal sparse matrix R whose fth diag-
onal element is D¢, and then rearrange the columns of R so that the order
of them correspond to the original attributes in S. During this rearrange-
ment, columns with all zero values are removed from the sparse matrix. The
rearranged rotation matrix is denoted by R* and the training set for classifier
IC is [XR*,Y].

The reason behind to do this rearrangement is that the feature set is split
randomly and the order of the attribute or feature subsets is not the same
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as original feature set. Thus, to multiply the generated PCA coefficients from
the subsets with its corresponding original attributes, we need to rearrange the
columns of R. In the testing phase of the classification, if 7 is the test sample
and IC;(7 R*) be the posterior probability produced by the classifier IC' on
the hypothesis that 7 belongs to class ¢;. Then the confidence for a class is
determined by the posterior probability. Formally, it can be defined as follows.

i(T)=IC;(TR*), where i=1,2,...,z (1)

Here 7 is assigned to the class with the largest confidence. Figure 1 shows the
block diagram representation of ICs, where SVM, NB, K-NN and DT are used
separately instate of IC. Due to the process of random feature subdivision, the
classifier will get new sets of training and testing data in each iteration, which
will help to diversify the classification results. The ICs are applied on microarray
datasets to see how it performs on these large attribute datasets.

3 Results and Discussion

3.1 Microarray Data

In recent years, microarray data have been extensively studied for gene expres-
sion analysis in biological and biomedical research. The rapid development of
DNA Microarray technology have enabled the simultaneous measurement of the
expression levels of thousands of genes. The use of microarrays facilitate the
researchers to classify differentially expressed genes between two or more groups
of patients. Generally, the expression values of genes are measured at different
time points. A microarray gene expression dataset consisting of G genes taken
at T time points, can be thought as a G x T two-dimensional matrix M = [g;;],
where each element of g;; represents the expression level of the ith gene that has
been taken at jth time point. To classify the group of genes, here the problem has
been modeled as a classification task. Hence, we have applied Integrated Classi-
fiers for microarray data classification. The superiority of the ICs over CCs has
been demonstrated on 12 benchmark microarray datasets [13-15]. Details of the
considered benchmark microarray datasets [13—15] are given in Table 1, where
the first column presents the information about the name of different datasets,
the second and third columns give information about microarray types and tissue
types. Rest of the columns provide knowledge about size of the dataset, number
of classes, samples per class, class name and number of attributes used in each
dataset, respectively.

3.2 Experimental Setup

In this experiment, the parameters of SVM such as v for kernel function and
the soft margin C (cost parameter), are set to be 0.5 and 2.0, respectively. Note
that, RBF (Radial Basis Function) kernel is used here for SVM. The K value for
the K-NN classifier is chosen as 13 for the satisfactory operation of the classifier
and for the case of DT, C4.5 classifier is used.
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Table 1. Summery of the microarray datasets

Dataset Array type | Tissue Size |[Number |Samples Classes Total number
of classes |per class of input
attributes
Armstrong-2002-v2 Affymetrix |Blood 7213 24, 20, 28 |ALL, MLL, 2194
AML
Bhattacharjee-2001 Affymetrix |Lung 203 | 5 139, 17, 6, |AD, NL, 1543
21, 20 SCLC, SQ,
COID
Chowdary-2006 Affymetrix |Breast, Colon|104 | 2 62, 42 B, C 182
Laiho-2007 Affymetrix |Colon 3712 8, 29 Serrated 2202
CRC,
Conventional
CRC
Liang-2005 Double Brain 3713 28, 6, 3 GBM, ODG, |1411
Channel Normal
Nutt-2003-v1 Affymetrix |Brain 50 | 4 14, 7, 14, |CG, CO, NG, |1377
15 NO
Pomeroy-2002-v2 Affymetrix |Brain 42 | 5 10, 10, 10, |MD, Mglio, 7129
4,8 Rhab, Ncer,
PNET
Ramaswamy-2001 Affymetrix | Multi-tissue [190 |14 11, 10, 11, |BR, PR, LU, |1369
11, 22, 10, |CR, LY, ML,
11, 10, 30, |BL, UT, LE,
11, 11, 11, |RE, PA, OV,
11, 20 ME, CNS,
Risinger-2003 Double Endometrium| 42 | 4 13, 3,19, 7/PS, CC, E, N |1771
Channel
Su-2001 Affymetrix | Multi-tissue |[174 |10 26, 8, 26, |PR, BL, BR, |1571
23, 12, 11, |CO, GA, KI,
7, 27, 6, 28|LI, OV, PA,
LU
West-2001 Affymetrix |Breast 49 | 2 25, 24 ER+, ER— 1198
Yeoh-2002-v2 Affymetrix |Bone Marrow (248 | 2 43, 205 T-ALL, 2526
B-ALL

3.3 Results

The performance of ICs is compared with the CCs like SVM, K-NN, C4.5 or
DT and NB. As there is no separate training and testing data for the aforemen-
tioned datasets, hence, each of these datasets is randomly divided into 70% train-
ing and 30% testing datasets to compute the prediction error of each classifier.
Tables 2 and 3 report the average results of prediction error produced by differ-
ent integrated and conventional classifiers for microarray datasets, respectively.

Figures2(a~h) show the results for eight such best performing microarray
datasets. In general, the results in Tables2, 3 and Fig.2 show that the aver-
age prediction error values corresponding to the ICs are better than the CCs.
On the other hand, Tables4 and 5 report the average values of Kappa-Index
(KI) [17], Minkowski Score (MS) [18] and Adjusted Rand Index (ARI) [19] of
different ICs and CCs for microarray datasets over 20 runs. The KI, MS and ARI
values are also found better for ICs. Moreover, it is observed that the results of
iSVM and SVM are superior in their corresponding groups, whereas the iSVM
performs better than the SVM. Figures 3(a—h) show the boxplots indicating the
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Table 2. Average values of prediction error (in %) and its standard deviation (o) of
different integrated classifiers for microarray datasets

Dataset Mean & o of integrated classifier

1ISVM 1K -NN iDT iINB
Armstrong-2002-v2 | 00.53 | £0.16 | 01.91 | +£0.75| 22.02 | £3.95 | 06.17 | £1.81
Bhattacharjee-2001 | 01.78 | 1.18 | 03.45 | +2.00 | 11.40 | +1.21 | 12.35 | £1.03
Chowdary-2006 01.03 | £1.42113.24 | +1.84 | 02.79 | £1.08 | 04.56 | £2.06

Laiho-2007 01.67 | £1.87 | 02.71 | £2.54 | 06.25 | £2.49 | 22.29 | £3.39
Liang-2005 02.80 | £1.90|09.40 | £6.01 | 18.80 | £2.93 | 25.80 | £4.16
Nutt-2003-v1 07.42 | £3.74|14.55 | £7.83 | 24.70 | £4.11 | 24.70 | £5.35

Pomeroy-2002-v2 | 04.63 | £2.90 | 08.33 | £2.57 | 28.52 | £3.96 | 25.00 | £4.79
Ramaswamy-2001 |30.00 | £2.57 | 30.08 | £3.35| 29.88 | £2.84 | 26.17 | £2.77

Risinger-2003 08.15| £5.29|15.19 | £9.04 | 20.00 | +3.31 | 22.59 | £4.94
Su-2001 05.31 | £2.90 | 05.22 | £3.00 | 29.96 | £1.52 | 23.81 | £1.60
West-2001 05.00 | £2.59 | 04.38 | £2.13 | 13.75 | £3.11 | 14.06 | £3.71
Yeoh-2002-v2 04.63 | £2.12 1 19.16 | £4.22 | 28.52 | £5.12 | 25.00 | £4.64

Table 3. Average values of prediction error (in %) and its standard deviation (o) of
different conventional classifiers for microarray datasets

Dataset Mean & o of conventional classifier

SVM K-NN DT NB
Armstrong-2002-v2 | 02.02 | £1.12 [ 02.45 | +1.10|21.91 | £1.62 | 12.13 | £1.86
Bhattacharjee-2001 | 02.61 | 1.88 | 04.17 | 2.38 | 10.49 | +1.36 | 11.74 | £1.11
Chowdary-2006 02.28 | £1.95/09.49 | £2.65 | 14.12 | £1.99 | 05.74 | £1.49

Laiho-2007 07.29 | £4.68 | 03.13 | £1.66 | 08.33 | £1.39 | 21.88 | £2.29
Liang-2005 07.80 | £2.94 | 10.40 | £4.32 | 18.00 | +4.58 | 26.80 | £5.86
Nutt-2003-v1 14.70 | £5.34 | 15.61 | £4.51 | 25.91 | £5.41 | 33.79 | +5.23

Pomeroy-2002-v2 | 13.33 | £4.89 | 07.96 | £1.83 | 30.56 | £5.56 | 32.78 | £3.24
Ramaswamy-2001 |28.99 | £2.86 | 27.62 | £5.71 | 31.29 | £4.73 | 33.71 | £3.03

Risinger-2003 12.78 | £4.78 | 18.15 | £4.27 | 19.44 | £3.07 | 38.52 | +5.87
Su-2001 05.75 | £3.35 | 05.80 | £1.32 | 31.48 | £1.48 | 27.24 | £3.61
West-2001 05.94 | £2.46 | 11.25 | £4.74 | 19.38 | £2.46 | 18.44 | £6.60
Yeoh-2002-v2 07.48 | £3.35 | 17.73 | £5.18 | 23.11 | £2.28 | 31.55 | £4.17

changes of prediction errors with incremental feature subset numbers for the
“Armstrong-2002-v2”, “Bhattacharjee-2001”, “Chowdary-2006", “Laiho-2007",
“Liang-2005”, “Nutt-2003-v1”, “Pomeroy-2002-v2” and “Su-2001" datasets,
respectively. The performance of iSVM, ¢K-NN, :DT and iNB for each dataset
is shown in four sub figures. The best feature subset number F for each dataset,
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Table 4. Average values of KI, MS and ARI over 20 runs of different integrated
classifiers for microarray datasets

Dataset Integrated classifier

i SVM 1K -NN i DT i NB

KI | MS| ARI| KI |MS | ARI| KI | MS| ARI| KI | MS| ARI
Armstrong-2002-v2 | 0.84 | 0.21 | 0.82 | 0.81|0.31|0.80 |0.69|0.39 |0.68 |0.79|0.35|0.79
Bhattacharjee-2001 | 0.81 | 0.32 | 0.82 | 0.820.30|0.84 |0.75|0.38 |/ 0.72 |0.770.32 |0.76
Chowdary-2006 0.89/0.24|0.80 |0.76 | 0.39|0.74 |0.78|0.35/0.85 | 0.89 0.31|0.88
Laiho-2007 0.7810.36 | 0.76 |0.79|0.37|0.79 |0.76 |0.42 | 0.74 | 0.670.35|0.72
Liang-2005 0.700.39 | 0.77 | 0.80|0.36 | 0.77 |0.82|0.35|0.89 |0.77|0.37 | 0.81
Nutt-2003-v1 0.72/0.320.76 |0.79/0.39|/0.81 |0.76 |0.31|0.74 |0.73|0.44|0.77
Pomeroy-2002-v2 0.88/0.29|0.84 |0.87|0.26|0.85 |0.73|0.46 1 0.76 | 0.70 | 0.48 | 0.74
Ramaswamy-2001 0.64 | 0.40 | 0.69 |0.67|0.47|0.71 |0.70|0.40 | 0.73 | 0.70 1 0.35 | 0.76
Risinger-2003 0.7210.290.76 |0.73/0.31|0.78 |0.74|0.41/0.82 |0.710.46 | 0.73
Su-2001 0.7710.26 | 0.75 |0.73/0.40|0.70 |0.73]0.44|0.79 |0.69|0.55|0.71
West-2001 0.7810.31]0.78 |0.75/0.36|0.76 |0.75|0.39 | 0.74 |0.720.31 |0.75
Yeoh-2002-v2 0.80/0.32/0.85 |0.79]0.42|0.71 |0.76 |0.45|0.75 |0.79 | 0.45 | 0.71

Table 5. Average values of KI, MS and ARI over 20 runs of different conventional
classifiers for microarray datasets

Dataset Conventional classifier

SVM K -NN DT NB

KI MS| ARI| KI MS| ARI| KI MS | ARI| KI MS | ARI
Armstrong-2002-v2 | 0.89 | 0.25 | 0.87 | 0.86 | 0.24 | 0.86 | 0.77|0.30 | 0.75 | 0.79 | 0.39 | 0.81
Bhattacharjee-2001 | 0.86 | 0.36 | 0.88 | 0.790.39|0.79 |0.74|0.31|0.80 |0.73|0.31|0.80
Chowdary-2006 0.87]0.28  0.90 | 0.81/0.38/0.83 |0.76|0.37 | 0.76 | 0.88|0.26 | 0.85
Laiho-2007 0.7810.42|0.71 |0.82/0.38/0.80 |0.73|0.31/0.78 |0.720.40 | 0.75
Liang-2005 0.7510.390.70 |0.74]0.40|0.73 |0.73|0.43/0.77 |0.750.43 |0.78
Nutt-2003-v1 0.71]0.37 1 0.75 | 0.73/0.39|0.75 | 0.67|0.43 | 0.63 | 0.63|0.41 | 0.64
Pomeroy-2002-v2 0.7210.34 | 0.76 |0.81/0.37|0.83 |0.76|0.43 | 0.71 |0.77 | 0.43 | 0.72
Ramaswamy-2001 0.76 | 0.33 |/ 0.70 | 0.76 | 0.45|0.79 |0.68|0.41|0.71 | 0.650.46 | 0.65
Risinger-2003 0.81/0.300.81 |0.81/0.32|0.77 |0.76 {0.39 | 0.72 | 0.73 | 0.43 | 0.68
Su-2001 0.85/0.31/0.81 | 0.89|0.33|0.88 |0.74|0.46 | 0.78 |0.72|0.45|0.78
‘West-2001 0.87/0.31/0.81 |0.72/0.37|0.79 |0.78|0.45|0.79 |0.76 | 0.41 | 0.75
Yeoh-2002-v2 0.86 | 0.36 | 0.81 | 0.78|0.42|0.75 |0.780.40 | 0.71 | 0.70 | 0.45 | 0.71

which are found from these figures, is reported in Table6. In that table, best
feature subset number, corresponding gain value and name of the classifier are
also mentioned. The gain is computed according to the Eq. 2:
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Table 6. Best “F” and gain (in %) values of different integrated classifiers for microar-
ray datasets

Dataset F |G (%) Name of the classifier

Armstrong-2002-v2 | 650 | 06.78 iNB

Bhattacharjee-2001 | 322 |00.86 iSVM

Chowdary-2006 12]13.18 iDT

Laiho-2007 662 | 06.07 iISVM

Liang-2005 122 05.42 iISVM

Nutt-2003-v1 308 13.73 iNB

Pomeroy-2002-v2 104 | 11.57 iNB

Ramaswamy-2001 122 11.37 iNB

Risinger-2003 602 | 25.90 iNB

Su-2001 5871 04.73 iNB

West-2001 524 | 07.75 iK-NN

Yeoh-2002-v2 1042 | 09.57 iNB

Summery Avg. G: 09.74 (%) | iISVM:3 times, iK-NN:1
times, {DT:1 times, iNB:7
times

Table 7. The Friedman ranks of all classifiers for microarray datasets

Dataset Integrated classifier Conventional classifier
iSVM | {K -NN | DT SVM | K -NN | DT NB
5

2,
se}

Armstrong-2002-v2 | 1
Bhattacharjee-2001 | 1
Chowdary-2006 1
Laiho-2007 1
Liang-2005 1
Nutt-2003-v1 1
Pomeroy-2002-v2 1
Ramaswamy-2001 |4
1
2
2
1
1

Risinger-2003
Su-2001
West-2001
Yeoh-2002-v2

Average rank

Q|| |0 | U ||| 00| | |

3 4 2
3 2 8
7 2 4
2 5 8
3 2 7
2 3 7
3 4 7
5 2 7
3 2 8
1 3 5
1 3 6
4 2 8
3. 2 6

N ||| N[00 0|0

8
6 4
3 6
4 3
6 4
5 4
5 2
3 1
6 4
7 4
5 4
6 3
5. 3

417 083 333 | 6.250 | 2.833 | 3.667 .417 | 7.000

PAofIC — PAof CC

G=( PAof CC

) x 100 (2)

Here predicted error is used to compute the Prediction Accuracy (PA) for
gain computation. From Table 6, it can be seen that the best produced gain is
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Fig. 2. Boxplot representation of prediction errors of different classification algorithms
on (a) Armstrong-2002-v2 (b) Bhattacharjee-2001 (¢) Chowdary-2006 (d) Laiho-2007
(e) Liang-2005 (f) Nutt-2003-v1 (g) Pomeroy-2002-v2 and (h) Su-2001 datasets
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Fig. 3. Boxplot representation of the changes in prediction errors with feature subset
numbers of different integrated classification algorithms on (a) Armstrong-2002-v2 (b)
Bhattacharjee-2001 (c) Chowdary-2006 (d) Laiho-2007 (e) Liang-2005 (f) Nutt-2003-v1
(g) Pomeroy-2002-v2 and (h) Su-2001 datasets
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25.90% for “Risinger-2003” dataset and the average of the best gain is 9.74%. It
gives a better understanding about the superiority of the ICs over CCs. More-
over, the best gain produced by :SVM, ¢ K-NN, ¢DT and iNB are 3, 1, 1 and 7
times respectively, which also reveal the same fact for ICs. Therefore, it indicates
the superior performance of ICs for proper classification of microarray data.

Statistical test like Friedman test has been conducted for the used classifiers
and the rank of these classifiers are reported in Table 7. The rank is determined
based on the average prediction error values produced by the ICs and CCs. From
Friedman test, the average rank of the classifiers, iSVM, i K-NN, iDT and iNB,
is computed as 1.417, 3.083, 5.333 and 6.250. Based on average rank, the chi-
square value: 60.861 and p value: 0.13 x 10~* at o = 0.05 significance level is
obtained. This is also a strong evidence to reject the null hypothesis. Therefore,
the results produced by the ICs are statistically significant.

4 Conclusion

Microarray expression analysis generates millions of data related to the biolog-
ical interpretation of genes and their functions. However, sophisticated compu-
tational methods are required in order to successfully analyze these microar-
ray data. In this regard, the developed method shows promising results. The
present study can be viewed as a comparative analysis of integrated and conven-
tional classifiers where 12 microarray datasets are used. The integrated classi-
fier is developed based on feature selection scheme. In feature selection scheme,
bootstrap samples are used to create diverse and informative set features using
principal component analysis. Thereafter, such features are multiplied with the
original data to construct the training and testing data for the Support Vector
Machine, K-Nearest Neighbor, Decision Tree and Naive Bayes classifiers sepa-
rately. Finally, the posterior probability is computed for each classifier to get
the classification result. For microarray datasets, the values of prediction errors,
Kappa-Index, Minkowski Score, Adjusted Rand Index as well as the statistical
significant test, indicate the superior performance of integrated classifiers. More-
over, the gain produced by integrated classifiers over conventional classifiers has
also verified the goodness of this integration. Therefore, judging all the results, it
can be concluded that the proposed integrated classifiers are quantitatively, visu-
ally and statistically superior to their conventional counterparts for microarray
data analysis.

The application of the proposed method could be beneficial for binding activ-
ity prediction of protein-peptide [20,21]. Additionally, the developed method can
also be used for miRNA marker [22-24] and gene selection [25].
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Abstract. Now a days, ‘Brain Computer Interface’ is one of the fastest
growing technologies in which researchers are trying to communicate
between human brain and external devices effectively. Generally, brain
signal can be captured by EEG technique and the scalp voltage is mea-
sured in timely manner. The signal is then transferred to the external
devices for modification and finally, the scalp voltage level is transferred
into cursor movement (in multithreaded way). Then it will try to reach
the desired target inside the computer. In this paper, we propose an effi-
cient technique to reach the cursor to the desired target with single brain
signal. This paper also shows that the time and space complexity of this
approach is quite less compared to the other existing approaches. If the
cursor can reach to the desired target quickly then human can respond
very quickly and the application would be more helpful for disabled or
paralysed people. For sake of simplicity, the proposed method is also car-
ried out on 5 different amplitude levels of the same signal over different
time periods (within 1ns) in this paper.

Keywords: Electroencephalography (EEG) - Cursor control + Multi-
threading - Brain computer interface (BCI) - Brain machine interface

1 Introduction

Electroencephalograph (EEG) was first introduced by Berger in 1929 by exter-
nally attaching several electrodes on the human skull [9]. These signals are con-
nected with human brain and extract information about physiological functions
indirectly. We can peform several possible applications using such signals with
the help of various embedded technologies. Recent studies show that people can
learn to control the amplitude of electroencephalographic activity (EEG) over
sensorimotor cortex and use that control to move a cursor from the center of a
computer screen to a desired target [5]. Brain Computer Interface (BCI) system
has three main components: Signal acquisition, Signal processing and application
interface. Most of the previous works have been done based on signal processing
and useful feature extraction from those processed signals. Some works have also
done based on efficient communication technique between brain signal (analog)

© Springer Nature Singapore Pte Ltd. 2017
J.K. Mandal et al. (Eds.): CICBA 2017, Part II, CCIS 776, pp. 44-56, 2017.
DOI: 10.1007/978-981-10-6430-2_4
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and computer (digital), so that device commands can easily interpret the brain
signal and return feedback from application interface. Figure 1 shows the basic
design of a BCI system. Generally, BCI system takes brain activity and clas-
sify them into a computer understandable signal using feature based extraction
techniques. Different sort of brain activity patterns are captured in the form of
EEG signals and converted to device commands by the BCI system. Such classi-
fication was undertaken by various methods and performed by machine learning
algorithms [3,7]. BCI can be classified into synchronous BCI and asynchronous
BCI. Synchrounous BCI has a plain design, whereas asynchronous BCI offering
a natural mode of interaction, and without waiting for external cues [11].

SIGNAL PROCESSING
Preprocessing Device Instructions
/ DATA/SIGNAL ACQUISITION L——) m _
Translation Algorithm
_

Feedback Analysis \ /“;I aa f

Complexity Analysis k"/‘

Fig. 1. Basic design of a BCI system

Several works have been done in this field. But no such work has been done
yet that is based on an efficient methodology to move the cursor in multithreaded
way to reach the desired target quickly. There is no need to fetch brain signal
repeatedly through EEG, as this will cause extra overhead. If the signal process-
ing (fetching, amplifying, extracting features etc.) has done repeatedly then the
overhead associated with each components of BCI will be increased proportion-
ately which will cause low efficiency. So in this paper, we proposed a technique
which will fetch one brain signal at a time and capture the various levels of ampli-
tudes of the signal over a specific time range. This paper is organized as following.
Some prior works on brain Computer Interfacing through EEG based technolo-
gies are analyzed and discussed in Sect. 2. Section 2 also describes how this BCI
technologies can be extensively used for communication and computer control.
Section 3 describes the proposed algorithm for an efficient way of fast moving cur-
sor. Section4 discusses the effectiveness of this proposed technique on a demo
user input signal. Sectionb shows the applications of the proposed technique
on (1) Gamma waves-upto 31 Hz (2) Beta waves-(12-30) Hz (3) Alpha waves-
(7.5-12) Hz (4) Theta waves-(3.5—-7.5) Hz (5) Delta waves-(0.5-3.5) Hz. Section 6
throws some light on the time, space and computational complexity analysis
of our proposed approach. Sections7 gives a detail comparison of the proposed
approach with other well-known approaches with respect to its advantages and
disadvantages. Finally, Sect. 8 gives the conclusion and future work of this paper.
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2 Literature Review

A number of techniques have been developed to assist various ways of communi-
cation between human and computer devices. In this section, we are dealing with
some of the famous BCI techniques for communication problems. In the review
papers [1,9,10], how the various time frequency methods (Fourier transform,
autoregressive models, wavelets, and Kalman filter and spatio temporal tech-
niques such as Laplacian filter and common spatial patterns) and feature classi-
fications techniques (linear discriminant analysis, support vector machines, arti-
ficial neural networks, and Bayesian classifiers) [15] are used for signal processing
task in BCT system. A study at the Wadsworth Center [4] shown that physically
disabled people can control to move a cursor on a computer screen in one or two
dimensions using the amplitude of p or § rhythms in electroencephalographic
(EEG) activity recorded from the scalp over sensorimotor cortex. They used
8-12Hz p and 13-28 Hz (3 rhythms in the scalp recorded EEG signal for com-
munication [12]. These rhythms are directly connected with the movement areas
of human brains. The similar approach is taken care of in the paper [5] which is
called sensorimotor rhythm (SMR) based BCI technique. One important study
is to analyze the performance of linear discriminant analysis (LDA), quadratic
discriminant analysis (QDA) and K-nearest neighbor (KNN) algorithms in differ-
entiating the raw EEG data obtained, into their associative movement, namely,
left-right movement. It also includes the feature vector strategy to improve the
performance accuracy [2]. A very interesting application of machine learning and
pattern recognition algorithms on neural data classification in BCI is introduced
in paper [6]. These algorithms take huge amount of neural data and classify
them from non-informative brain signals. In this way, it will be able to decode
the brain-states.

3 Proposed Methodology

The main approach of this paper is to find a suitable algorithm to move the
cursor control towards desired target on the computer screen efficiently and
effectively. The proposed technique is described in Algorithm 1 (Find Target).
This algorithm follows the Greedy techinque as every time it takes the optimal
amplitude from the queue to reach the target. The proposed algorithm first
receives three user inputs, cursor and target location and five different amplitudes
(based on the Brain signal). Then it stores that five different amplitudes of the
brain signal into the queue in descending order. After that, it will check the
difference between cursor and target values. Initially, it extracts the maximum
amplitude from the queue and if the initial distance is large then the cursor
location has been added with that maximum amplitude. Now, again based on
the new cursor location check the difference (parallely) and reset the cursor and
set the flag after modification of cursor location. Finally, call the same function
recursively with the new cursor and target location and if the difference between
them is zero, then stop the process as the cursor has reached to the target.
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Algorithm 1. Find-Target Algorithm

1:
2:

©

11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:

procedure FINDTARGET (XCUR,XTAR)
ztar «— Targetlocation(x-axis)
zeur «— Cursorlocation(z-axis)
dif f — ztar-zcur
Queue Q (MaxPriority queue based on array ,which holds 5 different
amplitude levels of EEG signal)
if (dif f = 0) then
Write(Success!!Cursor has reached to the target)
else
while ((Q! = NULL)or(dif f >= amp[0])) do
zmaz — EzxtractMaz(Q)
if (dif f <= zmaz) then
for (i =0 ton) do
if (dif f <= amp[i]) then
xmaz «— ampfi/
end if
end for
end if
TCUTTEW — TCUT+TMAT
dif fnew «— ztar-rcurnew
dif f — diffnew
if ((dif fnew = 0)or(flag = 1)) then
Write(Success after some attempts)
else
if flag = 0 then
for (i =0 to n) do
if (dif fnew = ampfi]) then
zeurnew «— xcur+ampfif
flag — 1
break
end if
end for
end if
if flag = 0 then
for (i =0 to n) do
if (dif fnew < ampfi]) then
xmin — amp[n-1]
xdif f — xmin-diffnew
reurnew «— xcur+xdiff
flag — 1
break
end if
end for
end if




48 D. Das Chakladar and S. Chakraborty

Algorithm 2. Find-Target Algorithm- Part 2

44: if flag = 0 then

45: for (i =0 ton) do

46: if (ampli + 1] < dif f < ampli]) then
47: smallest «— i

48: xmin — diffnew-amp/i]

49: zminl — diffnew-amp[i+1]
50: if (xmin < xminl) then

51: shiftcur «— zcurnew+ampli]
52: zeurnew «— shiftcur-zmin
53: flag — 1

54: break

55: else

56: return

57: end if

58: end if

59: end for

60: end if

61: end if

62: end while

63: end if

64: Findtarget (xcurnew,xtar)

65: end procedure

4 Illustrative Example

The amplitude of specific frequency will translated into cursor movement. Cur-
sor always moves towards the Xaxis,

so here we derive the algorithm based on horizontal displacement of cursor
towards the target

Stepl (UserInput): Set the target in computer
Step2 (UserInput): Initially set the cursor’s location in any position based on
EEG signal

-7 uv

S of - op
S " target
3t +7 pv
210;
o |
E
© | bottom

201 target

or—

05 1.0
time (s)

Fig. 2. Cursor movement towards the target after periodic interval [8]
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Step3: Calculate difference between the cursor and target

Step4: Use MaxpriorityQueue which will contain the amplitudes (in descending
order) of brain signal within very short time interval range (here for the sake of
simplicity we have taken five different amplitudes)

The queue (Q) holds the following amplitudes (5, 4, 3, 2, 1) in microvolt
Step5:

Case 1:

Target location (x-axis): tar = 20 and Cursor location (x-axis): cur = 10
difference: (tar — cur) = 10

Extract Maximum amplitude from Queue: MaxAmp = 5

Now check the difference with maximum amplitude: (difference > MaxAmp)
Reset Cursor location: (cur = cur + MaxAmp) = 10 + 5 =15

Check the new difference: (difference = tar — cur) =20 — 15 =5

Check the new difference with all the amplitudes in the queue (using parallel
for loop) and check whether any of the amplitude value is equal to the
difference

Reset Cursor location: (cur = cur + Maxamp) = 15 + 5 = 20

Check the new cursor and target location: tar = 20 and cur = 20, so the
difference=0->Success (cursor has reached to the target)

Case 2

) Target location (x-axis): tar = 10 and Cursor location (x-axis): cur = 1.2
) difference: (tar-cur) = 8.8

) Extract Maximum amplitude from Queue: MaxAmp = 5

) Now check the difference with maximum amplitude: (difference > Max-

Amp)

5) Reset Cursorlocation: (cur = cur + MaxAmp) = 1.2 + 5 = 6.2
) Check the new difference: (difference = tar — cur) = 10 — 6.2 = 3.8
7) Check the new difference in the amplitudes of queue (using parallel for

loop): the required difference is between the two amplitudes values (i:e
ampval [2] = 2 and ampval [3] = 3) now check the distance between two
amplitudes with difference diff: (difference-amp(3]) = (3.8 — 3) = .8 and
diff1: (difference-amp [2]) = (3.8 — 4) = —.2, so we pick amplitude value
4, as the difference is closer to the amplitude value 4 (having minimum
difference as negetive sign for crossing the target by shifting the value of .2)

(8) Reset Cursorlocation: cur = cur + ampval[4] = 6.2 + 4 = 10.2
(9) Reduce the extra shifted value from cursor:

(cursorlocation = cur-diffl) = cur = 10.2—.2 = 10

(10) Check the new cursor and target location: tar = 10 and cur = 10, so the

difference =0->Success (cursor has reached to the target)
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Fig.
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3. Block Diagram of Cursor movement: (1) Initial position of Cursor (center at

the screen) and Target (bottom right corner) (2)Cursor moves towards the fixed target
(3) Cursor hits (cursor reach to the target) the fixed Target (4) Next Target (top right
corner) has been set

Case 3:

Target location (x-axis): tar = 20 and Cursor location (x-axis): cur = 16
difference: (tar — cur) = 4

Extract Maximum amplitude from Queue: MaxAmp = 5

Check the nearest amplitude from the queue with difference: (difference <
MaxAmp)

Check the nearest amplitude from queue with difference: here ampvalue|2]
= 4 which is matched with difference, so pick that nearest amplitude value
Reset Cursor location: cur + ampvalue[2] = 16 + 4 = 20

Check the new cursor and target location: tar = 20 and cur = 20, so the
difference = 0—>Success(cursor has reached to the target)

Case 4: New amplitude values (5,4,3,2.5,2) in microvolt, so the queue (Q)

also

5

The

holds the new amplitude values

Target location (x-axis): tar = 10 and Cursor location (x-axis): cur = 4
difference: (tar-cur) = 6

Extract Maximum amplitude from Queue: MaxAmp = 5

Now check the difference with maximum amplitude: (difference > Max-
Amp)

Reset Cursor location: (cur = cur + MaxAmp) =4 4+ 5=9

Check the new difference: (difference = tar-cur) = 10 — 9 =1

Check the new difference in the amplitudes of queue (using parallel for
loop): all the amplitudes are greater than the difference as the lowest ampli-
tude (minamp = 2) which is greater than difference

Take new difference between minimum amplitude and difference: newdif-
ference = (minamp-difference): 2 — 1 =1

Reset Cursorlocation: (cur = cur + newdifference) =9 + 1 = 10

Check the new cursor and target location: tar = 10 and cur = 10, so the
difference = 0—> Success (cursor has reached to the target)

Result and Analysis

experimental analysis of the proposed algorithm has done on the following

computing platform.

Application Environment: DEV C++ (version-4.9.9.2)
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Hardware Environment: Operating System- Windows7 (64 bit), Processor-
Intel Core (TM)i3, RAM-4 GB, Clock-2.26 GHZ

Performance Analysis: Execution time of the algorithm

Case 1: 8.79s
Case 2: 8.85s
Case 3: 8.89s
Case 4: 8.63s

EEG has classified the brain signals into five waves [13]

(1) Gamma waves-upto 31 Hz
(2) Beta waves-(12-30) Hz

(3) Alpha waves-(7.5-12) Hz
(4) Theta waves-(3.5-7.5) Hz
(5) Delta waves-(0.5-3.5) Hz

The above frequency range has been converted into amplitude levels for horizon-
tal movement of the cursor. Target and cursor locations had been set initially.
The cursor movement towards the target has been controlled by the above brain
signals. We show here some brain signals(amplitude vs time) of different ampli-
tude ranges and plot the cursor movement towards the target for that signal
within the fixed time intervals.

Signal 1:

1 2 3 H H
Tame )

Fig. 4. Brian signal (Delta and Theta wave) with amplitude levels (in mV): 1, 2,3, 4, 5
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Result:
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Fig. 5. Initial position of the target Fig. 6. Cursor movement towards the
(20) and the Cursor (10) fixed target
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Fig. 7. Final position of the cursor after reaching the target

Signal 2:
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H
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Fig. 8. Brian signal (Alpha wave) with amplitude levels (in mV): 8, 9, 10, 11, 12
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Result:
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Fig. 9. Initial position of the target (20)  Fig. 10. Final position of the cursor after
and the cursor (16) reaching the target

Signal 3:

T o)

Fig. 11. Brain signal (Beta wave) with amplitude levels (in mV): 15, 16, 17, 18, 19

Result:

P
\J

Target(Inifial Pos:30)

Postion gumm)

¢ itial Fos:10)

Fig. 12. Initial position of the target (30) and the cursor (10)
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Fig.13. Cursor movement towards the Fig. 14. Final position of the cursor after

fixed target reaching the target

6 Time-Space Tradeoff and Computational Complexity

Extractmax(from MaxPriorityQueue):—>O(logn)
Parallel for loop: —>O(n) ,as all for loops will execute concurrently
in different threads,

Total Time Complexity: T(n)=0(logn+n)->O0(n)
Linear Time Complexity

Total Space complexity: S(n)=0(n)

Maximum 'n’ elements can store into the stack.

Class of P: the algorithm can solve in polynomial time as it is linear time
(n) to execute the total algorithm.

7 Advantages and Disadvantages

This algorithm is based on multithreaded application. All the for loops will exe-
cute in parallel, (keyword: “parallel for” use for concurrent execution dynami-
cally) so the computational complexity will be reduced. Threads are lightweight
and very fast in execution so the computational speedup can be also increased.
The cursor will reach to the specified target location within a very limited
amount of time due to the increase speed up. Consequently, the speed of the
human response is also increased.

So the main benefits are

Benefit 1: It is a multithreaded dynamic cursor movement, so the processor
efficiency has increased rapidly as the three parallel for loops has executed con-
currently rather than traditional sequential execution, which will increased com-
putational speedup.

Time complexity of the algorithm is linear in the input size.

Benefit 2: Previous algorithms(LDA, QDA and KNN) had been suffering from
trial prediction and wavelet coefficient factor [2] but in this algorithm as the
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cursor can reach to the target very quickly in the first trial then immediately
cursor will be ready for the next trial, so it is not dependent on the trial prediction

Benefit 3: For goal or target oriented cursor movement, there needs to be
some complex output device for translating the target objective [1] but in this
algorithm we have tried to implement the logic in a simple manner so that
runtime complexity will be minimum.

Benefit 4: The KNN algorithm is unsuitable for huge distance as the approx-
imation of nearest neighbour is not always successful for large distance, but in
this algorithm Cursor can reach the target easily if they are located in a huge
distance gap.

Disadvantage: Thread complexity will be merely increased. If one thread is
blocked, then we need to add a new thread for executing the parallel task.

8 Conclusion and Future Scope

BCI consumes a bright future for a broad range of applications. Coupled with
current technological advances and BCI are growing faster in a different field of
applications. BCI, as a technology, has achieved a wide range of applications from
control of robotic arms to multi-dimensional cursor manipulation. This paper is
based on fast movement of the cursor (using multithreaded way) of the brain
signal to the desired target in computer. If the cursor can reach the target very
quickly, human response will be quick and interaction between human computer
can also be done effectively. The algorithm will run in polynomial time so the
computational complexity is also up to the mark. A brief comparison analysis
shown that the proposed approach has a list of benefits over some well-known
existing approaches.

Cursor movement in BCI has enhanced scope in various applications like
wheelchair controller, Robot controller etc. [14]. If the movement of a cursor can
handle quickly then human thinking capability can be improved effieciently in
near future.
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Abstract. Most of the clustering algorithms are sensitive to noise. Many of them
cluster all the genes of the dataset. However, it may be possible that only a small
part of genes of the gene expression dataset is involved in the biological processes
for a particular set of experiment conditions or sample. To identify these genes
clusters, we propose a method which identifies the co-expressed genes having
chances of co-regulation in presence of non-functional genes and high level of
noise. The proposed method clusters those genes that are within distance threshold
t with respect to a specific gene in each experiment conditions and works on column
wise distance calculation approach. To validate the proposed method an experi-
mental analysis has been done with a real gene expression data and the experi-
mental results show the significance of proposed method over existing one.

Keywords: Clustering - Gene expression data - Data mining

1 Introduction

DNA microarray technology is used to measure the expression level of thousands of
genes simultaneously. Analysis of these data is helpful in study of functions of genes.
In absence of any prior information regarding the gene expression data, clustering plays
an important role in analysis of such data. Clustering is a process of grouping objects
having a set of similar properties.

The gene expression data generated during DNA microarray experiment under
different experiment conditions is arranged in a matrix GE = {E;j| 1 <i<n; 1 <j<m},
where n is the number of rows and m is the number of columns. Each row of the matrix
represents a gene. Similarly, each column of the matrix represents an experiment condi-
tion. An element, Ej;, of the matrix, a numerical value, is the expression level of the gene
iin the experiment condition j.

Many clustering algorithms, such as the hierarchical agglomerative clustering algo-
rithm [1], k-means algorithm [2], SOM [3], CLICK [4], fuzzy c-means algorithm [5]
and SiMM-TS [6], have been efficiently employed for effective clustering of gene
expression data. Most of them consider the assumption that all of the genes belong to a
particular cluster. However, it has been observed that only a smaller number of genes
participate in a biological process under a set of experiment condition [7]. Certain genes
may not participate in any biological function. It is important to identify gene clusters
with background of high level of noise and non-functional genes. The expression levels

© Springer Nature Singapore Pte Ltd. 2017
J.K. Mandal et al. (Eds.): CICBA 2017, Part II, CCIS 776, pp. 57-64, 2017.
DOI: 10.1007/978-981-10-6430-2_5
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of the genes, which are not involved in any biological function, differ from the expression
levels of rest of the genes of dataset. Their behavior is similar to that of the outliers
corresponding to all of the co-expressed genes clusters.

In this paper, we propose a method which selectively identifies the clusters of genes
that are co-expressed. The core concept is to identify genes that exist within a distance
threshold t of a specific gene in each of the experiment conditions. Then, we apply the
method on a gene expression dataset. Further, we utilize three clustering validation
indices to evaluate the effectiveness of the method used. The method is compared with
hierarchal algorithm, k-means algorithm and SOM.

In the Sect. 2, the proposed method is described in detail. In the Sect. 3, the proposed
method implementation and their evaluation are given. The conclusion part of the paper
is given in Sect. 4.

2 Proposed Method

A gene expression data set typically contains expression levels of the genes participating
in cellular processes, some irrelevant genes which do not involve in any biological
function and noise that is produced due to complex procedure of microarray experiment
[14]. In other words, the data set contains a set of clusters of co-expressed genes, non-
functional genes with expression levels differing from the expression levels of the
remaining genes and some noise. To identify these clusters, we propose a method in
which a column wise distance calculation approach is used. Those genes formed a cluster
that are within the distance threshold t with respect to a specific gene in each experiment
conditions. A gene not having any other gene within distance t in each experiment
condition can be marked as noise. The detailed procedure of the proposed method is as
follows.

Let us consider a gene expression data set GE = {E;;| 1 <i<n; 1 <j <m} having
a set of n genes G = {g;,2,,...,2,} and their expression levels measured under a set of
m experiment condition E = {ey,e,,....en}.

To understand the proposed method, we define an unclustered gene set U consisting
of all unclustered genes. Initially U = {g;,2,,...,2,} i.e. all genes are unclustered. A
marked gene set M is used for column wise distance calculations.

A gene g; is randomly selected from U. Rest of the unclusterd genes are put in the
marked gene set M. Let distance d, for an experiment condition e;j, between genes g; and
amarked gene gy, is the difference of expression level E; of g; with expression level Ey
of g.

d= ’Eii - Ekj|

The d is calculated for each marked gene g, € M. The gene g, is removed from M if
d is greater than a threshold t. This process is repeated for each experiment condition
{e1,€,...,m} One by one. It is evident that with each succession of experiment condition,
the marked gene set reduces. After comparison of all the marked genes with g; under
the experiment conditions, if no marked gene is found in M then the gene g; is marked



A New Approach for Clustering Gene Expression Data 59

as noise, otherwise all the marked genes are labelled as a cluster. Then, these clustered

genes are removed from the unclustered gene set U. The aforementioned steps are

repeated with rest of the unclustered genes of U until all of the genes are not clustered.
The algorithm can be summarized as follows:

The algorithm can be summarized as follows:

c=1 /[cluster
for each unclustered gene g;€U
M=U-{g;}

for each experiment e;
if |E1J - Ekj [>t //for all gk €M

M=M-{g}

end if
end for
if Mis NULL

mark g; as noise
else

mark genes of M as cluster ¢
end if
c=c+l
update U

end for

3 Implementation and Analysis

In this section, detail analysis of the result obtained by applying the proposed method
on yeast cell cycle data is presented. Three cluster validation indices have been used for
evaluation of the proposed method. The result obtained by proposed method is compared
with three clustering algorithms.

3.1 Data Set

The yeast cell cycle data consists of expression levels of 6220 genes measured over 17
time points, taken at an interval of 10 min and covers nearly two full cell cycles. Only
416 genes show significant changes during the course of experiment [8, 9]. The expres-
sion levels are normalized to have mean = 0 and variance = 1 [15]. The data set we are
using is a subset of the yeast cell cycle data containing 384 genes and has been previously
used in [10]. The data is available at http://faculty.washington.edu/kayee/cluster.

3.2 Cluster Validation Index

For evaluation of clusters, three cluster validation indices Dunn Index [11], Davies-
Bouldin (DB) Index [12] and Connectivity [13] are used.


http://faculty.washington.edu/kayee/cluster
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The Dunn Index is the ratio of the smallest distance between two clusters to the
largest distance within a cluster. It is defined as

Dunn = min <—d(i’j) )

1 <i<n 1 <j<ni#j\ max g.d k)

where n is the number of cluster, d(i, j) is the distance between centers of cluster i and j
and d’'(k) is the largest distance between two objects of cluster k. The range of Dunn
Index is 0 to oo and it should be maximized.

The Davies-Bouldin Index (DB) is defined as

1 o, + o;
DB = - max -
n i=lz;i;ej‘ <d(c,.,c.)>

)

where n is the number of cluster, o, is the average distances of all object with center c;

of cluster i and, d (ci,cj) is the distance between centers c; and ¢ of cluster i and j
respectively. The DB Index should be minimized.
Connectivity is defined as

=

conn = X[-j

i=1 j=1

where n is the number of objects that participate in clustering, x; is 0, if object i and jth
nearest neighbor of i belong to the same cluster otherwise 1/j, and k is taken as the
parameter for the nearest neighbor consideration. The range of connectivity is 0 to co
and it should be minimized.

3.3 Implementation Platform

The proposed method is implemented on R. For validation of clustering algorithm and
their result, two R packages, clValid [13] and clv [16], are used.

3.4 Results

The proposed method is applied on yeast cell cycle data with different values of threshold
t. No cluster has been found for t less than 0.4 and greater than 4.3. The values of Dunn,
DB and Connectivity indices, as shown in Table 1, indicate that highly coexpressed gene
clusters are obtained when threshold t is small. It is also evident from the values of Dunn
Index, DB Index and connectivity at threshold t = 0.4 that though the best cluster has
been obtained, however, a very small number of genes have been identified in obtained
clusters which is not desirable. So we can also consider some more clusters, having
significant number of genes, obtained with moderate values of these indices. As we
increase threshold t, more number of genes assigns to the clusters and compactness of
the clusters decreases.
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Table 1. Result of proposed method on yeast cell cycle data
Threshold t Number of Total genes Dunn Index DB Index Connectivity
clusters identifies in
clusters

0.4 8 16 0.784855 0.534706 21.2

0.5 18 41 0.457198 0.831953 50.21667
0.6 29 79 0.315428 1.099389 106.75

0.7 32 108 0.274293 1.213592 130.1167
0.8 52 178 0.161777 1.310934 222.2333
0.9 67 233 0.159863 1.318261 311.5333
1 61 267 0.152332 1.555046 381.4333
1.1 63 307 0.127547 1.575846 424.3333
1.2 54 319 0.135242 1.660292 396.2

1.3 55 344 0.159944 1.795899 409.9833
1.4 45 354 0.147664 1.788297 384.0833
1.5 40 365 0.112127 1.91393 414.1

1.6 31 367 0.112127 2.08875 398.8167
1.7 27 371 0.132266 2.025547 350.0667
1.8 22 373 0.116361 2.095597 331.5

1.9 24 379 0.111185 2.130306 341.9

2 18 378 0.114503 2.129832 294.7167
2.1 12 379 0.106698 2.348927 248.8667
22 11 380 0.097003 2.337651 240.5333
23 11 380 0.097003 2.55091 253.5833
2.4 9 382 0.14735 2.398617 222.6833
2.5 8 382 0.149549 1.65122 190.5

2.6 7 383 0.149892 1.691213 190.7

2.7 6 382 0.147924 1.722208 202.95

2.8 7 383 0.091332 1.855697 240.7667
2.9 5 383 0.13633 2.016989 231.6333
3 5 383 0.111402 2.258458 235.5333
3.1 5 384 0.111402 2.06011 233.8

32 5 384 0.097045 2.580419 278.45

33 4 383 0.090158 2.178656 202.0333
34 4 384 0.093367 2.204393 184.3667
3.5 4 384 0.131954 2.156926 149.75

3.6 4 384 0.120302 2.05699 133.85

3.7 3 383 0.120302 2.02868 103.8333
3.8 3 384 0.112204 1.874462 74.95

3.9 2 383 0.112204 1.98153 52.05

4 2 383 0.113622 1.777664 31.08333
4.1 2 383 0.113622 1.978261 24.78333
42 2 384 0.387906 2.065439 6.266667
4.3 2 384 0.387906 2.065439 6.266667
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Table 2. Dunn and connectivity indices for k-means, hierarchial and SOM algorithms

No. of clusters hierarchical k-means SOM
Connectivity Dunn Connectivity Dunn Connectivity Dunn
2 18.7833 0.2356 48.9333 0.1671 41.15 0.1754
3 26.0167 0.2362 35.85 0.1988 40.9833 0.1273
4 37.3 0.2362 41.9667 0.2103 41.9667 0.2103
5 50.4667 0.2546 48.2667 0.191 71.2333 0.2117
6 51.2 0.2546 65.5667 0.1843 105.2833 0.1741
7 51.8667 0.2546 74.3167 0.2252 114.15 0.1132
8 58.3 0.2321 103.3167 0.1971 126.5333 0.1625
9 60.5833 0.2321 85.4333 0.2431 128.55 0.1478
10 62.8667 0.2321 135.0167 0.1813 156.4167 0.1478
11 65.15 0.2321 137.75 0.1534 180.6833 0.1402
12 67.85 0.2321 149.4667 0.1534 180.1833 0.1414
13 83.9 0.255 164.7333 0.1534 200.25 0.1386
14 86.1833 0.255 187.65 0.103 204.5167 0.1007
15 87.9667 0.255 193.3667 0.103 210.1833 0.0882
16 90.2833 0.255 199.3333 0.1097 211.2333 0.162
17 98.2333 0.255 206.2333 0.1502 224.1667 0.1177
18 102.7667 0.2662 230.5 0.1375 235.8833 0.1405
19 103.2667 0.2662 222.6167 0.1551 234.05 0.1619
20 106.5333 0.2662 229.55 0.1147 257.5167 0.0916
21 107.0333 0.2662 239.5667 0.1086 236.5333 0.1672
22 109.1167 0.2662 243.3 0.1471 253.4333 0.106
23 114.1333 0.2674 239.3833 0.1157 271.7833 0.1612
24 116.45 0.2674 263.7833 0.1098 278.7667 0.1586
25 120.35 0.2674 247.5 0.157 281.0333 0.1336
26 130.9333 0.2674 257.5333 0.1179 305.1667 0.1299
27 133.2833 0.2674 260.2167 0.1179 303.95 0.1405
28 134.3667 0.2674 244.75 0.1853 306.3833 0.106
29 134.8667 0.2674 259.4333 0.1178 319.4 0.1743
30 139.35 0.277 271.9 0.1178 314.45 0.1488
31 141.1833 0.277 276.8 0.1179 302.7167 0.1702
32 147.7 0.277 285.4167 0.1179 309.6833 0.1626
33 149.3167 0.277 285.5333 0.1179 319.8 0.1714
34 152.1833 0.277 290.7333 0.1269 325.9333 0.1499
35 157.75 0.277 291.5833 0.1269 330.9333 0.1499
36 163.35 0.277 281.2833 0.1995 352.0167 0.1382
37 169 0.277 280.25 0.1189 341.7833 0.1403
38 170.7 0.277 282.9 0.1189 346.55 0.1442
39 170.95 0.277 286.8167 0.1189 353.95 0.1627
40 174.7667 0.277 290.8167 0.1189 345.1 0.1392
41 176.7167 0.277 289.6167 0.1189 350.85 0.178
42 182.3167 0.277 301.2 0.2295 361.9833 0.1663
43 1859 0.277 305.9667 0.2295 373.75 0.1539
44 188.9667 0.277 308.05 0.2344 378.9 0.1435
45 192.7333 0.277 313.25 0.2365 392 0.1124
46 194.0167 0.277 322.2333 0.2295 377.4333 0.1566
47 196.4167 0.277 323.4 0.2295 380.2 0.1502
48 199.2833 0.277 327.0333 0.2365 378.85 0.171
49 200.1167 0.277 319.1167 0.2129 386.8667 0.1392
50 210.3667 0.263 326.9667 0.1355 388.95 0.1725
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The Dunn and connectivity indices are also calculated for k-means, hierarchal and
SOM algorithms as shown in Table 2. It is evident from Tables 1 and 2 that the Dunn
index is greater for threshold t at 0.4, 0.5, 0.6, 4.2 and 4.3 when compared to the
maximum values of Dunn index of SOM, k-means and hierarchal algorithms. This shows
that the proposed method is performing well in comparison to k-means, SOM and hier-
archal algorithms.

4 Conclusion

In this paper, a method is proposed for the identification of gene clusters in the presence
of inactive genes and high levels of noise. The method works on column wise distance
calculation approach. This works well in conducting the identification of highly co-
expressed genes clusters. In this paper, the proposed method is compared with k-means,
hierarchal and SOM algorithms. For evaluation and comparison three clustering vali-
dation indices, Dunn index, connectivity and DB index, are used.
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Abstract. Diabetes is one of the most frightful diseases that is creating
a terror in peoples mind all over the globe and all of them are putting
tremendous efforts to search for various methods to prevent this disease
at the budding stage by predicting the symptoms of diabetes. In this
paper, our main aim is to predict the onset of diabetes amongst women
aged at least 21 years using Two-class Neural Network and tabulate and
compare our results with others results. This approach has been tested
with the Pima Indians Diabetes Data Set downloaded from the UCI
Machine Learning data repository. The performance of our predictive
model has been measured and compared in terms of accuracy and recall.
Endocrinologists, dietitians, ophthalmologists and podiatrists can use
this model to predict how likely a patient is to suffer from diabetes.

Keywords: Diabetes mellitus - Machine learning - Pima Indians
diabetes data set - T'wo-class neural network

1 Introduction

To diagnose a disease, a number of tests are essential. And medical history data
plays a significant part of the testing procedure. Thus arises the need for a
powerful tool for analysing and extracting usable information for this complex
data [1]. Healthcare industries can benefit immensely from data mining applica-
tions [2,3]. This can improve patient compliance by maintaining high quality in
patient care and can help all concerned parties in limiting costs and enhancing
profits. This study focusses its attention on prediction of diabetes mellitus and
provides a detailed performance analysis of the same. Now, it is very impor-
tant to develop predictive models using the risk factors for the development of
diabetes. Many studies have suggested traditional methods (statistical) as pre-
dictors [4,5]. The data mining process for diagnosis of diabetes can be divided
into five steps, though the underlying principles and techniques used for data

© Springer Nature Singapore Pte Ltd. 2017
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mining diabetic databases may differ for different projects in different countries
[1]. Data mining entails extraction of information from a data set and transfor-
mation into a comprehensible structure for further use. Statistical approaches
like clustering, classification, regression, hypothesis testing and computer sci-
ence applications like soft computing, machine learning and data visualizations
largely contribute to solve different categories of data mining problems. Data
Mining has been extensively used in diverse areas of science and engineering in
recent times, ranging from bioinformatics to the fields of medicine and education.

Artificial neural network (ANN) is vastly used for diabetes prediction. Olaniyi
and Adnan [6] used multilayer feed-forward neural network and trained with
back-propagation algorithm to classify patients. Those were tested positive,
assigned as binary 1 and those were tested negative as binary 0. They achieved
a recognition rate of 82% by considering Pima Indians Diabetes Data Set. Sim-
ilarly, Pradhan and Sahu propose an Artificial Neural Network (ANN) based
classification for diabetes prediction [7]. In this paper, the ANN based classi-
fication model as one of the powerful methods in intelligent field was applied
for classifying diabetic patients into two classes. Genetic algorithm (GA) is also
used for feature selection for better accuracy. This model is trained with Back-
propagation (BP) algorithm and GA (Genetic Algorithm) and 73.45% classifi-
cation accuracy has been reported. On the other side, Smith et al. [8] proposed
neural net-work ADAP algorithm to build associative models and obtained 76%
accuracy of classification rate.

In this study, the features which carry more weight towards the outset of
diabetes has been considered for training the neural network. The Pima Indians
Diabetes dataset has been used to classify the positive and negative cases. The
model is then scored and evaluated on the basis of accuracy and recall rate.
The rest of the paper is organized as follows: Sect.2 describes the proposed
methodology. Section 3 deals with experimental results and analysis and finally,
the paper is concluded in Sect. 4.

2 Proposed Methodology

Classification of data is a two phase process in which first step is the training
phase. In this phase, the classifier algorithm builds a set of classification rules
with the training set of tuples. The second phase is the test phase where the
model is tested with well known cases to measure its accuracy. The performance
of the model is then analyzed with the testing set of tuples [9]. A machine
learning algorithm in general operates on a model and is iterated multiple times
while manipulating the algorithm hyper-parameters to increase the accuracy of
the classifier [2]. A model of neural network is given in Fig. 1.

2.1 Preprocessing of Data

The Pima Diabetes dataset has some biologically impossible data like there are
35 cases where diastolic blood pressure is 0, 231 cases where tricep skinfold
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Input Hidden Output
layer layers layer

Xm

Fig. 1. General structure of totally connected Neural Network

value is zero, 11 cases where BMI is 0. These data points were assumed to have
missing values and thus were removed. Shanker (1996) used all the cases from
the datasets in his analysis [10]. Similarly, Kayaer et al. (2003) used all 768 cases
which were normalized for better results [11]. Temurtas et al. (2009) used the
first 576 cases as training data and the remaining 192 cases as testing data [12].
Preprocessing of data, such as cleaning the missing values is essential so that our
model can correctly analyze the data [13]. A statistical analysis of the data as
well as the feature scaling is given in Table 1. Scaling of all feature values were
done to get the standardized feature values and to weight all features equally in
their representation.

The main objective was to get all the data on same scale; if the scales for
different features differ wildly, this can have a secondary effect on their ability to
learn (depending on what methods are being used to do so). Having standardized
feature values can implicitly weight all features equally in their representation.

2.2 Analyzing the Features

Features in machine learning are individual measurable properties of something
to be interested in. In our given dataset, each row represents a female, and each
column represents a feature of that female. For creating our predictive model,
a good set of features were found. After a thorough study, it was inferred that
some features performed better in predicting targets while some had a strong
correlation with other features and hence they were removed.

2.3 Constructing the Model

After the data was prepared, a predictive model was constructed that consists
of training and testing. The data was used to train the model, and then, the
model was tested to see how closely it was able to predict the result. Training
and testing the model was done by splitting the data into separate training and
testing datasets. 80% of the data was used to train the model, and the remaining
20% was held back for testing.
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Table 1. Data analysis

Feature ID | Feature name Mean Median | Standard |Min/Max |Scaling process
deviation

F1 Number of 3.301 |2 3.2114 |0/17 £
pregnancies

F2 Age (years) 30.8648 |27 10.2008 |21/81 £2

F3 Triceps skinfold 29.1454 29 10.5164 |7/63 Ignored
thickness (mm)

F4 Diastolic blood 70.6633 |70 12.4961 |24/110 %
pressure (mm Hg)

F5 Body mass index | 33.0862 33.2 7.0277 18.2/67.1 | {52
(weight in
kg/(height in
m)"2)

F6 Diabetes pedigree 0.523 |0.4495 0.3455 |0.085/2.42 | Unchanged
function

F7 Plasma glucose | 122.6276 119 30.8608 56/198 | {i=20
concentration a 2h
in an oral glucose
tolerance test

F8 2-Hour serum 156.0561 125.5 | 118.8417 |14/846 | {zo—0;
insulin (mu U/ml)

3 Experimental Result and Analysis

In the following approach, the experiment was carried out to observe the accu-
racy, recall and precision with respect to prediction of Diabetes Type II.

3.1 Dataset

The following approach was used on Pima Indians Diabetes Dataset to measure
the accuracy of prediction of Diabetes Type II. This database is publicly available
[13] and the National Institute of Diabetes and Digestive and Kidney Diseases
is the owner of the dataset. In this database, all patients are females of at
least 21 years old of Pima Indian heritage. The dataset contains values for eight
relevant vital attributes.

3.2 Experimental Setup

The Two Class Neural Network model was chosen to solve this problem. The
model was configured using the following specifications:
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1. Hidden layer specification:
— The neural network consists of n hidden layers (0 < n < 3) each completely
connected to its preceding layer, the first hidden layer is connected to
input layer.
— The output layer is fully connected to nth hidden layer, for n > 0, else it
is connected to input layer.
— The number of node in the input layer is determined by the number of
features used.
— Each hidden layer contains 100 nodes each.
— The output layer contains 2 nodes, one each for positive and negative.
2. The global learning rate of 0.01 was found to be appropriate to train our
model.
The model was trained over 1000 iteration.
The initial learning weights diameter was assigned as: 0.1
The momentum was kept 0 for optimum performance.
The trained model was then evaluated.

S G w

In the study, 392 cases of the data set were considered, out of which 314 was
used for training the neural network model and 78 was used for testing the model.
There were 262 negative cases (i.e., 67%) and 131 positive cases (i.e. 33%).

3.3 Experimental Result

In our implementation, we used R, SQL and Python within Microsoft Azure
Machine Learning Studio and the results were compared with the existing
approaches. The criterion taken for the comparison of classifiers were accuracy,
precision and recall. In simple terms, high accuracy means that most of the
measurements of a quantity were close to the true value. High precision means
that an algorithm returned substantially more relevant results than irrelevant
ones, while high recall means that an algorithm returned most of the relevant
results [14].

The classification of data in this study was based on the usage of confusion
matrix (given in Table 2) and were grouped into true positive (TP), true negative
(T'N), false positive (F'P) and false negative (FIV). The recall rate, precision and
accuracy of the model were measured by varying the number of hidden layers of
nodes and the results were plotted in Fig. 2

Accuracy = (IP+TN) (1)
Y= TPYFP TN +FN)
TP
Precision = m (2)
Recall = __rr (3)

(TP + FN)
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Table 2. Confusion matrix

Actual vs Predicted | Positive | Negative
Positive TP TN
Negative FP FN

W Precision ®Recall »Accuracy

82.40%
58.30%
| 83.30%
75%
62.50%
82.10%
78.90%
62.50%
| 8330%
77.80%
58.30%
| 8210%

0 1 2 3
No of Hidden Layers Nodes

Fig. 2. Experimental results

3.4 Comparison of Performance

The results were compared with existing works and the comparison has been
displayed in Table 3. In all cases, Pima Indians Diabetes Data Set was used for
evaluations.

Table 3. Comparison of performance

Approaches Models Accuracy
Olaniyi and Adnan [6] | Multilayer feed-forward neural network | 82%
Pradhan and Sahu [7] | ANN, GA, BP 73.45%
Our approach Two-class neural network 83.3%

4 Conclusion

In summary, the two class neural network model is being used for predicting
Diabetes Mellitus Type II using seven important attributes. Here the studies
conclude that our model has achieved the highest accuracy of 83.3% for the
given data. This model can be utilized to classify people at high risk of developing
diabetes and provide timely medical intervention for women, aged 21 years and
above. In this way, premature mortality and health risks can be diminished
by implementing such predictive models. This paper presents an approach that
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can be used for hybrid model construction of community health services. This
classification algorithm can be implemented for the prediction of other dominant
diseases and classification with their suitable datasets. An another scope is to
check whether by applying new algorithms, any improvement can be made over
existing techniques.
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Abstract. Quantum-Dot Cellular Automata (QCA) is a well accepted
for the next generation computer technology as it is capable of over-
coming certain technical limitations of existing CMOS technology. We
have designed the Gray code counter using two-dot one-electron QCA.
As the Set-Reset flipflop is the building block of the Gray code counter,
we also designed the Set-Reset flipflop. Computing the potential energies
we have substantiated and analyzed the proposed design and calculated
the energy and power related parameters. We have also compared our
work with the four-dot two-electron QCA architecture and found that
the proposed designs are superior to the existing ones in terms of space
utilization, energy and power dissipation.

Keywords: Gray code counter - QCA - Coulomb’s repulsion -+ Majority
voter

1 Introduction

QCA technology of Lent and Tougaw [1] is now very popular in the nano technol-
ogy domain as it requires extremely small space, consumes very low power and
eliminates the disadvantage of the off-state leakage current. Thus the technology
is very promising among the emerging technologies concerning future computers.

A four-dot two-electron quantum cell is square in shape with four charged
wells or “dots” at the corners. Two electrons quantum-mechanically tunnel
between neighboring dots within a cell. Coulomb’s repulsion forces the elec-
trons to take the corner positions. The concept is well addressed in [2-4]. Here,
we are going to use two-dimensional two-dot one-electron QCA cells.

Gray code is a code assigned a set of integers, so that two adjacent code
words differ by a single symbol thus having Hamming distance of 1 between
them. Originally spurious output from electromechanical switches was prevented
by the reflected binary code or the Gray code. Of late Gray codes also facilitates
error correction in television systems, digital terrestrial, some cable TV and other
© Springer Nature Singapore Pte Ltd. 2017
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digital communications. Gray code is used in genetic algorithms, in labeling the
axes of Karnaugh maps, etc.

In Sect.2, we reviewed of two-dimensional two-dot one-electron QCA. In
Sect. 3, we discussed the design of SR flipflop. In Sect. 4, we discussed the design
of 2-bit Gray code counter. Then we have verified the outputs of both the circuits
using potential energy calculations in Sect. 5. The proposed architecture has been
analyzed in Sect.6 and lastly in Sect.7, we have calculated energy and power
requirements for our design. We have compared our work with that in [5] in

Sect. 8 and finally we have concluded.

2 2-D Two-Dot One-Electron QCA

The two-dot one-electron QCA has rectangular cells, with two dots at the
two ends. Through the tunnel between the two quantum dots, a free elec-
tron may move (Fig.1). Binary information is represented by the position of
electron within a cell that passes from one cell to another obeying Coulomb’s
principle.

(a) (®) © @

Fig. 1. Polarities of two-dot one-electron QCA cells

2.1 Clocking

Clocking is used for synchronization in CMOS technology. In QCA, the direction
of signal flow is determined by clocking. Moreover, energy is supplied to input
signals that are weak enabling it to propagate from the input cell to the output
cell [2,4]. There are four clocking phases. Initially, the potential energy of the
electron is least [6], so it is unable to move the adjacent quantum dots and
the polarity is definite. In switch phase, the potential energy rises and attains
its maximum at the end of this phase. In hold phase, this potential energy is
maintained and the electron is delocalized. In release phase, the potential energy
decreases and then a definite polarity is reached by the cell. Finally, in relax
phase, it obtained the least potential energy and is at a definite polarity. All
QCA architecture contains at most four clock zones and each clock zone consists

of four phases. The phase difference between two consecutive clock zones is g
[2] (Fig.2).



Two-Bit Gray Code Counter Using QCA 77

|  Hold |
Switch Release

Relax

— 3 Clocking Zone 0

Clocking Zone 1

Clock Energy

Clocking Zone 2

Clocking Zone 3

Time

Fig. 2. The QCA clocking

2.2 Basic Building Blocks

A sequence of cells with same orientation makes up a binary wire (Fig.3a); a
differently oriented cell in between two cells of a binary wire gives an inverted
output (Fig.3b); the inverted outputs may also be obtained at two out of four
turning at corners (Fig. 3c); if the same input is required to drive two systems
then fan-out gate (Fig. 3d) may be used; the planar crossing wires (Fig. 3e) must
have a zone difference of two.

0 0 Non-
In%ooo"ﬂ> Inv 'erting
(@ 1 =5 59 0

I’%O e 1 Output | Non--l .-

Inverting 1
(c)
55 1 Output | _
ut o ’ 3 o
I’b 1 B3 5ol o Sol s
4
@ %t Output, ° o

Fig. 3. The basic building blocks (a) binary wire (b) inverter (c) inverter at turnings
(d) fan-out (e) planar wire crossing
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Fig. 4. Inputs and outputs of majority voter gates depending on their directions

The schematic diagrams and implementations of the majority voter
gates having inputs A, B and C are shown in Fig.4. The output function for
Fig.4(b)—(d) is given by

Output = AB + (A + B).C" (1)

Thus, fixing the values of A, B and C, we get,

AB ifC=1
A+ B ifC=0
AC B =0
Output =9 4L orif B = 1 (2)
B.C' ifA=0
B+CifA =1

Therefore, any circuit may be designed using the inverter and majority voter
gate.

3 Set-Reset (S-R) Flipflop

From the truth table of S-R flipflop is shown in Table 1, we get the characteristic
equation for SR flipflop as:

Qt+1)=5Q+ (S+ Q)R (3)

So, the S-R flipflop is implemented using a majority voter gate as shown
Fig. 5. Two alternative schematic diagrams and their respective implementations
of SR flipflop is shown in Fig. 5(a)—(b).
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Table 1. Truth table for S-R Flipflop
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Fig.5. S-R flipflop (a) schematic diagram and implementation (b) alternative
schematic diagram and implementation

4 Gray Code Counter

Frank Gray coded a binary numeral system, the reflected binary code (RBC) or
Gray code such that the successive values differed in one bit only.

The two-bit Gray code is shown in Table2. By the “cyclic” property of a
Gray code, decimal number rolls over to another decimal number with only one

change of switch. This cycle is depicted in Fig. 6. The logic diagram of the Gray

code counter is shown in Fig. 7. The same is implemented in Fig. 8.

Table 2. Truth table for Gray code

Decimal | Binary | Gray code | Gray as decimal
0 00 00 0
1 01 01 1
2 10 11 3
3 11 10 2
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Fig. 6. Transition diagram of a 2-bit Gray code counter
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Fig. 8. Implementation of a Gray code counter

5 Determination of Output

Till date no simulator simulating two-dot one-electron QCA is available. To ver-
ify the circuit, we calculate the potential energy based on Coulomb’s principle [4].
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The potential energy, U between two point charges ¢; and ¢s, at distance of r
units is

_ Kqigp  9x10° x (1.6)° x 10738

= (4)

r r

Ur = Zn: Ui (5)

U

where K is the Boltzman constant and Ur is the sum of potential energies due
to all neighboring electrons. As the electrons attains a position where potential
energy is least. We calculate the potential energies of the possible electron posi-
tions and select the position with least potential energy. Thus we establish the
outputs.

The outputs of the S-R flipflops shown in Fig.5(a) and (b) have been estab-
lished in Tables 3 and 4, respectively. As we have established the outputs of the
S-R flipflop. We have used it as the basic building blocks for the Gray code
counter shown in Fig.8. The output states of the Gray code counter are estab-
lished in Table 5.

Table 3. Output state of S-R flipflop as shown in Fig. 5(a)

Cell | Position of electron | Total potential energy | Remarks

1 - - Input cell S

- - Input cell R

- - Input cell Q;

14.102 x 10720 J Output Q;+1. Electron latches at
b 1.368 x 10720 J the position b as energy is lesser

w00 N

- B The same polarity of cell 3

5-7 |- - The inverse polarity of cell 4

- - The inverse polarity of cell 7

- - The inverse polarity of cell 4

6 Analysis

Stable and maximum area utilization are the major criteria for QCA architec-
tures [7]. If all input signals to the majority voter gates are of same strength
and the outputs are obtained simultaneously then the architecture is stable. The
architectures in Figs. 5 and 8 satisfy the above conditions, we may conclude that
these designs are stable.

Let p nm X ¢ nm be the dimension of a two-dot one-electron QCA cell. As
Fig. 5 requires 9 cells, the covered area is 9pg nm?. The covered area by the
design is (4p + 3q) x 2(p + q) nm?. Hence area utilization has the ratio 9pq :
(4p+ 3q) x 2(p+ q) is convincing. Also the number of clock zones required is 4.
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Table 4. Output state of S-R flipflop as shown in Fig. 5(b)
Cell | Position of electron | Total potential energy | Remarks
1 - - Input cell S
2 - - Input cell R
8 - - Input cell Q;
3 a 1.368 x 10720 J Output Q;+1. Electron latches at
b 14.102 x 10720 J position a as energy is lesser
4 - - The same polarity of cell 3
5-7 |- - The inverse polarity of cell 4
8 - - The inverse polarity of cell 7
9 - - The inverse polarity of cell 4
Table 5. Output state of Gray code counter
Cell | Position of electron | Total potential energy | Remarks
1 a 14.102 x 10720 J Input cell Q; and output
b 1.368 x 10720 J Qi+1 Electron latches at position b
2-3 - - Same polarity as cell 1
4-6 - - The inverse polarity of cell 3
79 - - The inverse polarity of cell 2
10 - - The inverse polarity of cell 9
11-12 | - - The inverse polarity of cell 3
3 - - The inverse polarity of cell 12
14 - - Input cell Reset
15 a 0.294 x 10720 J Output Q;+1
b 6.9056 x 1020 J Electron latches at position a
16-17 | - - The inverse polarity of cell 15
18 a —1.368 x 10720 J Output Q41
b —14.102 x 10720 J Electron latches at position b
1920 | - - Same polarity as cell 18
21-23 | - - The inverse polarity of cell 20
24-26 | - - Attains the inverse polarity of cell 19
27 - - Attains the inverse polarity of cell 26
28-29 | - - Attains the inverse polarity of cell 20
30-32 | - - Attains the inverse polarity of cell 29

As Fig. 8 requires 33 cells, the covered area effectively is 33 pg nm2. The covered
area by the design is (5p+ 6¢) x (5p+ 6¢) nm?. Thus the ratio of area utilization
is 33pq : (5p + 6¢)? is also convincing. Here the number of clock zones required
is 8.
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7 Energy and Power Requirements

For architectures of S-R flipflop and Gray code counter, the energy and power
related parameters from [8] are in Table 6. Here, we have assumed n = 10 and
Nog = 3.

Table 6. Parameter calculated for the proposed two-dot one-electron QCA S-R flipflop
and Gray code counter

Parameters [8] | Value for S-R flipflop | Value for Gray code counter
Epm = Eqocr, | 3.21187 x 10719 J 1.17769 x 10~ 18]
Egiss 3.17975 x 10719 J 1.16591 x 1018 J
V1 8.81741 x 10'* Hz 3.23305 x 1015 Hz
vo 9.59256 x 10 Hz 3.51727 x 10'° Hz
(va — 11) 7.75157 x 1013 Hz 2.84224 x 1014 Hz
T = V—ll 5.6706 x 107165 1.54653 x 107165
T = — 5.21237 x 107165 1.42156 x 10165
T ’ 1.0883 x 10155 2.96808 x 107165
tp 1.51617 x 107145 1.43702 x 107145

8 Comparative Study

In [5] we find the designs of S-R flipflop and Gray code counter using four-
dot two-electron QCA. There are certain advantages of two-dot one -electron
QCA over four-dot two-electron QCA. First and foremost is that the number of
electrons two-dot one-electron QCA architecture with N cells is N but in case
of four-dot two-electron QCA it is 2N. In four-dot two-electron QCA, there are
four ambiguous configurations out of the Cy possible configurations [9], only two
are valid configurations. But in two-dot one-electron QCA ambiguous situation
does not arise. The wiring complexity is reduced in case of two-dot one-electron
QCA. In Table 7 we see a comparative study of the designs in [5] with those in
this article. From [9], we get p = 13 nm and ¢ = 5 nm.

Table 7. Comparative study of S-R flipflop and Gray code counter

Parameters S-R flipflop Gray code counter
In [5] In this in [5] In this
article article
Number of cells | 66 9 87 33
Area covered | 85140nm? | 2412nm® | 113844nm? | 9025 nm?
Energy required | High (as Low (as High (as Low (as
there are there are 9 | there are there are 33
132 electrons) | 174 electrons)
electrons) electrons)
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Conclusion

We have seen how to design a two-bit Gray code counter from two S-R flipflops.
We have also analyzed the proposed design and calculated the energy required
and the power dissipation for the same. This design may be extended to form
three- or higher bit higher Gray code counters.
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Abstract. Quantum-dot Cellular Automata i.e. QCA is emerged as a
product of immense study made by researchers to find out an efficient
replacement of CMOS technology in nanoscale. Nanoscale alternatives
arise due to the fact that CMOS is near to face serious challenges due to
the scaling limitation of this technology. The nanoscale implementation
of CMOS also suffers from high power dissipation. In this present arti-
cle, a study has been carried out over the structural advantages of square
shaped 2Dot 1Electron QCA cells over the rectangular shaped cell. As an
case study, a design strategy of a half subtractor as well as a full subtractor
has been proposed using 2Dot 1Electron QCA and an analysis has been
carried out with respect to the cell structure. The design of the half sub-
tractor consists of only 25 many number of 2Dot 1Electron QCA cells.
On the other hand, the full subtractor design contains 40 many number
of cells. Using this design approach, we have achieved upto 67% and 65%
of efficiency with respect to the cell count over the existing half and full
subtractor implementation using 4-dot 2 electron QCA respectively. No
such study has been carried out in this domain till date.

Keywords: 2Dot 1Electron QCA - Square shape cell - Subtractor - MV
Gate - Clock signal energy - Stability -+ Robustness

1 Introduction

Predictions through studies [1] has been made towards the limitations of the
ruling CMOS technology in nano-scale applications. The challenges get to be
increased day by day due to the recent advancements of nanotechnology such
as the necessity of high device density with low energy dissipation. These sort
of requirements brought up severe challenges to the CMOS technology. Thus
research community felt an urge for alternate technology which can surpass the
limitations of CMOS technology and can cope up with the first pace devel-
opment of the nano-scale technology. QCA came out to be the most befitting

© Springer Nature Singapore Pte Ltd. 2017
J.K. Mandal et al. (Eds.): CICBA 2017, Part II, CCIS 776, pp. 85-96, 2017.
DOI: 10.1007/978-981-10-6430-2_8
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alternative to the CMOS technology in nanoscale. It simplifies the complexity of
interconnection of CMOS. QCA also solves the energy and other limiting issues
of CMOS in nanoscale. 2Dot 1Electron QCA is an emerging cellular variant
of QCA. There are specific advantages compared to its 4Dot 2Electron variant
[5]. The inter cell communication is achieved using the cell to cell interaction
according to the Coulomb’s principle. QCA also solves the energy and other
limiting issues of CMOS in nanoscale. 2Dot 1Electron QCA is an emerging cel-
lular variant of QCA. It possesses some proven benefits over the existing and well
studied variant i.e. 4Dot 2Electron cellular QCA as mentioned in [5]. The inter
cell communication is achieved using the cell to cell interaction according to the
Coulomb’s principle. In this present article, a study has been made to check the
impact of cell structure on different design parameters of 2Dot 1Electron QCA
structures. For this purpose analytical study has been carried out on subtrac-
tors. In the present scope we offer yet unexplored designs of half subtractor and
full subtractor using 2Dot 1Electron QCA. The proposed designs are also ana-
lyzed with respect to some well established energy parameters to understand the
energy efficiency of the proposed designs in a better way. Later the stability and
the robustness of the presented designs are also discussed. Remaining part of this
article is arranged in the following manner. Section 2 presents a brief study of the
previous reportings in the domain of subtractors. We elaborate the operational
details of 2Dot 1Electron QCA in section in Sect.3. Whereas in Subsect. 3.1 the
QCA clocking mechanism is discussed in detail. Section 4, explains the basics of
subtractor. Our proposed work is then illustrated in Sect.5. The output state is
then evaluated in Sect. 6. The analysis of the proposed designs are then carried
out in the Sect. 8. The conclusion is then made in the Sect. 10.

2 Literature Survey

The field of subtractor design has been well exploited in the purview of 4Dot
2Electron cellular variant QCA such as [8,10]. The field is yet to be explored
using 2Dot 1Electron QCA. In [10], design of half subtractor as well as full
subtractor was reported. The half subtractor consists of four majority voter gates
and two inverters. The half subtractor implementation required 77 numbers of
4Dot 2Electron QCA cells. The half subtractor has 3 clock zone delays. The
full subtractor design in [10] requires three majority voter(mv) gates and two
inverters. The full subtractor had been implemented using 178 number of 4Dot
2Flectron QCA cells. The full subtracor has 8 clock zone delays. The 1-bit full
subtractor design in [8] requires four mv gates and three inverters. This full
adder circuit consists of 4 clock zone delays. There are some more reportings as
done in [2,3]. In [3] a new design methodology of XOR gate was proposed which
is further used to develop half and full subtractor. The half subtractor design
in [3] consists of 55 number of cells and has 3 clock zone delays whereas the
full subtractor design consists of 136 number of cells and 7 clock zone delays.
In [2] a reversible feynman gate was designed using 4Dot 2Electron QCA. The
feynman gate was then used to develop a half subtractor. The half subtractor in
[2] consists of 114 number of cells and has 3 clock zone delays.
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3 Rudimentaries of 2Dot 1Electron QCA

Like any other variant of QCA, 2Dot 1Electron QCA is based on the concept
of quantum dots and electrons. The structural unit of any QCA architecture.
In a 2Dot 1Electron QCA rectangular cell, a single electron on being energized,
may move from one dot to the other [5,7,9]. Thus the cells have two different
alignments, horizontal and vertical. In QCA cells the binary data is depicted
with the help of electron position within the quantum dots. So, 2Dot 1Electron
QCA has different polarity representations for different alignments as shown
in the Fig. 1. As presented in [9], 2Dot 1Electron QCA works on a few building
blocks such as planar crossing of wires, binary wire, majority voter gate, inverter
which are shown in Figs. 1g, c, f, d respectively.

(a) (b) (c) ()
=D mgm
(e) (f) (g)

Fig. 1. Binary Encoding in 2Dot 1Electron QCA when (a) cells placed vertically and
(b) cells placed horizontally and (c) 2Dot 1Electron QCA binary-wire and (d) Inversion
by placing oppositely aligned cell and (e¢) MV Gate schematic diagram and (f) QCA
cell Implementation and (g) Planar crossing of wires

B

x _ylo olx v ) o v

o 1

(i) Inverted (ii) Non-inverted  (iii) Non-inverted (iv) Inverted

Fig. 2. Data inversion by turning cells in proper direction

3.1 Clocking Mechanism

Clocking mechanisms for 2Dot 1Electron and for 4Dot 2Electron QCA are simi-
lar and quite different from CMOS clocking primarily used for synchronization.
QCA clocking is used as an controller of the entire QCA architecture as it pro-
vides energy to weak input signals and helps to determine the data flow direction
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[12]. QCA clocking incorporates four clock zones and each of which comprises
of four clock phases: switch, hold, release and relax. With the initialization
of the switch phase, the electrons starts to energize. Till the very end of the
switch phase electron attains its maximum energy. The cell will lose its polarity
at this stage. Maximum potential energy of the electron is retained during hold
phase. With the beginning of the release phase the electron starts to lose its
energy and the electrons starts to localize at the other quantum dot. Eventually
the electron attains its polarity at the end of release phase followed by the
begining of subsequent relax phase. Actual computation is done at this point.
At the relax phase, the cell maintains its polarity. Each clock zone comprises of

the aforesaid four clock phases. Each of these four clock zones are g out of phase

with its previous one as shown in the Fig. 3a. The color scheme we have used to
represent different clock zones through out this paper is shown in the Fig. 3b.

HOLD

W .
A\,\‘\/‘“ #I‘Ll:;, ‘. .
D 5| rerax [Clocking zone 0

I Clock Zone "0"

Electron Potential Energy

[Clocking zone 2 [ Clock Zone "1"

IClocking zone 3 1 Clock Zone "2"

2 " 31 2 naqn
Time (radians) 2 [ Clock Zone "3

(a) (b)

Fig. 3. (a) 2Dot 1Electron QCA Clocking and (b) Color code of various clock zones
(Color figure online)

4 Subtractor

Subtractor serves the purpose of subtraction operation. Subtractor is a combi-
national architecture. Subtractor take two binary bits as inputs and provides
two outputs which are difference and borrow. Like adder there are two kinds of
subtractors, half subtractor and full subtractor. Half subtractor can perform sub-
traction of two bits at a time. The logic diagram of the half subtractor is shown
in the Fig.4a. The schematic diagram of the half adder using QCA majority
voter logic as suggested in [10] is shown in the Fig. 4b. The logic functions of the
half subtractor for the outputs difference and borrow is shown in Eqgs.1 and 2.
The 2Dot 1Electron QCA implementation of the half subtractor in Fig. 6.

Difference = A ® B (1)
Borrow = AB’ (2)

Similarly the full subtractor can be constructed. The schematic diagram of
the full adder using QCA majority voter logic as suggested in [10] is shown in
the Fig.5. Figure7 indicates the 2Dot 1Electron QCA implementation of the
half subtractor.
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Fig.4. (a) Logic diagram of half subtractor and (b) Schematic diagram of Half
subtractor

Bout
B
—M
A B C

Fig. 5. Schematic diagram of full subtractor

5 Proposed Work

As we can see in the schematic diagram shown in Fig. 4b, the half subtractor
consists of 3 majority voter gates and two inverters. The three majority voter
gates built a Ex-OR gate as suggested in [6]. The Borrow output is obtained
from the majority voter gate which produces A’ B as output. The half subtractor
has been implemented using 4Dot 2Electron QCA in [10]. As stated in [5], 2Dot
1Electron QCA is advantageous over the 4Dot 2Electron QCA. In this article we
have implemented the half subtractor using 2Dot 1Electron QCA as presented
in the Fig. 6. The half subtractor component consists of 25 many 2Dot 1Electron
QCA. The entire circuit has a delay of 4 clock zones as shown in the Fig. 6.
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1 = _sIBorrow

Fig. 6. Design of half subtractor
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Fig. 7. Design of full subtractor

The full subtractor has also been implemented using 2Dot 1Electron QCA
as shown in the Fig. 7. As shown in the Fig. 7, the full subtractor consists of 40
many 2Dot 1Electron QCA cells and it also has a delay of 4 clock zones.

6 Determination of Output States

There is no reported availability of any simulation software for 2Dot 1Electron
QCA as yet. So, we have to justify the correctness of our proposed circuits using
some well established principle. In the present purview, we are going to justify
our proposed work using Coulomb’s principle. The mathematical formulations
based on coulomb’s principle are shown in Egs. 3 and 5. The potential energy cal-
culations between two point charges are evaluated using the equations suggested
in [5,11].

U=Kqq/r (3)
Kqigz =9 x 10° x (1.6)° x 10738 (4)

Ur =Y U (5)

where

U : Potential energy persisting between two charged particles.

K : Boltzman’s constant.

q1,q2 : Point charges.

r : Euclidean separation between the charged particles.

Ur: Potential energy due to the effect of all its neighbors calculated using Eq. 5.
Quantum dots maintain positive charge induced by the presence of negatively
charged electrons in 2Dot 1Electron QCA. Electron tends to align at the farthest
position from another electron and as close as possible to a quantum dot. Elec-
trons try to achieve a dot-position with least potential energy. Thus we have to
calculate the potential energy of an electron at each possible position (for 2Dot
1Electron QCA cell only two possible positions) and the position which gives
the minimum potential energy electron will attain that position. The size of a
2Dot 1Electron QCA cell is 13nm x 5nm and the distance between two likely
oriented adjacent cells is 5nm [9]. During the potential energy calculations we
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mark the left quantum dot as x and the right quantum dot as y in horizontally
aligned 2Dot 1Electron QCA cell. Similarly for vertical cells the upper quantum
dots are marked as x and the lower quantum dot is marked as y. For clear under-
standing of potential energy calculations we have marked the cells with numbers
as we can see the numbered half subtractor layout in Fig.6 and the numbered
full subtractor layout in Fig.7. The potential energy calculations regarding the
half subtractor is shown in Fig. 6 is presented in Table 1 and the potential energy
calculations regarding the full subtractor shown in Fig. 7 is presented in Table 2.

Table 1. Output state of half subtractor

Cell Electron | Total potential Comments
position |energy

2 - - Achieves the inverted polarity of input
cell A due to cell placement shown in
Fig. 2(i)

3 - - Achieves the inverted polarity of cell A

16 - - Achieves the polarity of cell 2

17 X 3.33 x 10720 Electron will latch at dot-position y due
to less energy

17 y 0.54 x 107207

4 - - Achieves the polarity of cell 3

12,13 - - Achieves the input polarity B

14,19,20 | - - Achieves the input polarity B

5 X 3.33 x 10720 Electron will latch at dot-position y due
to less energy

5 y 0.54 x 107207

15 - - Achieves the inverted polarity of cell 14
due to cell placement shown in Fig. 2(iv)

18,11,10 | - - Achieves the polarity of cell 17

9 - - Achieves the polarity of cell 10 due to
cell placement shown in Fig. 2(iii)

6 - - Achieves the inverted polarity of cell 5
due to cell placement shown in Fig. 2(i)

21 - - Achieves the polarity of cell 5 due to cell
placement shown in Fig. 2(iii)

7 - - Achieves the inverted polarity of cell 6
due to cell placement shown in Fig. 2(iv)

8 be 3.33x 10720 Electron will latch at dot-position y due

to less energy

8 y 0.54 x 107207
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Table 2. Output state of full subtractor

Cell Electron | Total Comments
position | potential
energy
1,2 - - Achieves the polarity of cell input Borrow;n,
due to cell placement shown in Fig. 2(ii)
3 - - Achieves the polarity of cell 2 due to cell
placement shown in Fig. 2(iii)
4 - - Achieves the inverted polarity of cell 3 due to
cell placement shown in Fig. 2(i)
5 - - Achieves the inverted polarity of cell 4 due to
cell placement shown in Fig. 2(iv)
31 - - Achieves the inverted polarity of cell B due to
cell placement shown in Fig. 2(i)
6 - - Achieves the inverted polarity of cell 31 due to
cell placement shown in Fig. 2(iv)
7 - - Achieves the inverted polarity of cell A due to
cell placement shown in Fig. 2(iv)
9,10 - - Achieves the polarity of cell A due to cell
placement shown in Fig. 2(ii)
8 X 6.75 X Electron will latch at dot-position y due to less
10720 energy
8 y 0.3x10720J
28,27,26 | - - Achieves the inverse polarity of cell 8
30 - - Achieves the polarity of cell 3 according to
corner placement shown in Fig. 2(ii)
29,33,11 |- - Achieves the polarity of cell 30 due to cell
placement shown in Fig. 2(iii)
16 - - Achieves the polarity of cell Borrow;, due to
cell placement shown in Fig. 2(iii)
15,14 - - Achieves the inverted polarity of cell 16 due to
cell placement shown in Fig. 2(iv)
13 - - Achieves the inverted polarity of cell 14 due to
cell placement shown in Fig. 2(i)
12 X 6.75 X Electron will latch at dot-position y due to less
107207 energy
12 y 0.3x10720J
34 - - Achieves the polarity 12 due to cell placement
shown in Fig. 2(iii)
35 - - Achieves the polarity 34 due to cell placement
shown in Fig. 2(ii)
25 - - Achieves the inverted polarity 26 due to cell

placement shown in Fig. 2(i)
(continued)
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Table 2. (continued)

Cell Electron | Total Comments
position | potential
energy
Borrowoeut | - - Achieves the inverted polarity 25 due to cell
placement shown in Fig. 2(iv)
24 - - Achieves the polarity 26 due to cell placement
shown in Fig. 2(iii)
32 - - Achieves the inverted polarity 24 due to cell
placement shown in Fig. 2(i)
23,22 - - Achieves the polarity 32 due to cell placement
shown in Fig. 2(iii)
17,18 - - Achieves the polarity 16 due to cell placement
shown in Fig. 2(ii)
19,20 - - Achieves the polarity 18
21 - - Achieves the inverse polarity 20 due to cell
placement shown in Fig. 2(i)
Dif ference | x —13.41 x Electron will latch at dot-position x due to less
10720 energy
Dif ference |y —1.38 x
1072

7 Compactness Analysis with Respect to Cell Shape

In this present article we have carried out a comparative study with respect
to cell shape. We considered two probable cell shapes i.e. rectangular cell and
square cell. We have shown the computations in Table 3 where the rectangular
cell size is taken as 13nm x 5nm [5].

Table 3. Compactness of different designs due to different cell shapes

Designs Rectangular cell | Square cell
Binary wire(With 4 cells) | 59.77% 57.14%
Inverter 60.93% 50%
Inverter at turns 40.12% 50%
Fan-out 33.82% 33.33%
Majority voter gate 27.05% 44.44%
Half subtractor 20.48% 25.25%
Full subtractor 19.89% 25.64%
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8 Analysis of the Proposed Designs

The article presents the designs of half subtractor and full subtractor using 2Dot
1Electron QCA. In this section we are going to analyze our proposed designs
using different energy parameters, stability issues and robustness to justify the
novelty of the designs. Instead of these analysis, 2Dot 1Electron QCA is bene-
ficiary over the 4Dot 2Electron QCA from structural aspects [5]. Thus the pro-
posed designs are better than those reported in the purview of 4Dot 2Electron

QCA.

8.1 Energy Analysis

The energy related parameters which are going to be used to analyze the pro-
posed designs are presented in [4]. These parameters are developed to analyze
4Dot 2Electron QCA but are applicable to any structural variant of QCA. The
parameters we are going to use are namely F o, the minimum clock signal
energy to be supplied to the QCA architecture; Fy;ss the dissipated energy from
the architecture; v, the frequency of incident energy; vy, the frequency of energy
dissipation; 77, required time move from quantum level n to quantum level nq;
To, required time to dissipate energy into the environment; 7, the switching time;
t,, propagation time through the architecture and vy — vy is the differential fre-
quency. One vital parameter to judge the acceptability of any QCA architecture
as suggested in [4] is FI(Efficiency Index) which is calculated using Eq. 6.
Ediss
B ! Ecv + Ectock (6)

where E., is the input signal energy. ET calculates the ratio of dissipated energy
over the applied energy to the architecture. This instead judge the energy effi-
ciency of any QCA architecture. The energy parameters have been evaluated
for the proposed designs and are shown in Table4. For all the energy related
calculations we have taken the electron quantum number i.e. n to be 11 and the
intermediate electron quantum number i.e. n; to be 2 as the difference between
quantum number and intermediate quantum number must be an odd number.

The energy requirement in case of the half and full subtractor implementation
using 4Dot 2Electron QCA is higher than the proposed subtractors using 2Dot
1Electron QCA. The number of cells required has been reduced to a great extent
in case of the proposed 2Dot 1Electron QCA implementations. Thus energy
required to drive the proposed circuits in 2Dot 1Electron is much lesser than the
existing ones in 4Dot 2Electron QCA.

9 Comparison with 4Dot 2Electron QCA Counter Part

In this section, we will compare the existing 4Dot 2Electron QCA subtractors
with the proposed 2Dot 1Electron QCA subtractors. The comparison has been
made with respect to number of cells in the architecture and the number of
clock zones required to propagate the signal from input end to the output end
(Table 5).
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Table 4. Different Energy parameters of Subtractor

Parameters Half subtractor Full subtractor
Eeiock = % 8.919844244 x 10~ "% | 1.427175079 x 10~ '®
Egiss = ”225 (n®* —1)N | 8.830645802 x 107 | 1.412903328 x 10~ '8
v = %( 2 _ni)N 1.245290748 x 10'° |1.992465197 x 10*°
vy = 7722 (n* —1)N 1.291802664 x 10" | 2.066884262 x 10"
P 7252 (n? —1)N | 4.6511916 x 10*3 7.441906532 x 103
T = vil 2.537365138 x 1071 | 4.059784221 x 10~ '¢
Ty = Ui 2.6166578 x 1071 | 4.18665248 x 107*°
T=mn 2+ T2 5.154022938 x 1071 | 8.232630902 x 10~ '°
tp=7+ (k—1)72N 2.014033579 x 10~ | 5.106309285 x 10~ !4
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Table 5. Comparison of existing Subtractor design in 4 Dot QCA with the proposed
design in 2Dot 1Electron QCA

Parameters

Existing designs in [10]

Proposed designs

Half subtractor | Full subtractor

Half subtractor

Full subtractor

Number of cells

7 114

25

40

Delay (Clock Zones used)

4 4

4

4

10 Conclusion and Future Scope

In this article, design methodology of half subtractor along with full subtractor
using 2Dot 1Electron QCA. The reported designs are justified using potential
energy calculations to judge the correctness of the designs. Finally the designs are
analyzed to estimate their energy efficiency. Then the stability and robustness
aspects of the proposed designs are discussed to analyze their acceptability.
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Abstract. Flower pollination algorithm (FPA) is a nature inspired fas-
cinating meta-heuristic technique, which is applicable to many real life
optimization problems. Mapping of tasks on the virtual machines in
cloud computing environment is a well known NP-complete problem.
This paper propose a novel FPA-based algorithm to schedule the tasks on
the virtual machines to minimize makespan and maximize cloud resource
utilization. The proposed scheme uses an efficient pollen representation
scheme and a novel multi-objective fitness function. We simulate the pro-
posed scheme on one synthetic and two benchmark datasets of diverse
configuration. The performance of the proposed scheme is compared
with three other meta-heuristic based approaches, namely particle swarm
optimization (PSO), genetic algorithm (GA) and gravitational search
algorithm (GSA). The superiority of the proposed algorithm over other
algorithms is exhibited by the simulation results.

Keywords: Flower pollination algorithm - Cloud computing - Task
scheduling - Cloud utilization - Makespan

1 Introduction

Scheduling of tasks in cloud computing is a well studied problem which is NP-
complete in nature. Therefore, several heuristics and meta-heuristics approaches
have been proposed to address this problem that deal with independent or depen-
dent tasks. This article describes the scheduling of independent tasks on the
virtual resources and present a novel algorithm which is based on an efficient
meta-heuristics approach, called flower pollination algorithm (FPA) [1]. It is
noteworthy that there exist m”™ possible schedules for n tasks to be mapped
on m VMs. Therefore, the computational complexity to generate an optimal
task-VM mapping by a brute force approach would be exponential. This also
consumes huge space. Thus, a nature-inspired approach such as flower pollina-
tion algorithm (FPA) [1] can be very effective to generate a near optimal solution
for the aforesaid task scheduling problem in cloud environment. Note that the
FPA can produce better solution than other meta-heuristic approaches such as
GA, PSO and has the highest convergence rate among them [1].
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DOI: 10.1007/978-981-10-6430-2_9
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The key goal of the proposed scheme is to map the tasks of a given application
on the active virtual machines such that the overall application processing time
namely makespan(M) is minimized and the average cloud resource utilization
(Avg.U.) is maximized. The proposed scheme is presented with the employed
pollen representation scheme. A novel multi-objective fitness function is also
derived by considering the aforesaid objectives which contradict each other. We
perform rigorous experiments to compute the results of the proposed scheme
using one synthetic dataset and two benchmark datasets instances. The perfor-
mance results are compared with three other meta-heuristic based scheme i.e.,
PSO, GA and GSA. The simulated results demonstrate its superiority in terms
of makespan and average cloud utilization.

Many researches have been carried out in recent years to address the task
scheduling problem in [2-12,16,19,20]. Panda et al. [8] have proposed both on-
line and off-line task scheduling algorithm to schedule the independent tasks for
cloud environment. The proposed algorithms of task scheduling are shown to
perform better than the cloud list scheduling (CLS) [17], Round Robin (RR)
and Min-Min task scheduling algorithms [18]. In [16], the authors have used the
linear programming to solve the problem of preemptive task scheduling in cloud
computing. In [7], a two phase genetic algorithm with multi-parent crossover is
suggested to minimize both makespan and energy consumption. However, they
have not considered average cloud utilization. In [6], an improved genetic algo-
rithm (IGA) is proposed, in which the virtual machines are selected on the basis
of dividend policy. The performance of their algorithm is shown to outperform
[7]. In [4], the authors have developed a PSO based algorithm for static task
scheduling problem in a homogeneous cloud environment which supersedes the
GA based approach. A multi-objective differential evolution (MODE) scheme is
proposed in [2], as a solution to the task scheduling problem. In [5], the authors
have addressed the problem of task scheduling in a grid environment and pro-
posed a PSO based scheme to generate the task-VM mapping. The proposed
algorithm is shown to produce the best solution for the task scheduling prob-
lem. Our proposed algorithm in this paper, is a novel approach in the sense that
we are the first researchers to exploit the features of the meta-heuristic FPA
to develop an efficient task scheduling algorithm for cloud computing. Further,
there is novelty in the pollen representation and derivation of an efficient fitness
function based on the two important objectives for task scheduling.

The remainder of the paper is systematized as follows. Section2 describes
the models and terminologies used in the proposed algorithm. The proposed
algorithm is explained in Sect. 3. The simulation results are displayed in Sect. 4
followed by the conclusion in Sect. 5.

2 Preliminaries

2.1 Cloud and Task Model

Let us consider a cloud user’s request which is expressed in the form of an appli-
cation A consisting of a set of n tasks such that A={Ty,T5,---,T,}. The user
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submits his application to a cloud service provider (CSP) for the needful oper-
ations (i.e., computing, communication and storage). The CSP provides all the
requested services to the users by negotiating a service level agreement (SLA).

Table 1. Notations used

Notations Descriptions

n Number of tasks in a application A

m Number of active VMs

I; Size of the task T; in million instructions
M_V M; Makespan of the i*" virtual machine

PS; Processing speed of the i*" virtual machine
maz(A) Return the maximum value form a set A
Switch_prob | Switching probability of FPA

Consider an TaaS cloud model similar to the Amazon EC2, where m hetero-

geneous virtual machines (VMs) are deployed on a cloud. Each VM has differ-
ent computing capability. Therefore, all VMs are able to execute the tasks of
the given application. The key components of the assumed cloud model are as
follows.

1.

Cloud user: This is the end user of cloud resources. The cloud users initiate
the various cloud service requests to execute their applications. These requests
are submitted to the cloud scheduler via cloud service provider (CSP).
Cloud scheduler: Cloud scheduler is the recipient of the cloud users’ service
requests. The core responsibility of the cloud scheduler is to maintain status
of all VMs and assign the tasks over the virtual machines so that the user’s
requirement is fulfilled.

Cloud service provider (CSP): The cloud service provider acts as an
intermediary between the cloud users and the cloud scheduler. The CSP con-
tains the resource pool of the active VMs. The user’s application is executed
on the active VMs as per the decided task scheduling algorithm.

2.2 Notations and Terminologies

Now, we define various terminologies used to derive the fitness function and ana-
lyze the simulation results as follows. The notations are shown in the Table 1 with
their description.

1. Processing speed (PS): This is the processing speed of each VM say, V M;

which is measured in million instructions per second (MIPS) and denoted by
PS;.
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2. Execution time of a task (ET;;): Consider an application consisting of n
tasks {T1,T2, T3, ,T,}, where the size (I;) of every task T; is measured in
million instructions (MIs). Therefore, the execution time of task T; on virtual
machine V' M; can be mathematically expressed as follows.

I;

ETy; = 7S, (1)

3. Makespan (M): Let M _V M; denote the makespan of the i** virtual machine,
where 1 < ¢ < m. Then, we can mathematically express the overall makespan

as follows.
M =maz{M_VM,;|1<i<m} (2)

4. Average makespan (Avg.M_V M): It is the mean of the makespan of all
the VMs. In other words,

Z;n:1 M.V M;

m

Avg.M VM = (3)

5. Standard deviation of VM’s makespan (Sd.M_VM): It is the standard
deviation of virtual machines’ makespan. Hence,

Sd.M_ VM = \/Zﬁl(Avg-MVM — M_V M;)?
m

(4)

6. Average cloud utilization (Avg.U,): It is the ratio of the average makespan
(Avg.M _V M) and the overall makespan (M). Therefore,

Avg.M_VM
AvgU, = ——— 5
vg i (5)

2.3 Problem Definition

We address the following problem in this paper. Given an application with a set
of n independent tasks, A = {T1,T»,T3,---,T,} and given a set of m virtual
machines C = {VM;,V M3,V Ms,--- ,V My}, the problem is to determine the
task-VM mapping with the following objectives:

e Objective 1: The overall makespan (M) is minimized.
e Objective 2: The average cloud utilization (Avg.U.) is maximized.

3 Proposed Work

In this section, we present a FPA-based scheme to address the problem defined
in Sect.2.3. We first show the pollen representation scheme used in the pro-
posed algorithm. We then design an efficient multi-objective fitness function to
incorporate in the proposed algorithm.
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3.1 Pollen Representation

Each pollen (P) is represented by an n-dimensional vector, where each element
(say pij | 1 < 4,5 < n) has a random value in the range (0,1) i.e., 0 < p;; < 1.
The employed mapping function is given by Eq. 6.

T_VM;; = floor(pi; xm)+1|1<i<psizeand1<j<n (6)

where, m denotes the total number of VMs, p_size denotes population size and
n denotes the total number of tasks. This pollen representation is analogous
o [15]. It is noteworthy that each pollen is able to produce entire solution for
the task scheduling problem. To demonstrate this, we consider a hypothetical
could-resource model where n = 8 and m = 3. The process of task-VM mapping
is exhibited by considering a sample pollen as shown in Fig. 1.

P; 0.14 038 0.72 046 025 044 0.67 0095
Virtual machine ID 1 2 3 2 1 2 3 3

Fig. 1. Retrieval of task-VM mapping from a pollen

In Fig. 1, we can observe that the first task is mapped on virtual machine 1
since the value of p;; is 0.14 and therefore, floor(0.14 x 3) + 1 = 1. Remaining
tasks are also mapped on the VMs following similar procedure. For instances,
the tasks 75 and T3 are mapped onto V' My and V M3 respectively using same
formula given in Eq. 6.

3.2 Fitness Function

We consider two contradictory objectives to derive an efficient multi-objective
fitness function for problem of independent task scheduling in cloud computing.
The first objective is to minimize the makespan. The makespan can be mini-
mized, if the standard deviation of makespan of all the VMs is minimized i.e.,
lower the value of Sd.M _V M, lower will be the makespan. Therefore,

Objective 1: Minimize Sd.M_V M (7)
Our second objective is to maximize the average cloud utilization. Therefore,
Objective 2: Maximize = Avg.U, (8)

We combine both above-mentioned objectives into a single-objective for mini-
mization problem by employing the weighted sum approach where the value of
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the first objective is multiplied with a weight value C7 and reciprocal of the
second objective is multiplied by Cs. Thus,

Cs
Avg.Uc) )

We choose this is as the single objective fitness function in our proposed
algorithm. In other words,

Objective: Minimize(Cy x Avg.M_V M +

C

Fit=Cy x Avg M. VM + ———
! 1 X Avg + Avg.Ue

(10)

3.3 FPA-based Task Scheduling Algorithm

The pseudo code of the proposed FPA-based algorithm is given in Fig. 2. In step
1, population of size p_size is initialized. In step 2 through step 4, the value of
the fitness function for each pollen of the current population is computed using

Algorithm 1: Proposed FPA-based algorithm
INPUT: n, m, ET, Switch.prob
OUTPUT: Task-VM mapping
1. Initialize pollen Py, 1 < k < P.size

for k=1 tom do

Fit = Compute the value of fitness function of /' pollen using Eq. 10
end for
Initialize Best.fit = Init_max
Initialize Best.pol = @
for k=1tomdo

if Best.fit > Fit; then

Best.fit = Px

10. endif
11. end for
12. for k=1 to m do
13. fork=1tomdo
14. temp = rand(0, 1)
15. if temp > Switch.prob then

0N LR W

16. Draw a n — dimensional step L following a Levy distribution
17. Apply global pollination using Py +1 = Px + L(Best.fit - Px)
18. else

19. Draw ¢ following a Uniform distribution

20. Arbitrarily opt i and j among available solutions

21. Apply local pollination using P+ 1 = Py + &(Pi - Pj)

22. end if

23. Compute novel pollen

24. if novel pollen is superior than current pollen then update the current pollen
25. Identify new Best.pol

26. end if

27.  end for

28. end for

Fig. 2. Proposed FPA-based task scheduling algorithm
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Eq. 10. In step 5 and step 6, the fitness value of the best pollen is initialized to
maximum value of the integer and the best pollen is initialized as an empty set
respectively. In step 7 through step 11, the best pollen from the initial population
is identified and stored as Best_pol. In step 12 through step 27, at each iteration
for every pollen, a random number between 0 and 1 is generated and if the
generated value is greater than the Switch_prob than the global pollination is
applied to the pollen using Levy distribution, otherwise the local pollination is
applied using uniform distribution [1].

The proposed algorithm FPA is tested through extensive simulations which
were carried out on an Intel Core 2 Duo processor, 2.20 GHz CPU with 4 GB
RAM running on Microsoft Windows 7 platform by using MATLAB R2012a
version 7.14.0.739. We evaluate the performance for the simulation results on
one synthetic dataset of 6 instances and two benchmark datasets of 12 instances.
For the comparison purpose, we also simulate GA, GSA and PSO by employing
the same solution representation and the fitness function. In simulation, the
switching probability and the size of population (p_size) is considered as 0.5 and
100 respectively.

3.4 Datasets

In simulation, we considered two benchmark datasets as given in [13] with 512
and 1024 tasks respectively. The benchmark datasets comprises of 12 diverse
dataset instances. These instances are described by u_x_yyzz, where u implies
uniform distribution to generate the dataset, x refers for the consistency i.e.,
inconsistent (i), semi-consistent (s) or consistent(c) and yyzz refers the het-
erogeneity of task-VM i.e., hihi, hilo, lohi, lolo respectively [13,14]. Moreover,
we created one synthetic dataset using the uniform distribution. This synthetic
dataset also consists of 6 different instances, where size of each instance is n x m,
for n tasks and m VMs.

3.5 Experimental Results

We consider makespan (M) and average cloud utilization (please refer Sect. 2.2)
as the performance metrics to show the dominance of the proposed algorithm
over other simulated schemes. The comparison of cloud makespan for the dataset
instances of size 512 x 16 size and 1024 x 32 are shown in Figs. 3 and 4 respectively
by the bar graph. We also plot the average cloud resource utilization for both
the benchmark datasets as shown in Figs.5 and 6 respectively. Similarly, for
synthetic dataset, we also calculated the makespan and average cloud resource
utilization as shown by Fig. 7. It can be observed that the proposed FPA-based
scheme has the minimum makespan and maximum average cloud utilization
for all the dataset instances in comparison with GA, GSA and the PSO based
approaches.
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4 Conclusion

We have proposed a FPA-based task scheduling scheme in a cloud computing
environment. We have demonstrated an efficient scheme of pollen representation
and the process to retrieve the task-VM mapping from a given pollen. We have
also shown the derivation of a single objective fitness function by combining
two conflicting objectives, i.e., minimization of makespan and maximization of
average cloud resource utilization. Through simulation runs on one synthetic
dataset and two benchmark datasets, we have shown that the proposed technique
performs better than the similar meta-heuristics, namely, PSO, GA and GSA
in terms of two performance metrics i.e., makespan and average cloud resource
utilization. However, the proposed work considers the static behavior of the tasks
and virtual machines. Our future work will be focused on dynamic workflow
scheduling.
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Abstract. Quantum-dot Cellular Automata (QCA) is one of the rapidly growing
nano-electronic computing technology. QCA is based on electron presents in
quantum dots. QCA technology have features on high density, low power and
smallest design compare to the other technologies. This paper proposed the basic
paradigm of an efficient design of a 4-bit binary Logical Left Shifter circuit for
single shift as well as multiple shifts. Due to inherent nature, QCA has been
utilized in this paper to achieve low power faster circuit for proposed design.
These shifter circuits are useful in floating point processing systems, particularly
very useful for mantissa multiplication technique. All the designs are imple-
mented with QCADesigner tool. The accuracy is verified comparing theoretical
values and corresponding simulation results.

Keywords: QCA - Clock zone - Majority gate - Inverter - Shifter - Multiple shifter

1 Introduction

CMOS Technology is approaching its scaling end very fast. The important challenges
that CMOS technology is facing can be divided in three categories as Physical chal-
lenges, Material challenges, and Power-thermal challenges [1]. So in order to enhance
the performance of a system new technological approach should be taken into account.
QCA is one of the rapidly growing nano-technology [1]. QCA cell is a collection of
quantum dot cells arranged in an array format [3]. These cells are inter-connected with
each other through the electron passing system from one cell to an-other cell. To accom-
plish the computation in QCA arrays, columbic interaction in cells is sufficient so wires
are not required [2]. Recent research work have shown that this technology can achieve
very high density computing elements, extremely low power dissipation, ultra-fast
computing [4]. The main objective of our paper is to show a detailed design, QCA layout
and simulation result of a Logical Left Shifter, Logical Left Shifter for Multiple Shifts
with minimum complexity and cell count. The QCA circuits have been designed by the
help of QCA designer tool [5].
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DOI: 10.1007/978-981-10-6430-2_10



An Efficient Design of Left Shifter in Quantum Cellular Automata 109

2 Motivation and Contribution

These shifter circuits are used in floating point processing systems. These circuits are
particularly very useful for mantissa multiplication technique [20, 21]. Using the
proposed design, we can enhance the overall performance of the floating point
processing systems, by speeding up the process i.e. by decreasing the calculation time.
QCA requires less power consumption and less clock delay having high device density.
Thus QCA technology has been utilized in this paper to achieve low power faster circuit
for proposed design [22]. The contributions of the paper are as follows.

e The design of a logical left shifter circuit to shift single bit.

e The design of left shifter circuit for shifting multiple bits.

e Single layer wire crossing has been used to provide easiest implementation of the
designs.

3 QCA Overview

The basic building block of a QCA circuit, i.e., QCA cell, QCA wire, majority gate and
inverter are explored in this section. Besides, clock cycles are introduced in QCA to
guide the data propagation in the circuit.

3.1 QCA Cell

The fundamental element in this technology is QCA cell [7]. Each QCA cell consists of
four quantum-dots in four corner of a square box cell as shown in Fig. 1. Among four
quantum dots, two are filled with electrons which drive away from each other because
of columbic interaction in between the quantum dots [8]. Due to electrostatic force of
interaction, electrons take diagonally opposite holes in the cell [4-6]. As a result there
are two polarizations of a QCA cell which are denoted as P = + 1(as binary ‘1’) and
P = —1(as binary ‘0’). Polarization, P = +1 is encoded as logical ‘1’ and P = —1 is
encoded as logical’ 0’ [9].

Electron Quantum dot
d s
®

Binary '0' Binary '1'

Fig. 1. QCA cell of polarization’—1" and polarization ‘1’
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3.2 Representation of QCA Wire

QCA wire is an array representation of QCA cells, due to the columbic interaction
between cells, the binary signal propagates from input to output [6]. The signal propa-
gation in a 90° wire and 45° wire are shown in Fig. 2.
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Fig. 2. QCA wire (a) 45° QCA wire (b) 90°QCA wire

3.3 Representation of QCA Inverter

By arranging QCA cell as shown in the Fig. 3. We can implement an Inverter. An inverter
is basically a NOT Gate [11]. Logically it can be expressed as, A = A’ [5-8].

/‘\Inversion of data

Output 0

i’l

®
(o]
®
o}
®

Input 1 [] []

®
O
®
O
®
O @O0 @

Fig. 3. QCA inverter

3.4 Representation of QCA Majority Gate

In QCA majority gate or QCA majority voter the output will be the majority of the inputs
[13-25]. If binary ‘1’ is the major input of the circuit then the output will be binary ‘1’
and if major inputs are ‘0’ then output will be ‘0’ [10]. In Fig. 4 P,Q,R are inputs. Let’s
say, P=0,Q =0and R = 1, So in this case the major inputs are ‘0’ so the output will
be ‘0’. We can easily construct ‘AND’ gate and ‘OR’ gate using majority gate or majority
voter [11].
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Fig. 4. QCA majority gate

3.5 Clock Zone

To guide the data flow in QCA circuits four clock signals are used [9]. Each clock signal
is shifted in phase by 45° as shown in the Fig. 2. When clock signal is high, it opens the
electron tunnel junctions in QCA cells which allows the electron in a QCA cell to travel
between potential wells. A clock zone cycle through four phases are phasel, phase2,
phase3 and phase4, the phase also called Switch, Hold, Release and Relax [11-13].
During the phasel the inter-dot barriers are lifted so that the electrons within the cell
can be altered by the case of electrons in their input cell [26]. In the hold phase the inter-
dot barriers are kept high so that the cell can stay at their present state [9—11]. In phase3
and phase4 state the barriers are kept very low so that the cell remain unpolarized [17—
19] (Fig. 5).

Clock Zone O — L
Clock Zone 1 E——!\: :/: S
Clock Zone 2 E/E_N : .
Clock Zone 3 E } : : i :

Fig. 5. Different clock zones
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4 Proposed Work

4.1 Logical Left Shift

A logical left shifter shifts the input by one position to left. An example of left shift is
shown below where we take <1100> as input and the output we get is <1000>.

The circuits shown in Fig. 6(b) and (c) are the basic logical diagram and QCA layout
for a single output logical left shifter. In the above circuit, Fig. 6(b), ‘X0’ and ‘X1’ are
two inputs and OUT is the output. The output of this circuit can be logically expressed
as,OUT =S’.X0+ S.X1. We can clearly see from the equation when Shiftis set ‘S’ =0’
then the input X0 is passed to the output and when SHIFT is set ‘1’ then the input X1
is passed to the output., i.e. when S = 0 then the output will be ‘OUT’ = ‘X0’ and when
‘S’ = ‘1" then ‘OUT ‘= ‘X1’. “Y1’ is the output of the QCA layout. Figure 7 represents
a four-bit Logical Left shifter where the input is <X3’,"X2’,’X1°,”X0’> and output will

Logical Shift Left

[T]o Jo o] After
(a)
© . Y1
&
SHIFT .
R |
B E
X0 i B ¥

S EEEEEEEEEE

OouT

(b) (©)

Fig. 6. (a) Left shift operation (b) Circuit diagram and (c) QCA layout for the basic element of
logical Left shift
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be <‘Y3’,°Y2’,’Y1°,’YO’> and ‘S’ is the controller of the circuit. The value of ‘S’ can
be either ‘0’ or ‘1’. So when S = 1, the circuit shifts input bits one position to its left.

X3 X2 X1 X0

v, Lyl Dyl [yl L

shift

Y3 Y2 Y1 Y0
Fig. 7. Circuit diagram for logical left shift

Here, we have proposed a QCA design of 4-bit ‘Logical left Shifter’ with the objec-
tive of minimum area, minimum number of cells and less complexity. The circuit
diagram and QCA layout of the ‘ Logical Left Shifter’ circuit are shown in Figs. 7 and 8.

X3 Y2 Y1 YO0

E 2 o 2
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R x> 2R x1 § xof8® 8
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& I i B | B
[ | EE B ER B
SENIEREEEENNNNIENRNENEE REREEEEEn - oy

Fig. 8. QCA layout for logical left shift

4.2 Logical Left Shifter for Multiple Shifts

In case of ‘Logical Left Shifter for Multiple Shifts’ the shifting of input is controlled by
two shifting signals. The input can be shifted from ° 0 to 3* places. Figure 9 shows the
block diagram for ‘Logical Left Shifter for Multiple Shifts’. In this diagram we have
taken <‘X3’,” X2’ X1°,” X0’> as input and <Y3’, ‘Y2’, ‘YI’, “YO’> is the corre-
sponding outputs. SO and S1 are two shifting signals. The QCA layout for a Logical Left
Shifter for Multiple Shifts is show in Fig. 10.
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X3 X2 X1 X0
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Fig. 9. Block diagram for logical left shifter for multiple shifts
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Fig. 10. QCA layout for logical left shifter for multiple shifts

This circuit basically acts more like a barrel shifter. As there are two shifting bits S1
and SO, there can be four possible combinations. The rules are as follows: (Table 1)

Table 1. The rules of case study

Case | Signals Action Top unit | Bottom
unit
1 S1=0|S0=0 | No shift Shift 0 | Shift 0

1I S1=0 | SO =1 | Shift Left by one place | Shift I | Shift 0
111 S1=1|S0=0 | Shift Left two places | Shift0 | Shift2
I\% S1=1|S0=1 |Shift Left three places | Shift 1 | Shift2
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5 Result Analysis

Figure 11 shows the simulation result for a logical left shifter. Let’s say we have taken
input as <‘1’, ‘1”, ‘I’, ‘I">1ie. ‘X3 =1, ‘X2 = ‘1",X1’ = ‘1" and ‘X0’ = ‘1". As
you can see from the Fig. 11 when S is ‘1’ the input shift by 1 position to the left, thus
the LSB bit becomes ‘0’. So the value of output bits <‘Y3’, ‘Y2’, ‘YI’,
‘YO’> becomes <‘1°, ‘17, ‘17, ‘0°’>.

X3

Y|

X1 1

X0

YO

Y1

Y2

Y3 W5} V1 SNUNUHSNENS (53U 105 (Upuu— ] VUV ) WENN—SUT IS0 | -

Fig. 11. QCA simulation for logical left shifter

Figure 12 shows the output of a multiple left shifter for case 1 i.e. when S1 = ‘0’
and SO = ‘0’. As mentioned earlier in this case no shifting occurs,so the input and the
output will be the same, which means if the input bits are <‘X3’, ‘X2’, ‘X1°, ‘X0’> and
the outputbits are <“Y3’, ‘Y2, ‘Y1’, “Y0’> then, ‘Y3’ ="X3’, ‘Y2’ = ‘X2, ‘Y1’ = X1’
and Y0’ = ‘X0’. Figure 13 shows the output of a multiple left shifter for case 2 i.e.
when ‘S1° = ‘0’ and ‘SO’ = ‘1. In this case, the input bit shifts one position to its left.
So if the input bits are <*X3’°, ‘X2’, ‘X1’, ‘X0’> and the output bits are <°Y3’,* Y2’,
“Y1’, YO'> then, ‘Y3 = ‘X2’, ‘Y2’ = ‘X1I’, ‘Y1’ = ‘X0’ and ‘YO’ = ‘0.
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Figure 14 shows QCA simulation result of a multiple Left shifter for ‘Case 3’ i.e.
when ‘S1° = ‘1" and ‘SO’ = ‘0’. As mentioned earlier it will cause the input bits to shift
two positions to its left, So if the input bits are < *X3’, *X2’, ‘X1’, ‘X0’ > and the output
bits are <‘Y3’, Y2’, ‘Y1’, °YO’> then, ‘Y3’ = ‘XI’, ‘Y2’ = ‘X0’, ‘Y1’ = ‘0’ and
‘YO = ‘0’. Now for ‘Case 4’ we have to select ‘S1’ = ‘1’ and ‘SO’ = ‘1’ which will
cause the input bits to shift three position to its left, So if the input bits are <“X3’, ‘X2’,
‘X1°, ‘X0’> and the output bits are <Y3’, ‘Y2’, ‘YI’, °YO’> then, Y3 = ‘X0,
Y2’ =40, ‘YD’ =°0” and ‘YO’ = ‘0’. The QCA simulation for the output of Case 4 is
shown in Fig. 15.

X3

e S S -
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Fig. 14. QCA simulation result of a multiple left shifter for case3

To design a Left Shifter and a Left Shifter for multiple shift, we have used less
number of cell and less area. We have used 158 cells for Left Shifter and 586 cells for
Left Shifter for multiple shift. In this design the values of clock cycles values are 2 and
5.75 respectively [14—16] (Table 2).

Table 2. Complexity analysis

Component No. of cell | Area(nm?) | ClockZones

Left shifter 158 0.20 2
Multiple left shifter 586 129 5.75
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Fig. 15. QCA simulation result of a multiple left shifter for Case4

6 Conclusion

This paper presents an efficient design of Logical Left Shifter and Logical Left Shifter
for Multiple Shifts using QCA cells. The proposed designs have been simulated and
verified by QCA Designer. The proposed design consumes very low power and will be
very useful to implement different complex circuits. However there is still scope to
improve the design which has been proposed in this paper and could be taken for further

studies to achieve greater density.
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Abstract. Quantum dot Cellular Automata(QCA) is a new electronics paradigm
for information technology and communication. It has been recognized as one of
the revolutionary nano-scale computing devices. In this work, we have selected
few basic gates using QCA to develop a 4: 4 router. The main function of this
design is to transfer information from four input ports through a DEM