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Preface

Dr. C. W. Fetter, Jr., was an internationally recognized expert in hydrogeology and
Emeritus Professor of Geology, University of Wisconsin Oshkosh. He passed away in
September 2011. His legacy encompasses textbooks on the subject of applied hydro-
geology, including the standard textbook on contaminant fate and transport in soil
and groundwater, titled Contaminant Hydrogeology. Last updated in 1998 (the second
edition), the Contaminant Hydrogeology textbook has been the go-to reference for gen-
erations of students in geology, civil and environmental engineering, environmental
sciences, and agricultural engineering. The book is also found on the shelves of many
professionals working in the field of contaminant site investigation and remediation as
well as in the offices of the regulating agencies overseeing environmental clean-up and
restoration.

Since Dr. Fetter authored the previous editions of Contaminant Hydrogeology, the
interest in and importance of contaminant hydrogeology has been greater than ever,
particularly in regions around the world where the extent of pollution of soil and
groundwater is being recognized only very recently. Unprecedented advances in reme-
diation technology and new concepts for dealing with soil and groundwater contam-
ination problems made it necessary to take a critical look at the models and practices
introduced by Fetter two decades earlier. When our publisher first approached us with
the proposal to bring the Contaminant Hydrogeology textbook into the twenty-first cen-
tury, we were both honored and humbled to build on Fetter’s prior work. Our goal
was to not entirely rewrite the book, but to revise, update, and expand on the materials
originally developed. In particular, we recognized that a great deal of the most excit-
ing research into the fate and transport of contaminants is now happening outside
the United States, which in the past has been the driving force behind much of envi-
ronmental innovation. Regions like Europe or East Asia are now important centers
of environmental research and many of today’s most pressing soil and groundwater
pollution problems are found outside the United States. We intended to highlight this
development by including examples and references from around the globe.

Major changes have been made to all chapters. In Chapter 1, we have expanded
the discussion of contaminants, including an introduction to “emerging contaminants”
whose risk to health and the environment is not completely understood, and new dis-
cussion of potential contaminant sources which are receiving increasing attention,
such as deep well injection, fracking fluids, and newer mining methods, such as in situ
leach mining. In Chapter 2’s presentation of mass transport in the saturated zone,

xiii
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Preface

we added a section on statistical tools (Moment analysis) and expanded the discussion
of deterministic models of solute transport, including in fractured matrices, while
cutting the discussion of the fractal mathematics, geometry, and scaling of transport
parameters. In Chapter 3, which focuses on transformation, retardation, and attenu-
ation of solutes, we added sections covering BET and Polanyi adsorption potential
theory, expanded on kinetic models, quantitative structure-property relationships, and
colloid-facilitated contaminant transport. Chapter 4’s discussion of vadose zone con-
taminant migration includes a new section on vapor transport theory, among other
additions. Major changes to Chapter 5 (multi-phase flow) include the introduction of
the Capillary and Bond Numbers and the partitioning interwell tracer testing tech-
nique for investigating NAPL sites. Chapter 6 expands the description of distribution,
movement, and impact of inorganic contaminants and radionuclides. On the topic
of organic compounds, additions to Chapter 7 include a more detailed discussion of
chemical structures and functional groups, as well as adapting the line form for show-
ing the chemical structure of organic compounds. We also expanded or replaced the
list of chemical compounds typically found in contaminated soil and groundwater,
including a discussion of emerging contaminant characteristics and updated pollutant
transformation pathways. Chapter 8 focuses on site assessment and has major addi-
tions and reorganization, proceeding from basic principles and general approaches,
to noninvasive techniques, rapid field screening, invasive techniques, and monitoring
well construction, to forensic techniques. New sections of this chapter include: aerial
photographic interpretation, geophysics, immunological surveys, high resolution ver-
tical sampling, flexible liner systems, directional drilling, sampling frequency consid-
erations, groundwater tracers, isotopic identification of groundwater pollution and
groundwater pathways, and genome sequencing of subsurface microbes. Finally, the
substantial additions to Chapter 9 reflect the immense progress that has been made in
the field of remediation technologies.

Similar to the prior editions, the third edition of Contaminant Hydrogeology is
intended as a textbook in a graduate level course in mass transport and contaminant
hydrogeology. We assumed that our readers have some basic course work in hydroge-
ology, mathematics and statistics, chemistry and physics, and are comfortable with
spreadsheet software, like Excel.

Tom Boving and Dave Kreamer
September 2017



1

Introduction

B 1.1 Groundwater as a Resource

Groundwater is the source of drinking water for many people around the world, espe-
cially in arid regions, rural areas, and increasingly in urban and suburban environments. It
is the most abundant, available source of freshwater and most extracted raw material on
earth, representing about 97% of nonfrozen fresh water with withdrawal rates near 982
km?/yr. Worldwide, groundwater accounts for approximately 35% of all water withdraw-
als by human populations. Groundwater supplies an estimated 38—42% of the global water
used for irrigation, approximately 36% of the water resources needed for households,
and roughly 27% of the water needed for industry and manufacturing (Déll et al. 2012;
Siebert et al. 2010; Margat and van der Gun 2013; National Ground Water Association
2015). Excessive groundwater abstraction, where withdrawals exceed recharge over time,
can have many negative consequences, and about 1.7 billion people live in areas where
groundwater resources are under threat. Exploitation of limited groundwater can stress
aquifers used for water supply, produce ground subsidence, increase saline water intrusion
in coastal regions, contribute to sea-level rise, and reduce water supply to groundwater-de-
pendent ecosystems surrounding springs, rivers, estuaries, and wetlands. (Gleeson et al.
2012; Konikow 2011; Wada et al. 2010). Tables 1.1 and 1.2 show the percentage portion
of the world population and total population estimates respectively for those obtaining
drinking water from dug holes and boreholes in 1990 and 2010.

In the United States, groundwater accounts for nearly 25% of all freshwater with-
drawals and 43% of the water used for agriculture. Virtually all the homes that supply their

TABLE 1.1 Proportion of the population obtaining drinking water from boreholes and dug

wells, urban and rural, 1990 and 2010 (percent).
Urban Percent Rural Percent Total Percent
1990 2010 1990 2010 1990 2010
Boreholes 6 8 29 30 19 18
Dug Wells 5 4 27 19 18 12
Total 1 12 56 49 37 30

Source: UNICEF 2012.
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TABLE 1.2 World population obtaining drinking water from boreholes and dug wells, 1990
and 2010 (population in millions).

Urban Rural Total
1990 2010 Percent 1990 2010 Percent 1990 2010 Percent
change change change
Boreholes 138 255 +84.8 878 996 +13.4 1,016 1,251 +23.1
Dug Wells 111 151 +36.0 843 656 -22.2 954 807 -15.4
Total 249 406 +63.1 1,721 1,652 -4.0 1.970 2,058 +4.5

Source: UNICEF 2012.

own water have wells (98%) and use groundwater. Approximately 115 million people rely
on groundwater for drinking water, 43 million from private wells. There are more than
15.9 million water wells in the United States, and approximately 500,000 new residential
wells are added each year (Maupin et al. 2014; National Ground Water Association
2015). Figure 1.1 shows groundwater withdrawals in the United States in 2010.

Inasmuch as groundwater provides drinking water to so many people, the qual-
ity of groundwater is of paramount importance. Public water suppliers in the United
States are obligated by the Safe Drinking Water Act of 1986 to furnish water that meets
specific drinking-water standards to their consumers. If the water does not meet the
standards when it is withdrawn from its source, it must be treated. Groundwater may
not meet the standards because it contains dissolved constituents coming from natu-
ral sources. Common examples of constituents coming from natural sources are total
dissolved solids, sulfate, and chloride. Groundwater also may not meet the standards
because it contains organic liquids, dissolved organic and inorganic constituents, exces-
sive nutrients, or pathogens that came from an anthropogenic source. In such cases the
groundwater has been contaminated by the acts of humans.

In the case of self-supplied systems, a source of uncontaminated water is of even
greater importance. Such systems are typically tested initially for only a very limited
range of constituents, such as coliform bacteria, nitrate, chloride, and iron. Most times
groundwater contamination cannot be tasted, so that with such limited testing it is pos-
sible for a user to have a contaminated source and not be aware of it. In one example,
the lack of complete water quality testing of groundwater in India and Bangladesh
in the 1970s and 1980s led to the drilling of tens of thousands of shallow tube wells
which were later found to be contaminated with arsenic, poisoning huge numbers of
people. A 2007 study indicated that over 137 million people in more than 60 countries
are likely affected by arsenic contamination of their drinking water (Ravenscroft et al.
2009). Self-supplied systems rarely undergo treatment other than softening and per-
haps iron removal. There are limited options available for the homeowner who wishes
to treat contaminated groundwater so that it can be consumed.

In addition to providing for the sustenance of human life, groundwater has impor-
tant ecological functions. Many freshwater habitats are supplied by the discharge of
springs. Springs can supply water to many sorts of ecological environments, including
the gaining reaches of rivers, estuaries, and wetlands. If the groundwater supplying
these springs is diminished in flow or contaminated, the ecological function of the
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FIGURE 1.1 Groundwater withdrawals in the United States, 2010.
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freshwater habitat can be impaired with negative consequences to species diversity and
sustainability (Kreamer et al. 2015).

B 1.2 Types of Groundwater Contaminants

A wide variety of materials have been identified as contaminants found in groundwa-
ter. These include synthetic organic chemicals, hydrocarbons, inorganic cations, inorganic
anions, pathogens, and radionuclides. Table 1.3 contains an extensive listing of these com-
pounds. Most of these materials will dissolve in water to varying degrees. Some of the
organic compounds are only slightly soluble and will exist in both a dissolved form and
as an insoluble nonaqueous phase, which can also migrate through the ground. Examples
of the uses of these materials are also given on Table 1.3. These uses may provide help in
locating the source of a compound if it is found in groundwater. The inorganic cations
and anions occur in nature and may come from natural as well as anthropogenic sources.
Some of the radionuclides are naturally occurring and can come from natural sources as
well as mining, milling, and processing ore, industrial uses, and disposal of radioactive
waste. Other radionuclides are man-made and come from nuclear weapons production
and testing. There is increasing public concern over the development of new chemicals and
industrial processes which have the potential to pollute groundwater. For example, cur-
rent challenges include the subsurface injection of liquid wastes, circulation of geothermal
energy fluids, and the use of newly developed fracking fluids for enhanced extraction of
hydrocarbon fuels, combined with increasing utilization of groundwater in stressed locales.
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TABLE 1.3 Substances known to occur in groundwater.

Contaminant

Examples of uses

Aromatic hydrocarbons
Acenaphthene
Acenaphthylene
Acetanilide

Alkyl benzene sulfonates

Aniline

Anthracene

Benzene

Benzidine

Benzo[alanthracene
Benzo[alpyrene
Benzo[blfluroanthene
Benzolg, h,ilperylene
Benzol[klfluoranthene

Benzyl alcohol

Butoxymethylbenzene
Chrysene

Creosote mixture
Dibenz[a,h]anthracene
Di-butyl-p-benzoquinone
Dihydrotrimethylquinoline

4,4-Dinitrosodiphenylamine

Ethylbenzene
Fluoranthene

Fluorene

Fluorescein

Isopropyl benzene

4,4-methylene-bis-2-chloroaniline

(MOCA)

Coal tar by-product

Coal tar by-product

Intermediate manufacturing, pharmaceuticals, dyestuffs
Detergents

Dyestuffs, intermediate, photographic chemicals,
pharmaceuticals, herbicides, fungicides, petroleum
refining, explosives

Dyestuffs, intermediate, semiconductor research, coal tar
by-product

Detergents, intermediate, solvents, gasoline, coal tar by-
product

Dyestuffs, reagent, stiffening agent in rubber
compounding

Coal tar by-product
Coal tar by-product
Coal tar by-product
Coal tar by-product
Coal tar by-product

Solvent, perfumes and flavors, photographic developer
inks, dye-stuffs, intermediate

NA

Organic synthesis, coal tar by-product

Wood preservatives, disinfectants

NA

NA

Rubber antioxidant

NA

Intermediate, solvent, gasoline, coal tar by-product
Coal tar by-product

Resinous products, dyestuffs, insecticides, coal tar
by-product

Dyestuffs
Solvent, chemical manufacturing

Curing agent for polyurethanes and epoxy resins

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Methylnapthalene
Methylthiobenzothiazole
Napthalene

o-Nitroaniline

Nitrobenzene
4-Nitrophenol
n-Nitrosodiphenylamine

Phenanthrene

n-Propylbenzene
Pyrene
Styrene (vinyl benzene)

Toluene

1,2,4-Trimethylbenzene

Xylenes (m,o,p)

Oxygenated hydrocarbons

Acetic acid

Acetone

Benzophenone

Butyl acetate
n-Butyl-benzylphthalate
Di-n-butyl phthalate

Diethyl ether

Diethyl phthalate
Diisopropyl ether
2,4-Dimethyl-3-hexanol

Coal tar by product, diesel fuel
NA

Solvent, lubricant, explosives, preservatives, intermediate,
fungicide, moth repellent, coal tar by product, gasoline

Dyestuffs, intermediate, interior paint pigments, chemical
manufacturing

Solvent, polishes, chemical manufacturing
Chemical manufacturing
Pesticides, retarder of vulcanization of rubber

Dyestuffs, explosives, synthesis of drugs, biochemical
research

Dyestuffs, solvent
Biochemical research, coal tar by-product
Plastics, resins, protective coatings, intermediate, gasoline

Adhesive solvent in plastics, solvent, aviation and high-
octane blending stock, dilutent and thinner, chemicals,
explosives, detergents, gasoline, coal tar by-product

Manufacture of dyestuffs, pharmaceuticals, chemical
manufacturing, gasoline

Aviation gasoline, protective coatings, solvent, synthesis of
organic chemicals, gasoline, coal tar by-product

Food additives, plastics, dyestuffs, pharmaceuticals,
photographic chemicals, insecticides

Dyestuffs, solvent, chemical manufacturing, cleaning and
drying of precision equipment

Organic synthesis, odor fixative, flavoring, pharmaceuticals
Solvent
Plastics, intermediate

Plasticizer, solvent, adhesives, insecticides, safety glass, inks,
paper coatings

Chemical manufacturing, solvent, analytical chemistry,
anesthetic, perfumes

Plastics, explosives, solvent, insecticides, perfumes
Solvent, rubber cements, paint and varnish removers

Intermediate, solvent, lubricant

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

2,4-Dimethyl phenol

Di-n-octyl phthalate

|,4-Dioxane

Ethyl acrylate

Formic acid

Methanol (methyl alcohol)

Methylcyclohexanone

Methyl ethyl ketone (2-Butanone)

Methylphenyl acetamide
Phenols (e.g., p-tert-butylphenol)

Phthalic acid

2-Propanol

2-Propyl-1-heptanol
Methyl tert-butyl ether (MTBE)
Tetrahydrofuran

Varsol

Pharmaceuticals, plastics, disinfectants, solvent, dyestuffs,
insecticides, fungicides, additives to lubricants and
gasolines

Plasticizer for polyvinyl chloride and other vinyls

Solvent, lacquers, paints, varnishes, cleaning and detergent
preparations, fumigants, paint and varnish removers,
wetting agent, cosmetics

Polymers, acrylic paints, intermediate

Dyeing and finishing, chemicals, manufacture of fumigants,
insecticides, solvents, plastics, refrigerants

Chemical manufacturing, solvents, automotive antifreeze,
fuels

Solvent, lacquers

Solvent, paint removers, cements and adhesives, cleaning
fluids, printing, acrylic coatings

NA

Resins, solvent, pharmaceuticals, reagent, dyestuffs and
indicators, germicidal paints

Dyestuffs, medicine, perfumes, reagent

Chemical manufacturing, solvent, deicing agent,
pharmaceuticals, perfumes, lacquers, dehydrating agent,
preservatives

Solvent
Gasoline additive
Solvent

Paint and varnish thinner

Hydrocarbons with specific elements (e.g., with N, P, S, Cl, Br, I, F)

Acetyl chloride

Alachlor (Lasso)

Aldicarb (sulfoxide and sulfone; Temik)

Aldrin

Atrazine

Benzoyl chloride
Bromacil
Bromobenzene

Bromochloromethane

Dyestuffs, pharmaceuticals, organic preparations
Herbicides

Insecticide, nematocide

Insecticides

Herbicides, plant growth regulator, weed-control agent
Medicine, intermediate

Herbicides

Solvent, motor oils, organic synthesis

Fire extinguishers, organic synthesis

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Bromodichloromethane
Bromoform
Carbofuran

Carbon tetrachloride

Chlordane
Chlorobenzene

Chloroform

Chlorohexane

Chloromethane (methyl chloride)

Chloromethyl sulfide
2-Chloronaphthalene

Chlorpyrifos

Chlorthal-methyl (DCPA, or Dacthal)
p-Chlorophenyl methylsulfone
Chlorophenylmethyl sulfide
Chlorophenylmethyl sulfoxide
o-Chlorotoluene

p-Chlorotoluene

Cyclopentadiene
Dibromochloromethane
Dibromochloropropane (DBCP)

Dibromodichloroethylene

Dibromoethane (ethylene dibromide,

EDB)

Dibromomethane
Dichlofenthion (DCFT)

o-Dichlorobenzene

Solvent, fire extinguisher fluid, mineral and salt separations
Solvent, intermediate
Insecticide, nematocide

Degreasers, refrigerants and propellants, fumigants,
chemical manufacturing

Insecticides, oil emulsions
Solvent, pesticides, chemical manufacturing

Plastics, fumigants, insecticides, refrigerants and
propellants

NA

Refrigerants, medicine, propellants, herbicide, organic
synthesis

NA

Plasticizer, solvent for dyestuffs, varnish gums and resins,
waxes; moisture-, flame-, acid-, and insect-proofing

of fibrous materials; moisture- and flame-proofing of
electrical cable

NA

Herbicide

Herbicide manufacture
Herbicide manufacture
Herbicide manufacture
Solvent, intermediate
Solvent, intermediate
Insecticide manufacture
Organic synthesis
Fumigant, nematocide
NA

Fumigant, nematocide, solvent, waterproofing
preparations, organic synthesis, gasoline
additive

Organic synthesis, solvent
Pesticides

Solvent, fumigants, dyestuffs, insecticides, degreasers,
polishes, industrial odor control

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

p-Dichlorobenzene

Dichlorobenzidine
Dichlorocyclooctadiene

Dichlorodiphenyldichloroethane (DDD,
TDE)

Dichlorodiphenyldichloroethylene
(DDE)

Dichlorodiphenyltrichloroethane (DDT)
I,1-Dichloroethane

1,2-Dichloroethane

I,1-Dichloroethylene (vinylidiene
chloride)

1,2-Dichloroethylene (cis and trans)

Dichloroethyl ether

Dichloroiodomethane

Dichloroisopropylether (bis-2-
chloroisopropylether)

Dichloromethane (methylene chloride)

Dichloropentadiene
2,4-Dichlorophenol
2,4-Dichlorophenoxyacetic acid (2,4-D)

|, 2-Dichloropropane

Dicyclopentadiene (DCPD)
Dieldrin
Diiodomethane

Diisopropylmethyl phosphonate
(DIMP)

Dimethyl disulfide
Dimethylformamide
2,4-Dinotrophenol (Dinoseb, DNBP)

Insecticides, moth repellent, germicide, space odorant,
intermediate, fumigants

Intermediate, curing agent for resins
Pesticides

Insecticides

Degradation product of DDT, found as an impurity in DDT
residues

Pesticides
Solvent, fumigants, medicine

Solvent, degreasers, soaps and scouring compounds,
organic synthesis, additive in antiknock gasoline, paint and
finish removers

Saran (used in screens, upholstery, fabrics, carpets, etc.).
adhesives, synthetic fibers

Solvent, perfumes, lacquers, thermoplastics, dye extraction
organic synthesis, medicine

Solvent, organic synthesis, paints, varnishes, lacquers, finish
removers, dry cleaning, fumigants

NA

Solvent, paint and varnish removers, cleaning solutions

Solvent, plastics, point removers, propellants, blowing
agent in foams

NA
Organic synthesis
Herbicides

Solvent, intermediate, scouring compounds, fumigant,
nematocide, additive for antiknock fluids

Insecticide manufacture
Insecticides
Organic synthesis

Nerve gas manufacture

NA
Solvent, organic synthesis

Herbicides

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Dithiane
Dioxins (e.g., TCDD)

Dodecyl mercaptan (lauryl mercaptan)

Endosulfan
Endrin
Ethyl chloride

Bis-2-ethylhexylphthalate
Di-2-ethylexylphthalate
Fluorobenzene
Fluoroform

Heptachlor

Heptachlorepoxide

Hexachlorobicycloheptadiene

Hexachlorobutadiene

a-Hexachlorocyclohexane
(Benzenehexachloride, or a-BHC)

-Hexachlorocyclohexane (4-BHC)

y-Hexachlorocyclohexane (y-BHC, or
Lindane)

Hexachlorocyclopentadiene
Hexachloroethane

Hexachloronorbornadiene
Isodrin

Kepone

Malathion

Methoxychlor

Methyl bromide

Methyl parathion
Oxathine

Mustard gas manufacture
Impurity in the herbicide 2,4,5-T

Manufacture of synthetic rubber and plastics,
pharmaceuticals, insecticides, fungicides

Insecticides
Insecticides

Chemical manufacturing, anesthetic, solvent, refrigerants,
insecticides

Plastics

Plasticizers

Insecticide and larvicide intermediate

Refrigerants, intermediate, blowing agent for foams
Insecticides

Degradation product of heptachlor,also acts as an
insecticide

NA
Solvent, transformer and hydraulic fluid, heat-transfer
liquid

Insecticides

Insecticides

Insecticides

Intermediate for resins, dyestuffs, pesticides, fungicides,
pharmaceuticals

Solvent, pyrotechnics and smoke devices, explosives,
organic synthesis

NA

Intermediate compound in manufacture of Endrin
Pesticides

Insecticides

Insecticides

Fumigants, pesticides, organic synthesis
Insecticides

Mustard gas manufacture

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Parathion
Pentachlorophenol (PCP)

Phorate (Disulfoton)

Polybrominated biphenyls (PBBs)
Polychlorinated biphenyls (PCBs)
Prometon

RDX (Cyclonite)

Simazine

Tetrachlorobenzene
Tetrachloroethanes (1,1,1,2and 1,1,2,2)

Tetrachloroethylene (or
perchloroethylene, PCE)

Toxaphene
Triazine

1,2,4-Trichlorobenzene

Trichloroethanes (1,1,1 and 1,1,2)
1,1,2-Trichloroethylene (TCE)

Tricholorfluoromethane (Freon)
2,4,6-Trichlorophenol

2,4,5-Tricholorophenoxyacetic acid
(2,4,5-T)

2,4,5-Trichlorophenoxypropionic acid
(2,4,5-TP or Silvex)

Trichlorotrifluoroethane

Trinitrotoluene (TNT)

Tris-(2, 3-dibromopropyl) phosphate
Vinyl chloride

Insecticides

Insecticides, fungicides, bactericides, algicides, herbicides,
wood preservative

Insecticides

Flame retardant for plastics, paper, and textiles
Heat-exchange and insulating fluids in closed Systems
Herbicides

Explosives

Herbicides

NA?2

Degreasers, paint removers, varnishes, lacquers,
photographic film, organic synthesis, solvent, insecticides,
fumigants, weed killer

Degreasers, drycleaning, solvent, drying agent, chemical
manufacturing, heat-transfer medium, vermifuge

Insecticides
Herbicides

Solvent, dyestuffs, insecticides, lubricants, heattransfer
medium (e.g., coolant)

Pesticides, degreasers, solvent

Degreasers, paints, drycleaning, dyestuffs, textiles,
solvent, refrigerant and heat exchange liquid, fumigant,
intermediate, aerospace operations

Solvent, refrigerants, fire extinguishers, intermediate
Fungicides, herbicides, defoliant

Herbicides, defoliant
Herbicides and plant growth regulator

Dry-cleaning, fire extinguishers, refrigerants, intermediate,
drying agent

Explosives, intermediate in dyestuffs and photographic
chemicals

Flame retardant

Organic synthesis, polyvinyl chloride and copolymers,
adhesives

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Other hydrocarbons
Alkyl sulfonates
Cyclohexane
1,3,5,7-Cyclooctatetraene
Dicyclopentadiene (DCPD)

2,3-Dimethylhexane
Fuel ol

Gasoline

Jet fuels

Kerosene

Lignin

Methylene blue activated substances
(MBAS)

Propane

Tannin

4,6,8-Trimethyl-1-nonene
Undecane
Metals and cations

Aluminum

Antimony

Arsenic

Barium

Beryllium

Cadmium

Calcium

Chromium

Detergents
Organic synthesis, solvent, oil extraction
Organic research

Intermediate for insecticides, paints and varnishes, flame
retardants

NA

Fuel, heating

Fuel

Fuel

Fuel, heating solvent, insecticides

Newsprint, ceramic binder, dyestuffs, drilling fuel additive,
plastics

Dyestuffs, analytical chemistry

Fuel, solvent, refrigerants, propellants, organic synthesis

Chemical manufacturing, tanning, textiles, electroplating,
inks, pharmaceuticals, photography, paper

NA

Petroleum research, organic synthesis

Alloys, foundry, paints, protective coatings, electrical
industry, packaging, building and construction, machinery
and equipment

Hardening alloys, solders, sheet and pipe, pyrotechnics

Alloys, dyestuffs, medicine, solders, electronic devices,
insecticides, rodenticides, herbicide, preservative

Alloys, lubricant

Structural material in space technology, inertial guidance
systems, additive to rocket fuels, moderator and reflector of
neutrons in nuclear reactors

Alloys, coatings, batteries, electrical equipment,
fire-protection systems, paints, fungicides, photography

Alloys, fertilizers, reducing agent

Alloys, protective coatings, paints, nuclear and
high-temperature research

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Cobalt

Copper

Iron
Lead

Lithium

Magnesium

Manganese

Mercury

Molybdenum
Nickel

Palladium

Potassium
Selenium

Silver

Sodium

Thallium
Titanium
Vanadium

Zinc

Nonmetals and anions

Ammonia

Boron
Chlorides

Alloys, ceramics, drugs, paints, glass, printing, catalyst,
electroplating, lamp filaments

Alloys, paints, electrical wiring, machinery, construction
materials, electroplating, piping, insecticides

Alloys, machinery, magnets

Alloys, batteries, gasoline additive, sheet and pipe, paints,
radiation shielding

Alloys, pharmaceuticals, coolant, batteries, solders,
propellants

Alloys, batteries, pyrotechnics, precision instruments,
optical mirrors

Alloys, purifying agent

Alloys, electrical apparatus, instruments, fungicides,
bactericides, mildew proofing, paper, pharmaceuticals

Alloys, pigments, lubricant
Alloys, ceramics, batteries, electroplating, catalyst

Alloys, catalyst, jewelry, protective coatings, electrical
equipment

Alloys, catalyst
Alloys, electronics, ceramics, catalyst

Alloys, photography, chemical manufacturing, mirrors,
electronic equipment, jewelry, equipment, catalyst,
pharmaceuticals

Chemical manufacturing, catalyst, coolant, nonglare
lighting for highways, laboratory reagent

Alloys, glass, pesticides, photoelectric applications
Alloys, structural materials, abrasives, coatings
Alloys, catalysts, target material for x-rays

Alloys, electroplating, electronics, automotive parts,
fungicides, roofing, cable wrappings, nutrition

Fertilizers, chemical manufacturing, refrigerants, synthetic
fibers, fuels, dyestuffs

Alloys, fibers and filaments, semiconductors, propellants

Chemical manufacturing, water purification, shrink-
proofing, flame retardants, food processing

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Cyanides

Fluorides

Nitrates

Nitrites
Phosphates
Sulfates

Sulfites
Microorganisms
Bacteria (coliform)
Giardia

Viruses
Radionuclides
Cesium 137

Chromium 51

Cobalt 60

lodine 131

Iron 59
Lead 210
Phosphorus 32

Plutonium 238, 243
Radium 226
Radium 228

Radon 222

Ruthenium 106
Scandium 46
Strontium 90

Polymer production (heavy duty tires), coatings,
metallurgy, pesticides

Toothpastes and other dentrifices, additive to drinking
water, aluminum smelting

Fertilizers, food preservatives
Fertilizers, food preservatives
Detergents, fertilizers, food additives
Fertilizers, pesticides

Pulp production and processing, food preservatives

Gamma radiation source for certain foods

Diagnosis of blood volume, blood cell life, cardiac output,
etc.

Radiation therapy, irradiation, radiographic testing,
research

Medical diagnosis, therapy, leak detection, tracers (e.g., to
study efficiency of mixing pulp fibers, chemical reactions,
and thermal stability of

additives to food products), measuring film thicknesses

Medicine, tracer
NA

Tracer, medical treatment, industrial measurements (e.g.,
tire-tread wear and thickness of films and ink)

Energy source, weaponry
Medical treatment, radiography
Naturally occurring

Medicine, leak detection, radiography, flow rate
measurement

Catalyst
Tracer studies, leak detection, semiconductors

Medicine, industrial applications (e.g., measuring
thicknesses, density control)

(Contd)
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TABLE 1.3 Contd

Contaminant

Examples of uses

Thorium 232
Tritium
Uranium 238
Zinc 65

Zirconium 95

Naturally occurring
Tracer, luminous instrument dials
Nuclear reactors, mining operations

Industrial tracers (e.g., to study wear in alloys, galvanizing,
body metabolism, function of oil additives in lubricating
oils)

NA

aNA: No information in Standard sources.

Source: Office of Technology Assessment 1984, with additions.

It should be noted that many compounds can have multiple names, making iden-
tification of compounds difficult for the environmental practitioner. In one example
from Table 1.3, the compound butoxymethylbenzene can also be known by at least
26 other names or numerical distinctions (Chemspider 2015). Nomenclature can be
further confused, as there are other names given for the same compound by differ-
ent suppliers and vendors. Using the same example of butoxymethylbenzene above,
a selective list of vendors in 2015 and their designations for the compound would
include at least 14 different additional names or numerical distinctions (Zincdocking
2015). This multiple nomenclature for the same compound can be even more con-
fused with the manufacture and use of mixtures of potential groundwater pollutants,
some containing unspecified impurities. There are many types of industrial chemical
mixtures in use or being developed, with multiple names and descriptions, including
tens of thousands of pesticide products. Also, in recent years there has been increased
concern over “emerging” organic contaminants, which were previously not yet indus-
trially developed, not yet discovered in the environment often due to analytical limi-
tations, or alternatively, not yet recognized as potential pollutants. These compounds
include pharmaceuticals, personal care products, industrial chemicals, and hormones.
Table 1.4 lists some of these compounds and their uses.

The occurrence of the substances found on Tables 1.3 and 1.4 can be detected
only if a groundwater sample has been collected and analyzed. In low concentrations
most of these substances are colorless, tasteless, and odorless. Specific analytical tech-
niques must be employed to detect the presence and concentration of each substance.
Some methods can be employed to analyze a sample for all of the compounds of a
particular class. For example, certain organic compounds fall into a class called vola-
tile organic compounds. There are analytical methods that could target all compounds
of this class. Likewise, there are methods available to analyze for many of the metals
in a single sample. However, other compounds require a specific test. With so many
potential contaminants, it is possible that a sample could be collected and tested and
a specific contaminant still not be found because no analysis was done for that com-
pound or element.
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TABLE 1.4 Frequently reported emerging organic contaminants and degrates found in

groundwater.
Contaminant Primary Use
Pharmaceuticals
Carbamazepine Antiepileptic
Sulfamethoxazole Antibiotic

Ibuprofen (known or potential endocrine disrupting compound)

Diclofenac

Clofibric acid (known or potential endocrine disrupting compound)
Paracetamol (known or potential endocrine disrupting compound)
Ketoprofen

Triclosan

lopamidol

Lincomycin

Propyphenazone

Sulfamethazine

DEET (N,N-diethyl-meta-toluamide)

Phenazone

Primidone

Salicylic acid (known or potential endocrine disrupting compound)

Personal Care Products
Caffeine

Cotinine (degradate— nicotine metabolite)

Industrials

Bisphenol A (known or potential endocrine disrupting compound)
Nonylphenol (known or potential endocrine disrupting compound)
Galoxalide (known or potential endocrine disrupting compound)
4-octylphenol monoethoxylate

TCEP (Tris(2-Chloroethyl) phosphate)

Hormones
Estrone (known or potential endocrine disrupting compound)

17b-Estradiol (known or potential endocrine disrupting compound)

Anti-inflammatory (also
an analgesic)

Anti-inflammatory
Lipid regulator
Analgesic
Anti-inflammatory
Antibiotic

X-ray contrast media
Antibiotic
Analgesic
Veterinary medicine
Insect repellent
Analgesic
Barbiturate

Analgesic

Diuretic

Stimulant

Plasticiser
Detergent
Fragrance
Detergent metabolite

Fire retardant

Estrogenic hormone

Estrogenic hormone

Source: Lapworth et al. 2012; Barnes et al 2008.
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A great deal of expense is involved with a water-quality analysis; costs can vary
for the same analysis performed at different laboratories, and can vary depending on
the number of chemical parameters being tested. In some cases the form of the com-
pound being analyzed can also vary the price of analysis (e.g., there is a price vari-
ance for cyanide analysis depending on whether one desires to know the total cyanide,
free cyanide, cyanide amenable to chlorination, or cyanide available by flow injection,
ligand exchange, and amperometry). Table 1.5 lists the approximate cost ranges of an
extensive laboratory analysis. This table does not include the cost of collection and
preservation of the sample to be analyzed.

The cost of analysis increases as the detection limit, the lowest concentration
that can be reliably detected, decreases. Groundwater contaminants can be routinely
detected at the parts-per-billion level, and with care some compounds can be quantified
at the parts-per-trillion level. To put that concentration in perspective, 0.4 mm is one
trillionth of the distance to the moon.

B 1.3 Drinking-Water Standards

When measured at the parts-per-trillion level, even carefully prepared,
triple-distilled, deionized water will be seen to contain some dissolved constituents.
‘What does this mean? We must consider the quality of water with respect to the use
to which it will be placed. Water for many industrial purposes need not be as pure as
water used for drinking. Worldwide, the definition of groundwater pollution varies.
Many definitions are rooted in common law and the history of individual judicial

TABLE 1.5 Cost of analysis of a single groundwater sample (2015 USD Approximate Price
Ranges®).

Volatile Organic Compounds by Method 624 $ 65-150
Base/Neutral organics by Method 625 $ 230-390
Pesticides and PCBs by Method 608 $ 120-200
Phenols by Method 625 $ 120-275
Twenty three metals $ 85-200
Radiological compounds $ 80-385
Bacterial analysis (E.coli and Total Coliform) $ 15-40
Cyanide $ 18-90
Chloride $ 10-15
Fluoride $ 10-20
Nitrate and nitrite $ 15-35
Sulfate $ 10-15
pH $ 5-10
Total $  783-1725

* Prices can vary greatly
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decisions, whereas others are based on pollution regulations, directives, and statutes
enacted by legislative bodies. Some legal precedents and legislative actions have sought
to establish liability for past pollution, and others were initiated to head off future
groundwater degradation, control potential sources, and/or to maintain an accept-
able level of ambient groundwater quality. Groundwater pollution can be controlled
by effective, overriding regulations and standards for activities potentially injurious
to groundwater quality. It can also be controlled by individual mechanisms including
permitting, constraints on land-use, construction and design practices, and injection
and discharge limits. Importantly, it is recognized that in many instances there can be
strong interactions between groundwater and surface water, meaning that groundwater
protection can have benefits to surface water quality as well.

Groundwater protection takes many forms throughout the world. In Europe,
Directive 2006/118/EC of the European Parliament and Council (12 December 2006)
set out standards and procedures concerning the protection of groundwater against
pollution and deterioration and is continually updated and amended (e.g., the modi-
fying Commission Directive 2014/80/EU, 20 June 2014). In the United States there
are many regulations that contribute to the preservation of high quality groundwater.
Notably, the Safe Drinking Water Act and its amendments direct the Environmental
Protection Agency (EPA) to establish maximum contaminant-level goals (MCLGs)
and maximum contaminant levels (MCLs) for drinking water supplied by public water
agencies. A maximum contaminant-level goal is a nonenforceable goal set at a level
to prevent known or anticipated adverse health effects with a wide margin of safety.
The MCLG for a carcinogen is zero, whereas for chronically toxic compounds it is
based on an acceptable daily intake that takes into account exposure from air, food,
and drinking water. Maximum contaminant levels are enforceable standards that are
set as close as feasible to the MCLGs, taking into account water-treatment technol-
ogies and cost. Primary MCLs are based on health risk, and secondary MCLs are
based on aesthetics. Table 1.6 contains the drinking-water standards promulgated by
the U.S. Environmental Protection Agency.

B 1.4 Risk and Drinking Water

Cancer-risk levels for varying exposures to chemicals have been established by
toxicologists using extremely conservative methods. Rodents are fed a diet containing
large amounts of synthetic chemicals at what is called the maximum tolerated dose.
If such a diet increases the cancer rate in the rodents, the results are linearly extrap-
olated to low doses to which humans might be exposed. This methodology has been
challenged as being scientifically unsound (Ames, Gold, and Willett 1995). Moreover,
it has been assumed that if a chemical is carcinogenic at a high dose, it is carcinogenic
to some degree at any level of exposure. This assumption has also been challenged as
scientifically unsound (Goldman, 1996). As a result of this assumption the MCLG for
any compound that has been shown to be a rodent carcinogen is set by the U.S. EPA
as zero.

The U.S. EPA uses a risk assessment approach in determining the required clean
up level for groundwater and soil at contaminated sites that are under federal super-
vision, primarily Superfund sites under the Comprehensive Environmental Response,
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TABLE 1.6 U.S.EPA drinking-water standards and health goals.

Microorganisms

Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Cryptosporidium zero T
Giardia lamblia zero T
Heterotrophic plate count (HPC) n/a T
Legionella zero s
Total Coliforms (including fecal coliform zero 5.0%*
and E. Coli)
Turbidity n/a T
Viruses (enteric) zero T
Disinfection Byproducts
Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Bromate zero 0.010
Chlorite 0.8 1.0
Haloacetic acids (HAAS5) n/a® 0.060”
Total Trihalomethanes (TTHM:s) — n/a® — 0.0807
Disinfectants
Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Chloramines (as Ct,) MRDLG = 4! MRDL =4.0'
Chlorine (as Cv,) MRDLG = 4' MRDL = 4.0
Chlorine dioxide (as CLO,) MRDLG = 0.8' MRDL =0.8'
Source:U.S.EPA 2016.
Inorganic Chemicals
Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Antimony 0.006 0.006
Arsenic 0 0.010 as of 01/23/06
Asbestos (fiber > 10 micrometers) 7 million fibers per 7 MFL
liter (MFL)
Barium 2 2
Beryllium 0.004 0.004
Cadmium 0.005 0.005
Chromium (total) 0.1 0.1
Copper 13 TT7; Action Level =1.3
Cyanide (as free cyanide) 0.2 0.2

(Contd)



Introduction 19

TABLE 1.6 Contd

Inorganic Chemicals

Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Fluoride 4.0 4.0
Lead zero TT7; Action Level =0.015
Mercury (inorganic) 0.002 0.002
Nitrate (measured as Nitrogen) 10 10
Nitrite (measured as Nitrogen) 1 1
Selenium 0.05 0.05
Thallium 0.0005 0.002
Organic Chemicals
Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Acrylamide zero TT®
Alachlor zero 0.002
Atrazine 0.003 0.003
Benzene zero 0.005
Benzo(a)pyrene (PAHs) zero 0.0002
Carbofuran 0.04 0.04
Carbon tetrachloride zero 0.005
Chlordane zero 0.002
Chlorobenzene 0.1 0.1
2,4-D 0.07 0.07
Dalapon 0.2 0.2
1,2-Dibromo-3-chloropropane (DBCP) zero 0.0002
o-Dichlorobenzene 0.6 0.6
p-Dichlorobenzene 0.075 0.075
1,2-Dichloroethane zero 0.005
1,1-Dichloroethylene 0.007 0.007
cis-1,2-Dichloroethylene 0.07 0.07
trans-1,2-Dichloroethylene 0.1 0.1
Dichloromethane zero 0.005
1,2-Dichloropropane zero 0.005
Di(2-ethylhexyl) adipate 0.4 0.4
Di(2-ethylhexyl) phthalate zero 0.006
Dinoseb 0.007 0.007

(Contd)
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Organic Chemicals

Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Dioxin (2,3,7,8-TCDD) zero 0.00000003
Diquat 0.02 0.02
Endothall 0.1 0.1
Endrin 0.002 0.002
Epichlorohydrin zero TT®
Ethylbenzene 0.7 0.7
Ethylene dibromide zero 0.00005
Glyphosate 0.7 0.7
Heptachlor zero 0.0004
Heptachlor epoxide zero 0.0002
Hexachlorobenzene zero 0.001
Hexachlorocyclopentadiene 0.05 0.05
Lindane 0.0002 0.0002
Methoxychlor 0.04 0.04
Oxamyl (Vydate) 0.2 0.2
Polychlorinated biphenyls (PCBs) zero 0.0005
Pentachlorophenol zero 0.001
Picloram 0.5 0.5
Simazine 0.004 0.004
Styrene 0.1 0.1
Tetrachloroethylene zero 0.005
Toluene 1 1
Toxaphene zero 0.003
2,4,5-TP (Silvex) 0.05 0.05
1,2,4-Trichlorobenzene 0.07 0.07
1,1,1-Trichloroethane 0.20 0.2
1,1,2-Trichloroethane 0.003 0.005
Trichloroethylene zero 0.005
Vinyl chloride zero 0.002
Xylenes (total) 10 10

(Contd)
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Radionuclides
Contaminant MCLG'(mg/L)? MCL or TT'(mg/L)?
Alpha particles none’---------- zero 15 picocuries per Liter
(rCI/L)
Beta particles and photon emitters none’---------- zero 4 millirems per year
Radium 226 and Radium 228 (combined) none’--------—-—- zero 5pCI/L
Uranium zero 30 uc/L as of 12/08/03

Source: http://water.epa.gov/drink/contaminants/index.cfm#List

"Definitions:

.

.

Maximum Contaminant Level Goal (MCLG):The level of a contaminant in drinking water below which there is no
known or expected risk to health. MCLGs allow for a margin of safety and are nonenforceable public health goals.
Maximum Contaminant Level (MCL):The highest level of a contaminant that is allowed in drinking water.

MCLs are set as close to MCLGs as feasible using the best available treatment technology and taking cost into
consideration. MCLs are enforceable standards.

Maximum Residual Disinfectant Level Goal (MRDLG):The level of a drinking water disinfectant below which there
is no known or expected risk to health. MRDLGs do not reflect the benefits of the use of disinfectants to control
microbial contaminants.)

Treatment Technique (TT): A required process intended to reduce the level of a contaminant in drinking water.
Maximum Residual Disinfectant Level (MRDL):The highest level of a disinfectant allowed in drinking water.There
is convincing evidence that addition of a disinfectant is necessary for control of microbial contaminants.

2Units are in milligrams per liter (mg/L) unless otherwise noted. Milligrams per liter are equivalent to parts per
million (PPM).

3EPA's surface water treatment rules require systems using surface water or groundwater under the direct influence
of surface water to

.

disinfect their water, and

filter their water, or

meet criteria for avoiding filtration so that the following contaminants are controlled at the following levels:

* Cryptosporidium: Unfiltered systems are required to include Cryptosporidium in their existing watershed
control provisions.

Giardia lamblia: 99.9% removal/inactivation.

Viruses: 99.99% removal/inactivation.

Legionella: No limit, but EPA believes that if Giardia and viruses are removed/inactivated, according to the
treatment techniques in the Surface Water Treatment Rule, Legionella will also be controlled.

Turbidity: For systems that use conventional or direct filtration, at no time can turbidity (cloudiness of water)

go higher than 1 Nephelometric Turbidity Unit (NTU), and samples for turbidity must be less than or equal

to 0.3 NTUs in at least 95 percent of the samples in any month. Systems that use filtration other than the
conventional or direct filtration must follow state limits, which must include turbidity at no time exceeding 5 NTUs.
Heterotrophic Plate Count (HPC): No more than 500 bacterial colonies per milliliter.

Long Term 1 Enhanced Surface Water Treatment: Surface water systems or groundwater under the direct influence
(GWUDI) systems serving fewer than 10,000 people must comply with the applicable Long Term 1 Enhanced Surface
Water Treatment Rule provisions (such as turbidity standards, individual filter monitoring, Cryptosporidium removal
requirements, updated watershed control requirements for unfiltered systems).

Long Term 2 Enhanced Surface Water Treatment Rule:This rule applies to all surface water systems

or groundwater systems under the direct influence of surface water.The rule targets additional
Cryptosporidium treatment requirements for higher risk systems and includes provisions to reduce risks from
uncovered finished water storage facilities and to ensure that the systems maintain microbial protection as
they take steps to reduce the formation of disinfection byproducts.

*

*

*

*

*

*

*

(Contd)
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* Filter Backwash Recycling: The Filter Backwash Recycling Rule requires systems that recycle to return specific
recycle flows through all processes of the system’s existing conventional or direct filtration system or at an
alternate location approved by the state.

“No more than 5.0% samples total coliform-positive (TC-posimive) in a month. (For water systems that collect

fewer than 40 routine samples per month, no more than one sample can be total coliform-positive per month.)

Every sample that has total coliform must be analyzed for either fecal coliforms or E. coli if two consecutive

TC-posimive samples, and one is also positive for E.coli fecal coliforms, system has an acute MCL violation.

*Fecal coliform and E. coli are bacteria whose presence indicates that the water may be contaminated with human

or animal wastes. Disease-causing microbes (pathogens) in these wastes can cause diarrhea, cramps, nausea,

headaches, or other symptoms.These pathogens may pose a special health risk for infants, young children, and

people with severely compromised immune systems.

Although there is no collective MCLG for this contaminant group, there are individual MCLGs for some of the

individual contaminants:

+ Trihalomethanes: bromodichloromethane (zero); bromoform (zero); dibromochloromethane (0.06 mg/L):
chloroform (0.07 mg/L).

+ Haloacetic acids: dichloroacetic acid (zero); trichloroacetic acid (0.02 mg/L); monochloroacetic acid (0.07mg/L).

Bromoacetic acid and dibromoacetic acid are regulated with this group but have no MCLGs.

’Lead and copper are regulated by a treatment technique that requires systems to control the corrosiveness of their
water. If more than 10% of tap water samples exceed the action level, water systems must take additional steps. For
copper, the action level is 1.3 mg/L, and for lead is 0.015 mg/L.

8Each water system must certify, in writing, to the state (using third-party or manufacturer’s certification) that when
acrylamide and epichlorohydrin are used to treat water, the combination (or product) of dose and monomer level
does not exceed the levels specified, as follows:

+ Acrylamide = 0.05% dosed at 1 mg/L (or equivalent)

+ Epichlorohydrin = 0.01% dosed at 20 mg/L (or equivalent)

Compensation, and Liability Act of 1980 (CERCLA). Cancer risk levels are expressed
in terms of the chance that an individual will develop cancer due to a thirty-year expo-
sure within a seventy year lifetime. For example, for drinking water it is assumed that
the individual would drink two liters of water per day from the same source for the
thirty year period. If one individual out of a million would develop cancer from that
exposure alone, the risk is 10-¢. If 100 people out of one million would develop cancer
from that exposure alone, the risk is 10*. The official EPA position in determining site
remediation is that if the risk is 107 or less, then no cleanup would be required. If the
risk is between 10~ and 10-¢, then state officials could decide if cleanup is required and
if the risk is greater than 10, then cleanup is mandated. When assessing the risk, the
EPA always uses upper bound estimates (95th percentile) of the various factors in the
risk assessment. As a result, the calculated risk is about 100 times greater than it would
be if average values of the risk factors were used. As a result the real cancer risks that
form the basis from cleanup are in the 107 to 1078 range (Viscusi and Hamilton 1996).
This results in very expensive remediations being driven by very low risks.

Case Study

One of the ways that the risk calculation is inflated is the use of the highest concentration
of a chemical found at a site. For example, in the case of groundwater, the risk calculation
is done on the basis of the highest concentration of compounds found at the site, not the
concentrations to which populations would most likely be exposed. For example, an old
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municipal landfill in rural Wisconsin received waste for a four year period from 1970 to 1974.
In 1975 it was closed by covering with a one foot thick layer of clay.Ten years later monitor-
ing wells placed next to the edge of the landfill were found to have synthetic organic com-
pounds present. During a remedial investigation done in 1991 these wells were found to
have benzene and vinyl chloride in amounts greater than their MCLs. However, in this study
done 15 years after the close of the landfill, it was found that the plume of contaminated
groundwater had not reached the edge of the property on which the landfill was located.
A private well located 100 feet from the edge of the waste disposal area was not impacted.
However, the risk assessment for future risk was based on the assumption that the landfill
site would be converted to residential use with private wells and that the water from those
wells would be of the same quality as the water from the monitoring well located next to
the waste mass. It was also assumed that the residence located 100 feet from the edge of
the plume would eventually be impacted.This assessment did not include a recognition of
the fact that as the landfill ages, it will produce less leachate and the groundwater quality
will improve.

The assumption of future on site residential use of the landfill site required people to buy
lots on a Superfund site in a county with a declining population and in an area surrounded
by woods on one side and farmland on the other. After the saga of Love Canal in Niagara
Falls, New York, who in the United States is going to buy a lot on a Superfund site? The
selected remedy for this site was to cap the landfill with a new cover, to install trenches to
capture and remove leachate, and to install a gas collection system.The cost of remediation
of this small landfill was about $7,500,000 for investigation and construction.The future
costs for operation and maintenance for a 30-year period, including the cost of pumping
and treating leachate, is estimated to be about $1,700,000. (U.S. EPA, Record of Decision,
Spickler Landfill, Spencer, Wisconsin)

The population in general appears to accept the high cost of clean drinking water,
probably because according to estimates from the International Agency for Research
on Cancer (IARC), there were 12.7 million new cancer cases in 2008 worldwide, and
the corresponding estimates for total cancer deaths in 2008 were 7.6 million (about
21,000 cancer deaths a day). By 2030, the global burden is expected to grow annually
to 21.4 million new cancer cases and 13.2 million cancer deaths (Ferlay et al., 2010).
In the United States over 40% of the population will have a lifetime risk of being diag-
nosed with cancer (Howlader et al., 2015) and it caused about 582,780 deaths in the
United States in 2014 (American Cancer Society 2015). However, very few of these
deaths are the result of exposure to synthetic chemicals and pesticides. Principal causes
of cancer are smoking, chronic inflammation and an unbalanced diet, i.e., one high in
animal fat and low in fruits and vegetables (Ames, Gold, and Willett 1995).

There is an irreducible risk associated with drinking water. In order to protect
against pathogenic disease, drinking water is usually chlorinated, especially if the water
comes from a surface source, although groundwater is not invulnerable to pathogens.
A study of groundwater systems in the United States and Canada from 1990 to 2013
found approximately 15% (316/2210) of groundwater samples to contain enteric path-
ogens (Hynds et al., 2014). The World Health Organization has reported waterborne
and water-related illness to be the leading cause of death worldwide at an estimated
3.4 million people a year. Prior to chlorination of drinking water supplies, waterborne
disease such as typhoid and cholera took many more lives. Between 1920 and 1950, a
period when the percentage of the population served by safe drinking-water supplies
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was increasing, there were 1050 deaths in the United States due to waterborne disease,
including typhoid fever, gastroenteritis, shigellosis, and amebiasis (van der Leeden,
Troise, and Todd 1990). Over a similar period from 1971 to 2002, but with a larger pop-
ulation and chlorination/disinfection of drinking water, there were only 79 documented
deaths (Reynolds et al. 2008). Many forms of disinfection of water do have inherent
risks, however. Chlorine reacts with naturally occurring organics in the water to produce
trihalomethanes. The average chlorinated tap water in the United States is reported to
contain 83 pg/L of chloroform (Ames, Magaw, and Gold 1987). Gold et al. (1992) used
this as a base with which to compare other potential cancer risks. Table 1.7 contains can-
cer risks relative to drinking a liter of chlorinated tap water a day, with tap water having a
risk of 1.0. The relative risks were determined as an index obtained by dividing the daily
lifetime human exposure in milligrams per kilogram of body weight by the daily dose
rate for rodents in milligrams per kilogram of body weight. The dose rate of rodents is
the daily dose necessary to give cancer to half the rodents at the end of a standard life-
time. Examination of the table shows that there are numerous cancer risks associated
with living and eating. Water from a contaminated well that was closed in Santa Clara
County, California (Silicon Valley), had 2800 ug/L of trichloroethylene. Drinking 1L of
this water per day has the same relative cancer risk as the risk from nitrosamines ingested
when one has bacon for breakfast. The bacon carries additional risk because high dietary
fat is thought to be a possible contributor to colon cancer (Ames, Gold, and Willett,
1995). Water with 2800 ug/L of trichloroethylene has a 10~ cancer risk based on the
EPA’s Section 304(1)(1) criteria (Federal Register, November 28, 1983).

Table 1.7 clearly shows that the cancer risk from contaminated drinking water and
pesticide residues on food is clearly less than that due to the natural pesticides found
on fruits and vegetables. This does not mean that one should avoid eating vegetables,
which are an important source of other natural chemicals that helps one to avoid get-
ting cancer. While these data put the risks from contaminated water in perspective, one
should still obviously avoid contaminated water if possible.

1.5 Sources of Groundwater Contamination

In a 2015 report, The Quality of the Nation’s Groundwater, the United States
Geological Survey reported that on the basis of 6,600 wells sampled and 1.3 million
chemical analyses, more than 1 in 5 samples (22%) from parts of aquifers used for
drinking water contained a contaminant that exceeded a level for potential human-
health concern. Some of the sources of groundwater contamination were identified as
having a geologic origin, while others were determined to come from human sources.
Although much attention has focused on waste materials as a source of groundwater
contamination, there are numerous sources that are not associated with solid or liquid
wastes. The following sections list and discuss sources of groundwater contamination.
Figure 1.2 illustrates some of these contamination sources.

1.5.1 Category 1: Sources Designed to Discharge Substances

Septic tanks and cesspools Septic tanks and cesspools are designed to discharge
domestic wastewater into the subsurface above the water table. In the absence of
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TABLE 1.7 Risk of getting cancer relative to drinking chlorinated tap water.

Relative Risk

Source/Daily Human Exposure

Carcinogen

Risk Due to Synthetic Chemicals

Respiratory Exposure

1400

400

8.0

Water

6.0

1.0

0.6

03

Mobile Home Air (14 hour/day)

Conventional Home air (14 hour/day)

Swimming pool (1 hour/day for a child)

Well water, Silicon Valley, CA, 1L
Chlorinated tap water (US Average) 1L
Well Water, Woburn, MA, 1L

Well Water, Woburn, MA, 1L

Pesticide Residues on Food

0.3

0.2

0.001
0.000006

4700
2800
300
100
100
70
40
30
30
30
20

6

0.5
0.5
0.03

Carbaryl, daily average diet
Toxaphene, daily average diet
Lindane, daily average diet

Captan, daily average diet

Formaldehyde, 2.2 mg
Formaldehyde, 598 pg
Chloroform, 250 ug

Trichloroethylene, 2,800 ug
Chloroform, 82 ug
Trichloroethylene, 267 ug
Tetrachloroethylene, 21 ug

Carbaryl, 2.6 ug
Toxaphene, 595 ng
Lindane, 32 ng
Captan,11.5ng

Risk Due to Natural Chemicals Found in Food and Beverages

Wine (250 mL)

Beer (12 ounces)

Lettuce, 1/8 head

Apple, 1 whole
Mushroom, 1 whole
Mango, 1 whole

Orange juice, 6 0z.

Peanut butter, 1 sandwich
Celery, 1 stalk

Carrot, 1 whole

Potato, 1 whole

Bacon, cooked (100 g)
Salmon (3 oz. pan fried)
Hamburger (3 oz. pan fried)
Whole Wheat toast, 2 slices

Ethyl alcohol, 30 mL
Ethyl alcohol, 18 mL
Caffeic acid, 66.3 mg
Caffeic acid, 24.4 mg
Hydazines
d-Limonene, 9.8 mg
d-Limonene, 5.49 mg
Aflatoxin, 64ng
Caffeic acid, 5.4 mg
Caffeic acid,5.16 mg
Caffeic acid, 3.56 mg
Diethylnitrosomine, 0.1 ug
PhIP,1.19 ug

PhIP, 1.28 g
Urethane, 540 ng

Source: Based on Table 2 from Gold et al. 1992.

sewerage, water from toilets, sinks and showers, dishwashers, and washing machines
passes from the home into a septic tank, where it undergoes settling and some anaer-
obic decomposition. It is then discharged to the soil via a drainage system. In the
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FIGURE 1.2 Mechanisms of groundwater contamination.

Municipal

water well

European Union, discharge of septic waste into groundwater is regulated by Directive
2006/118/Ec of the European Parliament and Council (and its amendments) on the
protection of groundwater against pollution and deterioration. The United Kingdom
has instituted a registration system for septic tanks and requires an environmental per-
mit for some. The U.S. Environmental Protection Agency estimates that one in four
households in the United States uses a septic tank disposal system.

Septic systems discharge a variety of inorganic and organic compounds. Table 1.8
contains an analysis of septic-tank effluent. In addition to the domestic wastewater,
septic-tank cleaners containing synthetic organic chemicals such as trichloroethyl-
ene, benzene, and methylene chloride were discharged to the subsurface. As far back
as 1979, an estimated 400,000 gal of septic-tank cleaning fluids were used on Long
Island, New York (Burmaster and Harris 1982). Shallow groundwater on Long Island
is known to be contaminated by these same chemicals (Eckhardt and Oaksford 1988).

Infection wells Injection wells are used to discharge liquid wastes and other lig-
uids into subsurface zones below the water table. Liquids that are injected include
(1) hazardous wastes, (2) brine from oil wells, (3) agricultural and urban runoff,
(4) municipal sewage, (5) air-conditioning return water, (6) heat-pump return water,
(7) liquids used for enhanced oil recovery from oil fields, (8) treated water intended for
artificial aquifer recharge, and (9) fluids used in solution mining.

Injection wells can cause groundwater contamination if the fluid being injected
accidentally or deliberately enters a drinking-water aquifer. This could happen because
of poor well design, poor understanding of the geology, faulty well construction, or
deteriorated well casing. Wastewater correctly injected into subsurface zones contain-
ing unusable water could still migrate to a usable aquifer by being forced through cracks
in a confining layer under unnatural pressures or by flowing through the aquifer to a
nearby well that was improperly constructed or abandoned. Injection wells are now
regulated under the Underground Injection Control Program of the Safe Drinking
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TABLE 1.8 Analysis of septic tank effluent from six different sources.
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A 75 131 325 249 69 2907 2.7 505 34.1 0.68 12.3 10.8
B 125 176 361 323 44 4127 397 578 425 0.46 14.1 13.6
C 245 272 542 386 68 27931 1387 763 456 0.60 31.4 14.0
D 315 127 291 217 52 11,113 184 40.2 33.2 0.35 11.0 10.1
E 860° 120 294 245 51 2310 20.7 316 20.1 0.16 1.1 10.5
F 150 122 337 281 48 3246 253 56.7 38.3 0.83 11.6 10.5

Source:R.J. Otis, W.C.Boyle, and D. K. Sauer, Small-Scale Waste Management Program, University of Wisconsin—
Madison, 1973.

2All values are means.
bIncludes 340-g/da sewer flow and 520-g/da from foundation drain.

Water Act. The 1984 amendments to the Resource Conservation and Recovery Act
prohibit the underground injection of certain hazardous wastes. The injection of waste
fluids into the deep subsurface has increased particularly in localities with intensified
oil and gas production. For example, over 23 km? of water has been injected into the
Western Canada Sedimentary Basin over the decades of the 1980s, 1990s, 2000s, and
early 2010s, and even more subsurface injection has occurred in the State of Texas in
the United States alone between 1998 and 2013 (Ferguson 2015). There is also concern
that the underground injection of fluids can trigger earthquakes. The U.S. Geological
Survey reports that the largest documented U.S. earthquake triggered by fluid injection
was a 5.6 magnitude quake in central Oklahoma on November 6, 2011. There was a
5.3 magnitude in the Raton Basin, Colorado earlier that year, and magnitude 4.0 and
5.0 have been induced in Arkansas, Colorado, Kansas, Oklahoma, and Texas. Another
important use of subsurface fluid injection is carbon sequestration, also called carbon
capture and storage (CCS), which seeks to inject carbon dioxide (CO,) or other forms
of carbon below ground surface to counteract the build-up of CO, in the earth’s atmos-
phere and to mitigate the effects of global warming and climate change.

Land application Treated or untreated municipal and industrial wastewater is
applied to the land primarily via spray irrigation systems. Exposure to the elements,
plants, and microorganisms in the soil can break down the natural organic matter in
the wastewater.

Sludge from wastewater-treatment plants is often applied to the soil as a fertilizer,
as is manure from farm animals and whey from cheese manufacturing. Oily wastes
from refining operations have been applied to the soil so that they could be broken
down by soil microbes. Nitrogen, phosphorous, heavy metals, and refractory organic
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compounds are potential groundwater contaminants that can leach from soil used for
land applications of wastes and wastewater.

1.5.2 Category II: Sources Designed to Store, Treat and/or Dispose
of Substances

Landfills Landfills are, by definition, designed to minimize adverse effects of
waste disposal (Miller, 1980). However, many were poorly designed and are leaking
liquids, generically termed leachate, which are contaminating groundwater. Landfills
can contain nonhazardous municipal waste, nonhazardous industrial waste, or hazard-
ous waste as defined by the Resource Conservation and Recovery Act. Peterson (1983)
reported that there were 12,991 landfills in the United States in the 1980s, including
2,395 open dumps. According to the EPA, by 2009 landfills were much larger, but there
were only 1,908 solid waste municipal landfills reported. This does not include land-
fills for construction and demolition wastes, nonhazardous industrial waste landfills,
or hazardous waste landfills. There are an unknown number of abandoned landfills.

Materials placed in landfills include such things as municipal garbage and trash,
demolition debris, sludge from wastewater-treatment plants, incinerator ash, foundry
sand and other foundry wastes, and toxic and hazardous materials. Although no longer
permitted in the United States, liquid hazardous waste was disposed in landfills in the
past. The U.S. Environmental Protection Agency (2015) estimated that in 2012 over
250 million tons of municipal waste was generated, which is over a three-fold increase in
the last half century. The World Bank (2012) has estimated worldwide municipal waste
generation at 1.3 billion tons per year with estimates of expected increase to 2.2 billion
tons annually in 2025, and over 11 billion by 2100. Total solid waste generation (beyond
just municipal waste) is considerably larger at an estimated 11.2 billion tons in 2011
(United Nations Environmental Programme). Interactive waste atlases have also been
developed to summarize worldwide waste data (e.g., http://www.atlas.d-waste.com/).

Leachate is formed from the liquids found in the waste as well as by leaching of
the solid waste by rainwater. Table 1.9 contains information on the chemical composi-
tion of leachate from municipal landfills. To minimize the amount of leachate gener-
ated, modern landfills are built in sections, with a low-permeability cover placed over
the waste as soon as possible to limit the infiltration of rainwater. Modern landfills also
have low-permeability liner systems and collection pipes to remove the leachate that
forms so that it can be taken to a wastewater-treatment plant. A modern landfill that
is properly sited with respect to the local geology and that has a properly designed and
constructed liner, leachate collection system, and low-permeability cover has limited
potential to contaminate groundwater. However, many landfills do not have liners and
leachate collection systems. In the past, landfills tended to be placed in any convenient
hole or low spot, such as a sand pit, quarry, or marsh. Groundwater contamination
from such landfills is highly probable.

Municipal landfills are usually located near urban areas. The trend is toward large
landfills that can handle many thousands of tons of waste per year. Hazardous-waste
landfills are now regulated under the Resource Conservation and Recovery Act. There
is frequently strong local opposition to the siting of either a municipal or a hazardous
waste landfill. This is referred to as the NIMBY syndrome: Not In My Back Yard!
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TABLE 1.9 Overall summary from the analysis of municipal solid-waste leachates in

Wisconsin.
Parameter Overall Range® Typical Range Number of
(range of site medians)? Analyses

TDS 584-50,430 2180-25,873 172
Specific conductance 480-72,500 2840-15,485 1167
Total suspended solids 2-140,900 28-2835 2700
BOD ND-195,000 101-29,200 2905
CoD 6.6-97,900 1120-50,450 467
TOC ND-30,500 427-5890 52
pH 5-8.9 54-7.2 1900
Total alkalinity (CaCo0,) ND-15,050 960-6845 328
Hardness (CaCo0,) 52-225,000 1050-9380 404
Chloride 2-11,375 180-2651 303
Calcium 200-2500 200-2100 9
Sodium 12-6010 12-1630 192
Total Kieldahl nitrogen 2-3320 47-1470 156
Iron ND-1500 2.1-1400 416
Potassium ND-2800 ND-1375 19
Magnesium 120-780 120-780 9
Ammonia-nitrogen ND-1200 26-557 263
Sulfate ND-1850 8.4-500 154
Aluminum ND-85 ND-85 9
Zinc ND-731 ND-54 158
Manganese ND-31.1 0.03-25.9 67
Total phosphorus ND-234 0.3-117 454
Boron 0.87-13 1.19-12.3 15
Barium ND-12.5 ND-5 73
Nickel ND-7.5 ND-1.65 133
Nitrate-nitrogen ND-250 ND-1.4 88
Lead ND-14.2 ND-1.11 142
Chromium ND-5.6 ND-1.0 138
Antimony ND-3.19 ND-0.56 76
Copper ND-4.06 ND-0.32 138
Thallium ND-0.78 ND-0.31 70
Cyanide ND-6 ND-0.25 86

(Contd)
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TABLE 1.9 Contd

Parameter Overall Range® Typical Range Number of
(range of site medians)? Analyses

Arsenic ND-70.2 ND-0.225 112
Molybdenum 0.01-1.43 0.034-0.193 7
Tin ND-0.16 0.16 3
Nitrite-nitrogen ND-1.46 ND-0.11 20
Selenium ND-1.85 ND-0.09 121
Cadmium ND-0.4 ND-0.07 158
Silver ND-1.96 ND-0.024 106
Beryllium ND-0.36 ND-0.008 76
Mercury ND-0.01 ND-0.001 111

2All concentrations in milligrams per liter except pH (standard units) and specific conductance (umhos/cm).ND

indicates not detected.

Source: Wisconsin Department of Natural Resources.

Open dumps Open dumps are typically unregulated. They receive waste mainly
from households but are used for almost any type of waste. Waste is frequently burned,
and the residue is only occasionally covered with fill. Such dumps do not have liners
and leachate-collection systems and by their nature are highly likely to cause ground-
water contamination. The use of open dumps in the United States is no longer possible
due to 1991 EPA regulations issued under Subtitle D of the Resource Conservation
and Recovery Act, which requires extensive groundwater monitoring at such facilities,
requires the placement of daily cover, prohibits burning, and will require engineered
liners for future expansions. Most operators of open dumps did not want the expense
of such regulations and so closed the dumps.

Residential disposal Homeowners who are not served by a trash collection ser-
vice must find alternative ways of disposing of their household waste. Included in
the household waste are hazardous substances, such as used engine oil and anti-
freeze, and leftover yard and garden chemicals, such as pesticides, unused paint, and
used paint thinner. In the past these were often taken to the town dump. However,
with the closing of most town dumps, the homeowner must find alternative means
of disposal.

In the state of Wisconsin in the United States, virtually all town dumps were
closed in 1989 and 1990. Most, but not all, counties offer waste disposal in a secure,
engineered landfill. However, in large counties in the U.S. the county landfill may be
15 to 30 km from some parts of the county and a fee is charged, as opposed to the old
town dump, which was close by and free. In some situations the residents must drive to
a different county to find an open landfill. Unfortunately, this closing of town dumps
has resulted in an increase in illegal dumping in state and national forests and a great
increase in trash left at roadside rest areas and parks.
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Homeowners may pour waste liquids into ditches or the sanitary sewer; combus-
tibles may be burned in the backyard. These are undesirable practices that can easily
result in environmental pollution, including groundwater contamination.

Surface impoundments Pits, ponds, and lagoons are used by industries, farmers,
and municipalities for the storage and/or treatment of both liquid nonhazardous and
hazardous waste and the discharge of nonhazardous waste. Prior to the passage of
the Resource Conservation and Recovery Act, liquid hazardous wastes were also dis-
charged into pits. These pits may be unlined or lined with natural material, such as
clay, or artificial materials, such as plastic sheets, rubber membranes, or asphalt.

Impoundments are used to treat wastewater by such processes as settling of sol-
ids, biological oxidation, chemical coagulation and precipitation, and pH adjustment.
They may also be used to store wastewater prior to treatment. Water from surface
impoundments may be discharged to a receiving water course such as a stream or a
lake. Unless a discharging impoundment is lined, it will also lose water by seepage into
the subsurface. Nondischarging impoundments release water either by evaporation or
seepage into the ground or a combination of both. Evaporation ponds are effective
only in arid regions, where potential evapotranspiration far exceeds precipitation. Even
evaporation ponds that were originally lined may leak and result in groundwater con-
tamination if the liner deteriorates from contact with the pond’s contents.

Impoundments are used for wastewater treatment by municipalities and industries
such as paper manufacturing, petroleum refining, metals industry, mining, and chemi-
cal manufacturing. They are also used for treatment of agricultural waste, such as farm
animal waste from feedlots. Power plants use surface impoundments as cooling ponds.
Mining operations use surface ponds for the separation of tailings, which is waste rock
from the processing of ore that occurs in a slurry mixture of liquid and solid.

Although it is now prohibited, until the 1970s lagoons were used for the disposal
of untreated wastewater from manufacturing, ore processing, and other industrial uses
into the groundwater. Brine pits were used for many years in the oil patch for the dis-
posal of brines pumped up with the oil. Miller (1980) lists 57 cases of groundwater
contamination caused by the leakage of wastewater from surface impoundments. In
most of the reported cases water-supply wells had been affected; at the time when
use of such impoundments was allowed, groundwater monitoring was not required;
usually the only way that leakage was detected was by contamination of a supply well.

In one case in Illinois, up to 500,000 gals per day of mineralized wastewater, con-
taining high total dissolved solids (TDS), which included chloride, sulfate, and calcium,
from an ore-processing plant were discharged into waste-disposal ponds excavated in a
glacial drift aquifer for a period of about 40 years. Concentrations of chloride, sulfate,
TDS, and hardness were elevated in an underlying bedrock aquifer as much as a mile
away from the site (U.S. Nuclear Regulatory Commission 1983).

Wastewater from the manufacturing of nerve gas and pesticides at the Rocky
Mountain Arsenal at Denver was discharged into unlined evaporation ponds from 1942
until 1956. In 1956 a new pond lined with asphalt was constructed; ultimately that liner
failed and the lined pond also leaked. Contamination of nearby farm wells was first
detected in 1951 and was especially severe in the drought year of 1954, when irrigated
crops died. Groundwater contamination extended at least 8 miles from the ponds and
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was indicated by high chloride content. Ultimately the groundwater under and near the
Rocky Mountain Arsenal was found to contain dozens of synthetic organic chemicals,
including two that are especially mobile in the subsurface: diisopropylmethylphospho-
nate (DIMP), a by-product of the manufacture of nerve gas, and dicyclopentadiene
(DCPD) a chemical used in the manufacture of pesticides (Konikow and Thompson
1984; Spanggord, Chou, and Mabey 1979). By 2010, after 23 years of active reme-
diation the cleanup of contaminated soil and groundwater at the Rocky Mountain
Arsenal, the cost has been $2.1 billion dollars as parcels of the land are taken off the
National Priorities list and tracts of land are converted to a National Wildlife Refuge.

There is very little information available on the number of surface impoundments
worldwide, nor much up-to-date information from individual countries. Several dec-
ades ago the EPA performed a survey of the surface impoundments located in the
United States (U.S. EPA 1983). They reported a total of 180,973 impoundments,
including 37,185 municipal; 19,437 agricultural; 27,912 industrial; 25,038 mining;
65,688 brine pits for oil and gas; and 5,913 miscellaneous. A later U.S. EPA (2001) sur-
vey conducted in the 1990s estimated about 18,000 industrial impoundments. Energy
related industrial surface impoundments are of particular concern, as these can hold
many sorts of materials including coal combustion residues, water associated with in
situ uranium leaching, and/or brines associated with deep oil and gas development.
The large number of impoundments provides a significant threat to groundwater
resources (OTA 1984).

Mine wastes Mining can produce spoils, or unneeded soil, sediment, and rock
moved during the mining process, and tailings, or solid waste left over after the pro-
cessing of ore. These wastes may be piled on the land surface, used to fill low areas,
used to restore the land to pre-mining contours, or placed in engineered landfills with
leachatecollection systems. Mine wastes can generate leachate as rainwater passes
through them. If sulfate or sulfide minerals are present, sulfuric acid can be generated,
and the resulting drainage water can be acidic. This is likely to occur with coal-mining
wastes, copper and gold ores, and ores from massive sulfide mineralization. Mine-
waste leachate may also contain heavy metals and, in the case of uranium and thorium
mines, radionuclides. Neutralization of the mine wastes can prevent the formation of
acidic leachate and prevent the mobilization of many, but not all, metallic ions and
radionuclides. The mine-waste disposal issue is a large one. In the United States, min-
ing is estimated to produce waste material annually with a weight of nearly nine times
that of refuse generated by all cities and towns (U.S. EPA 2003). The mining of many
metals traditionally requires huge quantities of rock to be removed, for example, the
production of a single ton of copper ore typically generates well over 100 times the ton-
nage of waste rock and about 200 times the tonnage of mined overburden, depending
on the local geology. Leachate produced by unneutralized or uncontained mine wastes
is a threat to surface and groundwater.

In some cases, in situ leach mining is used instead of physical removal of ore-con-
taining rock. In these instances, a chemical mobilizing agent called a lixiviant is pumped
down a well where it flows into an ore-bearing formation. After ore is dissolved, the
pregnant solution circulating underground is removed using extraction wells. Problems
can arise with in situ leach mining as the geologic structures associated with many ore
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bodies are heterogeneous and anisotropic and contain secondary porosity, faults, and
fractures. Roll front deposits mined for uranium fall into this category. These hetero-
geneities can complicate solution recovery, but perhaps just as importantly extend the
time and areal extent needed to be investigated in order to successfully remediate the
subsurface after mining is complete.

Material stockpiles Many bulk commodities, such as coal, road salt, ores, phos-
phate rock, and building stone, are stored in outdoor stockpiles. Rainwater percolat-
ing through the stockpile can produce leachate similar to that produced by the waste
material that resulted from mining the commodities. For example, rainwater draining
through a coal pile can become acidic from sulfide minerals contained in the coal. In
the northern states road salt is usually stored indoors, although in the past outdoor
storage piles were common. Leachate from the road-salt piles was a common source
of groundwater contamination that has now been mostly eliminated.

Graveyards 1f bodies are buried without a casket or in a nonsealed casket, decom-
position will release organic material. Areas of high rainfall with a shallow water table
are most susceptible to groundwater contamination from graves. According to Bouwer
(1978) contaminants can include high bacterial counts, ammonia, nitrate, and elevated
chemical oxygen demand. Nash (1962) reported that hydrogen sulfide gas in a well was
the result of a seventeenth-century graveyard for black plague victims. The well had
apparently been unwittingly bored through the graveyard.

Animal burials Unless an animal is a famous Kentucky thoroughbred or a beloved
family pet, it is likely to simply be buried in an open excavation. If large numbers of
animals are buried in close proximity, groundwater contamination might occur from
the decomposing carcasses. If the animals had died due to some type of toxic poison-
ing, then additional opportunities for groundwater contamination would exist if the
toxic chemical were released as the animals decomposed.

Above-ground storage tanks Petroleum products, agricultural chemicals, and other
chemicals are stored in aboveground tanks. Ruptures or leaks in the tanks can release
chemicals, which then have the opportunity to seep into the ground. A serious case of
groundwater contamination occurred in Shelbyville, Indiana, U.S.A. when one 55-gal
tank of perchloroethylene was damaged by vandals and the contents leaked into the
ground.

Underground storage tanks The Office of Technology Assessment estimated that
in the United States there are some 569,000 underground storage tanks used to store fuel
and other products (U.S. Environmental Protection Agency 2015). There are at least
two tanks, and frequently more, at every gas station. Many homeowners and farmers
have private underground tanks to store heating oil and fuel. Chemicals are also rou-
tinely stored in underground tanks at industrial facilities. Liquid hazardous wastes can
also be stored in underground tanks. Leachate from landfills with leachate-collection
systems may be stored in a tank while it awaits trucking to a treatment facility.

Underground tanks can leak through holes either in the tank itself or in any asso-
ciated piping. The piping appears to be more vulnerable. Steel tanks are susceptible
to corrosion and are being replaced by fiberglass tanks. However, even the fiberglass
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tanks, the associated pipes can still leak. Fiberglass tanks do not have the strength
of steel and may crack. A gas-station owner with a leaking tank can encounter tens
of thousands of dollars in costs to remove a leaking tank and associated contam-
inated soil. Costs can be even higher if extensive groundwater contamination has
occurred. In a 1-yr period a small consulting firm made 28 assessments of sites that
contained underground fuel storage tanks. Even though none of the sites was known
to have contamination prior to the assessments, 22 of the 28 sites (78%) were found
to have leaking tanks (Gordon 1990). If one considered the sites being investigated
because tanks were known to be leaking, the percentage of leaking tanks would be
even higher.

Even the homeowner is at risk. One purchaser of an older home in the town of
Black Wolf, Wisconsin, U.S.A. had the misfortune to discover an abandoned fuel-oil
tank buried on his property. A total of forty-two 55-gal drums of a mixture of fuel
oil and water were removed from the tank and had to be disposed of at considera-
ble expense. Fortunately, as the tank was mostly below the water table, the water had
leaked into the tank, rather than the fuel oil leaking out. Had the latter occurred, the
costs to remove and dispose of contaminated soil would have been much higher.

Containers Many chemical and waste products are stored in drums and other
containers. Should these leak, there is a potential for groundwater contamination.

Open incineration and detonation sites Incineration processes can reduce solid
waste mass significantly, and these practices are popular in many countries, particu-
larly in Europe and North America. Incineration of hazardous wastes (solids, liquids
and sludges containing organic and inorganic wastes) is permitted in many countries,
but with important restrictions. In the United States, sites for the open incineration
of wastes are licensed under the Resource Conservation and Recovery Act (RCRA),
with the number of facilities permitted to incinerate hazardous waste numbering 20
or slightly more. In 2015, three of the U.S. facilities had additional Toxic Substances
Control Act (TCSA) permits and could incinerate polychlorinated biphenyl-contam-
inated materials. Materials not generally accepted for incineration include, some
explosives, radioactive materials, dioxins, furans, infectious agents, shock-sensitive
chemicals, and fluids under pressure. The U.S. Department of Defense operates spe-
cialized burning grounds and detonation sites for old ammunition. If not properly
intercepted, chemicals released from incineration sites can leach into the ground with
rainwater.

Radioactive-waste-disposal sites The disposal of civilian radioactive wastes and
uranium mill tailings is licensed in the United States under the Nuclear Regulatory
Commission. High-level radioactive wastes from nuclear power plants are currently in
temporary storage but will eventually go into underground repositories excavated into
rock. International consensus is that geologic burial of high-level waste is the preferred
disposal method. Low-level radioactive wastes are buried in shallow landfills. Unless
radioactive wastes are properly buried in engineered sites, there is a potential for radi-
onuclides to migrate from the waste into groundwater, as happened at Oak Ridge,
Tennessee; Hanford, Washington; Savannah River Facility, Georgia; and the Idaho
National Engineering Lab.
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1.5.3 Category Ill: Sources Designed to Retain Substances During
Transport

Pipelines Included in Category III are sewers to transmit wastewater as well
as pipelines for the transmission of natural gas, petroleum products, and other lig-
uids such as anhydrous ammonia. Although the pipelines are designed to retain their
contents, many leak to a greater or lesser extent. This is particularly true of sewers,
especially older sections. Sewers usually have a friction joint that can leak if the pipe
shifts position. If the sewer is above the water table, leaking sewage can contaminate
the groundwater with bacteria, nitrogen, and chloride. Steel pipelines are subjected to
corrosion and can also develop leaks. Such pipelines have been known to leak crude
oil, gasoline, fuel oil, liquefied petroleum gas, natural gas liquids, jet fuel, diesel fuel,
kerosene, and anhydrous ammonia (OTA 1984).

Material transport and transfer Material transport and transfer occurs by the
movement of products and wastes via truck and train along transportation corridors
and the associated use of loading facilities. Spills may result from accidents, and leaks
can occur because of faulty equipment. A wide variety of materials can be released to
the environment in this manner. Experienced and well-trained crews with the proper
equipment are needed to clean up such spills. Improper actions can result in a spill
becoming more severe as a result of a misguided cleanup effort.

1.5.4 Category IV: Sources Discharging Substances as a Conse-
quence of Other Planned Activities

Irrigation When crops are irrigated, more water is applied to the field than is
needed for evapotranspiration. The excess water, called return flow, percolates
through the soil zone to the water table or overland to receiving streams, lakes, and
wetlands. In doing so it can mobilize chemicals applied to the fields as fertilizers and
pesticides. Soil salinity and salinity of the shallow groundwater can also increase,
because the evaporation of water concentrates the natural salts carried in the irrigation
water. Waterfowl and other animal are particularly sensitive to selenium. In the past,
selenium has been concentrated in irrigation return water that has been discharged to
the Kesterson Wildlife Refuge in California’s Central Valley causing wildlife deaths.

Pesticide applications Chemicals are applied to crops to control weeds, insects,
fungi, mites, nematodes, rats, rodents, algae in aqueous systems and other pests. In
addition they are used for defoliation, desiccation, and growth regulation (OTA 1984).
Worldwide estimates of pesticide use is over 5.2 billion pounds annually, with about
45% being used in Europe, 25% in the United States, and 30% in the rest of the world
(De et al. 2014). Different pesticides and classes of pesticides can have widely vary-
ing environmental and health effects. For example, organochlorides can be long-lived
in the environment, concentrated in the food chain (bioaccumulation), and resistant
to degradation; organophosphates as a class are less persistent in the environment
but generally more acutely toxic; phenoxyalkanoic acid derivatives have great variety
including dioxins which can be teratogenic (birth defect producing); uptake of some
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carbamate pesticides into plant roots can produce systemic contaminants; substituted
ureas degrade readily as a class but can be a problem locally in the immediate area and
period of application; and triazines can be persistent in anaerobic environments.

The use of pesticides has extensive potential for contaminating groundwater.
Globally over 1.8 billion people produce agricultural crops and most use pesticides
(Alavanja 2009). Pesticides applied to the soil may migrate through the soil to the water
table. Pesticides in use today are usually biodegradable to some extent. However, their
breakdown products (metabolites) can also be found in groundwater. The potential for
contamination is higher at sites where pesticides are mixed and application equipment
is loaded and then rinsed when its use is finished. Soils under such areas may receive
a much greater loading of pesticides than the cropland to which the pesticides are
applied. Application of pesticides by aerial spraying may result in uneven distribution.
More than 65% of pesticides are applied by aerial spraying, and the cleanup of the
planes and disposal of associated wastewater poses a special problem (OTA 1984).

Atrazine, a triazine, has been used extensively for pre-emergent weed control
in corn cultivation. In 1985 alone, 3.3 million acres of Wisconsin, U.S.A. farmland
planted with corn was treated with it. A survey of atrazine in Wisconsin groundwaters
showed it occurred unevenly in areas where it was used on fields. Highest concentra-
tions, up to 3.5 parts per billion, were associated with mixing sites and sandy river-bot-
tom land (Wollenhaupt and Springman 1990).

Fertilizer application Farmers and homeowners alike apply fertilizers containing
nitrogen, phosphorous, and potassium (potash). Phosphorous is not very mobile in soil
and thus does not pose a significant threat to groundwater. The rate of potassium appli-
cation is generally low and, although it is mobile, the literature does not indicate that
potassium from fertilizers is a major factor in causing groundwater problems. However,
nitrogen from fertilizers can be a major cause of groundwater contamination.

Farm animal wastes Farm animal wastes have the potential to contaminate
groundwater with bacteria, viruses, nitrogen, and chloride. Animals that are kept on an
open range disperse their wastes over a large area, and the potential for environmental
contamination is low. Animals confined to a small area will concentrate their wastes
in the barn, barnyard, or feedlot. Rainwater infiltrating these wastes can mobilize con-
taminants, which can be leached into the soil and eventually into groundwater. Manure
from farms may be spread onto fields as a fertilizer, whereas large feedlot operations
often have wastewater treatment plants. In northern climates manure spread on fro-
zen fields can have a deleterious effect on both surface and groundwater during the
spring melt. Many farms in northern areas now have concrete storage tanks for holding
manure during the winter months.

Salt application for highway deicing Many states in the snowy regions have a
dry-pavement policy that requires the use of highway deicing salts on city streets, rural
highways, and interstate highways. The primary deicing salt is rock salt, consisting mainly
of sodium chloride. Additives to improve the handling of the salt include ferric ferrocya-
nide and sodium ferrocyanide. Chromate and phosphate may be added to reduce the cor-
rosiveness of the salt (OTA 1984). The salt and additives eventually are carried from the
roadway in runoff and may either wash into surface streams or seep into groundwater.
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Home water softeners In areas where the water supply has high calcium and mag-
nesium content, home water softeners are used to reduce the hardness. Home water
softeners are recharged with sodium chloride salt. Chlorides from the salt are con-
tained in the backwash water. If the area is not served by sewers, the backwash water
is disposed by subsurface drainage via septic tanks or separate drain fields. Chlorides
from this source can enter the groundwater reservoir (Hoffman and Fetter 1978).

Urban runoff  Precipitation over urban areas typically results in a greater propor-
tion of runoff and less infiltration than that falling on nearby rural areas because of the
greater amount of impervious land surface in the urban area. In addition, the urban
runoff contains high amounts of dissolved and suspended solids from auto emissions,
fluid leaks from vehicles, home use of fertilizers and pesticides, refuse, and pet feces,
and in economically poor countries, raw sewage wastes. For the most part, the urban
runoff is carried into surface receiving waters, but it may recharge the water table from
leaking storm sewers. This can contribute to degradation of groundwater quality in
urban areas.

Percolation of atmospheric pollutants Atmospheric pollutants reach the land either
as dry deposition or as dissolved or particulate matter contained in precipitation.
Sources include automobile emissions, power plant smokestacks, incinerators, found-
ries, and other industrial processes. Pollutants include hydrocarbons, synthetic organic
chemicals, natural organic chemicals, heavy metals, sulfur, and nitrogen compounds.
Infiltrating precipitation may carry these compounds into the soil and groundwater.

Mine drainage and excursions Surface and underground mining may disrupt natu-
ral groundwater flow patterns and expose rocks containing pyrite to oxygenated water.
This can result in the production of acid water, which then drains from the mine. The
acid mine drainage can result in surface- and groundwater contamination. In one very
interesting case in Shullsburg, Wisconsin, a lead and zinc mine was active for 25 years.
In order to work the mine, the groundwater table was lowered below the mine levels
by pumping. Sulfide minerals in the rock were subjected to biologically mediated oxi-
dation along fractures in the rock and mine workings. Contact of the resulting sulfuric
acid with the dolomite host rock neutralized the sulfuric acid and produced highly
soluble sulfate minerals. When the mining ceased due to economic factors, the dewa-
tering pumps were shut down and the mine workings were flooded. Groundwater in
the mine workings dissolved the sulfate minerals and resulted in high sulfate (up to
3500 mg/L), iron (up to 20 mg/L), and zinc (up to 18 mg/L) concentrations. As a
result groundwater quality of a number of nearby water supply wells was adversely
impacted (Hoffman 1984).

Oil and natural gas production has the potential to release and mobilize formerly
sequestered hydrocarbons into the subsurface environment, although industry takes
measures to minimize this risk. Traditional oil and natural gas extraction has been
augmented by unconventional methods in shale, sandstone, carbonate and other tight
formations, and these newer approaches are increasing hydrocarbon production world-
wide, mainly as the result of newer horizontal drilling and hydraulic fracturing (i.e.,
“fracking” or “fraccing”) techniques. Shale is a fine-grained sedimentary rock from a
parent material of consolidated silts and clays, and “black shales” are rich in organic
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material that can generate oil and gas and isolate those products in their pore spaces in
the shale matrix. The newer, unconventional methods of shale oil extraction include
pyrolysis (slow burning underground under low oxygen conditions), hydrogenation and
or thermal dissolution. One method of natural gas production is coal bed methane pro-
duction, also called coal seam gas, which produces a “sweet gas”, high in methane con-
tent from subsurface coal measures often located hundreds of meters to over a thousand
meter depth. When surrounding hydraulic pressure is lowered near these coal bodies by
pumping groundwater, this high quality natural methane degasses. The gas exolves from
the pore spaces in coal layers, it is then collected in overlying recovery wells, and under-
goes separation for any natural gas liquids and removal of oil and condensate, water, car-
bon dioxide, and sulfur. Notably, these methods for oil and gas production can produce
significant amounts of poor-quality groundwater which must be disposed of properly.

Fracking fluids Fracking fluids are designed to open up formations around a well to
increase the surrounding permeability and allow capture of oil or natural gas. These flu-
ids are often injected at considerable distance below ground surface. Half a century ago,
fracking fluids were basically water and sand with the mixtures pumped underground
under great pressure to open up fractures. The sand was considered a propping agent
which would enter fractures opened up by the overpressure, and keep them propped
open. In the last decades fracking fluids have increased in complexity and chemical
content, including chemicals such as guar gum, ammonium persulfate, acetic acid, eth-
anol, orange oil and other surfactants. Potentially toxic chemicals have been found in
some fracking mixtures, including: petroleum distillates such as kerosene and diesel fuel
(and their component organics including benzene, toluene, ethylbenzene, and xylenes),
poly aromatic hydrocarbons (PAHs), sodium hydroxide, harmful alcohols like metha-
nol, hydrochloric and other acids, ethylene glycol and glycol ethers, and formaldehyde.

1.5.5 Category V: Sources Providing a Conduit for Contaminated
Water to Enter Aquifers

Production wells Wells are drilled for the production of oil, gas, geothermal
energy, and water. Contaminants can be introduced into the ground during the drilling
of production wells. Improperly constructed wells, corroded well casings, and improp-
erly abandoned wells can provide a conduit for the flow of contaminated surface water
into the ground or the movement of contaminated groundwater from one aquifer into
another. Homeowners may route drainage water from their roof and basement drains
into abandoned water-supply wells. Old dug wells may become receptacles for trash.

Monitoring wells and exploration borings Many thousands of monitoring wells are
being installed in the United States each year. Exploration borings are installed for the
purposes of mineral exploration or construction design. These wells and borings have
the same potential for cross contamination of aquifers and introduction of contami-
nated surface water as production wells.

Infiltration galleries and dry wells Infiltration of some spills can be accelerated into
the subsurface in the presence of infiltration galleries, dry wells and other facilities designed
to remove standing water after storms in urban environments. Many communities have
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set limits as to how long standing surface water pools and puddles can remain, and infil-
tration galleries and dry wells allow impounded water and runoff, potentially carrying
pollutants, to be swiftly carried to subsurface leach fields or well screens. This removal of
surface water is typically for short-term health, safety, and mosquito control purposes. The
term “dry well” indicates the intent that these wells would only penetrate and leak water
into the vadose zone, not below the water table. These wells would therefore be above the
water table and dry, however, historically some “dry wells” were drilled deeper, allowing
surface water and pollutants to be directly and quickly introduced into unconfined aqui-
fers. Urban surface depressions with associated infiltration galleries can be constructed
purposely for storm-water capture and diminution, or other purposes. For example, load-
ing docks for trucks often have a depressed pavement surface next to the loading dock
(which is also an area of possible spills) to assist transfer of cargo. Potentially contami-
nated water can be swiftly moved underground with these urban structures.

Construction excavation Construction activities can strip the soil from bedrock,
thus removing much of the natural protection of bedrock aquifers from groundwater
contamination. Urban runoff water can collect in open foundation excavations, which
then provide a conduit to aquifers.

1.5.6 Category VI: Naturally Occurring Sources Whose Discharge
is Created and/or Exacerbated by Human Activity

Groundwater-surface-water interactions Some aquifers are recharged naturally
from surface water if the stream stage is higher than the water table (Fetter 1994). If
the surface-water body becomes contaminated, then the aquifer being recharged by
that water could also become contaminated. An exception to this might occur if the
surface-water contamination is by a material that could be adsorbed or removed by
filtration when it passes through the alluvium under the stream. Wells located near a
stream can induce infiltration from the stream into the groundwater reservoir by devel-
opment of a cone of depression. Contaminated surface water can thereby be drawn
into an aquifer.

Natural leaching Dissolved minerals occur in groundwater due to natural leach-
ing from rocks and soil. Naturally occurring groundwater may have total dissolved sol-
ids in excess of 10,000 to 100,000 mg/L and may contain undesirable concentrations
of various anions and cations. Human activity that results in acid rain may enhance
the ability of infiltrating rainwater to leach naturally occurring substances from rock
and soil.

Saltwater intrusion Development of freshwater supplies from coastal aquifers
may lower the water table and induce saline groundwater that occurs naturally beneath
the oceans to move landward into formerly freshwater aquifers. Upconing of the salt-
water-freshwater interface may also occur if the well field overlies an aquifer containing
saline water (Fetter 1994). Groundwater development in areas susceptible to saltwater
intrusion should be undertaken with a clear plan that is designed to maximize the
amount of fresh water that can be developed while minimizing the amount of saltwa-
ter intrusion and other undesirable effects that can occur (Fetter 1972).
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B 1.6 Relative Ranking of Groundwater-Contamination

Sources and Substances

Every site of groundwater contamination is unique in its geology, contaminant
mixtures, surrounding human-made structures, and pollutant sources. Therefore the
risks associated with different localities and their contaminants can vary greatly, and
the approaches for site characterization and remediation are typically tailored to each
individual site. Although there are many potential sources of groundwater contamina-
tion, some pose much more of a threat to groundwater than others. Section 305(b) of
the Federal Clean Water Act requires individual States in the U.S. to submit reports to
the Environmental Protection Agency on the sources of groundwater contamination
in the state and the type of contaminants observed. The data submitted were used to
compile National Water Quality Inventory—I1988 Report to Congress (U.S. EPA 1990).

The states indicated all the groundwater-contamination sources that they consid-
ered to be major threats to groundwater in their state. Figure 1.3 shows that more than
half the states and territories listed underground storage tanks, septic tanks, agricultural
activities, municipal landfills, and abandoned hazardous-waste sites as major threats to
groundwater. Other frequently listed sources include industrial landfills, other landfills,
injection wells, regulated hazardous-waste sites, land application, road salt, saltwater
intrusion, and brine pits from oil and gas wells.

FIGURE 1.3 Frequency of various contamination sources considered by states and territories of the

United States to be major threats to groundwater quality.
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Source: UNICEF 2012.

Additionally, every two years the Agency for Toxic Substance and Disease Registry
(ATSDR) and the Environmental Protection Agency in the United States prepare a list
of hazardous substances most commonly found at facilities on the National Priorities
List (NPL), also called the “Superfund” program. The list is a prioritization of harmful
substances based on a combination of their frequency of occurrence, their toxicity, and
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the potential for human exposure at NPL sites. This prioritization is required by the
Comprehensive Environmental Response, Compensation and Liability Act (CERCLA)
section 104(i), as amended by the Superfund Amendments and Reauthorization Act
(SARA). Table 1.10 below lists the first fifty substances listed of the 2013 ATSDR
Substance Priority List. The disadvantage of this list is it is based on large hazardous
waste sites, and harmful substances in regions of the country with naturally occurring
geologic contaminants, such as radon, are not as highly ranked as their overall poten-
tial risk to the public.

TABLE 1.10 The highest ranked fifty substances (out of a total of 275 substances) on the
Agency for Toxic Substance and Disease Registry 2015 Substance Priority List. Substances
were assigned the same rank when two (or more) substances received equivalent total point
scores.

2015 SUBSTANCE NAME TOTAL 2013 CAS RN
RANK POINTS RANK
1 ARSENIC 1671.6 1 007440-38-2
2 LEAD 1529.4 2 007439-92-1
3 MERCURY 1458.6 3 007439-97-6
4 VINYL CHLORIDE 1358.9 4 000075-01-4
5 POLYCHLORINATED BIPHENYLS 1345.1 5 001336-36-3
6 BENZENE 1327.6 6 000071-43-2
7 CADMIUM 1318.8 7 007440-43-9
8 BENZO(A)PYRENE 1304.4 8 000050-32-8
9 POLYCYCLIC AROMATIC HYDROCARBONS 1279.1 9 130498-29-2
10 BENZO(B)FLUORANTHENE 1249.7 10 000205-99-2
11 CHLOROFORM 1202.4 1 000067-66-3
12 AROCLOR 1260 1190.0 12 011096-82-5
13 DDT, PP’ 1182.0 13 000050-29-3
14 AROCLOR 1254 1171.3 14 011097-69-1
15 DIBENZO(A,H)ANTHRACENE 1155.6 15 000053-70-3
16 TRICHLOROETHYLENE 1153.4 16 000079-01-6
17 CHROMIUM, HEXAVALENT 1146.8 17 018540-29-9
18 DIELDRIN 11429 18 000060-57-1
19 PHOSPHORUS, WHITE 1141.3 19 007723-14-0
20 HEXACHLOROBUTADIENE 1128.2 20 000087-68-3
21 DDE, PP’- 11259 21 000072-55-9
22 CHLORDANE 1125.6 22 000057-74-9
23 AROCLOR 1242 1124.7 24 053469-21-9

(Contd)
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TABLE 1.10 Contd

2015 SUBSTANCE NAME TOTAL 2013 CASRN
RANK POINTS RANK
24 COALTAR CREOSOTE 1124.4 23 008001-58-9
25 ALDRIN 1114.6 25 000309-00-2
26 DDD, PP’- 11131 26 000072-54-8
27 AROCLOR 1248 1104.5 27 012672-29-6
28 HEPTACHLOR 1100.6 28 000076-44-8
29 AROCLOR 1099.5 29 012767-79-2
30 BENZIDINE 1091.2 30 000092-87-5
31 ACROLEIN 1088.5 31 000107-02-8
32 TOXAPHENE 1087.8 32 008001-35-2
33 TETRACHLOROETHYLENE 1076.7 33 000127-18-4
34 HEXACHLOROCYCLOHEXANE, GAMMA- 10751 34 000058-89-9
35 CYANIDE 1069.8 35 000057-12-5
36 HEXACHLOROCYCLOHEXANE, BETA- 1053.4 36 000319-85-7
37 DISULFOTON 1047.2 38 000298-04-4
38 BENZO(A)ANTHRACENE 1046.0 38 000056-55-3
39 1,2-DIBROMOETHANE 1041.7 39 000106-93-4
40 ENDRIN 1037.6 40 000072-20-8
41 DIAZINON 1036.6 41 000333-41-5
42 HEXACHLOROCYCLOHEXANE, DELTA- 1034.8 42 000319-86-8
43 BERYLLIUM 1031.0 43 007440-41-7
44 ENDOSULFAN 1027.7 44 000115-29-7
45 AROCLOR 1221 1027.0 45 011104-28-2
46 1,2-DIBROMO-3-CHLOROPROPANE 1025.7 46 000096-12-8
47 HEPTACHLOR EPOXIDE 1020.7 47 001024-57-3
48 ENDOSULFAN, ALPHA 1018.0 48 000959-98-8
49 CIS-CHLORDANE 1015.6 49 005103-71-9
50 CARBON TETRACHLORIDE 1012.1 50 000056-23-5

Source: ATSDR 2015.

B 1.7 Groundwater Contamination as a Long-Term Problem

One of the factors of groundwater contamination that makes it so serious is its
long-term nature. Wastes buried long ago may cause groundwater contamination that
takes decades to be discovered. Although many groundwater contamination sites are
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small, some of the long-term sites are fairly extensive due to the long time period over
which contamination has been migrating away from the source.

In the 1930s poison baits utilizing arsenic were used in the Midwestern United
States to counter a grasshopper infestation. Apparently, leftover poison bait was bur-
ied when the infestations ended. In 1972 a water-supply well was drilled for a small
business. In short order, 11of 13 employees became ill with arsenic poisoning. Tests
of the well showed it contained 21 mg/L of arsenic and soil at the site had 3000 to
12,000 mg/L of arsenic. This was apparently a mixing or burial site for arsenic-laden
grasshopper bait (American Water Resources Association 1975).

Beginning in 1910 waste fuel oil and solvents from a railroad yard were discharged
into the dry bed of the Mojave River near Barstow, California, USA. A study in 1972
showed that a zone of contaminated groundwater extended nearly 4.25 miles from the
site and was 1800 ft wide (Hughes 1975).

Starting in 1936 a seepage lagoon was used for the disposal of treated domestic
sewage at the Otis Air Force base, Cape Cod, Massachusetts, USA. Over a 50-year
period about 2.5 billion gals of treated sewage was discharged into the rapid-infiltra-
tion ponds. The sewage percolated through the unsaturated zone and recharged a shal-
low sand and gravel aquifer. Because of the high rate of groundwater flow, about 1.0
to 1.5 ft per day, the plume has migrated more than 2 miles downgradient. The plume
can be traced by elevated concentrations of chloride, boron, nitrate, detergents, and
volatile organic compounds. The plume is narrow and thin due to limited transverse
dispersion (Hess 1988).

A coal-tar distillation and wood-preservative plant was operated from 1918 to
1972 at St. Louis Park, Minnesota, USA. Coal tar, which is obtained by heating coal in
the absence of air, is a complex mixture of hundreds of organic compounds, including
polynuclear aromatic hydrocarbons (PAH). The coal tar was distilled to form creo-
sote, which was then used as a wood preservative. Coal-tar chemicals and creosote
entered the environment by spills and drippings at the wood-preservative facility as
well as via plant-process discharge water, which went into ponds. Coal tar is denser and
more viscous than water and is only slightly soluble. The coal-tar compounds migrated
downward into the underlying glacial drift aquifer. Several old, deep wells on the site
had defective casings, which allowed coal tar to migrate downward into deep, bedrock
aquifers. One 595-ft-deep well on the site was found to contain a column of coal tar
100 ft long. About 150 gal/min of contaminated water was entering this well from the
glacial drift aquifer through a leak in the casing. This water then drained downward
into the deep bedrock aquifers, carrying contamination with it. After 60 yr of leakage
the contamination had spread more than 2 miles from the plant site in several direc-
tions. Water supply wells located outside of the area of contamination have drawn
contaminated water into the bedrock aquifers up-gradient of the site in terms of the
regional groundwater-flow direction (Hult and Stark 1988).

Starting in about 1850 and extending until the 1950’s combustible gas was man-
ufactured in the United States from coal, coke and oil in order to supply homes and
business. It has been estimated that there were between 1000 and 2000 manufactured
gas plants active sometime within this time span. The widespread availability of nat-
ural gas made manufactured gas uneconomical and the plants were all closed. One of
the by-products of gas manufacture was tar. The tar was a complex mixture of organic
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compounds that was denser than water and had limited solubility in water. Large vol-
umes of tar were generated and due to routine leaks and spills, leaking tar storage
tanks and deliberate disposal, tar was released into the environment. When some of
the plants were decommissioned tanks containing tar were just buried in place. Today
many of the former manufactured gas plant sites still have soil and groundwater con-
tamination associated with the tar (Luthy et al. 1994).

B 1.8 Review of Mathematics and the Flow Equation

1.8.1 Derivatives

Soil-moisture movement, groundwater flow, and solute transport may be described
by means of partial differential equations. Thus, a brief review is in order.

If a bicyclist is traveling down a highway, we can measure the time that it takes
the rider, who has a flying start, to go from a starting point (S(¢,), or the location at
the starting time, (¢,), to a point somewhere down the highway (S(z,), or the location at
elapsed time £,). If we wish to know the average speed of the rider over this distance, we
divide the distance from point 5(¢,) to point S(z,) by the elapsed time, ¢, - £,.

AS  S(t,)-S(¢
AS _8(y)=8(ty) W
The rider will be going more slowly uphill and faster downhill. The average speed will
thus include a lot of variation. If we were to measure the rider’s speed over a shorter
part of the course, there would be less variation in speed. As the length of time over
which the distance traveled is measured becomes shorter and shorter, the variation in
speed decreases. If the time becomes infinitesimally small—for example, the time that
it takes the rider to travel a few microns—we obtain an instantaneous speed. This is
known as the first derivative of distance with respect to time and is defined by
ds(t;)  S®-S()
=lim (1.2)
at 5 t-1

where ¢ is any arbitrary time. Figure 1.4 shows a graph of distance traveled by our
bicyclist as a function of time. The slope of the line from time ¢, to time ¢, is the average
speed over that part of the highway and is expressed as AS/At. The instantaneous speed at
timet, is the slope of the tangent to the curve at that point, which is expressed as dS/dt.

Note that the slope of distance versus time on Figure 1.4 keeps changing. This
reflects the changes in speed that occur as the rider goes up and down hills. As the
rider goes over the crest of a hill, he or she will perhaps be going rather slowly. As
the rider goes downhill, the velocity will increase. We can compare the crest-of-the-
hill velocity with the bottom-of the-hill velocity and see that it has increased. This
is a measure of the acceleration that occurs as gravity and the leg muscles of the
bicyclist combine to increase speed. Figure 1.5 shows the speed of the rider as he
or she goes over a hill. At = 0 the rider is coming over the crest of the hill and the
speed is 10 mi/hr. At ¢ = 30 sec, when the rider is near the bottom of the hill, the
speed is 26 mi/hr. The average rate of change in speed is (26 mi/hr-10 mi/hr)/
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FIGURE 1.4 Graph of distance traveled versus time graphically showing speed, which is the first

derivative of distance with respect to time.
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FIGURE 1.5 Graph of speed versus time graphically showing acceleration, which is the second deriv-
ative of distance with respect to time.
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30 sec, or 0.53 mi/hr/sec. The rate of change is faster near the top of the hill where the
slope is steeper and there is less wind resistance, since the rider is moving more slowly.
From 0 to 5 sec the speed changes from 10 to 15 mi/hr, or 1.0 mi/hr/sec. Acceleration
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is the rate of change of speed with time, which is a second derivative. It is the slope of
a tangent to the curve at a given time. It can be expressed as

ds
dl —
(dtj d2s
or

dt dr?

The tangent at 5 sec. can be seen to be steeper than the tangent at 30 sec, where the rate
of change is less.

In hydrogeology we have many parameters that are a function of more than one
independent variable. For example, hydraulic head is a function of the three space
variables: & = & (x, y, z). We frequently differentiate head with respect to one of the
space variables while holding the other two variables constant. Such derivatives of a
parameter with respect to a single variable are called partial derivatives. The second
derivative of hydraulic head with respect to the space variables is

0%h . 0%h . d%h
ox? oy 022

1.8.2 Darcy’s Law

The first experimental study of water movement through a porous medium was
performed by Henry Darcy (Darcy 1856). He found that the one-dimensional flow of
water through a pipe filled with sand was proportional to the cross-sectional area and
the head loss along the pipe and inversely proportional to the flow length. Darcy’s law
can be expressed as

dh
Q= _KAE (1.3)
where
Q = volumetric discharge
K = proportionality constant known as hydraulic conductivity
A = cross-sectional area
dh/dl = gradient of hydraulic head

This equation can also be expressed in terms of specific discharge, or Darcy flux,
g, which is the volumetric flow rate, Q, divided by the cross-sectional area, A.

g=—-K— (1.4)

Darcy’s law was obtained for one-dimensional flow. However, as was previously
stated, head is a function of all three dimensions: # =% (x, y, 2).

The hydraulic conductivity is the measure of the ability of the fractured or porous
media to transmit water. It can have different values, depending upon the actual



Introduction 47

direction that the water is flowing through the porous media. In such a case the medium
is said to be anisotropic. The value of the hydraulic conductivity can be measured in
three principle directions, K, Ky , and K. If the hydraulic conductivity is the same in all
directions, then K = K =K =K and the medium is said to be isotropic.

1.8.3 Scalar, Vector, and Tensor Properties of Hydraulic Head and
Hydraulic Conductivity

We first need to define some terms relating to tensors. A zero-order tensor, also
called a scalar, is a quantity characterized only by its size or magnitude. Examples
in hydrogeology include hydraulic head, chemical concentration, and temperature. A
firstorder tensor, or vector, is a quantity that has both a magnitude and a direction.
Vectors require three components, each having a magnitude and direction. Velocity,
specific discharge, mass flux, and heat flux are examples. A second-order tensor—or,
simply, tensor—acts like the product of two vectors, requiring nine components to
account for all possible products of the three components of each vector. Examples in
hydrogeology are intrinsic permeability, hydraulic conductivity, thermal conductivity,
and hydrodynamic dispersion.

The hydraulic head is a scalar. However, the gradient of the head is a vector as it
has both a magnitude and a direction. The gradient of % is designated as grad /:

gradh:z'%+ja—h+k% (1.5)
ox " 0Oy Oz
where i, j, and k are unit vectors in the x, y, and z directions. An equivalent notation is
the use of the vector differential operator, del, which has the symbol V. This operator
is equivalent to
z'£+j£+/e2 (1.6)
ox "0y oz

Another vector is the specific discharge, q. It has three components, ¢ , q,, and g, when
measured along the Cartesian coordinate axes. Associated with any vector is a positive

scalar with a value equal to the magnitude of the vector. If g is the magnitude of the
vector ¢, this can be expressed as

q=|q| (1.7

A second-order tensor, such as K, hydraulic conductivity, can be described by nine
components. In matrix form they are expressed as:

Kxxnysz
K=K, K K, (1.8)
szszKzz

If the tensor is symmetric, K,=K; then inspection of (1.8) shows that there are only

six independent components of K.
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If the coordinate system is oriented along the principal axes, the tensor becomes

K, 0 0
K=0 K, 0 (1.9)
0 0 K,

For the special case of an isotropic media—that is, the value of K does not depend
upon the direction in which it is measured—the tensor becomes

K 00
K=/0 KO0 (1.10)
0 0K

The three components of the specific discharge vector, q, are

oh oh oh
9y :_Kxxa_nya_szg

oh Oh % oh

=K Kyyg_ v 5,

g, o (1.11)

oh oh oh
1z Zox  Poy Foz
For the special case where we orient the axes of the x, y, and z coordinate system with

the three principal directions of anisotropy, K is the matrix shown in (1.9) and the three
components of the specific discharge vector are

Oh

x __Kxxa
Oh

=Kyl 1.12)
Oh

z __Kzzg

gk _g I _gOh (1.13)
ox oy Oz
or
g=—-K grad A (1.14)

If we multiply two vectors together and the result is a scalar, then the product is called
a dot product, or inner product. For example, the del operator dotted into a vector
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yields a scalar, called the divergence. Based on grad /, we can find a velocity vector v
such that the magnitude and direction vary throughout the porous media. If we apply
the del operator to v, we obtain the following:

ov
+—24 G 1.15)
ox oy oz

. Y
V-yv=divy=—=%

If we apply the del operator to grad /4, the result is the second derivative of head:

0%h 0%h 0%h
_+_ [

V-eradh= +
& ox?  oy? 022

(1.16)

1.8.4 Derivation of the Flow Equation in a Deforming Medium

The law of mass conservation states that there can be no net change in the mass
of fluid in a small representative elementary volume (REV) of a porous medium. In
other words, the mass entering the REV less the mass leaving the REV is equal to the
change in mass storage with time.

The representative elementary volume is shown on Figure 1.6. The three sides
have length dx, dy, and dz, respectively. The area of the two faces normal to the x axis is
dy dz, the area of the faces normal to the y axis is dx dz, and the area of the faces normal
to the z axis is dx dy.

The component of mass flux into the REV parallel to the x axis is the fluid density
times the flux rate:

Mass influx along x axis=p g _dy dz (1.17)

FIGURE 1.6 Representative elementary volume for fluid flow.
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where

fluid density (IM/L3)
specific discharge or volume of flow per cross-sectional area (L/T)

b,
4,
dy dz = cross-sectional area (L?)

The units of mass inflow are mass per unit time (M/T).*
The mass outflow rate will be different than the inflow rate and can be given as:

o(p,,q,)dx
ox

Mass outflow rate parallel to x axis = [ Dy, + dydz  (1.18)

The net mass accumulation within the control volume due to the flow component par-
allel to the x axis is the mass inflow minus the mass outflow, or

-0(p,,q,)dx dydz
ox

Similar terms exist for the net mass accumulation due to flow components parallel to
the y and z axes:

—a(pwqy )dy dx dz
Oy

-0(p,,q,)dzdxdy
Oz

These three terms can be summed to find the total net mass accumulation within the
control volume.

o o 8
|| = - - 1.19
M oy (Pw)* % (Pya,)+— (pquﬂdxdydz (1.19)

The mass of water in the REV, M, is the density of water, p , times the porosity, #,
times the volume, dx dy dz. The change in mass with respect to time is

oM 0
=== dxdyd 1.20
o at(pwn x dy dz) (1.20)

From the law of conservation of mass, Equation 1.19 must equal Equation 1.20.

d ) d )
- = +— +— dx dy dz = — dxdydz  (1.21
{Gx (,4,) ay(pwqy) . (pqu)} x dy dz 6t(pwn) xdydz  (1.21)

*The units of a variable can be expressed in terms of their fundamental dimensions.These are length, L, mass, M,
and time, T.The fundamental dimensions for density are mass per unit volume.Volume is length cubed, so the
shorthand expression for the fundamental dimensions of density is M/L3. Specific discharge has the dimensions of
velocity, so the fundamental dimensions are L/T, and area has fundamental dimensions of L2
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We can assume that although density of the fluid may change with time, at any given
time it will be the same everywhere in the REV. Under this assumption Equation 1.21
can be simplified to

0 o 0
| %y Yy 04, =Lﬁ(pwn) (1.22)
ox oy Oz p,, Ot

‘We may substitute Darcy’s law for the specific discharge components given on the left
side. If the xyz coordinate system is aligned with the principal axes of anisotropy, then
Equation 1.12 may be used, and the left side of Equation 1.22 becomes

2, 2o 21, %) 2k, 2) )
ox ox) oy ?oy) oz 0z

The change in mass within the REV is due to changes in the porosity and the density of

water as the head changes with time. Thus the change in the volume of water in storage

is proportional to the change in head with time. The right side of Equation 1.22 can

be expressed as a proportionality constant, Ss, the specific storage, times the change in

head with time.

1 0 oh

— Z(p =8 =

ot (Bym) =3, ot

w

(1.24)

Combining Equations 1.22, 1.23, and 1.24 we obtain the main equation for transient
flow in an anisotropic medium when the coordinate system is oriented along the prin-
cipal axes of anisotropy:

E(Kxxa—h}ﬁ K, % +3(KZZ%J=SS@ (1.25)
ox ox) oy Poy) oz 0z ot

1.8.5 Mathematical Notation
In del and tensor notation Equation 1.25 becomes

V-K-Vh:SS% (1.26)

Another form of expression is called Einstein’s summation notation. For example,
Darcy’s law in the familiar, one-dimensional form is

q= —K% (1.27)

It is implied in the preceding equation that the specific discharge is parallel to the
direction of dh/dl and that the medium is isotropic. In a more general form, specific
discharge, q, is a vector with components ¢,, ¢,, and ¢,. Grad % is a vector that we will

call h. This vector also has components %,, 4,, and 4,. Hydraulic conductivity, K, is a
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tensor with nine components. To describe Darcy’s law in the most general form, we

need three equations.

The inner product can be expressed in index notation as

g3 =K31h +K3yhy + K33hs (1.28¢)
(1.29)

qz' :ZKz]hz (1.7].:1;273)
j

In Einstein’s summation notation, the X is dropped with the understanding that the

summation is over the repeated indices:

q, :Kl.jhj (7,7=12,3) (1.30)
In vector notation this can be expressed as either
g=K-gradh (1.31)
g=K-h (1.32)
In del notation this is
g=K-Vh (1.33)

In general, we will use the standard form of differential equations rather than any of
the shorthand notation. However, the literature cited in this text often uses the compact
forms and the reader should be aware of them.
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Mass Transport in Saturated Media

B 2.1 Introduction

In this chapter we will consider the transport of solutes dissolved in groundwater.
This is known as mass or solute transport. The methods presented in this chapter
are based on partial differential equations for dispersion that have been developed for
homogeneous media (Ogata and Banks 1961; Ogata 1970; Bear 1972; Bear and Verruijt
1987). These equations are similar in form to the familiar partial differential equations
for fluid flow. Since those pioneering developments, much work has been done on the
theories of mass transport in response to the great interest in problems of groundwater
contamination (e.g., Bedient et al. 1994; Zhang and Bennett 1997; Grathwohl 1998;
Domenico and Schwartz 1998; Yoram 2003; Yeh et al. 2015; Essaid et al. 2015). One
of the outcomes has been the development of what is essentially a new branch of sub-
surface hydrology, where the flow of fluid and solutes is treated by statistical models;
these models can account for the role of varying hydraulic conductivity and other spa-
tially variable hydraulic parameters that accompany aquifer heterogeneity.

Many of the contaminant transport and fate concepts discussed in this chapter
were developed based on tracer tests conducted in the field and at the laboratory scale.
While a discussion of how tracer tests should be conducted and how the data can
be interpreted is beyond the scope of this book, there are ample references and text-
books devoted to this topic (e.g., Davis et al. 1980; U.S. EPA 1985; Payne et al. 2008;
Leibundgut et al. 2009; Suthersan et al. 2014).

B 2.2 Transport by Concentration Gradients

A solute in water will move from an area of greater concentration toward an area
where it is less concentrated. This process is known as molecular diffusion, or diffu-
sion. Diffusion will occur as long as a concentration gradient exists, even if the fluid is
not moving. The mass of fluid diffusing is proportional to the concentration gradient,
which can be expressed as Fick’s first law; in one dimension, Fick’s first law is

F=-D,(dC/dx) 2.1

where
F = mass flux of solute (M/L?T) per unit area per unit time

diffusion coefficient (L2/T)

)
I

56
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TABLE 2.1 Diffusion coefficients in water.

Cations

H* 9.31 x 10 m?/sec 1.00 x 1077 ft¥/sec
Na* 1.33 X 10 m?/sec 1.43 x 1078 ft?/sec
K* 1.96 x 10 m?/sec 2.11 x 108 ft¥/sec
Rb* 2.06 X 10° m?/sec 2.22 x 1078 ft¥/sec
Cs* 2.07 X 10° m?/sec 2.23 x 108 ft¥/sec
Mg?* 7.05 % 107 m?/sec 7.59 x 107 ft*/sec
Ca?* 7.93 x 107" m?/sec 8.54 x 107 ft?/sec
Sr? 7.94 x 107 m?/sec 8.55 x 107 ft?/sec
Ba?* 8.48 x 10 m?/sec 9.13 x 107 ft?/sec
Ra% 8.89 x 107 m?/sec 9.57 x 107 ft¥/sec
Mn?* 6.88 X 107 m?/sec 7.41 x 107 ft*/sec
Fe?* 7.19 X 107 m?/sec 7.74 x 107 ft*/sec
Cr3* 5.94 x 107" m?/sec 6.39 X 107 ft?/sec
Fe3+ 6.07 X 107 m?/sec 6.53 x 107 ft?/sec
Anions

OH" 5.27 x 10° m?/sec 5.67 x 1078 ft?/sec
F- 1.46 X 10~ m?/sec 1.57 x 1078 ft/sec
c1- 2.03 X 1072 m?/sec 2.19 x 1078 ft¥/sec
Br- 2.01 x 10° m?/sec 2.16 x 1078 ft¥/sec
HS- 1.73 X 10 m?/sec 1.86 x 107 ft?/sec
HCO, 1.18 X 10~ m?/sec 1.27 x 1078 ft*/sec
SO~ 1.07 X 10 m?/sec 1.15 x 1078 ft?/sec
co» 9.55 x 107" m?/sec 1.03 x 1078 ft?/sec
Organic Compounds

Tetrachloroethene (PCE)* 7.5 % 107" m?/sec 8.07 x 107 ft*/sec
Trichloroethene (TCE)* 8.3 x 107" m?/sec 8.93 x 107 ft¥/sec
1,1,1,-Trichloroethane (TCA)* 8.0 X 1071 m?/sec 8.61 x 107 ft¥/sec
Benzene** 9.0 X 1071 m?/sec 9.69 x 107 ft?/sec
Toluene** 8.0 X 107" m?/sec 8.61 x 107 ft?/sec
Ethylbenzene** 7.2 x 107" m¥/sec 7.75 x 107 ft*/sec
1,4-Dioxane*** 1.6 X 10° m?/sec 1.72 x 1078 ft*/sec

Source:Y.-H.Li and S.Gregory, 1974. Diffusion of ions in sea water and in deep-sea sediments. Geochemica et
Cosmochemica Acta, Vol. 38.© 1974, with the kind permission of Elsevier Science.*Cohen and Mercer, 1993;
**J.S.EPA, 2015; **Mohr 2010. Diffusion coefficients of ions at 25°C; organic compounds are in pure water at 20°C.

C = solute concentration (M/L?)
dC/dx = concentration gradient (M/L?/L)

The negative sign indicates that the movement is from areas of greater concen-
tration to those of lesser concentration. Values of D, for ions and select organic com-
pounds in water at 25°C can be found in Table 2-1. They do not vary much with
concentration, but they are somewhat temperature-dependent, being about 50% less at
5°C (Robinson and Stokes 2002). The values of D, are only applicable when studying
diffusion in aqueous systems. For systems where the concentrations are changing with
time, Fick’s second law applies. In one dimension this is
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oC/ot=D, 02C/ox? (2.2)

where 0C/ 0t = change in concentration with time (M/L3/T).

In porous media, diffusion cannot proceed as fast as it can in water because the
ions must follow longer pathways as they travel around mineral grains. To account for
this, an effective diffusion coefficient, D*, must be used.

D*=wD, @.3)

where w is a coefficient that is related to the tortuosity (Bear 1972). Tortuosity is a meas-
ure of the effect of the shape of the flowpath followed by water molecules in a porous
media. If L is the straight-line distance between the ends of a tortuous flowpath of length
L, the tortuosity, 7, can be defined as 7= L /L. Tortuosity in a porous media is always
greater than 1, because the flowpaths that water molecules take must diverge around
solid particles. Flowpaths across a representative sample of a well-sorted sediment would
tend to be shorter than those across a poorly sorted sediment in which the smaller grains
were filling the voids between the larger grains. Thus the well-sorted sediment would
tend to have a lower value for tortuosity than the poorly sorted sediment. (Tortuosity has
also been defined as (L/L )’ (Carman 1997; Bear 1972). With this definition, tortuosity
always has a value less than 1. This definition will not be used in this text.)

The value of @, which is always less than 1, can be found from diffusion exper-
iments in which a solute is allowed to diffuse across a volume of a porous medium.
Perkins and Johnson (1963) found that @ was equal to 0.7 for sand column studies
using a uniform sand. For laboratory studies using limestone and sandstone cores,
Boving and Grathwohl (2001) found that @ ranges from 0.35 to 0.098 and that w is
related to the porosity, 7, of these rocks by:

w=n'?

Diffusion will cause a solute to spread away from the place where it is introduced
into a porous medium, even in the absence of groundwater advective flow. Figure 2.1
shows the distribution of a solute introduced at concentration C, at time #,, over an
interval (x — a) to (x + a.) At succeeding times ¢, and z,, the solute has spread out, result-
ing in a lower concentration over the interval (x — @) to (x + a) but increasing concentra-
tions outside of this interval.

The solute concentration follows a normal, or Gaussian, distribution and can be
described by two statistical properties, the mean, Cand variance, o>, which are defined
in Section 2.12.2.

The effective diffusion coefficient, D*, can be defined as (De Josselin and De Jong
1958)

2
p*=2¢ (2.4)
2t

This is an alternative definition of effective diffusion coefficient to the one given
in Equation 2.3.

The process of diffusion is complicated by the fact that the ions must maintain
electrical neutrality as they diffuse. If we have a solution of NaCl, the Na* cannot dif-
fuse faster than the CI” unless there is some other negative ion in the region into which
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the Na* is diffusing. If the solute is adsorbed onto the mineral surfaces of the porous
medium, the net rate of diffusion will be obviously less than for a nonadsorbed species.

Figure 2.1 Spreading of a solute slug with time due to diffusion. A slug of solute was injected into
the aquifer at time t, with a resulting initial concentration of C.
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Diffusion can occur when the concentration of a chemical species is greater in
one stratum than in an adjacent stratum. For example, solid waste containing a high
concentration of chloride ion may be placed directly on the clay liner of a landfill.
The concentration of chloride in the leachate contained in the solid waste is so much
greater than the concentration of chloride in the pore water of the clay liner that the
latter may be considered to be zero as a simplifying assumption in determining a con-
servative estimate of the maximum diffusion rate. If the solid waste and the clay are
both saturated, the chloride ion will diffuse from the solid waste, where its concentra-
tion is greater, into the clay liner, even if there is no fluid flow. The concentration of
chloride in the solid waste, C, will be assumed to be a constant with time, as it can be
replaced by dissolution of additional chloride. The concentration of chloride in the
clay liner, C, (x, £), at some distance x from the solid waste interface and sometime ¢
after the waste was placed, can be determined from Equation 2.5 (Crank 1956). This is
a solution to Equation 2.2 for the appropriate boundary and initial conditions.

x
C,(x1)=C, erfcﬁ (2.5)
2(D%)
where
C, = the concentration at distance x from the source at time ¢ since
diffusion began
C, = the original concentration, which remains a constant
erfc = the complementary error function (Appendix A)

The complementary error function, erfc, is a mathematical function that is related
to the normal, or Gaussian, distribution. This means that the solution described by
Equation 2.5 is normally distributed, as is expected for a diffusional process. Figure 2.2
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shows the profile of relative concentration for a solute diffusing from a region where
the concentration is C; to a region where it was initially zero. Because the profile is
normally distributed, 84% of the values will be less than the value that is one standard
deviation more than the mean and 16% of the values will be less than the value that is
one standard deviation less than the mean. The standard deviation is the square root
of the variance.

Figure 2.2 The profile of a diffusing front as predicted by the complementary error function.
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The complementary error function is tabulated in Appendix A or it can be
calculated in the spreadsheet program Excel using the syntax: ERFC(x). It is related to
the error function, erf, by

erfc(B) =1-erf(B)

The value of erfc(B) is 0 for all positive values of B greater than 3.0 and 1.0 for a
B of 0. For some applications it may be necessary to find erfc of a negative number.
Appendix A does not give values for erfc(B) for negative values of B. These must be
computed from the relationship

erfc(-B)=1+erf B

The error function, erf(B) is defined as:
2 (B 2
erf (B =—j et dr
(8)-=l

The above equation cannot be solved analytically. However, it is tabulated in
Appendix A. It can also be approximated by the analytical expression:

_ 2
erf (B) = l—exp( 4B J
T

Thus values of erfc(B) range from 0 to +2, since the maximum value of erf(B) is 1.0
for 3.0 and all greater numbers.
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EXAMPLE PROBLEM

Assume a D of 1 X 10° m?/sec and an @of 0.5, to give a D* of 5 x 107'°’m?/sec. Find
the value of the concentration ratio, C/C,ata distance of 5m after 100 yr of diffusion.

1. Convert 100 yr to seconds:

100yr x 365da/yr x 1440 min/dax 60 sec/min =3.15x10? sec

2. Insertvalues into Equation 2.5:

— =erfc
Co 2(5x10719m2 /secx3.15x109 sec) 0>
3. Solve:

—=erfc| — |=erfc1.99=0.005
C 0 2.51

In 100 yr, diffusion over a 5-m distance would yield a concentration that is 0.5%
of the original.

From the preceding example problem it is obvious that diffusion is not a particularly
rapid means of transporting dissolved solutes. Diffusion is the predominant mecha-
nism of transport only in low-permeability hydrogeologic regimes. However, it is pos-
sible for solutes to move through a porous or a fractured medium by diffusion even if
the groundwater is not flowing.

B 2.3 Transport by Advection

Dissolved solids are carried along with the flowing groundwater. This process is
called advective transport, or advection. The amount of solute that is being trans-
ported is a function of its concentration in the groundwater and the quantity of the
groundwater flowing. For one-dimensional flow normal to a unit cross-sectional area
of the porous media, the quantity of water flowing is equal to the average linear velocity
times the effective porosity. Average linear velocity, v, is the rate at which the flux of
water across the unit cross-sectional area of pore space occurs. It is not the average
rate at which the water molecules are moving along individual flowpaths, which is
greater than the average linear velocity due to tortuosity. The effective porosity, 7, is
the porosity through which flow can occur. Noninterconnected and dead-end pores are
not included in the effective porosity, so thatn_ < n.

K dh
- 2.6
"x n, dl (2.6)

where
= average linear velocity (L/T)

hydraulic conductivity (L/T)

o
I
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n = effective porosity

dh/dl = hydraulic gradient (L/L)

Note that the abbreviation 7 is used in the context of flow and transport under
saturated conditions. When discussing unsaturated flow, 6 is preferred because it refers
to the water content of the porous matrix, as defined in Chapter 4. When the matrix
is fully saturated # equals 0. The one-dimensional mass flux, F, due to advection is
equal to the quantity of water flowing times the concentration of dissolved solids and
is given by Equation 2.7:

Fy=vyn,C 2.7
The one-dimensional advective transport equation is

ocC oC
o Vy o (2.8)

(The derivation of this equation is given in Section 2.6.)

Solution of the advective transport equation yields a sharp concentration front. On
the advancing side of the front, the concentration is equal to that of the invading ground-
water, whereas on the other side of the front it is unchanged from the background value.
This is known as plug flow, with all the pore fluid being replaced by the invading solute
front. The sharp interface that results from plug flow is shown in Figure 2.3. The vertical
dashed line at V' represents an advancing solute front due to advection alone.

Figure 2.3 Advective transport and the influence of longitudinal dispersion and diffusion on the
transport of a solute in one-dimensional flow.
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Source: C.W. Fetter. 1994. Applied Hydrogeology, 3rd ed. Upper Saddle River, New Jersey: Prentice-Hall, Inc.

Due to the heterogeneity of geologic materials, advective transport in different strata
can result in solute fronts spreading at different rates in each stratum. If one obtains a
sample of water for purposes of monitoring the spread of a dissolved contaminant from
a borehole that penetrates several strata, the water sample will be a composite of the
water from each stratum. Due to the fact that advection will transport solutes at different
rates in each stratum, the composite sample may be a mixture of water containing the
transported solute coming from one stratum and uncontaminated groundwater coming
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from a different stratum where the average linear velocity is lower. The concentration of
the contaminant in the composite sample would thus be less than in the source.

EXAMPLE PROBLEM

Dissolved nitrate in a concentration of 18.0 mg/L is being advected with flowing
groundwater at a velocity of 0.331 m/day in an aquifer with a porosity of 0.225. Ground-
water from the aquifer discharges into a stream.What is the mass flux of nitrate into the
stream if the aquifer is 1.80 m thick and 123 m wide where it discharges into the stream?

From Equation 2.7 the one dimensional mass flux is
F=vnC

Given:v =0.331 m/da
n,=0.225
C=18.0mg/L

For consistent units the concentration should be in gm/m?3.
C=18.0 mg/L x 1/1000 gm/mg x 1000 L/m?
C=18.0gm/m?

The one dimensional mass flux is:
F,=0.331 m/da x 0.225 x 18.0 gm/m?
F =134 gm/da-m?

The flux into the stream is the one dimensional mass flux times the cross
sectional area where the aquifer discharges into the stream.

Total flux = 1.34 gm/da-m? x 123 m X 1.80 m
Total flux =297 gm/da

B 2.4 Mechanical Dispersion

Groundwater is moving at rates that are both greater and less than the average
linear velocity. At the macroscopic scale—that is, over a domain including a sufficient
volume that the effects of individual pores are averaged (Bear 1972)—there are three
basic causes of this phenomenon: (1) As fluid moves through the pores, it will move
faster in the center of the pores than along the edges. (2) Some of the fluid particles will
travel along longer flow paths in the porous media than other particles to go the same
linear distance. (3) Some pores are larger than others, which allows the fluid flowing
through these pores to move faster. These factors are illustrated in Figure 2.4.

If all groundwater containing a solute were to travel at exactly the same rate, it
would displace water that does not contain the solute and create an abrupt interface
between the two waters. However, because the invading solute-containing water is not
all traveling at the same velocity, mixing occurs along the flowpath. This mixing is
called mechanical dispersion, and it results in a dilution of the solute at the advanc-
ing edge of flow. The mixing that occurs along the direction of the flowpath is called
longitudinal dispersion.
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An advancing solute front will also tend to spread in directions normal to the
direction of flow because at the pore scale the flowpaths can diverge, as shown in
Figure 2.5. The result of this is mixing in directions normal to the flow path called
transverse dispersion.

If we assume that mechanical dispersion can be described by Fick’s law for diffu-
sion (Equations 2.1 and 2.2) and that the amount of mechanical dispersion is a func-
tion of the average linear velocity, then we can introduce a coefficient of mechanical
dispersion. This is equal to a property of the medium called dynamic dispersivity, or

FIGURE 2.4 Factors causing longitudinal dispersion at the scale of individual pores.
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Source: C.W. Fetter. 1994. Applied Hydrogeology, 3d ed. Upper Saddle River, New Jersey: Prentice-Hall, Inc.

FIGURE 2.5 Flowpaths in a porous medium that cause lateral (transverse) hydrodynamic dispersion.
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Source: C.W. Fetter. 1994. Applied Hydrogeology, Third Edition. Upper Saddle River, New Jersey: Prentice-Hall, Inc.
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simply dispersivity, ¢, times the average linear velocity. If 7 is the principle direction of
flow, the following definitions apply:

Coefficient of longitudinal mechanical dispersion = ay, 2.9
where
v, = the average linear velocity in the i direction (L/T)
o, = the dynamic dispersivity in the 7 direction (L)
and
Coefficient of transverse mechanical dispersion = &, (2.10)
where
v, = the average linear velocity in the i direction (L/T)

o the dynamic dispersivity in the j direction (L)

B 2.5 Hydrodynamic Dispersion

The process of molecular diffusion cannot be separated from mechanical disper-
sion in flowing groundwater. The two are combined to define a parameter called the
hydrodynamic dispersion coefficient, D. It is represented by the following formulas:

Dy =ayv;+D* (2.11a)
Dy =arpv; +D* (2.11b)
where
D, = hydrodynamic dispersion coefficient parallel to the principal
direction of flow (longitudinal)
D, = hydrodynamic dispersion coefficient perpendicular to the principal
direction of flow (transverse)
o, = longitudinal dynamic dispersivity
a, = transverse dynamic dispersivity

Figure 2.3 shows the effect of diffusion and mechanical dispersion on the relative con-
centration (C/ C) of a solute acting as a tracer that has been injected into a porous medium
under one-dimensional flow conditions. The vertical line at V represents the advective
transport without dispersion. Effects of diffusion and mechanical dispersion are shown.

The process of hydrodynamic dispersion can be illustrated by Figure 2.6. A mass of
solute is instantaneously introduced into the aquifer at time £, over the interval x=0 + a.
The resulting initial concentration is C,. The advecting groundwater carries the mass
of solute with it. In the process the solute slug spreads out, so that the maximum con-
centration decreases with time, as shown for times ¢, and ¢,. The diffusional model of
hydrodynamic dispersion predicts that the concentration curves will have a Gaussian
distribution that is described by the mean and the variance. With this distribution the
coefficients of longitudinal and transverse hydrodynamic dispersion can be defined as

2

o
D, =—%L_ 2.12a
L=, ( )
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FIGURE 2.6 Transport and spreading of a solute slug with time due to advection and dispersion.
A slug of solute was injected at x = 0 + a at time t, with a resulting concentration of C.The
groundwater flow is to the right.
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Dy = ZL (2.12b)
t
where
t = time
o,? = variance of the transverse spreading of the plume

0,> = variance of the longitudinal spreading of the plume

B 2.6 Derivation of the Advection-Dispersion Equation for
Solute Transport

This derivation of the advection-dispersion equation is based on work by Freeze
and Cherry (1979), Bear (1972), and Ogata (1970). Working assumptions are that the
porous medium is homogeneous, isotropic, and saturated with fluid and that flow con-
ditions are such that Darcy’s law is valid.

The derivation is based on the conservation of mass of solute flux into and
out of a small representative elementary volume (REV) of the porous media. The
REV is the smallest volume that is representative for the entirety of whole medium.
A measurement made at the REV scale will yield a value typically of the whole
(Hill 1963). The REV concept serves as a cornerstone in the continuum modeling
of transport phenomena in porous media (Bachmat and Bear 1987). The flow is at
a macroscopic scale, which means that it accounts for the differences in flow from
pore to pore. A representative elementary volume is illustrated in Figure 1.6.

The average linear velocity, v, has components v, Vs and v,. The concentration
of solute, C, is mass per unit volume of solution. Mass of solute per unit volume of
aquifer is the product of the effective porosity, #, and C. Porosity is considered to be a
constant because the aquifer is homogeneous.

The solute will be transported by advection and hydrodynamic dispersion. In the
i direction the solute transport is given by

Advective transport =v;n,C dA (2.13)

Dispersive transport =n,D; (36£ dA (2.149)
1
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where dA is the cross-sectional area of the element and the 7 direction is normal to that
cross-sectional face.

The total mass of solute per unit cross-sectional area transported in the 7 direction
per unit time, F, is the sum of the advective and the dispersive transport and is given by

ocC
F; =vin€C—neDi? (2.15)
i
The negative sign indicates that the dispersive flux is from areas of greater to areas
of lesser concentration.

The total amount of solute entering the representative elementary volume is
dezdy-i-Fydzdx+dexdy

The total amount of solute leaving the representative elementary volume is

OF oF, OF
F +—*dx|dzdy+|F +—=dy|dzdx+| F,+—2dz |dx dy
Ox Yoy z

The difference between the mass of the solute entering the representative elemen-
tary volume and the amount leaving it is

oF OF,  oF
| =2+ 4+ Z\dxdydz
ox oy 0z
The rate of mass change in the representative elementary volume is
oc
n,—dx dy dz
¢ Y

By the law of mass conservation, the rate of mass change in the representative
elementary volume must be equal to the difference in the mass of the solute entering

and the mass leaving.
OF, O0F, OF
X2y Z:;q%ég (2.16)
ox oy 0z ot

Equation 2.15 can be used to find the values of F, F, and F. These are substituted
in Equation 2.16, which becomes, after cancellation of 7, from both sides,

43(Dx60j+f9 D GC+49(0250J
ox x) oy\"Yoy) oz oz

0 0 0 oC
| 20w L y)r L0 |-

(2.17)

Equation 2.17 is the three-dimensional equation of mass transport for a conserva-
tive solute—that is, one that does not interact with the porous media or undergo bio-
logical or radioactive decay.

In a homogeneous medium, D,, Dy, and D, do not vary in space. However, because
the coefficient of hydrodynamic dispersion is a function of the flow direction, even
in an isotropic, homogeneous medium, D, # D, # D, For those domains where the



68

Chapter Two

average linear velocity, v, is uniform in space, Equation 2.17 for one-dimensional flow
in a homogeneous, isotropic porous media is
’c  oc oc
—y T 2.18
Lox2 “ox o @.18)
In a homogeneous medium with a uniform velocity field, Equation 2.17 for two-di-
mensional flow with the direction of flow parallel to the x axis is

02C o2C oC oC
Dy~ +Dp—F"—y —="" (2.19)
L o2 Té‘yz Yox o
where
D

L

D, = the transverse hydrodynamic dispersion (L?/T)

the longitudinal hydrodynamic dispersion (L?/T)

Equation 2.17 for radial flow from a well can be written in polar coordinates
(Ogata 1970) as

° (i) D2 i 2.20
or or r or or ot
where

r = radial distance to the well

u = average pore velocity of injection, which is found from

-9
2 7 n,Rr 2

where

Q = the rate of injection into the well

n, = effective porosity

R = length of well screen or open bore hole

B 2.7 Diffusion versus Dispersion

In the previous section the mass transport equation was derived on the basis of hydro-
dynamic dispersion, which is the sum of mechanical dispersion and diffusion. It would
have been possible to separate the hydrodynamic dispersion term into the two compo-
nents and have separate terms in the equation for them. However, as a practical matter,
under most conditions of groundwater flow, diffusion is insignificant and is neglected.

It is possible to evaluate the relative contribution of mechanical dispersion and
diffusion to solute transport. A Peclet number, P, is a dimensionless number that
can relate the effectiveness of mass transport by advection to the effectiveness of mass
transport by either dispersion or diffusion. Peclet numbers have the general form of v d/
D,orv L/D,, where v_is the advective velocity, d and L are characteristic flow lengths,
D, is the coefficient of molecular diffusion, and D, is the longitudinal hydrodynamic
dispersion coefficient. The column Peclet number, which defines the ratio of transport
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by advection to the rate of transport by molecular diffusion in column studies, is a
dimensionless parameter defined as v d/D,, where d is the average grain diameter and
D, is the coefficient of molecular diffusion. A plot of the ratio of D,/D, versus the
Peclet number is given in Figure 2.7a. Shown on this figure are the results of a number
of experimental measurements using sand columns and tracers as well as some exper-
imental curves from several investigators (Perkins and Johnson 1963). Delgado (2007)
presents empirical correlations for the prediction of the dispersion coefficients (D, and
D,) based Peclet number and Schmidt number (S ). The dimensionless Schmidt num-
ber relates the viscous diffusion rate to the molecular diffusion rate. S is defined as:

where p and p are the dynamic viscosity (M/LT) and density of the fluid, respectively.
D is the diffusion coefficient.

FIGURE 2.7 Graph of dimensionless dispersion coefficients versus Peclet number,P =v d/D_.(a) D,/D,
versus P_and (b) D./D,.versus P
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At zero flow velocity D, is equal to D*, since D, = a,v_+ D* In this manner the value of
w, the tortuosity factor, can be experimentally determined as D*= wD, At very low veloci-
ties, the ratio of D,/ D, is a constant with a value of about 0.7, which is the experimentally
determined value of @ for uniform sand. This shows up on the left side of Figure 2.7(a)
as a horizontal line. In this zone diffusion is the predominant force, and dispersion can be
neglected. Between a Peclet number of about 0.4 to 6 there is a transition zone, where the
effects of diffusion and longitudinal mechanical dispersion are more or less equal.

Figure 2.7(b) shows the plot of D, /D, as a function of Peclet number. Although the
curve has the same shape as in (a), it occurs at Peclet numbers roughly 100 times greater.
This means that diffusion has more control over transverse dispersion at higher Peclet
numbers than it does for longitudinal dispersion. Higher Peclet numbers occur with higher
velocities and/or longer flow paths. At higher Peclet numbers mechanical dispersion is the
predominant cause of mixing of the contaminant plume (Perkins and Johnson 1963; Bear
1972; Bear and Verruijt 1987) and the effects of diffusion can be ignored. Under these
conditions D, can be replaced with a v, in the advection-dispersion equations.

B 2.8 Moment Analysis

Contaminant hydrogeologists, like other scientists, have to work with a lot of data,
such as periodic measurements of pollutant concentrations in monitoring wells or
hydraulic values that determine the flow and transport of these pollutants. If writing a
report or publishing data in peer reviewed manuscripts, one is expected to back up the
significance of the data with a proper statistical analysis. A review of statistical con-
cepts and methods is not the focus of this book, but excellent introductions into ground-
water statistics are provided by Helsel and Hirsch (2002) or Interstate Technology and
Regulatory Council (2013).

One statistical method, however, that is quite useful for the analysis of contaminant
fate and transport data, especially results from laboratory or field-scale tracer tests, warrants
a more detailed discussion. The method is known as moment analysis. This method can be
an important tool for calculating mass recoveries in tracer experiments, travel velocities of
a plume, and the description of the shape of the plume in terms of dispersivity, skewness,
and kurtosis. Both temporal and spatial data can be used for this analysis. The relationship
between the spatial and temporal moments and the properties of an evolving solute plume
are based on work by Aris (1956) and subsequent modifications by Goltz and Roberts
(1987), who developed moment concepts for the analysis of three-dimensional solute trans-
port data. The spatial moment technique was utilized by Marle et al. (1967), Ghiiven et
al. (1984) and Valocchi (1989) to study solute transport in steady horizontal flow in a per-
fectly stratified aquifer. Valocchi (1990) provides an overview of the usefulness of temporal
moment analysis for studying reactive solute transport in aggregated porous media.

The method of moment was employed for the analysis of many natural gradient
field tracer tests. For instance, the spatial moments of the bromide tracer distribution
were used to calculate the tracer mass, velocity, and dispersivity during the large-scale
tracer test at the Canadian Air Force Base (CFB) in Borden, Ontario (Freyberg 1986;
Farrell and Woodbury 1994) or the transport of nonreactive and reactive tracers in a
sand and gravel aquifer on Cape Cod, Massachusetts (Leblanc et al. 1991; Garabedian
et al. 1991) or at the Twin Lake aquifer test site within the property of the Chalk River
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Nuclear Laboratories, where in 1982 and 1983 a pulse of groundwater labeled with
Bllodine was injected (Moltyaner and Killey 1988; Moltyaner and Wills 1991).

The analysis of moments ordinarily is accomplished by numerically solving one
or more triple integrals of tracer concentration in the three-dimensional space of the
test domain (Freyberg 1986; Glotz and Roberts 1987; Valochhi 1989; Garabedian et al.
1991). The absolute moments (M) in three dimensions are defined as follows:

o0
M., = _H._[ Cxly*z"dx dy dz
—00
where C is the solute concentration at the spatial coordinates x, y, and z. For one-di-
mensional data sets, the moment analysis can be simplified to the temporal and spatial
forms summarized in Table 2.2.
Temporal moments can be interpreted with the help of breakthrough curves (BTC)
(Figure 2.8). A BTC is a graph of concentration versus time. This format of depiction
is appropriate when the position of the observer is fixed (Eulerian approach). A BTC

TABLE 2.2 One-dimensional moments.

Moment Temporal Moments Spatial Moments
0_7 0_7
Zeroth Absolute Moment M¢ =[Cdt M¢ = [Cdx
0 0
o0 o0 o0 o0
[Ctdt [Ctdt [Cxdx [Cxdx
First Normalized Moment /Vlg -0 -0 ml=9 -0
| Cdt t | C dx X
0 0
X
| Ct dt
Adjusted First Temporal Moment ml. =0 -—T Not defined

© 2 © 2
[(e-m{)"Car J(x-m])"cax
2_0 2_0
Second Central Moment Mf = 0 Mg="—%5—""
M M
t S
© 3 © 3
J(e-m{)"c de J(x-m])"Cdx
Third Central M t mé =2 mi=2
ird Central Momen = 0 s 0
Mt Mg
o0 4 0 4
j(t—M;) C dt I(X—M;) C dx
Fourth Central Moment ma 0 M4 - 0
t — s~
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FIGURE 2.8 Representation of concentration data resulting from a continuous contaminant release
scenario: (@) concentration versus distance and (b) concentration versus time.The concentration-time
graph is called a breakthrough curve (BTC).
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is typically used to report solute concentrations in column effluent during of tracer
experiment or at the location of a specific monitoring well. In contrast, a graph of
concentration versus distance is not a BTC. It represents a snapshot of concentration
data collected more or less simultaneously at various locations within the test domain
(Lagrangian approach). Such a graph is useful, for example, for reporting the tracer
concentration in groundwater samples collected along the principal axis of a contam-
inant plume.

It is convenient to normalize the higher order temporal and spatial moments by
scaling them to the zeroth temporal moment (M) or zeroth spatial moment (M),
respectively. Higher moments are centralized by subtracting the first normalized tem-
poral or spatial moment (]Wml) from the elapsed time (¢) or distance (x), respectively,
since the start of the measurements.

The significance of M is that it integrates the area under the concentration versus
distance curve (Figure 2.8) and thus presents the mass of solute and a measure for cal-
culating the solute mass recovery and mass balance. The M? aides in determining the
amount of mass passing by a sampling point (i.e., monitoring well). A constant value
of M? at different distances from the origin indicates that no mass loss occurred and
therefore suggests a recalcitrance of a compound to sorption of degradation processes.
The M calculates the mean, i.e., the location of the center of mass of a plume and
thus aides in calculating the plume travel velocity. M describes the travel time of a
dissolved compound (Figure 2.9). While not defined for spatial coordinate data, the
adjusted first temporal moment, M, djl, is:

[ferar
i =7 510
A 7 )

where T} is the pulse length, i.e., the duration of the tracer slug injection. M ' permits
the calculation of the tracer front travel time (Figure 2.11) and therefore M, djl can
be used to calculate the retardation factor from the inflection point of the BTC,
i.e., where C/C__ =0.5. The parameter C___ is the maximum concentration measured
during the tracer test (Figure 2.9).
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FIGURE 2.9 Ideal breakthrough curve (BTC).The arrival time is the time for the center of mass to
arrive at the monitoring location.The travel time is the breakthrough time of the tracer front.
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FIGURE 2.10 Skewness: (a) positive, (b) negative and (c) not skewed around the mean (M3 =0).
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The second temporal moment (M?) is the variance (0) and provides a measure
for the spread of a plume about the location of the center of mass. The analysis of
the second spatial moment (M?) can be used to determine the longitudinal dispersion
coefficient, D, , in either temporal or spatial coordinates:

2
_o1

L o

_otv
2x

where 0,* is the variance, ¢ is time since the start of the tracer test and v is the linear

flow velocity (constant).

The skewness of a curve is described by the third moment (M?). A positive value
indicates that the graph is skewed to the right, whereas a negative value means skew-
ness to the left (Figure 2.10). A value of approximately zero suggests that the data is
normally distributed. The fourth moment (M?*) is a measure of kurtosis (Figure 2.11).
For a conservative tracer, both M® and M* should be approximately zero. Deviations

Dy
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FIGURE 2.11
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from that value indicate non-ideal transport conditions. Other applications of moment
analysis are discussed in Suthersan et al. 2017.

EXAMPLE

A tracer test was conducted and concentration measurements have been collect-
ed downgradient from the injection location and at three different times (t, = 30 d,
t,=60d,and t,= 90 d). Figure 2.12 shows the concentration versus distance data in
terms of dimensionless concentration (C/C) at three observations points.

In this example, the tracer is nonreactive because the area under the curves (M°)
remains the same for all three data sets. Had the value of M° decreased however, it

FIGURE 2.12 The spatial position of the tracer concentrations profiles at times t,,t,,and t,.
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FIGURE 2.13 The velocity of a migrating plume can be estimated from the location of the center of

mass (First spatial moment).
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would have indicated that a fraction of the tracer was lost during the experiment.
In that case, a plot of M° versus distance would reveal if the rate of loss is linear or
nonlinear.

The velocity of a migrating plume was estimated from the location of the center
of mass (M") at different times (Figure 2.12). In this example, the velocity remained
constant throughout the experiment, which is expected for a nonreactive tracer.|f the
flow velocity is identical to the groundwater flow velocity, the tracer can be consid-
ered“conservative,”i.e., its flow is not retarded. By comparing the M' of a conservative
tracer with that of other tracers that might have been co-injected at the start of the
tracer test, one can calculate the relative travel times or relative travel distances and
thus the retardation factors for each tracer.

When plotting M? for each of the three data sets against the time of measure-
ment, the slope of the regression line is equal to 2D, . The M* and M* values indicate
that the three data sets are not skewed and that they do not show kurtosis; once
again indicating that the tracer was nonreactive.

B 2.9 Analytical Solutions of the Advection-Dispersion

Equation
2.9.1 Methods of Solution

The advection-dispersion equations can be solved by either numerical or analytical
methods. Analytical methods involve the solution of the partial differential equations
using calculus based on the initial and boundary value conditions. They are limited to
simple geometry and in general require that the aquifer be homogeneous. A number
of analytical solutions are presented in this chapter. They are useful in that they can be
solved with spreadsheet, like EXCEL, or even a pencil and paper, if one is so inclined.
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Numerical methods involve the solution of the partial differential equation by
numerical methods of analysis. They are more powerful than analytical solutions in
the sense that aquifers of any geometry can be analyzed and aquifer heterogeneities
can be accommodated. However, there can be other problems with numerical mod-
els, such as numerical errors, which can cause solutions to show excess spreading of
solute fronts or plumes that are not related to the dispersion of the tracer that is the
subject of the modeling. Bear and Verruijt (1987) present a good introduction to the
use of numerical models to solve mass transport equations. These solutions are nor-
mally found by methods of computer modeling, a topic beyond the scope of this text.
Instead, the reader is referred to Bear and Cheng (2010), who offer an overview about
the methodology and procedures for constructing conceptual and mathematical mod-
els for groundwater flow and the fate and transport of contaminants in both saturated
and unsaturated zones. Also, Kuzmin (2010) provides a guide to numerical methods
for solving transport equations with particular focus on finite element models.

2.9.2 Boundary and Initial Conditions

In order to obtain a unique solution to a differential equation it is necessary to
specify the initial and the boundary conditions that apply. The initial conditions
describe the values of the variable under consideration, in this case concentration, at
some initial time equal to 0. The boundary conditions specify the interaction between
the area under investigation and its external environment.

There are three types of boundary conditions for mass transport. The boundary
condition of the first type is a fixed concentration. The boundary condition of the
second type is a fixed gradient. A variable flux boundary constitutes the boundary
condition of the third type.

Boundary and initial conditions are shown in a shorthand form. For one-dimen-
sional flow we need to specify the conditions relative to the location, x, and the time, ¢.
By convention this is shown in the form

C(x,1)=C(2)

where C(¢) is some known function.
For example, we can write

C(0,6)=C,, £20
C(x,0)=0, x>0
C(w,t)=0, 20

The first statement says that for all time ¢ equal to or greater than zero, at x =0 the
concentration is maintained at C. This is a fixed-concentration boundary condition
located at x = 0 (first-type boundary). The second statement is an initial condition that
says at time ¢ = 0, the concentration is zero everywhere within the flow domain, that is,
where x is greater than or equal zero. As soon as flow starts, solute at a concentration
of C, will cross the x = 0 boundary.

The third condition shows that the flow system is infinitely long and that no matter
how large time gets, the concentration will still be zero at the end of the system (first-
type boundary condition at x = ).
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‘We could also have specified an initial condition that within the domain the initial
solute concentration was C. This would be written as

C(x,0)=C;, x>0

Other examples of concentration (first-type) boundary conditions are exponential

decay of the source term and pulse loading at a constant concentration for a period of

time followed by another period of time with a different constant concentration.
Exponential decay for the source term can be expressed as

a0, 1) =Ce

where 7 = a decay constant.
Pulse loading where the concentration is C for times from 0 to ¢, and then is 0 for
all time more than ¢, is expressed as

c (O, t) =0 >t
Fixed-gradient boundaries are expressed as
dc dac
— =f@®) or —— =f(®
ax | =0 ax | y=oo

where f(£) is some known function. A common fixed-gradient condition is dC/dx = 0,
or a no-gradient boundary.
The variable-flux boundary, a third type, is given as

oC
—Da +v,C=v C(t)

where ((¢) is a known concentration function. A common variable-flux boundary is a
constant flux with a constant input concentration, expressed as

(—Dd—c+vCJ
d

=C
n 0

x=0

2.9.3 One-Dimensional Step Change in Concentration
(First-Type Boundary)

Sand column experiments have been used to evaluate both the coefficients of diffu-
sion and dispersion at the laboratory scale. A tube is filled with sand and then saturated
with water. Water is made to flow through the tube at a steady rate, creating, in effect, a
permeameter. A solution containing a tracer is then introduced into the sand column in
place of the water. The initial concentration of the solute in the column is zero, and the
concentration of the tracer solution is C,. The tracer in the water exiting the tube is ana-
lyzed, and the ratio of C, the tracer concentration at time ¢, over C,, the injected tracer
concentration, is plotted as a function of time. This is called a fixedstep function.
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The boundary and initial conditions are given by
C(x,00=0 x>0 Initial condition
c0,n=cC t>0 .\

0.5=Cq } Boundary conditions

C(x,t)=0 t>0

The solution to Equation 2.18 for these conditions is (Ogata and Banks 1961)

= L L
0= S0 erfe| L7030 |y exp| VT Jente| LY @.21)
2 2D, D, 2D,

This equation may be expressed in dimensionless form as

172 172
P P
CR(rR,Pe):O.S erfc (4 ¢ j x (1-t ) |+exp(P,)erfc (45) (1+tg) (2.22)

tp tr
where
t, = v t/L
C, = C/C,
P = Peclet number when flow distance, L, is chosen as the reference

length (P, =v_L/D))
erfc = complementary error function

Equation 2.21 can be solved in Microsoft Excel after installing the PlumelD()
add-in (Renshaw 2015a).

2.9.4 One-Dimensional Continuous Injection into a Flow Field
(Second-Type Boundary)

In nature there are not many situations where there would be a sudden change in
the quality of the water entering an aquifer. A much more likely condition is that there
would be leakage of contaminated water into the groundwater flowing in an aquifer.
For the one-dimensional case, this might be a canal that is discharging contaminated
water into an aquifer as a line source (Figure 2.14).

The rate of injection is considered to be constant, with the injected mass of the
solute proportional to the duration of the injection. The initial concentration of the
solute in the aquifer is zero, and the concentration of the solute being injected is C,.
The solute is free to disperse both up-gradient and down-gradient.

The boundary and initial conditions are

C(x,0)=0 —oo<x<+m Initial condition
jj:neC(x,t)dszOnevxt t>0
C(wo,t)=0  £20

Boundary conditions
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FIGURE 2.14 Leakage from a canal as a line source for injection of a contaminant into an aquifer.
. __________________________________________________________________________________________________________________________________|
Plan view

Cross section

Source: J. P.Sauty. 1980. Water Resources Research 16:145-58.Copyright by the American Geophysical Union.
Reproduced with permission.

The second boundary condition states that the injected mass of contaminant over
the domain from —oo to +oo is proportional to the length of time of the injection.
The solution to this flow problem (Sauty 1980) is

Co L—vyt vy L L+v,t
C=—erfc|] —2 |—exp erfc (2.23)
2 2Dyt Dy 2Dyt
In dimensionless form this is
1/2
CR(tR,Pe):O.S erfc ﬁ (1-tg)
R
(2.24)
1/2
—exp(Py) erfc|| | (1+1g)
4t 5

It can be seen that Equations 2.21 and 2.23 are very similar, the only difference
being that the second term is subtracted rather than added in 2.23.

Sauty (1980) gives an approximation for the one-dimensional dispersion equation
as

c L-v.t
C= 0] erfe| =Vl (2.25)

-0
2 2D It
In dimensionless form this is

112
Crtg, P.)=05erfc 411, (1-1g) (2.26)
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This approximation comes about because for large Peclet numbers, the second term of
Equations 2.21 and 2.23 is much smaller than first term and can be neglected. Figure 2.15
demonstrates under what conditions this approximation is valid. In Figure 2.15 the dimen-
sionless concentration, C,, is plotted as a function of dimensionless time, ¢,, for continu-
ous tracer injection using the fixed-step function, Equation 2.22, the continuous-injection
function, Equation 2.24, and the approximate solution, Equation 2.26. Curves are plotted
for three Peclet numbers, 1, 10, and 100 (Section 2.7). The Peclet number defines the rate
of transport by advection to the rate of transport by hydrodynamic dispersion. For Peclet
number 1, the fixedstep function and the continuous-injection function give quite differ-
ent results, whereas for Peclet number 100 they are almost identical. The approximate
solution lies midway between the other two. This figure suggests that for Peclet numbers
less than about 10, the exact solutions need to be considered, whereas for Peclet numbers
greater than 10, the approximate solution is probably acceptable, especially as the Peclet
number approaches 100. This Peclet number increases with flow-path length as advective
transport becomes more dominant over dispersive transport. Thus for mass transport near
the inlet boundary, it is important to use the correct equation, but as one goes away from
the inlet boundary, it is less important that the correct form of the equation is employed.

FIGURE 2.15 Dimensionless-type curves for the continuous injection of a tracer into a one-dimensional

flow field.
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- Fixed-step function S/ I
_| = = — Continuous injection " =
/ B
— - — - Approximate solution R ——————————
— T \Q — —
P — —
_ }%’ Vot P = =
7 }i 7 - = -7
Cp 05 45 ——= -
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Source: J. P.Sauty. 1980. Water Resources Research 16:145-158.Copyright by the American Geophysical Union.
Reproduced with permission.

EXAMPLE PROBLEM

Pickles are made in large wooden vats. At the Happy Gherkin Pickle Factory one

of the vats has been leaking brine directly into the water table.The concentration of
chloride in the brine is 1575 mgL™". The flow in the aquifer that receives the brine is
essentially one-dimensional and has the following characteristics.

Hydraulic conductivity =2.93 x 10 ms™
Hydraulic gradient = 0.00678
Effective porosity = 0.259
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The estimated effective diffusion coefficient for chloride is 2 x 107° m2s".

Calculate the concentration of chloride above any background value at a dis-
tance 125 m from the leaking vat 0.50 years after the leak began.

We will apply equation 2.25 to this problem. Note that this is an approximate
solution as the second term of equation 2.23 has been dropped.

C L-v t
C=—2erfc X
2 2Dt

1. Calculate v,

, _Kdh
X ne dl

- 2.93x104ms 1
0.259

x0.00678

Vx

Vy :7.67><10_6m5 -1

2. Find the value of the coefficient of longitudinal hydrodynamic dispersion, D,.
This can be found from equation 2.11a.

DL ZaLVX'FD*

a. Thefirst step is to find the value of ¢.This can be estimated from equation
2.48, which will be introduced in a later section.

1 =0.83(IogL)2'414
@, =083(log125)2414 m
o, =496m
b. The next step is to calculate D,.
D, =496mx7.67x10°ms™" +2x10m2s !
D, =3.80x10°m?s~ ' +2x10m?™!

The second term reflecting the effective diffusion coefficient can be neglected
as it is so much smaller than the first term.

3. Inorder to have consistent units, the time must be expressed in seconds.
0.5y x 365d/y x 1440 min/d x 60 s/min=1.578 x 107 s.

4. The values of the variables are then substituted into Equation 2.25.
Co =1575mgL™]

7.67 x 10 %ms~!

125m

3.80 x 10°m?s™"

1.578 x107s

lw) <
~ = -~
Il Il ([
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c 1575mgL™" erfc[125m—(7.67 x106ms ™! ><1.578><107S)j
24/3.80x105m2s~1x1.578x107s

c2787.5erf{125m—wn)mgp

2v5.99x102m?
L—'I

C= 787.5erfc(')
2x24.49m

C =787.5erfc(0.0816) mg/L

C =787.5x0.908mgL~" =715mgL™"

2.9.5 Third-Type Boundary Condition

A solution for Equation 2.18 for the following boundary condition was given by

van Genuchten (1981).
C(x,00=0 Initial condition
oc ...
-D o +v,C =vxCo Boundary conditions
X =
oc = (finite)
O0x | x>

The third condition specifies that as x approaches infinity, the concentration gradi-
ent will still be finite. Under these conditions the solution to Equation 2.18 is:

5 \I/2 )
C L-v,t v, “t L-v,t
C:O{erfcl: X :|+( X J exp —7( x!)

2 2yD,t | | zD; 4Dt

v.L 2t v.L L-v,t
—1[1+x+yxjexp(xjerfc[ Vx }
2\ Db, D D, 2D, ¢

This equation also reduces to the approximate solution, Equation 2.25, as the flow
length increases.

(2.27)

2.9.6 One-Dimensional Slug Injection into a Flow Field

If a slug of contamination is instantaneously injected into a uniform, one-dimensional
flow field, it will pass through the aquifer as a pulse with a peak concentration, C__,

at some time after injection, ¢__ . The solution to Equation 2.18 under these conditions
(Sauty 1980) is in dimensionless form:

E P 2
ch(tR’ PE):(t)l/zexp[—‘h;(l—tR) j (2.28)
R
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with
1/2 P, 2
E=(trmax) .exp[4t(l ~t Rmax) J (2.29)
Rmax
where
frmax = (1+Pe )2 P! (dimensionless time at which peak

concentration occurs)
c, =c/C_,

R
In Figure 2.16, C, (C/C_ ) for a slug injected into a uniform one-dimensional flow
field is plotted against dimensionless time, ,, for several Peclet numbers. It can be seen
that the time for the peak concentration (C__ ) to occur increases with the Peclet num-
ber, up to a limit of #, = 1. Breakthrough becomes more symmetric with increasing P.

2.9.7 Continuous Injection into a Uniform Two-Dimensional
Flow Field

If a tracer is continuously injected into a uniform flow field from a single point
that fully penetrates the aquifer, a two-dimensional plume will form that looks similar
to Figure 2.16. It will spread along the axis of flow due to longitudinal dispersion and
normal to the axis of flow due to transverse dispersion. This is the type of contamina-
tion that would spread from the use of an injection well, which would be a point source.

Flow is governed by Equation 2.19, the mass transport equation in two dimensions.
The well is located at the origin (x = 0, y = 0), and there is a uniform flow velocity at
a rate v_parallel to the x axis. There is a continuous injection at the origin, of a solute
with a concentration C, at a rate Q over the aquifer thickness, b.

The solution of Equation 2.19 can be found from a Green function (Bear 1972;
Fried 1975) for the injection of a unit amount of a contaminant as:

1 (x_th)z_ y?

I CR ) P —
47rt(DLDT)O'5 4Dt 4Drt

FIGURE 2.16 Dimensionless-type curve for the injection of a slug of a tracer into a one-dimensional
flow field.

Cr

r

Source:J. P.Sauty. 1980. Water Resources Research 16:145-158. Copyright by the American Geophysical Union.
Reproduced with permission.
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Since the Green function is for a unit injection, and we have an injection rate that
can be defined as C(Q/b), the solution to the above is:

2
Co(Q/ b)dr X—V, .t 2
Clani)= V8o = 4Dx) "5
47t(D; Dy) t Tt

If the injection rate, Q/b, is continuous then the solution at time ¢ is:

FIGURE 2.17 Plume resulting from the continuous injection of a tracer into a two-dimensional flow
field. (Source: C.W.Fetter. 1994. Applied Hydrogeology, Third Edition. Upper Saddle River, New Jersey:

Prentice-Hall, Inc.)
_________________________________________________________________________________________________________________________________________|

Ground-water flow
E——
Continuous

source

2
colors) [ (srd) 52 lao

05 - — (2.30)
4”(DLDT) : 4DL€ 4DTl9 o

C(x,y,t)=

Steady-state conditions are obtained when time approaches infinity. Therefore
equation 2.30 is integrated from 0 to c. The result is:

1/2
Clx,y)=— 0 (Q/l;)l/z exp( s )KOM i (42 -yzj] ] (2.30a)

2”(DLDT 2DL 4DLLDL D
where
K, = the modified Bessell function of the second kind and zero order
(values are tabulated in Appendix B)
Q = the rate that the contaminant is injected
b = the thickness of the aquifer over which the contaminant is injected
Equation 2.30a can be solved in EXCEL after installing the Plume2DSS() add-in
(Renshaw 2015b).
EXAMPLE PROBLEM

A waste liquid containing fluoride at a concentration of 133 mg/L was pumped
into a shallow disposal pit located above a thin, 1.75 m thick, (two-dimensional) aquifer
at a rate of 3.66 m*/day for many years.The average linear velocity of the groundwater
was 0.187 m/day. Assume that the transverse dispersion is 10% of the longitudinal dis-
persion. If the disposal pit is assumed to be at a location of x, =0 and y, = 0, what would
the concentration of fluoride be in a monitoring well located atx=123 mandy=16 m?
Assume that the fluoride is non-reactive and non-adsorbed by the aquifer.
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1. First the value of ¢, must be calculated using equation 2.48.
a=0.83(log(L)) 241
Lis equal tox—x or 123 m.
o, =0.83(log(123))>**
0, =4919m

2. Next the value of D_and D, must be found.
DL =vxe
D, =0.187 m/da x 4919 m=0.920 m?/da
D;=0.10D,
D;=0.092m?/da

The variables are then inserted into equation 2.30a.

C,=133 mg/L
Q=3.66 m¥/da
b=175m
1/2
co CoQ/b) exp Vv, X K, Vx2 ﬁ_ﬁ
27D, D;)V? 2D, ap,\D, Dy
_ 133mg/Lx(3.66m3/da/1.75m) < ex (0.187m/da><123m)
2x 7x(0.92m?2/dax0.092m?2/da)'/? 2x0.92m? /da
1/2
0.1872m?2 /da2( 1232m? 162m?
KO 2 2 + 2
4%x092m~ /da | 0.92m</da 0.092m*“ /da

C— 278.0mg/L o
1.828

xp(f?;g jK o|[0.0095x(16445+2783)] " |

C =152.1exp(12.5)K ,(13.52)mg/L

C =152.1x268337x4.544x10 "mg/L

Note:Although K , a modified Bessell function of the zero order and second kind,
can be obtained from Appendix B for a limited range of values, the table did not con-
tain K of 13.52.The value listed above, 4.54 X 107 was generated by a EXCEL function
BESSELK(x,n).

According to Equation 2.30, as the value of D, approaches zero, the concentra-
tion will approach infinity. As this is a physical impossibility, if the value of D, is very
small, then the one-dimensional equation, 2.23, should be used with a large value for
time.
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Equation 2.30 can also be solved for a specific value of time, so that the spread

of a two-dimensional plume with time can be determined. In order to solve for time,
Equation 2.30 can be written thusly:

Cy(Q/ D) vex | (& 6 x2 2 \1|de
C(x,y,t)= 0 77 €XP ¥ J exp| — - IR L s
4m(D;Dy) 2D; )J6=0 4D, \4D; 4Dy )6\ 8

If we set t,=v?/4 D,, then the above becomes:

C /b =0 2 \dr
C(x,y,t) = 0(@ )1/2 exp €%l ItD exp| —tp —B— =D
47(D;Dr) 2D; ) ip atp | tp

with

2,2 2,2
Vy©X LB

B2 =
2
4D,? 4D,D;

The integral in the above equation was solved by Hantush (1956). This solution is

Cy(0/0) exp[ VX

C(x’y’t)zm(DLDT)l/2 ZDLJ[W(O’B)_W(%’B)] @3D

with ¢, and B as defined above.

It should be noted that in effect ¢, is a dimensionless form of time. The values of
W][t,, B] can be found in Hantush (1956) and a limited series is tabulated in Appendix
C. It can also be determined in EXCEL after installing the Leaky() add-in (Renshaw
2015c). In well hydraulics this is known as the leaky well function, W[u, 7/b].

EXAMPLE PROBLEM

An underground tank which formerly held benzene but now holds water is leak-
ing at a rate of 1.93m?3/year. However, the water still contains some benzene at a con-
centration of 12,950 ug/L. The groundwater which flows beneath the leaking tank
goes directly north. A drinking water supply well is located at a spot that can be locat-
ed by going 123.5m due north of the leaking tank and then 7.2m due east. Assume
that the average linear velocity of the groundwater is 0.235 m/day and the longitudi-
nal dispersivity is 12m and the lateral dispersivity is 1.2m and the aquifer thickness is
1.00m.What would the benzene concentration be after 2.00 years?

This is an example of a continuous leakage into a two dimensional flow field;
equation 2-31.
1. Thevalues of D, and D, must be calculated from equations 2-11a and 2-11b.We will
ignore the effective diffusion coefficient as it is so much smaller than dispersivity.

D, =a;vy =12mx0.235 m/day =2.82 m? / day
D; =apvy =1.2mx0.235 m/day =0.282 m? /day
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2. The value of B must be calculated.
1

i 2
5 (vxx) . vy y)?2
4D, 2 4p,Dy
_ 1
p_|(0235m/dax1235m)?  (0235/dax7.2m)? |2
4x(2.8m?2 / da)? 4x2.8m2 /dax0.28m? / da
_ 1
842m*/daZ  286m%/da? |2
B= g, 2% 4,42
|31.4m™ /da“ 3.14m™ /da
B =+26.8+0.91
B =5.26
3. Thenextstepis to find t . Convert time in years to time in days by multiplying
by 365 days per year.
o _Vx 2t
D~ 4p
L
. (0.235m/ da)2 x730da
D 4x2.82m2 / da
tp =3.57

4. One must now find W[0, B] and W[t , B] from Appendix C.
WIO, B]=WI[0, 5.26] = 0.0098
WI[t,, B] =WI[3.57,5.26] = 0.0019

5. The values are then substituted into Equation 2.31.The rate of leakage, Q, is con-
verted into cubic meters per day by dividing by 365.The aquifer thickness is 1.00m.

Q=1.93 m?/year/365 da/year = 0.0053 m*/da

CoQ/b
47(D,Dy)

Clx,y.t)= exp| X% [W(0,8)-wtt 8]
1) 1/2 2DL ! D
~12,95049/Lx0.0053m3 /da/1m

Cx,y,t)= ex
y 47(2.82m2 /dax0.28m?2 / da)/2 P

(0.236m/dax123.5m)[0.0098_0.0019]
2x2.82m? /da

C(x,y,t)=0.0061 exp(5.16)[0.0079]g /L

C(x,y,t)=0.0061x174x0.007949 /L

C(x,y,t)=0.008449/L
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2.9.8 Slug Injection into a Uniform Two-Dimensional Flow Field

If a slug of contamination is injected over the full thickness of a two-dimensional
uniform flow field in a short period of time, it will move in the direction of flow and
spread with time. This result is illustrated by Figure 2.18 and represents the pattern of
contamination at three increments that result from a one-time spill. Figure 2.18 is based
on the results of a laboratory experiment conducted by Bear (1961). Figure 2.19 shows
the spread of a plume of chloride that was injected into an aquifer as a part of a large-
scale field test (Mackay et al. 1986). The plume that resulted from the field test is more
complex than the laboratory plume due to the heterogeneities encountered in the real
world and the fact the plume may not be following the diffusional model of dispersion.

FIGURE 2.18 Injection of a slug of a tracer into a two-dimensional flow field shown at three time
increments.

y(cm)
Initial point injection
CICy = 100%
e ____0.1%__ ______ 0.5% - -
1o 2o /_,__,__-—1%0}%-,\ﬁ,- ~7"1%’ffi =
0 \”/////y/z// 7 -
- . |
5 10

Distance x from
injection point (cm)

Experimental results from J. Bear. 196 1. Journal of Geophysical Research 66:2455-2467.Copyright by the American
Geophysical Union.Reproduced with permission.

De Josselin and De Jong (1958) derived a solution to this problem on the basis of a sta-
tistical treatment of lateral and transverse dispersivities. Bear (1961) later verified it experi-
mentally. If a tracer with concentration C is injected into a two-dimensional flow field over
an area 4 at a point (x,, y,), the concentration at a point (x, ), at time ¢ after the injection is

CoA (x=xg)-vx0% (r-70)?

exp| — (2.32)
471(D; D)2 4Dyt 4Dyt

C(x,y,t)=

EXAMPLE PROBLEM

A tank truck, which is carrying water containing 1275 mg/L of dissolved benzene
overturns and spills a volume of water sufficient to saturate a thin aquifer over an area of
5 m2.The aquifer contains groundwater flowing with an average linear velocity of 0.45 m/
day.Assume that the values of D and of D, are 2.1 m*/day and 0.21 m?/day respectively.

There is a nearby private well at a seasonal cottage. If the center of the spill is at
location x,=0andy, =0,then the location of the wellisx=72mandy= 5.5 m.The owners
of the private well are away for the season and will not return for another 200 days.
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If there is no degradation or retardation of the benzene as it moves through the aquifer,
what will the concentration of benzene be in the private well when the owner returns.

The correct equation to use is 2.32 for a slug injection of contamination into a
two dimensional aquifer.

FIGURE 2.19 \Vertically averaged chloride concentration at 1 day, 85 days, 462 days, and 647 days
after the injection of a slug into a shallow aquifer.
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Source: D. M. Mackay et al. 1986. Water Resources Research 22:2017-2029. Copyright by the American Geophysical
Union. Reproduced with permission.
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C oA —Xq)-Vyt ~yo)?
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1275mgL ™1 x5m?

C= X
4% 7x200dax2.1m2da~1x0.21m2da ™"
exp _((72m-0)-(0.45mda ' x200da))? (5.5m)?
4x2.1md ™1 x200da 4x0.2Im2da~'x200da
6375mgL ™" xm? _(72-90)*m?  30.25m?

= expl
4x 7x200dax0.664m2da" P 1680m?2 168m?2

C =3.82mgL"exp[-0.192 - 0.180]

C =3.82exp(-0.372) =3.82x0.6892 =2.63mgL™"

The maximum concentration of a contaminant from a slug injection is found in
the center of the plume, or the center of mass. If the flow is in the direction of the x axis,
and the spill was at location x, = 0 and y, = 0, the center of mass of a conservative
substance at any time ¢ since the spill will be at a location where x=v tand y = 0. If we
substitute these values into equation 2-32, we obtain:

Cod | (t=0)-v.0)? (0-0)

Cooay = —————ex
" 4tz |DpD, P 4Dt 4Dt
CoA
C pax = ——r——exp(0)
" 4tz [D;D, P
Cod

c =_Y 2.32a
" Atz [DpD; @.322)
The distribution of contamination in the plume will follow a normal or Gaussian

distribution. From equations 2-12a and 2-12b the standard deviation of the distribution
is given by:

O'xZQZDLZ' O'y: 2DTZ'

By definition, 99.7% of the mass of contamination will be contained within
an area represented by three standard deviations away from the center of mass of the
plume. Thus the plume can be defined by the location of the center of mass, 30, and 3 o,

EXAMPLE PROBLEM

A truck carrying dilute brine with 2130 mg/L chloride from the cleanup of a pond
containing waste from a producing oil well overturns and spills the dilute brine over
an area of 455 square feet.The underlying thin aquifer has an average linear ground-
water velocity of 1.23 ft/day. Where would the center of mass of the plume be in
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133 days, what would the maximum concentration be and how far beyond and to the
side of the center of mass would the plume spread?

1. The plume would be advected by the flowing groundwater so that the center of
mass would be at x=v t.

x =1.23 ft/da x 133 da = 164 feet.

2. The maximum concentration at the center of mass can be found from equation
2.32a.

3 CoA
4tz DD,

max

a. We need to find the values of D, and D.. This can be done using equations
2.11aand 2.11b; but, first we need to use equation 2.82 to estimate ¢

a, =0.83(log(L)) 2414
=5.66 ft

D, =avy
=5.66 ft x 1.23 ftda "
=6.96 ft2da "

We can assume D, to be 10% of D
D, =0.696 ft’da™’'
The appropriate variables are substituted into equation 2.32.

o 2130 mgL " x 455 ft 2
M 4% rx133daV6.96 ft 2da" x 0.696 ft 2da "

C oy =263 mgL™!

3. The size of the plume can be determined from the standard deviations.

Oy =42D;t O-y= 2Dt
oy =V2x6.96 ft2da~"x133 da oy =\2x6.96 ft2da " x133 da
oy =430 ft o, =136 ft

The leading edge of the plume is 30, feet ahead of the center of mass or
129 feet and the plume had spread out 30'y feet on either side of the center of the
mass or 40.8 feet.

91
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B 2.10 Effects of Transverse Dispersion

The ratio of longitudinal to transverse dispersivity (¢,/c,) in an aquifer is an
important control over the shape of a contaminant plume in two-dimensional mass
transport. The lower the ratio, the broader the shape of the resulting plume will be.
Figure 2.20 shows various two-dimensional shapes of a contaminant plume, where
the only factor varied was the ratio of longitudinal to transverse dispersivity. This illus-
trates the fact that it is important to have some knowledge of the transverse dispersivity
in addition to the longitudinal dispersivity. There is a paucity of data in the literature
on the relationships of longitudinal to transverse dispersivities. From the few field stud-
ies available, ¢,/ ¢, is in the range of 6 to 20 (Anderson 1979; Klotz et al. 1980). In
addition, dispersivity ratios based on field studies are based on fitting the diffusional
model of dispersion to cases where it might not be applicable.

FIGURE 2.20 The effect of changing dispersivity ratio on the spread of a contaminant plume from a
continuous source.
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B 2.11 Tests to Determine Dispersivity Values
2.11.1 Laboratory Tests

Diffusion and dispersion values can be determined in the laboratory using col-
umns packed with the porous media under investigation. The results of column studies
are often reported in terms of pore volumes of fluid that are eluted. One pore volume is
the crosssectional area of the column times the length times the porosity (4Ln), i.e., the
column’s capacity. The unit discharge rate from the column is the linear velocity times
the porosity times the cross-sectional area (v n4). The total discharge over a period of
time is the product of time and the discharge rate (v n47).

The total number of pore volumes, PV is the total discharge divided by the volume
of a single pore volume:

Py — Discharge
Capacity

(2.33)
_vyndt  Qr vt

X

AIn  AIn L R

It can be seen that the number of pore volumes is equivalent to a dimensionless
time, ¢, which is referred to as the hydraulic residence time.
With this equivalency Equation 2.25, the approximate one-dimensional dispersion

equation, can be rearranged to yield (Brigham 1974)

C 1-PV
—=0.5|erfc
C 1fe

0 2(PVD, /v,L

% .39

where
PV = the number of effluent pore volumes, where a pore volume is equal

to the total column volume times the porosity

L = the length of the column

Equation 2.34 can, through appropriate substitution, be made equivalent to
Equation 2.26.

The concentration of the tracer in the effluent, C, is measured for various values
of PV, and then C/C, is plotted as a linear probability function of [(PV - 1)/PV""?]. If
the data plot as a straight line, they are normally distributed, the diffusive form of the
advection-dispersion equation is valid, and the slope of the line is related to the longi-
tudinal hydrodynamic dispersion.

The value of D, can be found from

VxL 2
Dy = (J0.84 _J0.16) (2.35)

8

where

[(PV—1)/ PV"?] when C/C, is 0.84
[(PV—1)/ PV"*] when C/C,is 0.16
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Note that J.

016 and J,
then

g4 COTTElate to one standard deviation. Since D, = a,v_+ D,

D;-D
op="L"7 2.36)
Vx

The average linear velocity in the column can be found from the quantity of water
discharging per unit time divided by the product of the cross-sectional area and the
porosity. The effective diffusion coefficient can either be measured in a column test or
estimated (Grathwohl 1998).

EXAMPLE PROBLEM

Pickens and Grisak (1981) conducted a laboratory study of dispersion in sand
columns with the following characteristics:

Tracer Chloride

Column length 30cm

Column diameter 445cm

Mean grain size 0.20 mm
Uniformity coefficient of sand 2.3

Porosity 0.36

Flow rate

TestRI 5.12 x 1073 mL/sec
Test R2 1.40 X 1072 mL/sec
Test R2 7.75 x 1072 mL/sec
Average linear Velocity

Test R1 9.26 X 10* cm/sec
Test R2 2.53 x 103 cm/sec
TestR3 8.60 x 1073 cm/sec

Test Rl was run using chloride at 200 mg/L, followed by test R2,in which the saline
solution was flushed out of the column using deionized water,and then test R3,where
the 200-mg/L chloride solution was again introduced into the column.

The results of the three tests are plotted in Figure 2.21.The results of test R2 have
areverse slope as deionized water replaced the saline solution. It can be seen that the
results form a straight line.

For chloride in water at 25°C, the molecular diffusion coefficient is 2.03 x
10> cm?/sec. Based on this, Pickens and Grisak estimated the effective diffusion
coefficient to be 1.02 X 10~° cm?/sec. The hydrodynamic dispersion coefficients are
based on the slope of the straight lines. The following values were obtained for the
three tests:
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Test Hydrodynamic Dispersion Dispersivity
RI 4.05 % 107> cm? /sec 0.033cm
R2 8.65 x 1075 cm? /sec 0.030 cm
R3 3.76 X 10™* cm? /sec 0.043 cm

The replicate values are not equal because of experimental error.
The computation of the dispersion value for test Rl is illustrated here:

FIGURE 2.21 Probability plot of (U~ 1) / U versus C/C for determination of dispersion in a
laboratory sand column (note: U = PV).
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Source:S.F.Pickens and G. E. Grisak. 1981. Water Resources Research 17:1191-1211. Copyright by the American
Geophysical Union.Reproduced with permission.

Q’L =
vX
(4.05x107°cm? /sec—1.02x10">cm?2 / sec)
= =0.033cm
9.26x10%cm/sec
EXAMPLE PROBLEM

A soil column is 40 cm long. It is set up so that deionized water is flowing through
at an average linear velocity of 1.35 x 10 cms~1.The fluid source is changed to one
with a chloride concentration of 300 mgL". After 500 seconds,tvthe concentration of
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chloride was 48 mgL™" and after 4000 seconds, t,, it was 252 mgL~".What is the disper-
sivity of the sand in the soil column?

The number of pore volumes at a given time can be calculated from Equation 2.33:
PV=vit/L
For the first measurement at t,:

PV=1.35 x 1072 cms~' 500 s/40 cm = 0.17 pore volumes
For the second measurement at t.;:
PV=1.35 x 1072 cms~' x 4000 s/40 cm = 1.35 pore volumes

Att, C/C is 48/300, which equals 0.16.With a pore volume of 0.17

(PV—=1)/PV"2=(0.17 - 1)/(0.17)"? = - 2.01
Att, C/C is 252/300, which equals 0.84.With a pore volume of 1.32

(PV—-1)/PV2=(1.32-1)/(1.32)"2=0.28

Since C/C, at t, is conveniently equal to 0.16, then (PV — 1)/PV"2for t, turns out to
be J ., Likewise C/C att, is 0.84 so that (PV — 1)/PV""*for t,is J__,.

0.16.
The value of D, can be found from Equation 2.35:

vyl
D, =(%)(Jo.84 _10.16)1/2
D, =(1/8) x (1.35 x 1072 cms ™" x 40 cm) x (0.28 — — 2.01)"/2
=6.75 x 1072 x 1.51cm?s~"

=0.102 cm?2s~!

2.11.2 Quantifying Dispersivity in the Field

A value for dispersivity can be determined in the field by two means. If there is
a contaminated aquifer, the plume of known contamination can be mapped and the
advection-dispersion equation solved with dispersivity as the unknown. Pinder (1973)
used this approach in a groundwater modeling study of a plume of dissolved chro-
mium in a sand and gravel aquifer on Long Island, New York. He started with initial
guesses of ¢, and &, and then varied them during successive model runs until the com-
puter model yielded a reasonable reproduction of the observed contaminant plume.
One of the difficulties of this approach is that the concentration and volume of the
contaminant source are often not known.

A much more common approach is the use of a tracer that is injected into the ground
via a well. There are a variety of variations to this approach. Natural gradient tests involve
the injection of a tracer into an aquifer, followed by the measurement of the plume that
developed under the prevailing water table gradient (e.g., Sudicky and Cherry 1979;
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Gillham et al. 1984; Mackay et al. 1986; LeBlanc et al. 1991; Garabedian et al. 1991; Olsen
and Tenbus 2004). The plume is measured by means of small amounts of water withdrawn
from down-gradient observation wells and multilevel piezometers. Many of these field
tests showed that thin plumes with less than expected transverse dispersivity often occur
in field situations. This underlines a growing acceptance of the need for high resolution,
vertically discrete, multilevel aquifer monitoring. Multilevel monitoring will be discussed
in Chapter 8. One and two-well tests have also been used in which a tracer is pumped into
the ground and then groundwater containing the tracer is pumped back out of the ground
(e.g., Fried 1975; Grove and Beetem 1971; Sauty 1978; Pickens et al 1981; Pickens and
Grisak, 1981). These so-called forced hydraulic gradient tests have the advantage that
they can be completed in much shorter time relative to natural gradient tests. However,
these tests require treatment if the pumped groundwater is contaminated. Also, the results
of forced hydraulic gradient tests do not truly reflect the natural groundwater flow condi-
tions. Ptak et al. (2004) reviewed the advantages and disadvantages of natural or forced
hydraulic gradient tests for both nonreactive and reactive tracer compounds can be used.

2.11.3 Single-Well Tracer Test

A single-well tracer test involves the injection of water containing a conservative
tracer into an aquifer via an injection well and then the subsequent pumping of that
well to recover the injected fluid. The fluid velocities of the water being pumped and
injected are much greater than the natural groundwater gradients.

Equation 2.20 can be written (Hoopes and Harleman 1967) as

oc  oC 02c D" a( oc
54-1/{5: a’Luaz-i-rar(i’ar)
r

Gelhar and Collins (1971) derived a solution to Equation 2.37 for the withdrawal
phase of an injection-withdrawal well test in which the diffusion term is neglected
because it is very much smaller than the dispersion term. The relative concentration of
the water being withdrawn from the injection well is

(2.37)

——lerfc (Up_Ui)_l
Co 2 {%Q(aL /Rp)2-(1-U, /UZ-)]I/Z[I—(Up /UZ-)]}V2

where

(2.38)

U, = cumulative volume of water withdrawn during various times
U, = total volume of water injected during the injection phase

R. = average frontal position of the injected water at the end of the
injection period, which is defined by

/2
_[ e
Rp= (ﬂ_an (2.39)

where
Q = rate of injection

t = total time of injection
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b = aquifer thickness
n = porosity
EXAMPLE PROBLEM

Pickens and Grisak (1981) performed a single-well injection-withdrawal tracer
testinto a confined sand aquifer about 8.2 m thick with an average hydraulic conduc-
tivity of 1.4 x 102 cm/sec and a porosity of 0.38.The sediment tested in the column
study described in the dispersivity example problem above came from this aquifer.

The injection well was 5.7 cm in diameter and the full thickness of the aquifer was
screened. Clear water was injected at a constant rate for 24 hr prior to the start of the
test to establish steady-state conditions. The tracer used during the tests was *'l, a
radioactive iodine isotope, which was added to the injected water. All measurements
were corrected for the radioactive decay that occurred during the test.

Two tests were performed on the well. The first test, SWI, had an injection rate of
0.886 L/sec and injection continued for 1.25 da. A total volume of 95.6 m?® of water
was injected, and the injection front reached an average radial distance away from
the well of 3.13 m.Water was then pumped for 2.0 da at the same rate, so that a total
of 153 m? of water was withdrawn. The second test, SW2, was longer. Water with the
tracer was added at a rate of 0.719 L/sec for 3.93 da. A total of 244 m? of water was
added, and the average position of the injection front reached to 4.99 m from the
well. During the withdrawal phase a total of 886 m? of water was pumped over a pe-
riod of 16.9 da at an average rate of 0.606 L/sec.

The results of the test are shown in Figure 2.22. Relative concentration, C/C,is
plotted against u,/u, The dots represent field values and the solid lines are curves,
which were computed using Equation 2.38.Various curves were computed for differ-
ent values of ¢, and the curves with the best fit to the field data were plotted on the
graphs.In Figure 2.22(a) the calculated curve was based on a longitudinal dispersivity
of 3.0 cm, whereas for curve 2.22(b) the best-fit curve was based on a longitudinal dis-
persivity of 9.0 cm.This test illustrates the scale-dependent nature of dispersion.The
second test, in which a larger volume of water was injected, tested a larger volume of
the aquifer than the first test and yielded a higher dispersivity value.

B 2.12 Scale Effect of Dispersion

The two example problems derived from Pickens and Grisak (1981) illustrate what
has been called the scale effect of dispersion (Fried 1975). At the laboratory scale the

mean value of ¢, was determined to be 0.035 cm (0.014 in) when the flow length was
30 cm (12 in). With the single-well injection-withdrawal test, ¢, was 3 cm (1.2 in) when

the solute front traveled 3.1 m (10.2 ft) and 9 cm (3.5 in) when the solute front traveled
5.0 m (16.4 ft). In a two-well recirculating withdrawal-injection tracer test with wells

located 8 m (26.2 ft) apart ¢, was determined to be 50 cm (19.6 in). All these values

were obtained from the same site. The greater the flow length, the larger the value of

longitudinal dispersivity needed to fit the data to the advection-dispersion equation.
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FIGURE 2.22 Comparison of measured C/C values for a single-well injection-Withdrawal test versus
an analytical solution.
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Geophysical Union.Reproduced with permission.

Lallemand-Barres and Peaudecerf (1978) published a graph on which dispersivity,
as measured in the field, was plotted against flow length on log-log paper (Figure 2.23).
This graph suggested that the longitudinal dispersivity could be estimated to be about
0.1 of the flow length. Gelhar (1986) published a similar graph (Figure 2.24), which
contained more data points and was extended to flow lengths more than an order of
magnitude greater than the Lallemand-Barres and Peaudecerf figure. The additional
data on the Gelhar graph suggest that the relationship between ¢, and flow length is
more complex than a simple 1 to 10 ratio.

The dispersion that occurs at field-scale flow lengths can be called macrodispersion.
In a flow domain that encompasses a few pore lengths, mechanical dispersion is caused
by differences in the fluid velocities within a pore, between pores of slightly differ-
ent size, and because different flow paths have slightly different lengths. However, at
the field scale, even aquifers that are considered to be homogeneous will have layers
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FIGURE 2.23 Field-measured values of longitudinal dispersivity as a function of the scale of
measurement.
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and zones of somewhat different hydraulic conductivity. If mechanical dispersion can
be caused by slight differences in the fluid velocity within a single pore, imagine the
mechanical dispersion that will result as the fluid passes through regions of the aquifer
with different conductivity values and corresponding different velocities.

Hydraulic conductivity is frequently determined on the basis of a pumping test, where
water is removed from a large volume of the aquifer. As a result, the hydraulic conductiv-
ity that is obtained is an average value over the entire region of the aquifer contributing
water to the well. This averaging will conceal real differences in hydraulic conductivity
across the aquifer. These differences exist in both vertical and longitudinal sections.

Figure 2.25 shows profiles of the vertical variation in hydraulic conductivity
based on permeameter tests of repacked core samples of sediment, from two bor-
ings located 1m apart (Sudicky 1986). Figure 2.21 shows the distribution of the log
of hydraulic conductivity of a cross section in a stratified sandy outwash aquifer
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FIGURE 2.24 Field-measured values of longitudinal dispersivity as a function of the scale of

measurement.The largest circles represent the most reliable data.
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Source:L.W.Gelhar. 1986.Water Resources Research 22:1355-145S. Copyright by the American Geophysical Union.
Reproduced with permission.

with layers of primarily medium-grained, fine-grained, and silty, fine-grained sand.
The cross section is 1.75 m (5.75 ft) deep by 19 m (62 ft) long (Sudicky 1986).

Figures 2.25 and 2.26 illustrate the natural variation of both hydraulic conductivity
and porosity. Even aquifers that are usually considered to be homogeneous still have var-
iations in porosity and hydraulic conductivity. Hydraulic conductivity of geologic mate-
rials varies over a very wide range of values, over nine orders of magnitude. Porosity
varies over a much, much smaller range: approximately from 1 to 60% or less than two
orders of magnitude. From the standpoint of describing aquifers mathematically, it is
sometimes useful to assume that hydraulic conductivity follows a lognormal distribution,
which means that the logarithms of the conductivity values are normally distributed,
whereas porosity is normally distributed (Freeze 1975). Since dispersion depends upon
variations in the fluid velocity and from Darcy’s law [v = (K/n)(dh/dl)], it is obvious
that variations in both hydraulic conductivity and porosity play a role. However, since
hydraulic conductivity varies over a much larger range, it is the more important.

This leads us to an explanation for the scale factor. As the flow path gets longer,
groundwater will have an opportunity to encounter greater and greater variations in
hydraulic conductivity and porosity. Even if the average linear velocity remains the
same, the deviations from the average will increase, and hence the mechanical dis-
persion will also increase. It is logical that the flow path will eventually become long
enough that all possible variations in hydraulic conductivity will have been encountered
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FIGURE 2.25 Hydraulic conductivity as determined by permeameter tests of remolded sediment
samples from a glacial drift aquifer.The borings from which the cores were obtained are separated by

one meter horizontally.
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FIGURE 2.26 Distribution of the hydraulic conductivity along a cross section through a glacial

drift aquifer. Hydraulic conductivity is expressed as a negative log value. (If K=5 x 1072 cm/sec, then -log
Kis 1.3.) Sample locations are every 5 cm vertically and every 1 m horizontally. Hydraulic conductivity
was less than 10 cm/sec in the stippled zones.
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and that the value of mechanical dispersion will reach a maximum. If one assumes
that the distribution of hydraulic conductivity has some definable distribution, such as
normal or log-normal, and that transverse dispersion is occurring, it can be shown that
apparent macrodispersion will approach an asymptotic limit at long travel distances and
large travel times (Matheron and de Marsily 1980; Molz et al. 1983; Gelhar and Axness
1983; Dagan 1988). When the asymptotic limit is reached, the plume will continue to
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spread. In this region the variance of the plume will grow proportionally to the time or
mean travel distance, as it does at the laboratory column scale. The advective-dispersion
model is based on the assumption that dispersion follows Fick’s law. Some authors con-
tend that dispersion follows Fick’s law only at the laboratory scale, where it is caused by
local mechanical dispersion, and for very long flow paths, where the effects of advec-
tion through heterogeneous materials and local transverse dispersion create macroscale
dispersion that follows Fick’s law (e.g., Gelhar 1986; Dagan 1988). The contention that
macroscale dispersion becomes Fickian (i.e., follows Fick’s law) at long travel times and
distances is somewhat controversial, especially if the flow is through geological forma-
tions that are heterogeneous at different scales (Anderson 1990).

B 2.13 Stochastic Models of Solute Transport

2.13.1 Introduction

The normal manner of determining a field-scale dispersion coefficient is to look for
a natural tracer or inject a tracer into an aquifer and observe the resulting development of
a plume. A solute-transport model is then constructed and the computed solute distribu-
tion is fitted to the observed field data by adjusting the dispersion coefficients. Dispersion
coefficients obtained in this manner are fitted curve parameters and do not represent an
intrinsic property of the aquifer. This is especially true when the aquifer is assumed to be
homogeneous and is described by a single value for hydraulic conductivity and porosity.
It is apparent that flow and transport modeling based on a single value for porosity and
hydraulic conductivity is a gross simplification of the complexity of nature. For analyti-
cal solutions, we are constrained to use of a single value for average linear velocity, and
for numerical models we often use a single value because that is all we have.

A deterministic model is one where a partial differential equation is solved, either
numerically or analytically, for a given set of input values, aquifer parameters, and bound-
ary conditions. The resulting output variable has a specific value at a given place in the
aquifer. It is assumed that the distribution of aquifer parameters is known. The equations
given earlier in this chapter are examples of deterministic models.

A stochastic model is a model in which there is a statistical uncertainty in the
value of the output variables, such as solute distribution. The probabilistic nature of
this outcome is due to the fact that there is uncertainty in the value and distribution
of the underlying aquifer parameters, such as the distribution and value of hydraulic
conductivity and porosity (Freeze 1975; Dagan 1988).

A widespread misconception about stochastic and deterministic models is that the
latter use physical laws, while the stochastic models are largely empirical and based
entirely on statistical data-analysis. In reality, any physically-based model becomes a
stochastic model once its inputs, parameters, or outputs are treated as random (Bierkens
and van Geer; 2014).

The idea behind stochastic modeling is very attractive. It is obvious that it takes a
great effort to determine hydraulic conductivity and porosity at more than a few loca-
tions in an aquifer system. If we could determine the distribution of aquifer properties
with a high degree of detail, then a numerical solution of a deterministic model would
yield results with a high degree of reliability. However, with limited knowledge of aquifer
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parameters, a deterministic model makes only a prediction of the value of an output
variable at a given point and time in the aquifer. The stochastic model is based on a prob-
abilistic distribution of aquifer parameters. At the outset it is recognized in the stochastic
model that the result will be only some range of possible outcomes. The stochastic model
thus recognizes the probabilistic nature of the answer, whereas the deterministic model
suggests that there is only one “correct” answer. Of course, the experienced hydrogeolo-
gist recognizes the uncertainty even in the deterministic answer. There have been literally
hundreds of papers written on various aspects of stochastic modeling of groundwater
flow and solute transport. Textbooks like Zhang (2001), Rubin (2003), and Dagan and
Neuman (2005) provide insights into analyzing and modeling subsurface heterogeneity
using stochastics concepts and models for managing water resources, preserving subsur-
face water quality, storing energy and wastes, besides other applications.

2.13.2 Stochastic Descriptions of Heterogeneity

Stochastic hydrology is about combining deterministic model outcomes with a
probability distribution of the errors, or alternatively, considering the hydrological var-
iable as random and determining its probability distribution and some “best predic-
tion” (Bierkens and van Geer 2014). The greatest uncertainty in the input parameters
of a model is the value of hydraulic conductivity, because it varies over such a wide
range for geologic materials. If we make a measurement of hydraulic conductivity
at a given location, the only uncertainty in its value at that location is due to errors
in measuring its value. However, at all locations where hydraulic conductivity is not
measured, additional uncertainty exists. If we make a number of measurements of the
value of hydraulic conductivity, we can estimate this uncertainty using certain statisti-
cal techniques.

Let us define Y as the log of the hydraulic conductivity, K, and assume that the log
value Y is normally distributed. We will assume a one-dimensional series of Y values
{Y,Y,Y,Y,...Y} (Freeze et al. 1990). Therefore,

Y =log K, (2.40)

The population that consists of all of the values of Y has a mean value, thy and a
standard deviation, 0, The only way to obtain precise values of K, and o, would be to
sample the aquifer everywhere, clearly an impossible task, but we can find estimates of
their values based on the locations where we have actually measured K. If we have a
series of Yvalues {Y, Y, Y,, ... Y }, as in Figure 2.27(a), based on measured value of K,
then our estimate of the population mean is obtained from the mean value of the sam-
pled values, Y, which can be found from

Y="3Y7Y, (2.41)

The estimate of the variance of the population is also obtained by the variance of
the sampled values, Syz, which is found from the following equation:

Sy?= % § ¥; -Y)¥; -7) (2.42)

1=
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For a normally distributed population, the probabilistic value is called a probability
density function (PDF) and is described by the mean and the variance. The variance is
a measure of the degree of heterogeneity of the aquifer. The greater the value, the more
heterogeneous the aquifer. The PDF can be represented as a bell-shaped curve with the
peak equal to the mean, as in Figure 2.27(b), and the spread of the bell can be defined by
either the variance or the standard deviation, S, which is the square root of the variance.

If we have measured the value of Y, at a number of locations and wish to estimate the
value Y, at some other location j that is not close to any of the measured values, how can
we estimate the value of Y? One approach is to say that the most likely estimate of Y is
the mean of the measured values of Y, and the uncertainty in this value is normally dis-
tributed with a standard deviation equal to the standard deviation of the measured values,
Sy In doing so we have accepted the ergodic hypothesis. This means that there is a 16%
chance that the value of Y, is greater than ¥ — Sy, a 50% chance that it is greater than Y,
and an 84% chance that 1t is greater than ¥ —§ y - In broad terms ergodicity describes a
dynamic system which has the same behavior averaged over time as averaged over space.

FIGURE 2.27(a) One-dimensional sequence of log hydraulic conductivity values,Y; (b) probability
distribution function for Y; (c) autocorrelation function for.
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Hydraulic conductivity values measured at locations close to each other are likely to
be somewhat similar. The farther apart the measurements, the less likely that the values
will be similar. This is due to the fact that as distances become greater, the chance that
there will be a change in geologic formation increases. The function that describes this
is the autocorrelation function, p,. The value of the autocorrelation function decreases
with the distance between two measurements. An estimate of the autocorrelation func-
tion, 7, can be obtained from the measured sample values by the following equation:

1 12 = =
ry (k) = e 2 -, -Y) (2.43)
S Y ni=1

with &, the lag, being a whole number representing a position in the sequence
away from the 7 position. Figure 2.27(c) shows an autocorrelation function plotted
against the lag. If the lag is zero, then Equation 2.43 reduces to ry =S Y2 /S Y2 =1.
This means that a Y value is perfectly correlated with itself.

The autocorrelation factor can be expressed in terms of either lag, p,, or distance,
p,( H). When a measurement of Y, is made at position X, and a measurement of Y, | is
made at position X, ,, the absolute value of X,— X, | is called the separation, H.

If the autocorrelation function has an exponential form, then it can be expressed as

py (H)=exp[-|H|/ Ay] (2.44)

where A,, the correlation length, is representative of the length over which Y'is corre-
lated. It is the distance over which p (H) decays to a value of ¢”'. The integral scale, &,
is the area under the curve.

£y = | BO py (H)dH (2.45)

Integration of Equation 2.45 will show that £,= A,, so that the correlation structure
can be described by either the correlation length or the integral scale.
The autocovariance, 7, or 7,(H), is equal to the autocorrelation times the variance.

ry (H)=0oy?py (H) (2.46)

We can describe the distribution of heterogeneity of Y by the use of three stochas-
tic functions, p,, o, (or 0,?), and A,. If a stochastic process is said to be stationary, the
values of p, 0, (or 0,?), and 4, do not vary in space in the region being studied. If the
hydraulic conductivity of an aquifer can be described as a stationary stochastic process,

the aquifer is uniformly heterogeneous.

2.13.3 Stochastic Approach to Solute Transport

If we accept the idea that we don’t know the value of the hydraulic conductivity and
the porosity everywhere, then we must accept the idea that it is not possible to predict
the actual concentration of a solute that has undergone transport through an aquifer.
The best estimate of the concentration is the ensemble mean concentration, «C, or the
mean of all the means of an ensemble of all possible random but equivalent popula-
tions, and the associated variance. The movement of a solute body may be described by
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FIGURE 2.28 Apparent longitudinal dispersivity from field and laboratory studies as a function of the

scale of the study. Results from the calibration of numerical models are not included.
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the motion of the center of mass of the body and the second-order spatial moment, or
the moment of inertia (Dagan 1988). Hence, from the variance of the log transformed
hydraulic conductivity distribution and the correlation length, a simple stochastic model
allows predicting an asymptotic macrodispersivity value. However, it is important to
note that the process of advective transport dominates macrodispersion. This means
that whether one uses a deterministic model or a stochastic model, the large picture of
solute transport will emerge, since both account primarily for advective transport, with
the dispersion factor tending to smear the leading edge of the plume.

B 2.14 Regression Analysis of Relationship between
Apparent Longitudinal Dispersivity and Field Scale

Neuman (1990) plotted the apparent longitudinal dispersivity as measured in field
and lab studies, ¢, as a function of the travel distance, L, or apparent length scale
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(Figure 2.28). Dispersivities that are measured in the field were considered apparent
dispersivities because they were obtained by calculations that depend upon the theory
that the observer was using. Also, Neuman (1990) excluded for theoretical reasons
all data with an apparent length scale greater than 3500 m (approximately 11,500 ft).
Regression analysis showed that although the data are widely scattered, a best-fit line
with narrow 95% confidence bands could be obtained. The equation for the line is

a,=0.0175L 2.47)

This line of best fit has a regression coefficient, 72, of 0.74, which means that it
accounts for 74% of the variation about the mean. The other 26% may be due to exper-
imental and interpretive errors or may represent deviation of the real system from that
described by Equation 2.47. The 95% confidence intervals about the coefficient of
0.0175 are 0.0113and 0.0272 and the 95% confidence intervals about the exponent of
1.46 are 1.30 and 1.61.

Equation 2.47 obtained by Neuman (1990) was based on data that he considered
to be highly reliable. In doing so he discarded data that were less reliable, such as that
obtained by the calibration of numerical models. Neuman recognized that as the flow
path grew longer, the same equation relating apparent longitudinal dispersivity to field
scale could not be used, so that he used two linear equations, one for flow distances
less than 100m (328 ft) and one for flow distances greater than 100m (328 ft) (Equation
2.47). However, a discontinuity occurs in his method at 100m (328 ft); i.e., the two equa-
tions give different answers. Neuman and Di Federico (2003) demonstrated experimen-
tally and theoretically that the scaling behavior of hydrogeologic variables is impacted
strongly by their scale of spatial resolution.

Xu and Eckstein (1995) have overcome these problems by assigning different degrees
of reliability to data: low, medium and high. They were then able to obtain a nonlinear
relationship based on a regression analysis using all available data. The resulting equa-
tion had a correlation coefficient of 0.72, which is similar to that obtained by Neuman
(1990) using only highly reliable data. Neuman (1990) also did not consider any data
with a flow field longer than 3500m (~11,500 ft) because he did not consider it to be
reliable, while Xu and Eckstein (1995) included these data.

The equation of Xu and Eckstein is:

a, = 0.83(logL >4 (2.48)

If one examines Figure 2.24, which includes data of low reliability, it appears that
as the field scale increases, the rate of change of dispersion decreases. Being nonlin-
ear as plotted on log-log paper, Equation 2.48 also has a decreasing rate of change of
dispersion with increasing field scale. At a field scale of greater than a few thousand
meters there is very little change in apparent dispersion with distance.

By analyzing jointly dispersivity values derived from models having variable scales
of spatial resolution, Schulze-Makuch (2005) proposed a power law relationship that
empirically best described the dispersivity data in regard to scale of measurement:

o, =cL™

where ¢ is a parameter characteristic for a geological medium, m is a scaling exponent,
and L is the flow distance. The scaling exponent for consolidated and unconsolidated



Mass Transport in Saturated Media 109

geological media varied between 0.40 and 0.92, and 0.44 and 0.94, respectively. For
example, an unconsolidated sandy aquifer: ¢ = 0.20 and m = 0.44. For a distance of
100 m (328 ft), the longitudinal dispersivity value is & = 1.6 m. Similar equations exist
for other types of aquifers. No upper bound on the relationships was apparent for a flow
distance up to ~10,000 m (~6 miles) for all media except for granites where this rela-
tion currently can only be extended to a flow distance of 100 m (328 ft). However, the
relationship proposed by Schulze-Makuch (2005) was criticized by Neuman (2006) for
neglecting the spatial resolution scales of the models from which the dispersion data had
been derived. A theoretical interpretation of the scaling behavior has been summarized
in a nonmathematical way in the review paper of Neuman and Di Federico (2003).

B 2.15 Deterministic Models of Solute Transport

Although workers in stochastic theory have asserted that the theoretical basis for
the deterministic advective-dispersive solute transport equation is suspect except for
long times and large distances (Anderson 1984), it has been used with a great deal of
success in many field and model applications. Today, mathematical transport and fate
modeling of contaminants in groundwater and soils has become an important tool for
the interpretation of contaminated sites, the development of remedial strategies, and
the human health risk assessment process.

Over the past decades, many papers and textbooks have been written about deter-
ministic models for contaminant transport modeling (e.g., Anderson and Woessner
1991; Zheng and Bennet 2002). In general, a deterministic mathematical model simu-
lates groundwater flow and/or solute fate and transport indirectly by means of a set of
governing equations, such as Darcy’s law and law of mass conservation, thought to rep-
resent the physical processes that occur in the system (Anderson and Woessner 1991).
The first step in the modeling process is to develop a conceptual model that is simpler
than reality. Simplification can be achieved, for example, by combining strata with
similar hydrogeologic properties into a single layer or aquifer. The next step requires
translating the conceptual model into a mathematical model, which can then be solved
in a computer simulation. A numerical mathematical model solves the underlying gov-
erning partial differential equations (PDEs) within a set of suitable boundary condi-
tions, and if the transport problem is of transient nature, initial conditions. This step
usually requires that additional simplifying assumptions have to be made to reduce the
complexity of the mathematical model. For example, a coarser grid can be defined in
parts of the flow domain where less accuracy is required, or fixed value boundaries
(e.g., no-flux or constant head boundaries) can be defined, or the length of the sim-
ulation time steps can be manipulated to reduce the number of computations. These
adjustments make the model amenable to either exact or numerical solution, but the
modeler must weigh the risk of oversimplifying the flow domain against the problem
of no longer reproducing the system adequately. A parsimonious model therefore is a
model that accomplishes a desired level of explanation or prediction with the fewest
predictor variables possible.

The flow and transport equations underlying the model are solved at discrete
points within the flow domain. The two classical choices for the numerical solution of
PDEs are the finite difference method (FDM) and the finite element method (FEM).
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Other methods exists, such as the finite volume method (FVM) or the analytic element
method (AEM), but models build around these numerical solution schemes are cur-
rently not used widely. A detailed discussion of numerical methods is beyond the scope
of this textbook and the reader is referred to Peiro and Sherwin (2005).

The current standard FDM program is MODFLOW, which was developed by the
U.S. Geological Survey (USGS) for three-dimensional flow modeling (McDonald and
Harbaugh 1988). Over the years, many modules have been added to the MODFLOW
program, including modules to simulate coupled groundwater/surface-water systems,
solute transport, variable-density flow (including saltwater), aquifer-system compaction
and land subsidence, parameter estimation, and groundwater management (USGS 2014).
MODFLOW can be used in conjunction with MT3DMS, which is a 3D multi-species
transport model (Zheng et al. 2010). MT3DMS solves the advection-dispersion-reaction
equation based on the methods of characteristics, MOC (Konikow et al. 1994). The
FDM model domain is subdivided or discretized into a grid of rectangular blocks or cells
within which the physical properties of the domain are assumed to be homogeneous.
The block structure of the FDM models often make them difficult to adopt to more
complex modeling domains. Under those circumstances, FEM models provide greater
flexibility in design because the modeling domain is discretized by triangular elements.
Common FDM programs include SUTRA, a variable-density, variably-saturated flow,
solute or energy transport model by the U.S. Geological Survey (2015a) or FEFLOW,
a commercial modelling environment for subsurface flow, solute and heat transport
processes. Another versatile commercial FVM model is HYDRUS 2D/3D, which also
offers unsaturated flow modeling capabilities (Simunek et al. 1999; Simunek et al. 2006)
and modeling of agricultural pollutants especially those from nonpoint source pollution
stemming from plant and animal production (Simunek et al. 2013). There are many
more noteworthy models available and many are in public domain. The U.S. Geological
Survey maintains a website from which public domain software packages for the simula-
tion of groundwater flow and transport can be downloaded (USGS 2015b).

A model study by Davis (1986) demonstrates that deterministic models can be
developed that incorporate heterogeneities. He modeled two aquifers with identical
boundary conditions (Figure 2.29). One was uniform (Figure 2.30(a)) and one had var-
iable transmissivity in the form of more permeable channels (Figure 2.30b). The deter-
ministic model, based on the two-dimensional solute-transport equation, was used with
small values of ¢, and a &, 0.0003 m (0.01 in), and 0.00009 m (0.003 in), respectively.
The resulting solute plume in the uniform media is very long and narrow. See Figure
2.31(b). If larger values of ¢, and ¢, are used—3 m (10 ft) and 1 m (3 ft), respectively—
then a much broader plume results. See Figure 2.31(a). However, if the heterogene-
ous aquifer is used with the small values of dispersivity, the resulting plume, shown
in Figure 2.31(c) has a size very similar to that created in the uniform media by using
large values of dispersivity. This demonstrates that if deterministic models include the
aquifer heterogeneities, then it may be possible to use dispersivity values that are more
on the order of lab-scale values. Davis (1986) used the advective-dispersion equation in
a model with varying transmissivities and with a value of ¢, of only 0.01 m (0.4 in) was
able to reproduce a solute plume that extended over a flow length of about 500 m (1,640
ft). He found that a fine mesh for the finite-difference model grid was necessary for accu-
rate results. Figure 2.32 compares the results of his model results with the field data.
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FIGURE 2.29 Finite-difference grid and boundary conditions for a deterministic model of solute transport.
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FIGURE 2.30 Model areas for finite difference solute transport model with (a) uniform transmissivity

and (b) with heterogeneous transmissivity.
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FIGURE 2.31 Model results for finite-difference solute-transport model. (a) Uniform media with large
dispersivity values, (b) uniform media with small dispersivity values, and (c) heterogeneous media with
small dispersivity values.
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Case Study: Borden Landfill Plume

Probably the best known subsurface contaminant transport field test site is located on the
Canadian Forces Base in Borden, Ontario (Sudicky and Illman 2011). An abandoned landfill
in a shallow sand aquifer at Borden has been extensively studied (Cherry 1983; Macfarlane
et al. 1983) and Frind and Hokkanen (1987) made a very interesting study of the plume
based on a deterministic model.

The landfill was active from 1940 to 1976 and covers about 5.4 ha to a depth of 5to 10 m
(16 to 32 ft). Figure 2.33 shows the location of water table wells and multilevel sampling
devices.The multilevel sampling devices are concentrated along the long axis of the plume
of groundwater contamination.The vertical location of the sampling points along cross sec-
tion A-A’ are shown in Figure 2.34.The aquifer is about 20 m (65 ft) thick beneath the land-
fill and thins to about 9.5 m (31 ft) in the direction of groundwater flow.The aquifer consists
of laminated fine to medium sand. An average hydraulic conductivity of 1.16 x 1072 cm/sec
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horizontally and 5.8 x 10~ cm/sec vertically was used in the model with a porosity of 0.38.
In 1979 a very extensive study of the water quality of the plume was conducted. Figure
2.35 shows the plume of chloride contamination along cross section A-A’.In 1979 the
plume extended about 750 m (2,460 ft) from the landfill and had sunk to the bottom of the
aquifer and then moved laterally with the flowing groundwater.The sinking of the plume
is believed to be caused by recharge concentrated in a sand pit to the north of the landfill,
which is in the direction of flow.

FIGURE 2.32 Comparison of (a) field observations at solute plume in an aquifer and (b) solute
plume as computed by finite-difference solute-transport model for a heterogeneous aquifer.
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The finite-difference grid system for the cross-sectional model is shown in Figure 2.36.
Equipotential lines for observed conditions were essentially vertical (Figure 2.37).The model
was calibrated against the water-table contours for steady-state conditions.

Sensitivity analyses were performed to determine the impact of varying ¢, and «.Field
tests had indicated that the value of ¢, at the site is on the order of 5 to 10 m (16 to 32 ft)
(Sudicky et al. 1983). Figure 2.38 shows the sensitivity of the plume to the value of ¢.The
value of ¢ was kept at 10 m (32 ft) and &, was varied from 0.005 m (0.02 in) to 1.0 m (3 ft).

It can be seen that the shape of the plume is very sensitive to the value of «.With a high
value of oz, the plume spread through the entire vertical thickness of the aquifer, whereas
with a low value it tended to sink toward the bottom.Figure 2.39 illustrates the fact that the
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plume was not very sensitive to changes in the value of ¢ over the range tested.The value
of o, was kept constant at 0.01 m (0.4 in), whereas ¢ varied from 2.5 to 20 m (8 to 65 ft). This
figure is slightly misleading in that there is a 10:1 vertical exaggeration, so that the vertical
spreading is more obvious than the horizontal. Also, the value of ¢, was varied by a factor of

200, whereas ¢ was varied only by a factor of 8.

FIGURE 2.33 Location of landfill at Canadian Forces Base, Borden, Ontario, showing location of

cross section and monitoring network.
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FIGURE 2.34 Cross section of aquifer at the Border landfill showing the location of multilevel

monitoring devices.
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FIGURE 2.35 Chloride plume along the Border landfill across section in 1979.Values are in
milligrams per liter.
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Additional sensitivity analyses were conducted with respect to the water table boundary
conditions and the concentration, size,and growth pattern of the source. The authors found
that in order to reproduce the observed distribution, a source history that included multiple
periods of high concentration was needed. Figure 2.40(a) shows the shape of the observed
plume, Figure 2.40(b) illustrates the shape of a plume generated by a source with a history
in which the concentration gradually increased (smooth source concentration),and

Figure 2.40(c) contains the computed plume with the best match to the observed plume. It
was generated by a run of the model in which the source concentration had two different
periods of peak concentration. Although the solution was not unique—that is, several dif-
ferent combinations of model inputs might yield the same output—the shape of the plume
could be reproduced with good accuracy. This was especially true at the leading edge of the
plume, which is the most important part from the standpoint of predicting the movement
of the plume into uncontaminated areas of the aquifer.
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FIGURE 2.37 Equipotential lines from the calibration of the Borden landfill solute-transport
model; values in meters above datum.
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FIGURE 2.38 Senisitivity analysis of the Borden landfill solute-transport model with respect to
transverse dispersivity.
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FIGURE 2.39 Sensitivity analysis of the Borden landfill solute-transport model with respect to
longitudinal dispersivity.
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B 2.16 Transport in Fractured Media

Solute transport in fractured rock media is as important a process as transport
in porous media. Understanding fluid flow and mass transport in fractured rocks is
essential for assessing the groundwater resources of hard-rock aquifers and predicting
the movement of hazardous chemicals if contamination occurs. Transport in fractured
media is also important when assessing the suitability of underground sites for hazard-
ous waste disposal, such as the heavily investigated former candidate site for a nuclear
waste repository at Yucca Mountain in Nevada. However, less research has been done
on this topic than on transport in porous media. One reason may is that existing theory
of fluid flow through porous media is of limited usefulness when applied to fractured
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rocks (USGS 2015c¢). The rock in which fractures exist is porous. Hence, fluid moves in
the fractures as well as in the rock matrix. Solutes in the fractures can diffuse into the
fluid contained in the rock matrix and vice versa (Neretnieks 1980; National Research
Council 2015). The fractures themselves are not smooth channels but contain dead-end
passages that hold nonmoving water into which solutes can diffuse (Raven et al. 1988).

Berkowitz et al. (1988) suggested that solute transport in fractured media can be
considered at a number of different scales. A very-near-field scale would be a single
fracture near the source. A near-field scale would include a few fractures near the
source. At a larger scale, the far field, the fracture network and the porous media matrix
would have separate, discernible impacts on flow. At a very-far-field scale, which exists
at considerable distance from the source, the entire flow domain can be considered
as an equivalent porous medium in which the repeating fractures became large pores.

A number of different approaches to solute transport in fractured media have been
attempted. These include analysis of transport in a single fracture in which effects of
the transport in the fractures as well as interactions with a porous matrix are considered
(e.g., Grisak and Pickens 1980; 1981; Tang et al. 1981; Rasmuson and Neretnieks 1981;
Rasmussen 1984; Sudicky and Frind 1984). Sudicky and Frind (1982) and Barker (1982)
examined transport in a media that consists of equally spaced fractures in a porous media.
Endo and others (1984) made a deterministic study of flow in an irregular network of frac-
tures contained in an impermeable host rock, whereas Schwartz et al. (1983) and Smith
and Schwartz (1984) approached the same problem using a stochastic model. Berkowitz
et al. (1988) and Schwartz and Smith (1988) examined the conditions under which the
porous media matrix and the fractures can be considered to be a continuum that is rep-
resentative of an equivalent porous media. Raven et al. (1988) made a field study of flow
through a single fracture to test a model that incorporates the effects of nonflowing water
in the fractures. Tsang et al. (1988) and Moreno et al. (1988) examine fracture flow on the
basis of the assumption that most of the flow is concentrated in a few channels.

Dietrich et al. (2005) proposed a multi-continuum model in which separate, coupled
hydraulic components in a heterogeneous aquifer are modeled. It is assumed that each
component is distributed continuously in space and satisfies the condition of a porous
medium (Bear and Bachmat 1990). For fracture matrix systems, this could be two frac-
ture continua, such as a micro- and macro-fracture system, and a matrix continuum
with appropriate equivalent parameters. The matrix and fractures are locally idealized
as continua and the fractures are implemented discretely at their actual locations within
the domain. It is obvious that the amount of data required to set up a discrete model
of the actual domain is very large and to some extent not measureable. Consequently,
the discrete model concept is preferentially used for relatively small domains and it is a
suitable tool for principle studies of flow and transport processes (Dietrich et al. 2005).

One of the first considerations in dealing with fracture flow is deciding how to
treat flow in a single fracture. Some authors (e.g., Tang et al. 1981; Schwartz and Smith
1988) assume that the fluid in a fracture is all moving at a constant velocity. Conversely,
Endo et al. (1984) treated flow in a fracture to be two-dimensional, with a parabolic
velocity profile across the width of the fracture, as shown in Figure 2.41. Transport
within a single fracture is due to advection, which occurs at different rates, depending
upon the position between the parallel walls of the fracture, and molecular diffusion,
both normal and parallel to the flow direction.
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FIGURE 2.40 Comparison of (a) the observed chloride plume at the Borden landfill with (b) the chloride
plume simulated by the solute transport model with a smooth source concentration and (c) the chloride

plume simulated by the solute transport model with a doubly peaked source concentration.
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FIGURE 2.41 Horizontal distribution of flow in a vertical fracture and diffusion into the porous

media matrix.
|
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N Fracture

Hull et al. (1987) examined the conditions whereby diffusion within the fracture
needs to be considered. In a fracture with parallel sides, the solute transport within the
fracture is described by

oc 02C  o92C oc
=D* “ T~ +7 T~ |-6V - 2.49
= o Ty (0?5 2.49)
where
V' = average fluid velocity in a fracture
7 = fractional transverse position in a fracture

At high flow rates, advection will dominate and the concentration will follow the
velocity profile of Figure 2.41. At low velocities, diffusion will be important, since the con-
centration gradient at the solute front will be high and the distance will be short. Under
these conditions, diffusion will homogenize the solute across the width of the fracture.

If L is the length of the fracture between cross fractures and Sis the aperture of the
fracture, the fracture residence time is L/ ¥ This can be compared with (£/2)*/D to deter-
mine if diffusion needs to be considered (Crank 1956). If diffusion induces a change in the
tracer concentration of less than 2% over a distance of 10% of the width of the fracture,
the diffusion can be considered negligible, and the residence time in the fracture will be

<0. 003(ﬂ/2)
D

(2.50)

If diffusion affects the tracer concentration to the extent that the tracer front is at
98% of the equilibrium value at all points across the fracture, the diffusion has homog-
enized the front, and the residence time in the fracture will be
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FIGURE 2.42 Fracture residence time necessary for homogenization of the tracer across the fracture
width by molecular diffusion.
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Figure 2.42 indicates the circumstances under which fracture flow can be consid-
ered to be one- or two-dimensional. Fracture residence time (L/ V) is plotted against
fracture aperture on this figure, which is based on a diffusion coefficient of 1.7 x 10~
m?/sec (1.93 x 10 ft?/sec). The figure shows the conditions under which diffusion will
homogenize the flow so that the transport within the fracture can be treated as one-di-
mensional (uniform conditions across the aperture). However, diffusion will still spread
the tracer in advance of the advecting water. For even large fractures of Imm aperture,
this will occur with a residence time of 1min or more. This suggests that for most flow
situations, one does not need to consider the velocity distribution across the fracture.

When the flow in a fracture is homogeneous, the mass transport can then be
described by the one-dimensional advection-dispersion equation with the longitudinal
dispersion coefficient equal to (Hull et al. 1987)

2
(v 5)
L= 510D (2.52)

One approach to solute transport modeling is to determine the flux of water
through the fractures and then use a numerical technique known as a random walk
model to simulate diffusion of the solute (Hull et al. 1987). This ignores any diffusion
into the porous media matrix. According to Witherspoon et al. (1980), flow through a
fracture can be described by Darcy’s law using an equivalent hydraulic conductivity for
a fracture, K, given by

PE 22
K == 2.53
£ 2//5 (2.53)
The quantity of flow, Q, can be found from the cubic law
0="% up (2.54)
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where
g = acceleration of gravity

I = hydraulic gradient along the fracture

a = width of the fracture-that is, the third dimension after length and
aperture

4 = viscosity of fluid

If the velocity in the channel needs to be described in two dimensions, this can be
done with three equations: one for the maximum velocity in the center of the fracture,
one for the flow velocity profile across the aperture, and one for the vertical velocity
profile in the fracture.

The maximum velocity can be found from (Hull et al. 1987):

—-1.0557
v, (max)= 1.5+1.1664(“j 4 2.55)
¥/
The velocity profile across the aperture is given by.
Vy(y)=4(r-72) (2.56)

where 7= fractional transverse position in a fracture, y//f.
The vertical velocity profile is given by

V() =15.56¢~97.72¢% +308¢3 —513¢4 +431° ~143.700 (2.57)

where {'= fractional vertical position in a fracture, z/a.

Raven et al. (1988) pointed out that the fractures through which flow occurs are
not smooth, parallel plates but have irregular walls that promote the formation of zones
along the edge of the fracture where the water is immobile (Figure 2.43). The fluid moves
through the mobile zone, but the solutes can diffuse into the immobile fluid zones. The
solute would be stored in the immobile fluid during the early part of solute transport
and would be released from storage if the solute concentration in the mobile fluid would
decrease—for example, as might happen during the latter part of a slug injection test.
They derived an advection-dispersion equation for mass transport in the fracture with
“transient solute storage in the immobile fluid zone (advection-dispersion transient stor-
age model or ADTS). A field test was performed on the flow through a single fracture that
had been isolated by packers in the borehole. Water was injected into one borehole and
withdrawn from another. The water contained a tracer for the first few hours of the test,
and then water without the tracer was again injected. Figure 2.44 contains circles repre-
senting the field data, in terms of relative concentration, plotted versus elapsed time. Also
shown on this figure are the results of a conventional advection-dispersion (AD) model
and an advection-dispersion transient storage (ADTS) model. Both models matched the
observed data for the first few hours of the test. However, the ADTS model was far supe-
rior in matching the field data over the entire course of the test. The effect of transient
storage was to reduce the peak concentration and to increase the concentrations above
what would be produced by advection-dispersion alone during the later periods of the test.
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FIGURE 2.43 Zones of mobile and immobile water in a fracture.
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Source:K.G.Raven, K. S. Novakowski,and P. A. Lapcevic. 1988. Water Resources Research 24:2019-2032. Copyright by
the American Geophysical Union. Reproduced with permission.

FIGURE 2.44 Comparison of field data from a tracer test in fractured rock with results of model
simulation using an advection-diffusion (AD) model and an advection-diffusion transient storage
(ADTS) model.

0.11 - " —
\
\
.10 ' -
0.10 \
\
\
0.09 \ -
\
\
0.08 - ! .
“ O Ground-water samples
\ = = = AD model simulation
\ -
\

— ADTS model simulation

Relative concentration

1
1
I
)
I
1
I
I
I
1
)
|
I
007 1
I
)
I
!
|
1
|
I
|
)
)
|
I

Elapsed time (hr)

Source:K.G.Raven, K. S. Novakowski, and P. A. Lapcevic. 1988. Water Resources Research 24:2019-2032. Copyright by
the American Geophysical Union. Reproduced with permission.



124 Chapter Two

B 2.17 Summary

Solutes dissolved in groundwater are transported in two ways. Diffusion will cause sol-
utes to move in the direction of the concentration gradient—that is, from areas of higher to
lower concentration. This transport can occur even if the groundwater is not flowing and
may be the major factor in mass transport in geologic materials of very low permeability.

Solutes are also transported by the process of advection. This occurs as the flowing
groundwater carries the dissolved solutes with it. At the scale of a few pore diameters,
groundwater will move parallel to the flow path at different rates due to differences in
pore size. This causes the solute plume to spread along the direction of the flow path,
a process called longitudinal dispersion. The solute plume will also spread laterally as
flow paths diverge around mineral grains, a process known as transverse dispersion.
At the laboratory column scale, the movement of a contaminant through a uniform
porous media can be described by the advection-dispersion equation, which accounts
for advection, diffusion, and porescale dispersion.

In field-scale studies it has been found that the coefficient of longitudinal dispersion
obtained from the advection-dispersion equation increases with the length of the flow
path. This is due to the heterogeneous nature of aquifer materials. As the length of the
flow path increases, the range of permeability values that affect the rate of groundwater
flow also increases. This causes the resulting solute plume to spread out more and more.
This can be called macrodispersion. An apparent diffusion coefficient can be statisti-
cally correlated with the length of the flow path by the expression ¢z, =0.83(1og L)>**!*.

Stochastic methods of analysis have also been developed to analyze solute trans-
port at the field scale. Stochastic methods are based on the variation in the hydraulic
conductivity values because it is that variation that causes the solute plume to spread.
The groundwater velocity depends upon the porosity as well as the hydraulic conduc-
tivity, but the hydraulic conductivity varies over a much greater range than porosity.

At the field scale the spreading due to hydraulic conductivity variation is much greater
than that due to pore-scale dispersion. Both stochastic and advection-dispersion models
demonstrate that the primary movement of the solute plume is due to advection. The sto-
chastic model yields the movement of the center of mass of the solute plume from the aver-
age rate of movement of the groundwater. The variance of the solute concentration about
the mean position, or the second spatial moment, is also obtained from stochastic models.

Chapter Notation
A Cross-sectional area (C) Ensemble mean concentration
a Width of a fracture c, Constant related to anisotropy
b Aquifer thickness d Characteristic flow length for Peclet
B [((vx)?*/(2D,)* + (vy)*/ (4D, D )" number, P
C Solute concentration dh/dl  Hydraulic gradient
C Concentration at some point x and D* Effective diffusion coefficient
time ¢ D Diffusion coefficient
G, Initial concentration, i.e. concentra- D, Molecular diffusion coefficient
tion at time 0 D, Coefficient of hydrodynamic disper-
Cc Dimensionless solute concentration sion in the 7 direction

(c/c)
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Fractal dimension
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Acceleration of gravity
Topological dimension

Hydraulic head

Separation of autocorrelation
function

Decay constant

Hydraulic gradient along a fracture
Constant length

Lag in autocorrelation function
Hydraulic conductivity

Equivalent hydraulic conductivity of
a fracture

Geometric mean of hydraulic
conductivity

Modified Bessel function of second
kind and zero order

Straight-line distance between ends
of a flowpath

Length of a tortuous flowpath
Length of a fractal flowpath
Straight-line length between ends of
a fractal flowpath

Total mass of solute

Number of units

Porosity

Effective porosity

Peclet number (v L / D))

Pore volume

Rate at which a tracer is being
injected into an aquifer

Radial distance to a well

Length of well screen or open
borehole

Average frontal position of water
injected into a well
Autocorrelation of sampled values
of Y

Standard deviation of sampled val-
uesof ¥
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Variance of sampled values of ¥
Time
Dimensionless time (tU /<))

. . (V2
Dimensionless time D

L
Dimensionless time (v,t/L)
Tortuosity
Fractal tortuosity

Average velocity of injection of
water into a well

Fluctuation in the velocity vector
Covariance

(V) ensemble mean of velocity
vectors

Total volume of water injected into a
well

Cumulative volume of water with-
drawn from a well

Velocity along a fractal flowpath
Average linear velocity in the x
direction

Average fluid velocity in a fracture
Velocity vector

Ensemble mean of the velocity
vectors

Hantush leaky well function
Coordinate vector

Length of fractal flowpath

Origin of an xy field

Straight-line distance

Residual of the displacement of a
particle

Ensemble mean of the center of
mass

Second spatial moment of the solute
mass at time ¢ and location j, /
Total particle displacement

Mean of sample values of Y

log K,

Constant related to a semivariogram
Dynamic dispersivity
Longitudinal dynamic dispersivity
Transverse dynamic dispersivity
Apparent dispersivity

Aperture of a fracture

Correlation length for horizontal
hydraulic conductivity
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Correlation length for vertical
hydraulic conductivity

Fractal unit of measurement
Fractal cutoff limit
Semivariogram of ¥
Correlation length of autocorrelation
Viscosity of a fluid

Mean of population of ¥
Hurst coefficient for fractal
dimensions

Coefficient related to tortuosity
Anisotropy ratio (€ /€,)
Density of a fluid

m

S R PRS S

SIECRS

References

Anderson, M. P. 1979. Using models to simu-
late the movement of contaminants through
groundwater flow systems. Critical Reviews in
Environmental Controls 9:97-156.

Anderson, M. P. 1984. “Movement of contaminants in
groundwater: Groundwater transport—advection
and dispersion.” In Groundwater Contamination,
37-45. Washington, DC: National Academy

Press.
Anderson, M. P. 1990. Aquifer heterogeneity—a
geological  perspective.  Proceedings,  Fifth

Canadian/ American Conference on Hydrogeology.
National Water Well Association, pp. 3-22.

Anderson, M. P., and W. W. Woessner. 1991. Applied
Groundwater Modeling: Simulation of Flow and
Advective Transport. San Diego, CA: Academic
Press.

Aris, R. 1956. On the dispersion of a solute in a fluid
flowing through a tube. Proceedings of The Royal
Society of London 235:67-77.

Ayra, A. 1986. Dispersion and reservoir heteroge-
neity. Ph.D. Dissertation. University of Texas,
Austin.

Bachmat, Y., and J. Bear. 1987. On the concept
and size of a representative elementary vol-
ume (REV). Advances in Transport Phenomena in
Porous Media 128:3-20.

Bakr, A. A. 1976. Effect of spatial variations of
hydraulic conductivity on groundwater flow.
Ph.D. Dissertation. New Mexico Institute of
Mining and Technology, Socorro.

Barker, J. A. 1982. Laplace transform solutions for
solute transport in fissured aquifers. Advances in
Water Resources 5:98-104.

Py Autocorrelation of the population
of Y

o, Standard deviation of population
of Y

o/ Variance of population of Y

T Fractional transverse position in a
fracture

Autocovariance

Angle in polar coordinate system
Fourier transform wave vector
number

Fractional vertical position in a
fracture

N DN

Bear, J. 1961. Some experiments on dispersion.
Journal of Geophysical Research 66:2455-2467.

Bear, J. 1972. Dynamics of fluids in porous media. New
York: American Elsevier Publishing Company,
764 pp.

Bear, J.,, and A. Verruijt. 1987. Modeling Groundwater
Flow and Pollution. Dordrecht, Netherlands:
D. Reidel Publishing Company, 414 pp.

Bear, J, and A. H.-D. Cheng. 1990. “Modeling
Groundwater Flow and Contaminant Transport.”
In Theory and Applications of Transport in Porous
Media, Volume 23. Reprint 2010. Springer, 396 pp.

Bedient, P. B.,, H. S. Rifai, and C. J. Newell. 1994.
Ground Water Contamination: Transport and
Remediation. Englewood Cliffs, NJ: Prentice Hall.

Berkowitz, B., J. Bear, and C. Braester. 1988.
Continuum models for contaminant transport
in fractured porous formations. Water Resources
Research 24:1225-1236.

Bierkens, M., and F. van Geer. 2014. Stochastic
Hydrology. Lecture notes. Accessed October
3, 2015 at http://www.earthsurfacehydrology.
nl/wp-content/uploads/2012/01/Syllabus_
Stochastic-Hydrology.pdf

Brigham, W. E. 1974. Mixing equations in short lab-
oratory columns. Society of Petroleum Engineers
Journal 14:91-99.

Boving, T. B., and P. Grathwohl. 2001. Tracer diffusion
coefficients in sedimentary rocks: Correlation to
porosity and hydraulic conductivity. Journal of
Contaminant Hydrology 53:85-100.

Carman, P. C. 1997. Fluid flow through a granular
bed. Chemical Engineering Research and Design
75: S32-S48.



Cherry, J. A. 1983. Migration of contaminants in
groundwater at a landfill: A case study. Journal
of Hydrology 63:31-49.

Crank, J. 1956. The Mathematics of Diffusion. New
York: Oxford University Press.

Cohen, R. M., and J. W. Mercer. 1993. DNAPL site
evaluation. Boca Raton, FL: CRC Press, 384 pp.

Dagan, G. 1988. Time-dependent macrodisper-
sion for solute transport in anisotropic het-
erogeneous aquifers. Water Resources Research
24:1491-1500.

Dagan, G., and S. P. Neuman. 2005. Subsurface Flow
and Transport: A Stochastic Approach. New York:
Cambridge University Press, 256 pp.

Davis, S. N., G. M. Thompson, H. W. Bentley, and
G. Stiles. 1980. Groundwater tracers—A short
review. Ground Water 18:14-23.

Davis, A. D. 1986. Deterministic modeling of dis-
persion in heterogeneous permeable media.
Ground Water 24:609-615.

De Josselin De Jong, G. 1958. Longitudinal and
transverse diffusion in granular deposits.
American Geophysical Union 39:67.

Delgado, J. M. P. Q. 2007. Longitudinal and trans-
verse dispersion in porous media. Chemical
Engineering Research and Design 85:1245-1252.

Dietrich, P.,, R. Helmig, M. Sauter, H. Hotzl,
J. Kongeterand, and G. Teutsch. 2005. Flow and
Transport in Fractured Porous Media. New York:
Springer, 447 pp.

Domenico, P. A., and F. W. Schwartz. 1998. Physical
and Chemical Hydrogeology, Second Edition.
Hoboken, NJ: Wiley & Sons, 506 pp.

Endo, H. K., J. C. S. Long, C. R Wilson, and
P. A. Witherspoon.1984. A model for inves-
tigating mechanical transport in fracture net-
works. Water Resources Research 20:1390-1400.

Essaid, H. 1., B. A. Bekins, and I. M. Cozzarelli.
2015. Organic contaminant transport and fate
in the subsurface: Evolution of knowledge and
understanding. Review Article. Water Resources
Research 51:4861-4902.

Farrell, D. A., and A. D. Woodbury. 1994. The
1978 Borden tracer experiment: Analysis of
the spatial moments. Water Resources Research
30:3213-3223.

Fetter, C. W., Jr. 1994. Applied Hydrogeology, Third
Edition. New York: Prentice Hall.

Freyberg, D. L. 1986. A natural gradient experiment
on solute transport in a sand aquifer. II. Spatial
moments and the advection and dispersion of
nonreactive tracers. Water Resources Research
22:2031-2046.

Mass Transport in Saturated Media 127

Freeze, R. A. 1975. A stochastic-conceptual analysis
of one dimensional groundwater flow in a non-
uniform homogeneous media. Water Resources
Research 11:725-741.

Freeze, R. A., and J. A. Cherry. 1979. Groundwater.
Englewood Cliffs, NJ: Prentice Hall.

Freeze, R., A. J. Massmann, L. Smith, T. Sperling,
and B. James. 1990. Hydrogeological deci-
sion analysis: 1. A frame-work. Ground Water
28:738-766.

Fried, J. J. 1975. Groundwater Pollution. Amsterdam:
Elsevier Scientific Publishing Company.

Frind, E. O., and G. E. Hokkanen. 1987. Simulation
of the Borden plume using the alternating
direction Galerkin technique. Water Resources
Research 23:918-930.

Garabedian, S. P, D. R. LeBlanc, L. W. Gelhar, and
M. A. Celia. 1991. Large-scale natural gradi-
ent tracer test in sand and gravel, Cape Cod,
Massachusetts, 2. Analysis of spatial moments
for a nonreactive tracer. Water Resources Research
27:911-924.

Gelhar, L. W. 1986. Stochastic subsurface hydrology
from theory to applications. Water Resources
Research 22:1355-1458.

Gelhar, L. W.,, and C. L. Axness. 1983. Three-
dimensional stochastic analysis of macrodis-
persion in aquifers. Water Resources Research
19:161-180.

Gelhar, L. W.,and M. A. Collins. 1971. General anal-
ysis of longitudinal dispersion in nonuniform
flow. Water Resources Research 7:1511-1521.

Ghiven, O., F. J. Molz, and J. G. Melville. 1984.
An analysis of dispersion in a stratified aquifer,
Weater Resources Research 10:1337-1354.

Gillham, R. W., E. A. Sudicky, J. A. Cherry, and
E. O. Frind. 1984. An advection-diffusion
concept for solute transport in heterogene-
ous unconsolidated geological deposits. Water
Resources Research 20:369-378.

Grisak, G. E., and Pickens, J. F. 1980. Solute transport
through fractured media, 1. The effects of matrix
diffusion. Water Resources Research 16:719-730.

Grisak, G. E., and J. F. Pickens. 1981. An analyti-
cal solution for solute transport through frac-
tured media with matrix diffusion. Journal of
Hydrology 52:47-57.

Grathwohl, P. 1998. Diffusion in Natural Porous Media:
Contaminant  Transport,  Sorption/ Desorption
and Dissolution Kinetics. Boston, MA: Kluwer
Academic Publishers.

Goltz, M. N.,and P. V. Roberts. 1987. Using the method
of moments to analyze three-dimensional



128 Chapter Two

diffusion-limited solute transport from temporal
and spatial perspectives. Water Resources Research
23:1575-1585.

Grove, D. B., and W. A. Beetem. 1971. Porosity and
dispersion constant calculations for a fractured
carbonate aquifer using the two-well tracer
method. Water Resources Research 7:128—134.

Hill, R. 1963. Elastic properties of reinforced sol-
ids: Some theoretical principles. Journal of
Mechanics and Physics of Solids 11:357-372

Hoopes, J. A., and D. R. F. Harleman. 1967.
Dispersion in radial flow from a recharge well.
Journal of Geophysical Research 72:3595-3607.

Hull, L. C., J. D. Miller, and T. M. Clemo.1987.
Laboratory and simulation studies of solute
transport in fracture networks. Water Resources
Research 23, no. 8:1505-13.

Klotz, D., K. P. Seiler, H. Moser, and F. Neumaier.
1980. Dispersivity and velocity relationship
from laboratory and field relationships. Journal
of Hydrology 45:169-184.

Konikow, L. F., and D. W. Thompson. 1984.
“Groundwater contamination and aquifer
restoration at the Rocky Mountain Arsenal,
Colorado.” 1In Groundwater Contamination
93-103. Washington, DC: National Academy
Press.

Konikow, L. F., G. E. Granato, and G. Z. Hornberger.
1994. User’s Guide to Revised Method-of-
Characteristics  Solute-Transport Model (MOC-
Version 3.1). U.S. Geological Survey Water
Resources Investigations Report 94-4115, 63 p.

Kuzmin, D. 2010. A Guide to Numerical Methods
for Transport Equations. University Erlangen-
Nuremberg. Accessed October 2, 2015 from
http://www.mathematik.uni-dortmund.
de/~kuzmin/Transport.pdf

Lallemand-Barres, P., and P. Peaudecerf. 1978.
Recherche des relations entre la valeur de la dis-
persivite macroscopique d’un milieu aquifere,
ses autres caracteristiques et les conditions de
mesure, etude bibliographique. Bulletin, Bureau
de Recbercbes G6ologiques et Minieres 3/4:277-87.

LeBlanc, D. R., S. P. Garabedian, K. M. Hess,
L. W. Gelhard, R. D. Quadri, K. G. Stollenwerk,
and W. W. Wood. 1991. Large-scale natural
gradient tracer test in sand and gravel, Cape
Cod, Massachusetts, 1. Experimental design
and observed tracer movement. Water Resources
Research 27:895-910.

Leibundgut, C., P. Maloszewski, and C. Kulls.
2009. Tracers in Hydrology. West Sussex, UK:
Wiley-Blackwell

MacFarlane, D. S, J. A. Cherry, R. W. Gillham, and
E. A. Sudicky. 1983. Migration of contami-
nants in groundwater at a landfill: A case study,
1. Groundwater flow and plume definition.
Journal of Hydrology 63:1-30.

Mackay, D. M., D. L. Freyberg, P. V. Roberts, and
J. A. Cherry. 1986. A natural gradient experi-
ment on solute transport in a sand aquifer, 1.
Approach and overview of plume movement.
Water Resources Research 22:2017-2029.

Marie, C., P. Simandoux, J. Pacsirsky, and
C. Gaulier. 1967. Etude du Deplacement
de fluides miscibles en milieu poreux stat-
ifie. Revue de ['Institut Francais du Petrole
22:272-294.

Matheron, G., and G. de Marsily.1980. Is transport
in porous media always diffusive? A counter-
example. Water Resources Research 16:901-917.

McDonald, M. G., and A. W. Harbaugh. (1988).
A Modular Three-Dimensional Finite-Difference
Groundwater Flow Model. U.S. Geological
Survey. Available from https://pubs.usgs.gov/
0f/1983/0875/report.pdf

Mohr, T. K. G., J. A. Stickney, and W. H. DiGuiseppi.
2010. Environmental — Investigation — and
Remediation: 1,4-Dioxane and Other Solvent
Stabilizers. Boca Raton, FL: CRC Press.

Moltyaner, G. L., and R. W. D. Killey. 1988. Twin
Lake tracer test: Longitudinal Dispersion.
Water Resources Research 24:1613-1627.

Moltyaner, G. L., and R. W. D. Killey. 1991. Local-
and plume-scale dispersion in the Twin Lake
40- and 260-m natural-gradient tracer tests.
Water Resources Research 27:2007-2026.

Molz, F. J., O. Guven, and J. G. Melville. 1983. An
examination of scale-dependent dispersion
coefficients. Ground Water 21:715-725.

Moreno, L., Y. W. Tsang, C. F. Tsang, F. V. Hale, and
I. Neretnieks. 1988. Flow and tracer transport
in a single fracture: A stochastic model and
its relation to some field observations. Water
Resources Research 24:2033-2048.

National Research Council. 2015. Characterization,
Modeling, Monitoring, and Remediation of
Fractured Rock. Washington, DC: National
Academies of Sciences. Accessed October 5,
2015 from http://www.nap.edu/21742

Neretnieks, I. 1980. Diffusion in the rock matrix:
An important factor in radionuclide migration.
Journal of Geophysical Research 85:4379-4397.

Neuman, S. P. 1990. Universal scaling of hydraulic
conductivities and dispersivities in geologic
media. Water Resources Research 26:1749-1758.



Neuman, S. P. 2006. Comment to Schulze-Makuch
(2005) and reply. Ground Water 2:139-141.
Neuman, S. P, and V. Di Federico. 2003.
Multifaceted nature of hydrogeologic scaling
and its interpretation. Review of Geophysics 41.

Ogata, A. 1970. Theory of dispersion in a granular
medium. U.S. Geological Survey Professional
Paper 411-1.

Ogata, A., and R. B. Banks. 1961. A Solution of the
Differential Equation of Longitudinal Dispersion
in Porous Media. U.S. Geological Survey
Professional Paper 411-A.

Olsen, L. D., and F. J. Tenbus. 2004. Design and
analysis of a natural-gradient groundwa-
ter tracer test in a freshwater tidal wetland,
‘West Branch Canal Creek, Aberdeen Proving
Ground, Maryland. USGS Technical Report
USGS-SIR-2004-5190.

Perkins, T. K., and O. C. Johnson. 1963. A review
of diffusion and dispersion in porous media.
Society of Petroleum Engineers Journal 3:70-84.

Pickens, J. F., R. E. Jackson, K. J. Inch, and
W. F. Merritt. 1981. Measurement of distribu-
tion coefficients using a radial injection duel-
tracer test. Water Resources Research 17:529—44.

Pickens, J. F., and G. E. Grisak. 1981. Scale-
dependent dispersion in a stratified granular
aquifer. Water Resources Research 17:1191-1211.

Pinder, G. 1973. A Galerkin-finite element simula-
tion of groundwater contamination on Long
Island, New York, Water Resources Research
9:1657-1669.

Payne, F. C., J. A. Quinnan, and S. T. Potter. 2008.
Remediation Hydraulics. Boca Raton, FL: CRC
Press.

Rasmuson, A. 1984. Migration of radionuclides in
fissured rock: Analytical solutions for the case
of constant source strength. Water Resources
Research 20:1435-1442.

Rasmuson, L., and 1. Neretnieks. 1981. Migration
of radionuclides in fissured rock: The influ-
ence of micropore diffusion and longitudi-
nal dispersion. Journal of Geophysical Research
86:3749-3758.

Raven, K. G, K. S. Novakowski, and P. A. Lapcevic.
1988. Interpretation of field tests of a single
fracture using a transient solute storage model.
Water Resources Research 24:2019-2032.

Renshaw, C. 2015a. Plume1D(). Dartmouth College.
Accessed October 2, 2015 from http://www.
dartmouth.edu/~renshaw/gwtools/func-
tions/plumeld.html

Mass Transport in Saturated Media 129

Renshaw, C. 2015b. Plume2DSS(). Dartmouth
College. Accessed October 2, 2015 http://
www.dartmouth.edu/~renshaw/gwtools/
functions/plume2dss.html

Renshaw, C. 2015c. Leaky(). Dartmouth College.
Accessed October 2, 2015 http://www.dart-
mouth.edu/~renshaw/gwtools/functions/
leaky.html

Robinson, R. A., and P. H. Stokes. 2002. Electrolyte
Solutions, Second Edition. Mineola, NY: Dover
Publications.

Rubin, Y. 2003. Applied Stochastic Hydrogeology. New
York: Oxford University Press.

Sauty, J.-P. 1978. Identification des parametres du
transport hydrodispersif das les aquiferes par
interpretation de tracages en ecoulement cycl-
ndrique convergent ou divergent. Journal of
Hydrology 39:69-103.

Sauty, J.-P. 1980. An analysis of hydrodispersive
transfer in aquifers. Water Resources Research
16:145-158.

Schulze-Makuch, D. 2005. Longitudinal dispersiv-
ity data and implications for scaling behavior.
Ground Water 3:443-456.

Schwartz, F. W., and L. Smith. 1988. A contin-
uum approach for modeling mass transport
in fractured media. Water Resources Research
24:1360-1372.

Schwartz, F. W., L. Smith, and A. S. Crowe. 1983. A
stochastic analysis of macroscopic dispersion
in fractured media. Water Resources Research
19:1253-1265.

Simunek, J., M. Sejna, and M. Th. van Genuchten.
1999. The HYDRUS-2D software package
for simulating two-dimensional movement of
water, heat, and multiple solutes in variably
saturated media. Version 2.0. U.S. Salinity
Laboratory, Agricultural Research Service,
U.S. Department Of Agriculture, Riverside,
California. Available from http://www.
pc-progress.com/downloads/pgm_hydrus2d/
hydrus2d.pdf

Simunek, J., M. Th. van Genuchten, and M. S‘uejna.
2006. The HYDRUS Software Package for
Simulating Two- and Three-Dimensional
Movement of Water, Heat, and Multiple
Solutes in Variably-Saturated Media, Technical
Manual, Version 1.0, PC Progress, Prague,
Czech Republic.

Simunek, J., D. Jacques, G. Langergraber,
S. A. Bradford, M. Sejna, M. Th. van
Genuchten. 2013. Numerical modeling of



130 Chapter Two

contaminant transport using HYDRUS and
its specialized modules. Journal of the Indian
Institute of Science 93:2.

Smith, L., and F. W. Schwartz. 1984. An analysis
of the influence of fracture geometry on mass
transport in fractured media. Water Resources
Research 20:1241-1252.

Sudicky, E. A. 1986. A natural gradient experiment
on solute transport in a sand aquifer: Spatial
Variability of hydraulic conductivity and its
role in the dispersion process. Water Resources
Research 22:2069-2082.

Sudicky, E. A., and J. A. Cherry. 1979. Field obser-
vations of tracer dispersion under natural flow
conditions in an unconfined sandy aquifer.
Water Pollution Research, Canada 14:1-17.

Sudicky, E. A., J. K. Cherry, and E. O. Frind. 1983.
Migration of contaminants in groundwater at
a landfill: A case study, 4, A natural gradient
dispersion test. Journal of Hydrology 63:81-108.

Sudicky, E. K., and E. O. Frind. 1982. Contaminant
transport in fractured porous media: Analytical
solution for a system of parallel fractures. Water
Resources Research 18:1634—-1642.

Sudicky, E. K., and E. O. Frind. 1984. Contaminant
transport in fractured porous media: Analytical
solution for a two-member decay chain in
a single fracture. Water Resources Research
20:1021-1029.

Sudicky, E. A., and W. A. Illman. 2011. Lessons
learned from a suite of CFB Borden exper-
iments (Review Paper). Ground Water
49:630-648.

Suthersan, S., C. Divine, E. Cohen, K. Heinze.
2014. Tracer testing: Recommended best prac-
tice for design and optimization of in situ reme-
diation systems. Groundwater Monitoring and
Remediation 34:33-40.

Tang, D. H., E. O. Frind, and E. A. Sudicky. 1981.
Contaminant transport in fractured porous
media: Analytical solution for a single fracture.
Water Resources Research 17:555-564.

Tsang, Y. W, C. F. Tsanf, I. Neretnieks, and
L. Moreno. 1988. Flow and tracer transport
in fractured media: A variable aperture chan-
nel model and its properties. Water Resources
Research 24:2049-2060.

U.S. EPA. 1985. An Introduction to groundwater
tracers. EPA/600/205/022. 219 pp.

U.S. EPA. 2015. On-line Tools for Site Assessment
Calculation. Accessed October 3, 2015

from http://www3.epa.gov/ceampubl/
learn2model/part-two/onsite/

U.S. Geological Survey (USGS). 2014. MODFLOW

and Related Programs. Accessed October 3,

2015 from http://water.usgs.gov/ogw/mod-

flow/index.html

Geological Survey (USGS). 2015a. SUTRA

and related programs (Sutra Suite). Accessed

October 3, 2015 from http://water.usgs.gov/

nrp/gwsoftware/sutra.html

Geological Survey (USGS). 2015b. Water

Resources Groundwater Software. Accessed

October 3, 2015 from http://water.usgs.gov/

software/lists/groundwater

U.S. Geological Survey (USGS). 2015c. Hydrology
of fractured rocks. Accessed October 3, 2015
from http://water.usgs.gov/nrp/proj.bib/
hsieh.html

Valocchi, A. J. 1989. Spatial moment analysis of
the transport of kinetically adsorbing solutes
through stratified aquifers. Water Resources
Research 25:273-270.

Valocchi, A. J. 1990. Use of temporal moment anal-
ysis to study reactive solute transport in aggre-
gated porous media. Geoderma 46:233-247.

Van Genuchten, M. Th. 1981. Analytical solutions
for chemical transport with simultaneous
adsorption, zero-order production, and first-or-
der decay. Journal of Hydrology 49:213-233.

Witherspoon, P. A, J. S. Y. Yang, K. Iwai, and
J. E. Gale. 1980. Validity of the cubic law for
fluid flow in a deformable rock fracture. Water
Resources Research 16:1016-1024.

Xu, M., and Y. Eckstein. 1995. Use of weighted
leastsquares method in evaluation of the rela-
tionship between dispersivity and field scale.
Ground Water 33:905-908.

Yeh, T.-C., R. Khaleel, and K. C. Carroll. 2015. Flow
through Heterogeneous Geologic Media. New York:
Cambridge University Press.

Zhang, D. 2001. Stochastic Methods for Flow in Porous
Media: Coping with Uncertainties. San Diego,
CA: Academic Press.

Zheng, C., and G. D. Bennet. 2002. Applied
Contaminant Transport Modeling, Second Edition.
Hoboken, NJ: Wiley-Interscience.

Zheng, C., J. Weaver, and M. Tonkin. 2010.
MT3DMS - A Modular Three-dimensional
Multispecies Transport Model User Guide to the
Hydrocarbon Spill Source (HSS) Package. Athens,
GA: U.S. Environmental Protection Agency.

us.

us.



Mass Transport in Saturated Media 131

Problems

2.1

2.2

2.3

2.4

2.5

2.6

2.7

Assume that a solute has a D* of 2.03 x 10 m?/sec and that w1is equal to 0.5.
If landfill leachate with a chloride concentration is next to a clay liner that is

2 m thick and the concentration of chloride is 2315 mg/L, what would be the
chloride concentration at the outside of the liner after 50 years of diffusion.
Ignore any effects of advection.

Assume that a solute has a D* of 1.07 X 10 m?s™! and that wis equal to 0.5. If
landfill leachate with a sulfate concentration of 510 mg/L is next to a clay liner
that is 1.35 m thick, what would be the sulfate concentration at the outside of
the liner after 25 years of diffusion. Ignore any effects of advection.

An aquifer that is fed by infiltrating rainfall that falls on fertilized fields has 32.5
mg/L nitrate. The nitrate is being carried by flowing groundwater into a fish
pond the farmer has constructed on the property. The average linear velocity of
the flowing groundwater is 0.124 m/day and the aquifer porosity is 0.332. The
aquifer has a saturated thickness of 3.1 m and the flow path into the pond is
123 m wide. What is the mass loading of nitrate into the pond?

An aquifer that is fed by infiltrating rainfall that falls on fertilized fields has 1.25
mg/L dissolved phosphate. The phosphate is being carried by flowing ground-
water into a reach of a stream that contains trout. The average linear velocity of
the flowing groundwater is 0.087 m/day and the aquifer porosity is 0.245. The
aquifer has a saturated thickness of 2.55 m and the flow path into the stream is
87 m wide. What is the mass loading of nitrate into the stream?

A canal is leaking into an aquifer. The water in the canal is suddenly polluted
by the new discharge of an industrial waste that contains a nondegradable
organic compound called 1,4-dioxane in concentrations of 1.245 mg/L. The
aquifer has an average linear groundwater velocity of 0.544 m/day. What is the
concentration of 1,4-dioxane at a distance of 25 m from the canal at a time 45
days after the new discharge?

An industrial sewer pipe at a metal refining plant is leaking into an aquifer. The
refining process is changed so that water in the sewer pipe begins to carry hexava-
lent chromium in concentrations of 235 mg/L. The aquifer has an average linear
groundwater velocity of 0.023 m/day. What is the concentration of chromium at
a distance of 34 m from the pipe at a time 5 years after the new discharge?

During the investigation of a contaminated site a large tank which was used to
store water pumped from a contaminated aquifer leaks. The tank, which had
been placed downgradient of the area of contamination where the underlying
aquifer was not contaminated suddenly leaked all of the contents. The water
in the tank had a concentration of 23.4 mg/L of trichloroethane. The tank
was round with a diameter of 5m. The spill was located under the tank and
saturated the aquifer. The aquifer had an average linear groundwater velocity
of 0.033 m/day. Assume that the tank was centered on a grid at location x = 0
and y = 0. There is a monitoring well located downgradient at x = 7.4 m and
y=1.1 m. The transverse dispersivity is assumed to be 10% of the longitudinal
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dispersivity. What will the concentration of TCA be in the monitoring well 120
days after the leak?

2.8 A train derails and a tank car leaks its contents onto the ground. The car is car-
rying phenol. When the phenol reaches the water table it has a concentration of
189 mg/L. There is a private well located 22 m directly downgradient from the
location of the spill. The area of the spill is 115 m?. The average linear ground-
water velocity is 0.125 m/day. What would the concentration of phenol be in
the private well after 255 days? Assume D, is 10% of D, .

2.9 With reference to the problem in 2.7, where would the center of mass be at the
end of the 120 day period? How far would the leading edge of the plume have
advanced beyond the center of mass? How wide would the plume be?

2.10 With reference to the problem in 2.8, where would the center of mass be at the
end of the 255 day period? How far would the leading edge of the plume have
advanced beyond the center of mass? How wide would the plume be?

2.11 A one-dimensional column test was conducted on a sediment sample. Deion-
ized water was drained through the column until it came to a steady-state
condition. A saline solution at a concentration of 200 mg/L was then passed
through the column. The length of the column was 0.50 m. The seepage veloc-
ity was 0.0005m/sec. After 500 seconds the water eluting from the column had
2.0 mg/L of chloride, after 770 seconds it was 40 mg/L, after 1350 seconds it
was 170 mg/L and after 1830 seconds it was 196 mg/L. Calculate the value of
D, and ¢ for the soil in the column.

2.12 A metal plating company has been discharging plating waste which contains
hexavalent chromium (Cr*¢) into an on-site dry well for many years. The waste
solution has a chromium concentration of 35 mg/L and the amount being
discharged amounts to 3.45 cubic meters per day. The groundwater velocity is
0.012 m/day. What is the concentration of chromium in a downgradient pri-
vate well located in the same thin aquifer at location x = 34.0 m and y = 6.23 m?
Assume a value for b.

2.13 A manufacturing facility that manufactures printed circuit boards puts wash
water that was used to wash solvents from the circuit boards into a septic tank
which discharges into groundwater. The wash water contains 7.34 mg/L of dis-
solved trichloroethylene (TCE). The daily rate of discharge is 13.6 m3/day. The
underlying aquifer has an average linear groundwater velocity of 0.34 m/day.
The discharge has been going on long enough so that steady state conditions
have been reached. Assuming no degradation of the TCE, what is the concen-
tration at a monitoring well located 22 meters downgradient of the septic tank
discharge (x = 22 m, y = 0 m)? Assume a value for b.

2.14 A leaking underground tank contains water with 14,500 ug/L of 1, 1, 1-trichlo-
roethane (TCA). The tank is leaking at a rate of 0.11 m3/day. The groundwater
beneath the site is moving at an average linear velocity of 0.125 m/day through
an aquifer that is 1.72 m thick. What would the concentration of TCA be in a
monitoring well located at a position x = 23.5 m and y = 1.56 m after 125 days
of leaking? Assume that ¢, is 0.20 ¢,.

Boving, T. B., C. W. Fetter, and D. K. Kreamer. 2017. “Mass transport in saturated media.” Chapter 2 in
Contaminant Hydrogeology, Third Edition, Fetter et al., 56-132. Long Grove, IL: Waveland Press.
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Transformation, Retardation, and
Attenuation of Solutes

B 3.1 Introduction

Solutes dissolved in groundwater are subject to a number of different processes
through which they can be transformed or removed from the groundwater. They can
be sorbed onto the surfaces of the mineral grains of the aquifer, sorbed by organic car-
bon that might be present in the aquifer, undergo chemical precipitation, be subjected
to abiotic as well as biodegradation, and participate in oxidation-reduction reactions.
Furthermore, radioactive compounds can decay. As a result of sorption processes,
some solutes will move much more slowly through the aquifer than the groundwater
that is transporting them; this effect is called retardation. Biodegradation, radioactive
decay, and precipitation will decrease the concentration of solute in the plume but may
not necessarily slow the rate of plume movement.

Equation 2.18, the one-dimensional advection-dispersion equation, can be expanded
to include sorption and decay. This can be conceptualized as (Miller and Weber 1984):

oc o%C oC Py 0C* oC

—=Dy— - v, - = + | —
ot ox 0x & ot Ot ) pen 3.1)

(dispersion) (advection) (sorption) (reaction)
where

C = concentration of solute in liquid phase [M L]
t = time [T]

D, = longitudinal dispersion coefficient [L* T]

v = average linear groundwater velocity [L T]

p, = bulk density of aquifer [M M]
6 = volumetric moisture content or porosity for saturated media [—]
C* = amount of solute sorbed per unit weight of solid [M M|

rxn = subscript indicating a biological or chemical reaction of the solute
(other than sorption)

133



134 Chapter Three

The first term on the right side of Equation 3.1 represents the dispersion of the
solute, the second term is the advection of the solute, the third term is the transfer of
the solute from the liquid phase to the solid particles by sorption, and the last term
simply indicates that there may be a change in concentration of the solute with time
due to biological or chemical reactions or radioactive decay.

B 3.2 Classification of Chemical Reactions

Rubin (1983) listed six different classes of chemical reactions that can occur in solute
transport. At the highest, or A, level, reactions are either (1) “sufficiently fast” and revers-
ible or (2) “insufficiently fast” and/or irreversible. Sufficiently fast reactions are reversible
reactions that are fast relative to groundwater flow rates and are faster than any other
reactions that act to change solute concentration. With these reactions one can assume
that locally the solute is in chemical equilibrium with the surroundings (local equilibrium
assumption, or LEA system). If the reaction is not sufficiently fast for local equilibrium
to develop or if it is irreversible, then it falls into the second major grouping.

At the second, or B, level reactions are either (1) homogeneous or (2) heteroge-
neous. Homogeneous reactions take place within a single phase, the dissolved phase,
whereas heterogeneous reactions involve both the dissolved phase and the solid phase.
Level C reactions, representing the greatest specification, apply only to heterogeneous
reactions. These can be either (1) surface reactions, such as hydrophobic adsorption of
neutral organic compounds and ion exchange of charged ions, or (2) classical chemical
reactions such as precipitation and dissolution.

B 3.3 Sorption Processes

Sorption processes include adsorption, chemisorption, absorption, and ion
exchange. Adsorption includes the processes by which a solute clings to a solid sur-
face. Cations may be attracted to the region close to a negatively charged clay-mineral
surface and held there by electrostatic forces; this process is called cation exchange.
Anion exchange can occur at positively charged sites on iron and aluminum oxides and
the broken edges of clay minerals. Chemisorption occurs when the solute is incorpo-
rated on a sediment, soil, or rock surface by a chemical reaction. Absorption occurs
when the aquifer particles are porous so that the solute can diffuse into the particle and
be sorbed onto interior surfaces (Wood, Kramer, and Hem 1990).

In this chapter we will not attempt to separate these phenomena but will simply
use the term sorption to indicate the overall result of the various processes. From a
practical view the important aspect is the temporary or permanent removal of the
solute from solution, irrespective of the process. The process by which a contaminant,
which was originally in solution, becomes distributed between the solution and the
solid phase is called partitioning.

Sorption is determined experimentally by measuring how much of a solute can
be sorbed by a particular sediment, soil, or rock type. Aliquots of the solute in varying
concentrations are well mixed with the solid, and the amount of solute removed is
determined. The capacity of a solid to remove a solute is a function of the concen-
tration of the solute. The results of the experiment are plotted on a graph called an
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isotherm, which shows the solute concentration versus the amount sorbed onto the
solid. If the sorptive process is rapid compared with the flow velocity, the solute will
reach an equilibrium condition with the sorbed phase. This process can be described
by an equilibrium sorption isotherm. It is an example of a sufficiently fast, heteroge-
neous surface reaction. If the sorptive process is slow compared with the rate of fluid
flow in the porous media, the solute may not come to equilibrium with the sorbed
phase, and a kinetic sorption model will be needed to describe the process. These are
insufficiently fast, heterogeneous surface reactions. Limousin et al. (2007) or Matott et
al. (2015) give comprehensive reviews of sorption isotherms and kinetic models.

B 3.4 Equilibrium Surface Reactions

3.4.1 Linear Sorption Isotherm

If there is a direct, linear relationship between the amount of a solute sorbed onto
solid, C*, and the concentration of the solute, C, the adsorption isotherm of C as a
function of C* will plot as a straight line (Figure 3.1). The resulting linear sorption
isotherm is described by the equation

C*=K,C 3.2)
where
C* = mass of solute sorbed per dry unit weight of solid (mg/kg)
C = concentration of solute in solution in equilibrium with the mass of
solute sorbed onto the solid (mg/L)

K, = coefficient (L/kg)

d

The coefficient K, is known as the distribution coefficient. It is equal to the slope
of the linear sorption isotherm.

FIGURE 3.1 Linear sorption isotherm with C* versus C plotting as a straight line.

Ky
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The linear sorption isotherm is very appealing from the standpoint of mathemati-
cal manipulation. If Equation 3.2 is substituted into Equation 3.1, the resulting advec-
tion-dispersion equation is

oC_p %C_, aC_py AKC)

—= -y — 3.3
o Ltox2 fax 6 @-3)
This can be reorganized as
oc(. p o2¢c oc
—|1+—=2K, |=D;, ——-v_— 3.4
ar[ Z d) Lox2 % ox 64
‘What has been termed the retardation factor, R is given by
1+ p—;K =R 3.5)

If the average linear groundwater velocity is v, the average velocity of the solute
front where the concentration is one-half of the original, v_, is given by
v

V.= Ex (3.6)

FIGURE 3.2 Nonlinear sorption isotherms can be misinterpreted as linear sorption isotherms if a
small data set is extrapolated out of its range.The subset of the data represented by triangles can be
interpreted as a linear sorption isotherm, as can the data subset consisting of squares. However, if the
complete data set, which includes the triangles, circles, and squares, is used, it can be seen that the
isotherm is nonlinear.This example speaks to the necessity of carefully planning an isotherm sorption
experiment, i.e., the number of data points must be sufficiently large and must cover the expected

concentration range in the system under investigation.
. __________________________________________________________________________________________________________________________________|
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Equations 3.3 through 3.6 are convenient to solve mathematically and have been
used in a number of studies to predict the rate of movement of a solute front (e.g.,
Srinivasan and Mercer 1988; Boving 2014).

There are two limitations of the linear-sorption isotherm model. One is that it does
not limit the amount of solute that can be sorbed onto the solid. This is clearly not the
case; there must be an upper limit to the mass of solute that can be sorbed. In addition,
if there are only a few data points, what is actually a curvilinear experimental plot of
C versus C* might be misinterpreted to be a linear relationship. Figure 3.2 illustrates
how it is important never to extrapolate from a limited data set to a range outside the
data set and assume that a linear relationship exists in that region. The subset of the
sorption data on Figure 3.2 marked by triangles can be used with the origin to form a
linear relationship. The subset of the sorption data marked with squares can also be
used with the origin to create a different linear relationship. However, if all the data are
included, one can see that the sorption isotherm is not linear at all.

EXAMPLE PROBLEM

A sorption study of Acenaphthene onto Red Cedar wood chips yielded the
following results (Data from Kasaraneni et al. 2014):

Equilibrium Aqueous Acenaphthene Equilibrium Mass of Acenaphthene

Concentration (ug/L) Sorbed (ug/g)
7 2
15 4
174 33
249 50
362 70
FIGURE 3.3
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The data are plotted to create the isotherm (Figure 3.3). It can be seen that they
form a straight line so that either the linear isotherm model or possibly the Freundlich
isotherm can be used (Section 3.4.2). The slope of the straight line is y = 0.192x +
0.775 with R?>= 0.99. This means that, for instance, at 100 pg/L, the equilibrium mass
sorbed is 20.0 pg/g and K, = 20.0 ng/g/100 ug/L, or 200 mL/g.

3.4.2 Freundlich Sorption Isotherm

A more general equilibrium isotherm is the Freundlich sorption isotherm. This is
defined by the nonlinear relationship

c*=KcVN 3.7)

where K and N are constants.

If the sorption characteristics can be described by a Freundlich sorption isotherm,
when C is plotted as a function of C* the data will be curvilinear (Figure 3.4(a)).
However, the data can be linearized by use of the following equation:

log C*=log K, + NlogC 3.8

If log Cis plotted against log C*, the result will be linear with a slope of N and an
intercept of log K, This is illustrated in Figure 3.4(b).
If Equation 3.7 is substituted into Equation 3.1, the result is

ac o:c  ac p, o(KCY)

ot ox ox & ot
After differentiation and reorganization, Equation 3.9 becomes
%(lerbKNCNIJ 02c  ac

3.9

-Dp, = _y = 3.10
ot 6 Loax2 ¥ ox (3.10)

The retardation factor for a Freundlich sorption isotherm, R, is
KNC N
1+ Ao

1

If Nis greater than 1, Equation 3.10 will lead to a spreading front, whereas if Nis
less than 1, the front will be self-sharpening. If Nis equal to 1, the Freundlich sorption
isotherm becomes the linear sorption isotherm.

The Freundlich sorption isotherm is one that has been widely applied to the sorp-
tion of various metals and organic compounds to a large number of sorbents, includ-
ing soils (e.g., Carmo et al. 2000; Tolls 2001) or biosorbents (e.g., Boving et al. 2004;
Febrianto et al. 2009). Of particular interest is the sorption of contaminants to gran-
ular activated carbon (GAC), which is a widely used sorbent for treating water or air
polluted with petroleum hydrocarbons, chlorinated solvents, heavy metals, pesticides,
explosives, emerging contaminants (Speth and Miller 1990; Li et al. 2002; Faur-Brasquet
et al. 2002, Morley and Fatem 2010; Hansen et al. 2010) and many other compounds.

The Freundlich sorption isotherm suffers from the same fundamental problem as
the linear sorption isotherm; there is theoretically no upper limit to the amount of
a solute that could be sorbed. One should be careful not to extrapolate the equation

- R, (3.11)
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FIGURE 3.4(a) Nonlinear Freundlich sorption isotherm with C* versus C.

C*

log C*

log K

beyond the limits of the experimental data. The Freundlich sorption isotherm is usu-
ally obtained by an empirical fit to experimental data.

Because the total sorption of a compound is approximately the same for any given
concentration relative to the compound’s aqueous solubility (Cw/S), a solubility-nor-
malized Freundlich sorption isotherm can be used to describe sorption for compounds
with different solubilities (Equation 3.12):

1

C*=K,, *(%)” (3.12)
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where K * is the Freundlich coefficient, which has the units of C*and which is related
to the usual Freundlich model by K, * = K x §'". Grathwohl and Rahman (2002)
illustrates how normalization “collapses” the Freundlich isotherm data for four differ-
ent compounds and two soil samples (Figure 3.5).

FIGURE 3.5 Example for“collapsing” sorption isotherms after the normalization to S (right). Lines
denote Freundlich sorption isotherms.
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3.4.3 Langmuir Sorption Isotherm

The Langmuir sorption isotherm was developed with the concept that a solid
surface possesses a finite number of sorption sites. When all the sorption sites are
filled, the surface will no longer sorb solute from solution. The form of the Langmuir
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where
o

B

an adsorption constant related to the binding energy (L/mg)

the maximum amount of solute that can be absorbed by the solid
(mg/kg)

The Langmuir sorption isotherm can also be expressed as
ox = A (3.14)
1+ oC

When Equation 3.14 is substituted into Equation 3.1, the following equation is
obtained:

ol afC
2 Pb
6C_D o-c aC 1+aC

= y = (3.15)
a toaxr Yo & &
Differentiation and reorganization of Equation 3.15 yields
2
ac 1+& a'—,é’ = Lﬁ_vxﬁ (3.16)
ot 4 (1+ a’C) 2 ox? Ox
The retardation factor for the Langmuir sorption isotherm, R, , is
177
1+& —ﬂz =R, (3.17)
f | (1+eaC)

If the sorption of a solute onto a solid surface follows a Langmuir sorption
isotherm and the experimental data of C* versus C are plotted on a graph, they will
have a curved shape that reaches a maximum value (Figure 3.6a). If C/C*is plotted
versus C, the data will follow a straight line. The maximum ion sorption, f, is the
reciprocal of the slope of the line, and the binding energy constant, ¢, is the slope
of the line divided by the intercept (Figure 3.6b).

In studies of the sorption of phosphorous on soils, it has been found that a plot of
C/ C*versus Cwill yield curves with two straight line segments (Fetter 1977; Munns and
Fox 1976). This has been interpreted to mean that there are two types of sorption sites,
which differ in their bonding energy. The Langmuir two-surface sorption isotherm is

c*_ af N %0,
C l+aC l+a,C

(3.18)

where
o, = the bonding strength at the type 1 sites
o, = the bonding strength at the type 2 sites
B, = the maximum amount of solute that can be sorbed at the type
1 sites
f, = the maximum amount of solute that can be sorbed at the type

2 sites
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FIGURE 3.6(a) Nonlinear Langmuir sorption isotherm will reach a maximum sorption value when C*
is plotted versus C.

3.4.4 BET Sorption

Named for its inventors, Brunauer, Emmett, and Teller (Brunauer et al. 1938), the
BET Isotherm is an extension of the Langmuir theory for situations where the adsorb-
ate exceeds a monolayer. Originally developed for the sorption of noncorrosive gases,
such as nitrogen, as adsorbates on solid surfaces, the BET is defined as:
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KpC
1+(K—1)C}

(Cu-0) 8

In equation 3.19, C_, denotes the saturation concentration in vapor (or a com-
pound’s solubility in aqueous systems). Fis the maximum sorbate concentration and is
identical to that parameter in the Langmuir model.

Examples of sorption isotherms, including BET, are shown in Figure 3.7 The con-
cept of the BET theory is based on three hypotheses: (1) gas molecules physically
adsorb on a solid in multiple, infinite layers; (2) there is no interaction between each
adsorption layer; and (3) the Langmuir theory can be applied to each layer. Figure 3.8
shows a conceptualization of surface layering for different isotherm models.

The principle of capillary condensation can be applied to assess the presence of pores,
pore volume, and pore size distribution. In porous media, capillary condensation of the
solute occurs in mesopores of 2 nm to 50 nm diameter. The BET theory is the basis of the
International Standard Organization’s ISO 9277:2010, which specifies the determination
of the overall specific external and internal surface area of disperse or porous solids.

C*=

3.19)

sat

3.4.5 Polanyi—Dubinin—Manes (PDM) Sorption Isotherm

The adsorption potential theory proposed by Polanyi (1963) and further refined
by Dubinin (1970) and Manes (1969) can be applied to both the sorption of gases
and aqueous phase compounds. In case of gas sorption, the Polanyi—-Dubinin—Manes
(PDM) potential theory assumes that molecules near a surface at constant temperature

FIGURE 3.7 Examples of different sorption isotherms models.
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FIGURE 3.8 Conceptualization of surface layering for different isotherm models. &denotes the
fraction of sorbent surface sites occupied.
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Source: Christmann 2012. Used with permission.

move according to a chemical potential. When the pressure is higher than the equilib-
rium vapor pressure, the molecules move closer to the sorbent surface and eventually
condense into a liquid covering the micro pore surfaces of the sorbent (Figure 3.7). In
aqueous systems, trace organic contaminants adsorb primarily as a result of nonspecific
dispersive interactions (Li et al. 2005). The volume occupied by the adsorbed com-
pound is a temperature-independent function of the adsorption potential. The adsorp-
tion potential can be measured through the equilibrium between the chemical potential
of a molecule near the surface and the chemical potential of the molecule from a large
distance away. According to Long et al. (2008), the adsorption isotherm at one temper-
ature can also be developed by using the adsorption isotherm data at another temper-
ature, or the adsorption potential curve of one adsorbate can be predicted from that of
another adsorbate. The PDM potential theory has been used, for example, to predict
the adsorption isotherms of aqueous organic contaminants, such as tetrachloroethene,
on activated carbons (Li et al. 2005), or to model the adsorption equilibrium of PAHs
on polymeric adsorbent (Long et al. 2008) and to describe the adsorptive properties of
carbon nanotubes and carbon nanoparticles (Yang and Xing 2010).

3.4.6 Effect of Equilibrium Retardation on Solute Transport

The effects of equilibrium retardation can be illustrated through use of a commer-
cial computer model, BIO1D. This model was developed by Srinivasan and Mercer
(1988) and simulates both sorption processes and biodegradation in mass transport.
Still widely used today, it is very flexible and can simulate linear, Freundlich, and
Langmuir adsorption as well as aerobic and anaerobic biodegradation. The model is
especially useful for analyzing laboratory data from column experiments.

The situation being modeled in the following figures is one-dimensional mass
transport through a saturated porous medium that is in a column 16 cm (6.3 in) long.
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FIGURE 3.9 lllustration of the effect of retardation by comparing the breakthrough curve of a solute
which is not retarded with the breakthrough curve of a solute that undergoes linear-type retardation.
Model simulation using BIO1D from Scientific Software Group.
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The pore water velocity is 0.1 cm/sec (0.003 ft/sec), the dispersion coefficient is
0.1 cm?/sec (1 x 10 ft?/sec), and the porosity is 0.37. The initial solute concentration
is 0.0 mg/L. For 2 min a solute with a concentration of 0.05 mg/L is injected into the
top of the soil column and allowed to drain from the bottom. After 2 min the concen-
tration of the solute in the water entering the column is set back to 0.00. The model
yields the solute concentration in the water draining from the soil column as a function
of the number of pore volumes that have been drained.

Figure 3.9 shows the general effect of retardation. One of the two curves, the solid
one, is the solute breakthrough curve with no retardation (and no degradation). The
dashed curve shows the breakthrough of a solute that is undergoing retardation, which
follows a linear sorption isotherm, and has a k, value of 0.476 ug/g. It can be seen that
the retarded substance (dashed curve) has a lower peak value and that the peak comes
later; i.e., it takes more pore volumes for it to occur than the unretarded peak (solid line).

Figure 3.10 illustrates the effect of different N values on the Freundlich sorption
isotherm. The model is simulating exactly the same situation as before, except that
there is Freundlich-type retardation. Figure 3.10 uses the same K, values and compares
breakthrough curves for cases where the N value is greater than 1.0 (dashed line) with
one where the N value is less than 1.0 (solid line). The N value greater than 1.0 indi-
cates a high sorption value, which results in a later arriving breakthrough curve (after
more pore volumes) with a lower peak than the curve for the N value less than 1.0.

Caution should be used if experimental absorption studies indicate an N value
greater than 1.0 for a Freundlich sorption isotherm. There is no theoretical rea-
son why the exponential constant should be greater than the linear value of 1.0.
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FIGURE 3.10 lllustration of the effect of the value of the constant N in the Freundlich sorption
isotherm.The solid curve has an N less than 1, whereas the dashed curve has an N greater than 1. Model
simulation using BIO1D from Scientific Software Group.
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FIGURE 3.11 lllustration of the effect of different sorption isotherms in modeling solute transport.
The solid curve is for a linear sorption isotherm while the dashed curve is for a Langmuir sorption
isotherm. Model simulation using BIO1D from Scientific Software Group.

Distance (cm) Description BIOID
| — Case 1, linear — Version 1.2
8.00 Case 2, langmuir - GeoTrans, Inc.
Lincar versus Langmuir isotherms
0.05
0.04 P
! \
g / / \
=0
E 003 + \
= 1 \
S f \
g ! \
5 I !
3 002~ P \
3 1
o] \
1
\
! \
0.01 L x
\ \\
/ NMo
/ .
O.00 — P T T T T T T T T T T T T T T T T T T L oT L T T T T T
00 1.0 20 30 40 50 60 70 80 90 100
Pore volume




Transformation, Retardation, and Attenuation of Solutes 147

Some researchers believe that N values greater than 1.0 are a result of a combination
of sorption and precipitation that is occurring because the experimental concentrations
are exceeding the water solubility of the compound (Griffin 1991).

Figure 3.11 compares the linear sorption isotherm with a Langmuir sorption iso-
therm. The Langmuir sorption isotherm has a maximum binding energy of 0.345 pug/g
and a maximum sorption of 0.475 pg/g. The Langmuir sorption isotherm results in
a higher peak value at breakthrough, which arrives at an earlier time than the linear
sorption isotherm. In this particular case the Langmuir isotherm is not very different
than the linear sorption isotherm.

EXAMPLE PROBLEM

Sorption of phosphorous by a calcareous glacial outwash was studied by
means of a batch sorption test. The outwash was air-dried and then sieved to seg-
regate the fraction that was finer than 2 mm (0.08 in). The coarser material was dis-
carded.Ten-gram samples of the sediment were added to flasks containing 100 mL
of 0.1 M NaCl and disodium phosphate in concentrations ranging from 0.53 to
12.1 mg/L.The flasks were shaken for 4 da on an autoshaker.The samples were then
filtered and the filtrate analyzed for orthophosphate. The sediment was extracted
with dilute HCl and the extract was analyzed to determine the amount of phospho-
rous sorbed to the sediment prior to the test. This amount was 0.016 mg/g.

FIGURE 3.12 Linear Langmuir two-surface sorption isotherm for the sorption of
phosphate on calcareous glacial outwash.
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Source: Fetter 1977.



148 Chapter Three

The initial concentration of phosphorous in solution was known and the equi-
librium concentration was determined by analysis. By knowing the volume of solu-
tion and the initial concentration, the mass of phosphorous could be computed. For
example a 100-mL sample with a concentration of 3.85 mg/L has 0.385 mg of P. At
equilibrium with the sediment, this aliquot had 2.45 mg/L of P, or 0.245 mg, still in
solution.The amount sorbed was 0.14 mg (0.385 mg - 0.245 mg), or 0.014 mg/g of
sediment. Prior to the sorption test the sediment had been extracted with dilute
HCl and the extract tested for P.It was found to contain 0.016 mg/g of P.This amount
already occupied some of the sorption sites and had to be added to the amount
sorbed during the test.The following table lists the initial and equilibrium concen-
trations for P, the amount sorbed onto the soil,and the value of C/C*.It is interesting
to note that for the lowest initial concentration, the equilibrium concentration is
greater than the initial concentration.This is due to P desorbing from the sediment.

Figure 3.12 shows the plot of C/C*versus C.This is clearly a Langmuir two-surface
sorption isotherm.The sorption maxima for low concentrations is 0.05 mg P per gram
of sediment, and for the higher concentrations it is 0.16 mg P per gram of sediment.

Initial Equilibrium Amount Amount Sorbed c/c*
Concentration Concentration Sorbed per in Test Plus (mg/L)
(mg/L) C(mg/L) Gramduring 0.016 mg/g C* (mg/g)
Test (mg/g) (mg/qg)

0.53 0.55 -0.002 0.014 39
1.95 1.25 0.007 0.023 54.5
3.85 2.45 0.014 0.030 81
6.05 3.85 0.022 0.038 103
8.0 5.00 0.030 0.046 108.5
12.1 7.70 0.044 0.060 127.5

B 3.5 Nonequilibrium (Kinetic) Sorption Models

All the equilibrium models assume that the rate of change in concentration due to
sorption is much greater than the change due to any other cause and that the flow rate
is low enough that equilibrium can be reached. If this is not the case and equilibrium
is not attained, a kinetic model is more appropriate. In a kinetic model the solute trans-
port equation is linked to an appropriate equation to describe the rate that the solute is
sorbed onto the solid surface and desorbed from it.

The kinetic limitations of the solute transport to the surface of the sorbent are related
to processes at the pore scale. Several physical models have been developed to describe
these pore scale transport processes. In the aggregated media concept (Fig. 3.13a), advec-
tive-dispersive solute transport occurs in “mobile” regions, which is the network of mac-
ropores between soil aggregates through which the bulk of the aqueous phase travels.
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A fraction of solute is transported from the mobile domain into and out of inter-aggre-
gate pores. Solutes in these micropores are considered “immobile”. The solute transport
in and out of micropores is governed by slow diffusive transport processes. In a related
model, known as the stagnant film concept (Fig. 3.13b), solutes must diffuse from the
mobile bulk aqueous phase through a film of stagnant, immobile soil-water that covers
the surface of the sorbent. The diffusive transport in and out of the stagnant film can
be described by Fick’s law of diffusion. A third model applies to fractured media where
most of the solute transport takes place in discrete flow paths. In consolidated aquifer
materials, e.g., bedrock aquifers, much of this preferential flow is restricted to fractures
of different sizes. Solutes traveling through those fractures can diffuse into and out of
the surrounding rock matrix (Fig. 3.13c). Models describing the physical nonequilib-
rium transport in fractured media are often referred to as dual permeability models
(Gerke and van Genuchten 1993; Simunek et al. 2003; Dousset et al. 2007). All these
conceptual models have in common that the solute transport is delayed before reaching
the surface of the sorbent. The resulting nonequilibrium conditions require kinetic sorp-
tion models to adequately describe the delayed solute transport.

FIGURE 3.13 Conceptualization of physical transport processes in (a) aggregate media, (b) stagnant
film concept, (c) fractured media.
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Figure 3.14 provides an overview of nonequilibrium transport model concepts.
The most simple nonequilibrium condition is that the rate of sorption is a function of
the concentration of the solute remaining in solution and that once sorbed onto the
solid, the solute cannot be desorbed. This is an irreversible reaction and the process
leads to attenuation of the solute (not retardation which by definition is reversible).
The irreversible first-order kinetic sorption model that describes this consists of the
following pair of equations:

oc*
ot

=k,C (3.20)

ac a2c oC  py oc*
Z_p 9t 3.21
o L2 Y o o (3.21)

where k, = a first-order decay rate constant.
If the rate of solute sorption is related to the amount that has already been sorbed
and the reaction is reversible, then the reversible linear kinetic sorption model can
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FIGURE 3.14 Conceptualizations of nonequilibrium transport models. I: irreversible first-order kinetic
sorption; ll:reversible linear kinetic sorption. lll: reversible nonlinear kinetic sorption, IV:"Two-Site”
sorption.
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be used. This consists of Equation 3.21 and the following expression for the rate of

sorption:
oc*
=k,C—k.C* 3.22
o0 2 3 (3.22)
where
k, = forward rate constant
k. = backward rate constant

3

If sufficient time is available for the system to reach equilibrium, then there is no
further change in C* with time and dC*/dt = 0, so that k,C = k,C*. This can be rear-
ranged to C* = (k,/k,)C, which is a linear equilibrium sorption isotherm.

Equation 3.22 is sometimes written in a slightly different form (Nielsen, van
Genuchten, and Biggar 1986):

C *
0 =y(k,C-C") (3.23)
ot
where
y = a first-order rate coefficient
k, = a constant equivalent to K,

Equation 3.23 describes a situation where reversible linear sorption is limited by a
first-order diffusion process.

This model has been used to describe the sorption of pesticides (Leistra and
Dekkers 1977; Hornsby and Davidson 1973) as well as some organics (Davidson and
Chang 1972).
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A third kinetic model is the reversible nonlinear kinetic sorption model. This
couples Equation 3.21 with

oc* N N
o =ksC" —ksC 3.24)
where k_, k. and N are constants. This model describes a situation where the forward

57 76
(sorption) reaction is nonlinear, whereas the backward (desorption) reaction is linear.

This equation has been used, with a value of Nless than 1, to describe the sorption of
phosphorous (Fiskell et al. 1979) and herbicides (Enfield and Bledsoe 1975).

At the equilibrium condition for the reversible nonlinear model, dC*/dt = 0 and
k,C" = k,C*, which can be rearranged as C* = (k,/k,)C", which is the Freundlich sorp-
tion isotherm.

The bilinear adsorption model is the kinetic version of the Langmuir sorption
isotherm. This model has the form

oC* % %
o :k7C(,6’—C )—kSC (3.25)
where
f = the maximum amount of solute that can be sorbed
k, = the forward rate constant
k., = the backward rate constant

“Two-Site” nonequilibrium sorption models are useful when simple one-site
models (Equations 3.20, and 3.22-3.25) cannot adequately explain observed results
from transport experiments involving reactive solutes (van Genuchten and Wagenet
1989). In these cases it may be necessary to define two types of sorption domains:
Type-I sites are controlled by instantaneous sorption processes, whereas Type-II are
nonequilibrium or kinetic sites. In this sorption model, the solute in the liquid phase
that instantly partitions to the Type-I site is:

C =fKC (3.26)

where C and C, are liquid and instantaneously sorbed concentrations (mg/kg) and fis
the fraction of sorption for which sorption is instantaneous. K is the distribution coef-
ficient (L/kg) between the total sorbed concentration (S) and the liquid concentration
(K =S/C)). At equilibrium, K equals K. The total amount sorbed is the sum of the
instantaneously (C)) and kinetic (C,) sorbed fraction. Then, assuming linear reversible
kinetics for Type-II sites, the time-dependent sorption onto the Type-II site follows:

oC
ot

where C, is the concentrations (mg/kg) associated with Type-II sites and &, is a first
order rate constant (h™') (Brusseau et al. 1991; Lee et al. 2012). Combining Equations
3.26 and 3.27 yields:
o _
ot

=ky[(1-f)KC-Cy; | (3.27)

oc,,
or

{fK }r[kg(l—f)KCw =Cy ] (3.28)
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“Two-region” or “bi-continuum” transport models have been found useful for
modeling solute transport when the sorption rate is thought to be limited by the rate
at which solutes are transported through a thin film of stagnant water sounding the
sorbent (Fig. 3.13b). The bulk water is the “mobile” phase in which advective-disper-
sive flow dominates. The water near the solid surface of the sorbent is considered an
“immobile” phase. Transfer of solutes across the immobile water to the solid surface
occurs by diffusion and a diffusion-controlled rate law must be employed (Nkedi-
Kizza et al. 1984; Brusseau et al. 1991; Brusseau and Rao 1990). The rate of solute
transfer across the immobile water is assumed to be proportional to the difference in
concentration between the two regions.

The equations that are given are applicable to both saturated and unsaturated flow.
For unsaturated flow, @is the volumetric water content and for saturated flow, @1is the
porosity. The equations can account for a system where some of the solid is in direct
contact with the mobile phase and some is in direct contact with the immobile phase.
This is conceptually identical to the “Two-Site” sorption model (Fig. 3.14 1V), but
unlike it, sorption to a fraction of the sorbent surface is controlled by diffusion pro-
cesses. This system requires a pair of equations (Nkedi-Kizza et al. 1984):

oc 02C oc oc*
n o OnPn oz O T I
ocC. oC*.
-6, a;’” A= Hpy at”” (3.29)
oCc*. . oC.

where

= porosity occupied by mobile phase

= porosity occupied by immobile phase

= solute concentration in the mobile phase

= solute concentration in the immobile phase

= absorbed concentration in contact with the mobile phase
absorbed concentration in contact with the immobile phase
= velocity of the mobile phase

= fraction of the solid surfaces in contact with the mobile phase
= apparent diffusion constant for mobile phase

= first-order, mass-transfer coefficient

= bulk density

RS \isu ~ =T §Q5Q§Q§Q§%§°
Il

If the sorption of the solute is in equilibrium and reversible and follows a linear
sorption isotherm, then

C:=K,C,andC}, =K ,C (3.31)

im
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The total sorption of solute from both the mobile and immobile regions is

cr=fC, +(1-1)C;, (3.32)
With these sorption conditions, Equations 3.29 and 3.30 can be written as
oc o%C oc
(am +/0bed)a_l.m =6,,D, sz =GV a_zm
oC,
~[6,, +(1-p,K ] a;m (3.33)
aCim 7 (Cm - Cim ) (3.34)

ot Oy +(-NppKy]

An analytical solution to Equations 3.33 and 3.34 is available (van Genuchten and
Wierenga 1976).

There are a number of additional nonlinear sorption models described in the lit-
erature (e.g., Simunek et al. 2008). The sorption of solutes by solids is complex, and
there does not appear to be a single universal model. The best approach is to conduct an
experimental study of the sorptive capacity and rate of the particular solute and solid
that is of concern. One can then search the literature for a model that conceptually
describes the experimental results. Today, nonequilibrium sorption problems are com-
monly addressed by numerical models that can be applied more readily than analytical
models to realistic laboratory and field problems (Simunek et al., 2003). One noteworthy
software package is HYDRUS-1D, which includes provisions for transport equations for
nonlinear nonequilibrium reactions between the solid and liquid phases (Simunek et al.,
2008). Another widely used software package is MT3DMS (Zheng and Wang, 1999).

B 3.6 Sorption of Hydrophobic (Organic) Compounds

3.6.1 Introduction

Many organic compounds dissolved in groundwater can be adsorbed onto solid
surfaces by what is called the Aydrophobic effect (Roy and Griffin 1985). These com-
pounds exist as electrically-neutral species with differing degrees of polarity. The sol-
ubility of organic compounds in water is a function of the degree to which they are
attracted by the polar water molecule. This attraction depends upon the polarity of
the organic molecule itself. Hydrophobic compounds can be dissolved in many non-
polar organic solvents but have a low solubility in water. When dissolved in water,
these molecules tend to be attracted to surfaces that are less polar than water. There
is a small but limited amount of adsorption of organics on pure mineral surfaces
(Ciccioti et al. 1980; Rogers, McFarlane, and Cross 1980; Griffin and Chian 1980).
However, the primary adsorptive surface is the fraction of organic solids in the soil
or aquifer (Karickhoff et al. 1979; Schwarzenbach and Westall 1981; Dzombak and
Luthy 1984). Also, it is now accepted that microporous organic particles (pore width
<2 nm) occur in soils, sediments, and sedimentary rocks (Allen-King et al. 2002).
These so-called carbonaceous geosorbent particles, like black carbon, coal, and
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kerogen, (Goldberg 1985; Cornellisen et al. 2005; Lohman et al. 2005) can adsorb
organic compounds by a pore-filling mechanism described by the Polanyi’s theory of
a variable adsorption potential (Polanyi 1963).

3.6.2 Partitioning onto Soil or Aquifer Organic Carbon

The partitioning of a solute onto mineral surface or organic carbon content of the
soil or aquifer is almost exclusively onto the organic carbon fraction, f , if it constitutes
at least 1% of the soil or aquifer on a weight basis (Karickhoff et al. 1979). Under these
circumstances a partition coefficient with respect to the organic fraction, K , can be
defined as

— K d
oc foc

A partition coefficient based on soil or aquifer organic matter, K , is also used.
Because the weight of the organic matter is greater than that of the organic carbon
alone, K _will be larger than K . Based on lab studies K can be approximately related
to K, by the equation (Olsen and Davis 1990)

K, =1724K (3.36)

K (3.35)

If the organic fraction is less than 1% then it is not automatic that the soil or
aquifer organic carbon will be the primary surface onto which the organic compounds
will partition. There is some critical level of soil or aquifer organic carbon at which
the sorption onto the organic matter is equal to the sorption onto the mineral matter.
Below this critical level, f *, the organic molecules will be primarily sorbed onto the
mineral surfaces. McCarty et al. (1981) have shown that this critical organic carbon
level depends upon two variables, the surface area of the soil or aquifer, S, which is
related to the clay content, and a property of the pure organic compound called the
octanol-water partition coefficient.

The octanol-water partition coefficient, K , is one measure of how hydropho-
bic a compound is. The organic compound is shaken with a mixture of #-octanol and
water and the proportion dissolving into each phase is measured. The octanol-water
partition coefficient is the ratio of the concentration in the octanol to the concentration
in the water: Coctanol/ C,... It is usually expressed as a log value in reference books (e.g.,
Mackay 2006) or in online databases (e.g., National Research Council of Canada 2015).

According to McCarty et al. (1981), the value of f* , can be found from

Sa
* = 3.37
fUC 200(K0w)0.84 ( )

This equation suggests that soils or aquifers with low organic carbon content
would retain organic compounds with high K values but might not retain those with
low K, values. Assuming a surface area of 12 m?/g, which would be found with a typ-
ical kaolinite clay soil, Table 3.1 contains f_* values and the corresponding minimum
soil organic carbon content necessary before organic compounds with different K
values will sorb primarily on the organic carbon.
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TABLE 3.1 Representative f_values for different organic compounds.

Minimum Soil
Chemical Kow [ Organic Carbon (mg/kg)
Dichloroethane 62 0.002 2,000
Benzene 135 0.001 1,000
Trichloroethylene 195 0.0007 700
Perchloroethylene 760 0.0002 200
Naphthalene 2,350 0.00009 90
Pyrene 209,000 0.000002 2

3.6.3 Estimating K _from K Data

A number of researchers have found that there is a relationship between the
octanol-water partition coefficient and the K _value for various organic compounds.
The use of such a relationship is predicated upon the following (Karickhoff 1984):
(1) Sorption is primarily on the organic carbon in the soil or aquifer. (2) Sorption is
primarily hydrophobic, as compared with polar group interactions, ionic bonding, or
chemisorption. (3) There is a linear relationship between sorption and the concentra-
tion of the solute.

A number of different organic compounds have been studied, with the result that a
number of different relationships have been developed. Olsen and Davis (1990) listed a
total of nine different equations that have been developed. Karickhoff (1984) lists four
equations that have published least squares regression correlation coefficients (7 val-
ues) that exceed 0.9. (A correlation coefficient of 1.00 would mean that there is a per-
fect correlation between K, _and K . A correlation coefficient of 0.9 means that 90% of
the variation is accounted for by the equation.)

Table 3.2 lists a number of equations that relate K _to K . Where known, correla-
tion coefficients are listed below the equations.

The equations in Table 3.2 have been derived for many different organic com-
pounds. Some have utilized related compounds, whereas others are based on a mixture
of different organic molecules. The hydrogeologist or engineer who wishes to estimate
a K value is placed in the situation of deciding which equation to use. The best choice
is an equation that was derived on the basis of chemicals similar to the one under study.
The various equations tend to yield similar results for many compounds. Table 3.3
shows log K _values computed from the equations in Table 3.2 for several different
organic compounds that cover a wide range of K values.

Although there are a number of equations, most of the computed log K _values for
the example chemicals fall close to or within one standard deviation of the geometric
means. There are some data in the literature on actual measured values of log K .
Table 3.4 gives some experimental K _values.

The values in Table 3.4 fall close to the means listed on Table 3.3. The equations
that yield the maximum or minimum values for a particular compound may not be
the most appropriate to use for that compound. It appears that there is no universal
equation that relates K to K for all classes of organic compounds. In fact, from an
analysis of the theory underlying the organic carbon/water partition coefficient and
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TABLE 3.2 Equations for estimating K _fromK_ .

Equation
Number Equation Chemicals Used Reference
(T1) log Ko = 0.52 log K., + 0.62 72 substituted benzene Briggs, 1981
pesticides
T2) log K, = 1.00 log K,,, — 0.21 10 polyaromatic Karickhoff, Brown, and Scott 1979
hydrocarbons
(T3) K,. = 0.63K,,, Miscellaneous organics Karickhoff, Brown, and Scott 1979
(T4) log K, = 0.544 log K,,,, + 1.377 45 organics, mostly Kenaga and Goring 1980
pesticides
(T5) log Ko = 1.029 log K,,, — 0.18 13 pesticides Rao and Davidson 1980
?=091;n=13
(T6) log K. = 0.94 log K,,, + 0.22 strizines and Rao and Davidson 1980
dinitroanalines
(17) log K, = 0.989 log K,,, — 0.346 5 polyaromatic Karickhoff 1981
?=0991;n=5 hydrocarbons
(T8) log K, = 0.937 log K,,, — 0.006 Aromatics, polyaromatics,- lyman 1982
triazines
(T9) In K, = In K,,, — 0.7301 DDT, tetrachlorobi- McCall, Swann, and Laskowski 1983
phenyl, lindane,
2,4D, and
dichloropropane
T10) log K, = 0.904 log K,,, — 0.779 Benzene, chlorinated Chiou, Porter, and Schmedding 1983
£=098%n=12 benzenes, PCBs
T log Ko = 0.72 log K,,, + 0.49 Methylated and chlori- Schwarzenbach and Westall 1981
?=0.95n=13 nated benzenes
(T12) log K, = 1.00 log K,,, — 0.317 22 polynuclear Hassett et al. 1980
?=0.98;n=22 aromatics

an examination of existing data, Seth et al. (1999) suggested as a rule of thumb that
K is 0.35K  with variation by a factor of 2.5 in either direction (range 0.14 to 0.88) to
account for differences in the nature of organic matter.

3.6.4 Estimating K _from Solubility Data

The value of K_can also be estimated from the solubility, S, of a particular com-
pound. Several different equations describing this relationship have been published and
are listed in Table 3.5.

Aqueous solubility can be expressed in several ways. The most common is a mass
per volume unit, such as milligram per liter. Equation T13 in Table 3.5 uses the concept
of mole fraction. This is the ratio of the moles of a substance to the total number of
moles of solution. A mole of a substance is equal to its formula weight in grams. In
Equation T17 (Table 3.5) solubility is in terms of moles of solute per liter of solution,
a unit known as molarity. For dilute solutions, to convert molarity to mole fraction,
divide the molarity by 55.6, the number of moles of water in a liter.

Table 3.6 contains log K _estimated from the solubility for the same compounds
that are listed in Table 3.3. A comparison of the results of Table 3.6 with the experi-
mentally derived values for K _found in Table 3.4 shows that all the equations yield an
estimate that is within an order of magnitude of the experimental result.
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TABLE 3.4 Experimentally derived K _values.

Compound K., Reference

Benzene 1.50 Chiou, Porter, and Schmedding 1983
1.92 Karickhoff, Brown, and Scott 1979
1.98 Rogers, McFarlane, and Cross 1980

Ethylbenzene 2.22 Chiou, Porter, and Schmedding 1983

2,2'-Dichlorobiphenyl 3.92 Chiou, Porter, and Schmedding 1983

Tetrachloroethene 2.32 Chiou, Peters, and Freed 1979

Napthalene 3.11 Karickhoff, Brown, and Scott 1979

Pyrene 4.92 Karickhoff, Brown, and Scott 1979
4.80 Means et al. 1980

TABLE 3.5 Empirical equations by which K _can be estimated from S.

Equation
Number Equation Reference
(T13) log K,. =0.44 — 0.54 log S Karickhoff, Brown, and
S in mole fraction, = 0.94 Scott 1979
(T14) log K, = 3.64 — 0.55 log S Kenaga 1980
Sin mg/L
(T15) log K. = 4.273 — 0.686 log S Means et al. 1980
Sin mg/L
T16) log K. = 3.95 — 0.62 log S Hassett et al. 1983
Sin mg/L
T17) log Ko = 0.001 — 0.729 log S , Chiou, Porter, and
Sin moles/L, ? = 0.996 Schmedding 1983

Caution is in order with respect to published values for aqueous solubility of
organic chemicals. There are published values for many of the organic compounds of
environmental interest. Montgomery (2007) or Verschueren (1983) are excellent com-
pendia. However, for a given compound there may well be several different published
values at the same temperature.

The use of solubility data is complicated by temperature and ionic strength
effects on solubility. Published solubility data sometimes do not indicate the tem-
perature at which the measurement was made. For a number of reasons, such as the
purity of the organic chemical, the ionic strength of the water, the temperature, and
the experimental procedure, there can be a range in the reported solubility data in
the literature.

For similar reasons there can be a range of octanol-water partition coefficient
values reported for the same compound (Sablji¢ 1987). For instance, Pontolillo and
Eganhousem (2001) reviewed some 700 publications from 1944 to 2001 and found up
to 4 orders of magnitude variation in reported K values for the insecticide DDT and
its metabolite DDE with no convergence over time. Because of this, one should recog-
nize that K_values obtained from K or solubility data are truly estimates.
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EXAMPLE PROBLEM

Calculate the K of o-xylene using equations TI3, T14, and T17. The aqueous
solubility of o-xylene is 152 mg/L at 20°C and the formula weight is 106.17.

Give the following equations:

T13logK =0.44-0.54logS Sin mole fraction
T14logK =3.64-0.55log S Sinmg/L
T17logK _=0.001-0.729logS Sin moles/L

1) To convert solubility to moles per liter, divide the solubility by the formula
weight in grams. For the case of o-xylene this is:

S =0.153 gm/L/106. 17 gm/mole = 0.00144 moles/L

molarity

2) To convert moles per liter to mole fraction (for a dilute solution), divide by
55.6 (the number of moles of water in a liter). For the case of o-xylene this is:

S =1.44 x 1073 mole/L/55.6 mole/L = 2.59 x 107°

mole fraction
3) EquationT13
logK, =0.44 — 0.541og S
log K, =0.44 — 0.5410g (2.59 x 1075)
logK, =0.44 — 0.54 x (—4.59)
logK, =0.44 — (-2.48)=2.92

4) EquationT14
logK, =3.64 — 0.551og S
logK, =3.64 — 0.55log 152
logK , =3.64 — (0.55 x 2.182)
logK, =3.64 — 1.200=2.44

5) EquationT17
log K, =0.001 - 0.729 log S
log K, =0.001 — 0.7291og 0. 00144
log K, =0.001 - 0.729 x (-2.82)
log K, =0.001 - (-2.0716) = 2.073
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As a point of comparison, experimentally determined values of K_for o-xylene
listed in Montgomery et al. (2007) range from 2.03 to 2.41.

3.6.5 Estimating K from Molecular Structure

The applicability of using octanol-water partition coefficient and aqueous solu-
bility data to estimate K _has been questioned because some organic compounds have
similar aqueous solubility but very different octanol solubility (Ellgehausen et al. 1981;
Mingelgrin and Gerstl 1983; Olsen and Davis 1990). A more fundamental approach
has been suggested on the basis of molecular topology (Koch 1983; Sablji¢ 1984; 1987;
Sablji¢ and Protic 1982).

Molecular topology refers to the shape of the organic molecule. The particular
parameter of molecular structure that has been related to K_is the first order molecular
connectivity index, 'x. The first-order molecular connectivity index is calculated on the
basis of the nonhydrogen part of the molecule. Each nonhydrogen atom has an atomic
Jvalue, which is the number of adjacent nonhydrogen atoms. A connectivity index is
then calculated for the molecule by the following formula:

1, =%(5;6,)7° (3.38)

where ¢ and ¢ are the delta values for a pair of adjacent nonhydrogen atoms and the
summation takes place over all the bonds between nonhydrogen atoms.

Sablji¢ (1987) made a regression analysis between the molecular connectivity and
observed K values for 72 organic molecules, including chlorobenzenes, polyaromatic
hydrocarbons, alkylbenzenes, chlorinated alkanes and alkenes, chlorophenols, and het-
erocyclic and substituted polyaromatic hydrocarbons. The relationship between K
and 'y, which had an 7’ value of 0.95, is given by Equation 3.39. In order to convert K
to K _multiply by 1.724.

logK,,, =0.53! , +0.54 (3.39

Equation 3.39 was derived on the basis of nonpolar organic compounds. Sablji¢
(1987) gave an empirical method of extending this equation to classes of polar and
even ionic organic compounds. When Equation 3.39 is used for polar and ionic
organic compounds, it predicts a K that is higher than observed values reported in
the literature. The nonpolar organics from which Equation 3.39 was derived are more
strongly sorbed to soil organic matter than polar organic compounds. Sablji¢ intro-
duced a polarity correction value, P, for each of 17 different groups of polar organics
(Table 3.7). Equation 3.40 can be used to predict the value of K for polar organics:

logK,, =0.53L +0.54— P, (3.40)

As these polarity correction factors are empirically determined, this method can-
not be extended to other classes of polar organic compounds until additional experi-
mental work is done. In addition, organic phosphates fall into two groups rather than
one. However, this correction extends our ability to estimate K, , and by extension K ,
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to a number of additional organic compounds. The molecular topology method has

several advantages over the estimation of K _from octanol-water partition coefficients

and aqueous solubility:

1. There is a theoretical basis to the molecular topology method for nonpolar organic
compounds.

2. The literature contains a range of experimentally derived values for both the
octanol-water partition coefficient and the aqueous solubility for a number of non-
polar organic compounds. One has no way of knowing which is the correct value.

3. Some compounds with similar aqueous solubility values have quite different
octanol-water partition coefficients.

4. There are a number of competing equations that can be used for both the K _and
solubility methods. One is never quite sure which to select.

5. The solubility and K  methods were devised strictly for nonpolar organic com-
pounds. There is no way to extend them to polar organic compounds.

While considerable success has been achieved by calculating K from the molecular
structure, Montgomery (2007) states that any calculated log K value above 7 should
be regarded as suspect, and any experimental or calculated value above 8 should be
treated with extreme caution. Also, the molecular topology method does not account
for the ionic strength, pH, and temperature of the solution.

EXAMPLE PROBLEM

Compute the value of 'y for trichloroethylene.The structure of trichloroethyl-
ene is as shown:

Cl Cl
N/
C—=C

\
Cl H
Trichloroethylene

There are four nonhydrogen pairs: Carbon 1 is bonded to two chlorine atoms
and carbon 2.Carbon 2 is bonded to one chlorine atom.The following table shows
the ¢ and §jvalues as well as the computed (5,6/7)*05 value for each pair.

Nonhydrogen pair o é; (é;éjf)‘”
Cl-C(1) 1 3 0.577
Cl-C(1) 1 3 0.577
Cl-C(2) 3 2 0.408

C(2)-C(1) 2 1 0.707

2.269="y
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TABLE 3.7 Polarity correction factors for classes of polar organic compounds.

Polarity Correction
Class of Compounds Factor, P;
Substituted benzenes and pyridines 1.00
Organic phosphates {group 1) 1.08
Carbamates 1.05
Anilines 1.08
Nitrobenzenes 1.16
Phenylureas 1.88
Triazines 1.88
Acetanilides 1.97
Uracils 1.99
Alkyl-N-phenylcarbamates 2.01
3-Phenyl-1-methylureas 2.07
3-Phenyl-1-methyl-1-methoxyureas 2.13
Dinitrobenzenes 2.28
3-Phenyl-1, 1-dimethylureas 2.36
Organic acids 2.39
3-Phenyl-1<cycloalkylureas 2.76
Organic phosphates (group 2) 3.19

3.6.6 Quantitative Structure-Property Relationships

Quantitative structure-property relationships (QSPR) is a powerful analytical
method for breaking down a molecule into a series of numerical values describing
its relevant chemical and physical properties, such as partition coefficients, solubility,
or reactivity. The OSPR concept is based on observations of linear free-energy rela-
tionships (Schwarzenbach et al. 2003) and usually takes the form of a plot or regres-
sion of the property of interest as a function of an appropriate molecular descriptor,
which can be calculated using only a knowledge of molecular structure or a readily
accessible molecular properties, such as molecular weight and volume, the number
of specific atoms (e.g., carbon or chlorine), hydrophilic-lipophilic balance, or surface
areas (Montgomery et al. 2006). Other parameters include, for example, steric and
topological parameters, connectivities as well as quantum chemical parameters that
can be calculated from molecular orbital calculations including charge and electron
density. Figure 3.15 provides an example of a QSPR derived correlations for the cal-
culated and measured boiling point of 298 organic compounds.

The use of descriptors calculated from a compound’s molecular structure may
eliminate the need for experimental determination of its physico-chemical properties
and allows for the estimation of environmental properties even for molecules not
yet synthesized (Le et al., 2012). For instance, Ghasemi and Saaidpour (2007) per-
formed a QSPR study on 150 drug organic compounds. Modeling log K_ of these
compounds as a function of four theoretical molecular descriptors was established
by multiple linear regression. The descriptors were molecular volume, hydrophilic—
lipophilic balance, hydrogen bond forming ability and polar surface area. When
tested against compounds with known K , the square correlation coefficient (R?)
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FIGURE 3.15 QSPR model for boiling points of 298 organic compounds (R? = 0.954).The two
descriptors for this QSPR model were the cubic root of the gravitational index and the hydrogen donor

charged surface area.
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Source: Reprinted with permission from Katritzky, Mu, Lobanov, and Karelson. 1996.The correlation of boiling points
with molecular structure, Part I: A Training set of 298 diverse organics and a test of 9 simple inorganics. Journal of
Physical Chemistry 100:10400-10407. American Chemical Society.

for the model was 0.99. Montgomery (2007) used the molar volume of a chemical
compound at its normal boiling point as a major QSPR descriptor because it can be
conveniently calculated by the Le Bas method (Reid et al. 1987; Mackay et al. 2006).
The Le Bas method is based on a summation of atomic volumes with adjustment for
the volume decrease arising from ring formation.

QSPR relationships have been applied to estimate the aqueous solubility, vapor
pressure, octanol-water partition coefficient, Henry’s law constant, bioconcentration
factor, sorption coefficient, and environmental reaction rates and several other envi-
ronmentally relevant partition coefficients, including the estimation of toxicological
effects of chemical compounds. The applicability of QSPRs is limited by the quality
of the experimental data, which typically is lower than the values of the molecular
descriptors that can be calculated with relatively high precision (Montgomery 2007).
Many environmentally relevant QSPRs are discussed in Montgomery et al. (2006) and
QSPR tools and databases are available on the internet. For instance, the Estimation
Programs Interface (EPISuite™) is a freely downloadable Windows-based group
of physical/chemical property and environmental fate estimation programs devel-
oped by the United States Environmental Protection Agency (U.S. EPA 2012). The
suite includes models that can predict physico-chemical properties such as log K__
(KOWWIN), water solubility (WSKOW), Henry’s law constant (HenryWin), etc. It
also contains models that can predict the fate of organic substances in the environ-
ment, including bioaccumulation potential (BCFBAF), biodegradability (BioWin),
and hydrolysis rate (HydroWin). Other online databases (e.g., National Institute of
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Standards and Technology 2011 or CDS 2015) provide physic-chemical data, such
as aqueous solubilities, vapor pressure, enthalpies or molecular structure information
that might be useful for establishing QSPR of environmentally relevant compounds.

A related approach includes quantitative structure—activity relationships (QSAR) in
which the physiochemical properties and/or structural properties of a compound are
modeled as the response variable (Nantasenamat et al. 2009).

3.6.7 Multiple Solute Effects

Many hazardous waste sites contain more than one organic compound dissolved
in groundwater. These may have come from several different sources, or from a single
source, which is a mixture of organic liquids.

It has been shown that the solubility of structurally similar hydrophobic organic
liquids in aqueous solutions is dependent upon the mixture of solutes present
(Banerjee 1984). These liquids behave in a nearly ideal fashion, which is described by
the following equation:

C.
S—’ = (xl.)org (3.41)
i
where
C, = the equilibrium molar concentration of the ith component in the
mixture
S, = the water solubility of the component in its pure form
(xi)wg = the mole fraction of the ith compound in the organic phase

Equation 3.41 is a simplified version of Raoult’s Law. It can be used to describe the
water solubility of individual components of a nonaqueous phase liquid (NAPL) that
is a mixture of several similar organic compounds. Such mixtures, which have been
found in contact with groundwater include gasoline, diesel fuel, coal tar, creosote, and
certain solvents that are a mixture of chlorinated ethanes and ethenes.

The concentration of a solute in a solution that is saturated with several structur-
ally similar compounds is less than it would be in water alone. Mixtures of dissimilar
liquids and of organic solids are more complex (Banerjee 1984). In addition to having
mutual effects on solubility, organic mixtures will also compete for sorption sites.

In one study the presence of organic solvents, such as methanol, ethanol, 2-pro-
panol, and butanol, in concentrations of 5 to 10%, reduced the soil-water partition
coefficient for an organic molecule, kepone. This increased the rate at which kepone
migrated through a soil column (Staples and Geiselmann 1988). This solubilization
enhancing property of certain organic solvents is known as the cosolvency effect
(Wood et al. 1990). Figure 3.16 illustrates the cosolvency effect of two alcohols, meth-
anol and ethanol, on the solubility of a common petroleum hydrocarbon, toluene. The
solubility of toluene increases with increasing volume fractions of the alcohols. This
effect is being exploited for the enhanced remediation of soils polluted with hydropho-
bic compounds, such as polycyclic aromatic hydrocarbons (Birak et al. 2011). Chapter
9 will discuss this remediation approach in greater detail.

If a chemical analysis indicates that an aqueous sample contains a hydrophobic
organic compound in amounts in excess of its solubility, it is likely that part of the
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FIGURE 3.16 Solubility of toluene in water-ethanol and water-methanol mixtures.
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compound is present as a nonaqueous phase liquid (NAPL). Under such conditions
nonaqueous phase liquid transport theory must be considered (Hunt et al. 1988).

If a NAPL, such as creosote, is in contact with groundwater, Equation 3.41 means
that the initial concentration of each of the individual organic compounds that makes
up the creosote is a function of the mole fraction of that particular compound in the
overall mixture as well as the aqueous solubility of the compound. Over time the more
soluble constituents are leached from the NAPL and as their mole fraction of the
NAPL decreases, the mole fraction of the compounds with lower solubility increases,
as does their equilibrium concentration in water (Priddle and MacQuarrie 1994).

Case Study

Priddle and MacQuarrie (1994) studied the dissolution of creosote in water. Although the
creosote was a mixture of many compounds, more than 50% was comprised of just 10 com-
pounds of a class known as polynuclear aromatic hydrocarbons (PAH).Table 3.8 lists the
hydrocarbons, their concentration in the crosote, their water solubility and their aqueous
solubility as calculated by Rauolt’s law.

Priddle and MacQuarrie placed a small mass, 0.33 ml, of creosote in a glass column filled
with uniform glass beads. Ultra-pure water was passed through the column with a mean
residence time of the water in the column of 1.02 hour and a pore water velocity of 2.0 m/
day. Seven of the ten compounds listed in Table 3.8 had effective solubilities greater than
the detection limit of the analytical procedure being used.The other three compounds
could not be detected. None of the seven compounds which were detected ever reached
concentrations as great as their initial calculated effective solubilities. Over time, the
observed concentrations of each compound decreased.
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After 1 liter of water had contacted the 0.33 mL sample of creosote, the mass loss of the
seven compounds was computed.The results are given in Table 3.9.1t can be seen that most
of the mass loss was due to dissolution of naphthalene, the most soluble of the compounds.
The mass losses as well as the solubilities at the end of the test were in proportion to the
initial effective solubilities.

TABLE 3.8 Calculated effective aqueous solubilities of major components of creosote.

Compound Weight % in Formula weight Aqueous solubility Calculated
creosote @ 20 to 25°C Effective Solubility
Naphthalene 12.5 128.18 28 mg/L 16.4 mg/L
Acenaphthene 8.5 152.20 16.1 mg/L 1.97 mg/L
Fluorene 5.6 166.22 1.90 mg/L 0.65 mg/L
Phenanthrene 13.0 178.24 1.29 mg/L 0.54 mg/L
Anthracene 2.6 178.24 0.070 mg/L 0.17 mg/L
Fluoranthene 5.4 202.26 0.260 mg/L 0.081 mg/L
Pyrene 4.7 202.26 0.135 mg/L 0.10 mg/L
Benzo(a)anthracene 0.9 228.30 0.014 mg/L 0.0020 mg/L
Chrysene 0.8 228.30 0.002 mg/L 0.0022 mg/L
Benzo(a)pyrene 0.3 252.32 0.004 mg/L 0.00023 mg/L

Reprinted from Priddle and MacQuarrie (1994), with kind permission of Elsevier Science.

TABLE 3.9 Observed mean concentration of compounds in aqueous solution and
mass loss from initial mass during contact with an amount of water equal to 330 times
the initial mass of the creosote.

Compound Calculated Effective Observed mean Mean mass loss during
Solubility (mg/L) concentration (mg/L) leaching test in %
Naphthalene 16.4 5.10 4.5
Acenaphthene 1.97 0.94 0.83
Fluorene 0.65 0.41 0.34
Phenanthrene +  0.71 0.45 0.40
Anthracene
Fluoranthene 0.081 0.025 0.022
Pyrene 0.10 0.013 0.011
EXAMPLE PROBLEM

A commercial solvent consists of 75% 1, 1, 1-trichloroethane (TCA) and 25%
trichloroethene (TCE). What is the effective solubility of each compound if this sol-
vent reaches groundwater? Use a formula weight of TCE of 139.39 and an aqueous
solubility of 1,100 mg/L and a formula weight of TCA of 133.40 and an aqueous
solubility of 730 mg/L.

Assume that the mixture is 750 grams of TCA to 250 grams of TCE. That is a
ratio of 5.38 moles of TCA to 1.87 moles of TCE.The total number of moles is 5.38 +
1.87 = 7.25.The mole fraction of TCA is 5.38/7.25 = 0.742 and the mole fraction of
TCE is 1.87/7.25=0.258.
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From Equation 3.36, the equilibrium concentration of TCA is

C=(x).,S

TCA “TCA
C=0.742x 1100 mg/L =816 mg/L
The equilibrium concentration of TCE is

C=(x),.S

TCE ~TCE

C=0.258 x 730 mg/L =188 mg/L

B 3.7 Homogeneous Reactions

3.7.1 Introduction

According to the classification system of Rubin (1983) homogeneous reactions
are ones that take place entirely within the liquid phase. If the reactions are reversible
and proceed rapidly enough, the reaction can be described as being in local chemical
equilibrium (Walsh et al. 1984). If the reaction either does not reach equilibrium or is
nonreversible, then it is treated as a homogeneous, nonequilibrium reaction.

3.7.2 Chemical Equilibrium

If two compounds in solution, A and B, react to form product C, which can disso-
ciate into A and B, then the reaction is reversible and is expressed as:

aA+bB=C (3.42)

where g, b, and crepresent the number of molecules of each compound that are needed
to balance the reaction. When the reaction has progressed to the point that no further
net production of C occurs, then it has reached equilibrium. The reaction continues,
but the forward rate and the reverse rate have become equal. At that point, we can
measure [A], [B], and [C], the concentrations of the reactants and the product. The
relationship between them is expressed as an equilibrium constant, K, .

[C]

vy o4

The reaction must have sufficient time to proceed to the point of equilibrium before
Equation 3.43 is valid.

3.7.3 Chemical Kinetics

If reaction 3.42 were to proceed so slowly that it would not have time to come to
equilibrium in the framework of the groundwater flow system, then local equilibrium
cannot be assumed and we must consider it in the framework of chemical kinetics.
We can look at the reaction from the standpoint of either the disappearance of the
reactants, A and B, or the appearance of the product, C. We have three rates to con-
sider, two that describe the disappearance of the reactants and one that describes the
production of the product:
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d[A]

R, =-S5 = 4P [B)¢ (3.44)
dt
B
R, :__d([j ]:K’[A]P[B]q (3.45)
t
R. = 41c] =x"[C]" (3.46)
dt
where
R,and R, = the reaction rates for the disappearance of A and B
R_ = the reaction rate for the appearance of C
[4], [B], [C] = the measured concentrations of A, B, and C
K, k', and k” = reaction rate constants

p, ¢, and r = reaction order with respect to the indicated reactant or product

If one of p, g, or rin Equations 3.44, 3.45, and 3.46 is equal to zero, then the reac-
tion rate is not a function of that product or reactant and the reaction is said to be zero
order with respect to that reactant or product.

If one of p, g, or r is equal to 1, then there is a linear relationship with respect to
that product or reactant, and the reaction rate is said to be first order.

If neither p, ¢, or 7is 0 or 1, then there is a more complex relationship with respect
to that product or reactant. Such a reaction is more difficult to analyze mathematically
than zero-or first-order kinetics.

If a compound is present in a system in great excess, then the reaction rate may
well be independent of the concentration. If we consider the depletion of reactant A in
such a system, it could be described by the zero-order equation

[A] = [A], - Kt (3.47)

where
kX = the reaction rate constant

[A]
[A

the initial concentration

the concentration at some time ¢

L=
Il

In a first order system, the rate at which the reactant disappears is described by

LY (3.48)
[Alg
or
[A] = [A]e™ (3.49)

Reaction-rate constants and the order of the reactions must be determined experi-
mentally. These are not equal to the equilibrium constant of the reaction.
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B 3.8 Radioactive Decay

If radionuclides enter the groundwater system, those which are cations, are possi-
bly subjected to retardation on soil surfaces. In addition they will undergo radioactive
decay, which will reduce the concentration of radionuclides in both the dissolved and
sorbed phases. A factor for radioactive decay can be substituted for the last term of
Equation 3.1 in the following form:

(%j = —ln—ZC (3.50)
ot decay A

where A is the half-life of the radionuclide.
Radioactive decay is a first order decay process and as such follows Equation 3.49.
The reaction rate constant, K, is equal to 1n 2/ so that Equation 3.49 becomes

[c]=[c; e (n 27D (3.51)

This term can be appended to any of the transport equations to calculate the
effects of radioactive decay on top of the diffusion and dispersion accounted for by the
transport equation. In essence, the C, of equation 3.51 is the concentration that would
be present in the absence of any radioactive decay. As an example, Equation 2.25, the
approximate solution for one-dimensional dispersion becomes:

—In2
el e
L

A slug injection into a one dimensional flow field can be expressed as

2
L—-v ¢

JazD ¢ 4Dt

where M is the mass injected over aquifer cross sectional area A. When combined with
the expression for radioactive decay this becomes:

2 ~In2
L-v_ t t
_| M4 exp —( x) e 4 (3.54)
J47D ¢t 4Dt

EXAMPLE PROBLEM

Aflask containing 0.55 kg of liquid radioactive cesiumis spilled onto the ground.
It soaks into a thin aquifer with a cross sectional area of 1.87 m2 Groundwater is
flowing at a rate of 0.22 m/d and the value of D is 3.88m*/d.What is the concentra-
tion of Cesium, which has a half-life of 33 years, in the center of mass after 1 year?

The center of mass will move a distance, equal to vXt.Therefore

L=v,t=022"/x365d =80.3m



Transformation, Retardation, and Attenuation of Solutes 171

Substituting into equation 3.54, we obtain:

2
-In2
_ 05S5ke/18Tm? _(80.3m—o.22 ) x365d) 2
2
Jaxmx3.88m x365d 4x3.88/M°/ x365d

C

0.294’6% , .
- xexp 01 =0.0022%/
133.4m m

B 3.9 Biodegradation

The degradation of dissolved organic molecules in groundwater is of great interest
to practicing contaminant hydrogeologists. As was shown in Chapter 1, much of the
groundwater contamination is due to organic chemicals, including hydrocarbons. The
mechanism of biodegradation will be covered in detail in Chapter 7. In this section
we will examine the transport and decay equations that can be used to describe the
process. Although a wide range of organic molecules can be degraded, for the sake
of this discussion we will refer to them simply as hydrocarbons. The hydrocarbons
form a substrate for microbial growth—that is, they provide the energy source for the
microbes which form a biofilm on the solid surfaces in the aquifer.

Anaerobic decomposition of hydrocarbons means that some microorganisms can
degrade hydrocarbons in the absence of oxygen. These microbes use another electron
acceptor, such as nitrate (Chapelle 1993). Anaerobic decomposition of hydrocarbons
can be described by a variation of the Monod function (also known as Michaelis-
Menten function), which describes two-step catalytic chemical reactions (Bouwer and
McCarty 1984). This function is

dH H
—=-h M | — (3.55)
dr waa (K s TH J
where
H = hydrocarbon concentration in pore fluid (ML)
M = total mass of anaerobic microbes
. = maximum hydrocarbon utilization rate per unit mass of anaerobic
microbes
K = half-maximum rate concentration of the hydrocarbon for anaerobic decay

a

However, in some cases one would modify the Monod function to include an elec-
tron acceptor term similar to the term introduced later in this section when discussing
the Monod function for aerobic conditions. Based on Eqn. 3.55, the solute transport
and decay equation for anaerobic biodegradation in the aqueous phase is

2 h, M
a—Hzi DL—a H—vx% — e a Ll (3.56)
ot 1y, ox? ox , K,+H

where 7, is the retardation factor for hydrocarbon.
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If the concentration of the hydrocarbon, H, is much less than K, the half-maximum
rate concentration, then Equation 3.55 can be simplified to a linear form by neglecting H
in the denominator (Bouwer and McCarty 1984). This results in a first-order decay term:

h, M
dﬂ —_| w7 a g (3.57)
dt K,
Under these conditions the solute-transport equation with anaerobic biodegrada-
tion becomes

2 h, M
aﬂ:l DLa—él—vx% —-| < \H (3.58)

ot 1, ox ox K,

A single microbial growth substrate (that is, a hydrocarbon or other organic chemi-
cal that can serve as an energy source for the microbes) cannot be reduced for extended
periods of time below the minimum concentration needed to maintain the microbial
population. In other words, microbes cannot degrade a substance below the concen-
tration that they need to continue to exist. This minimum concentration, H__,is a
function of the hydrocarbon, the electron acceptor, and the microorganism. It can be
expressed as (Bouwer and McCarty 1984)

b
Hmm:Kh[Yhu—bJ (3.59)
where Y is the microbial yield coefficient (g cells/g hydrocarbon).

Although there is a minimum hydrocarbon concentration for each hydrocarbon
that might be present, microbes may utilize more than one hydrocarbon as a growth
substrate. As a result, if there is a mixture of hydrocarbons present, the microbes could
degrade the separate hydrocarbons to concentrations that are lower than if the individ-
ual hydrocarbon were the only one present (McCarty, Reinhard, and Rittman 1981).
The primary substrate that is supporting the microbes can be a single substance or a
mixture of substances. Although the primary substrate is supporting the growth of
the microbes, substances that are present in trace amounts can be consumed by the
microbial population through a process known as secondary utilization. The decay of
a hydrocarbon that is undergoing secondary utilization is described by Equation 3.57.

If the microbes require oxygen in their metabolism, then the process is called aer-
obic biodegradation. The removal of the hydrocarbons, the consumption of oxygen in
the process, and the growth of the microbes in the aquifer, ignoring transport through
the biofilm, can be described by the following equations, which is another modification
of the Monod function (Borden and Bedient 1986):

H_ yn| 2 0 (3.60)
dt K,+H ) K,+0

d_O:—MthuG Ll 0 (3.61)
dt K,+O )\ K,+0
M

= :MthuY(K a HJ[K 0 O]+KCYC0€ —bM, (3.62)
h + 0 +
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where
O = oxygen concentration in pore fluid (ML?)

M = total aerobic microbial concentration (ML)

h = maximum hydrocarbon utilization rate per unit mass of aerobic
microorganisms (T™1)

K. = hydrocarbon half-saturation constant (ML)
Ko = oxygen half-saturation constant (ML)

k= first-order decay rate of natural organic carbon
= natural organic carbon concentration (ML)

b = microbial decay rate (T")

G = ratio of oxygen to hydrocarbon consumed

In the case of aerobic microbial decay, there is some minimum oxygen concentra-
tion below which aerobic decay will not occur. The microorganisms will grow on both
naturally occurring organic carbon as well as hydrocarbon contaminants. The microor-
ganisms tend not to move in the aquifer because they generally adhere to aquifer materi-
als (Harvey, Smith, and George 1984). Even if the microbes are free to move, the natural
tendency of the aquifer matrix will be to filter them out. There will be some tendency
for microbes to transfer between the solid surface and the solution. As a first approxima-
tion this can be considered to be a linear function of the total mass of microorganisms.

‘We can combine Equations 3.60, 3.61, and 3.62 individually with Equation 3.1 to
obtain solute transport equations for hydrocarbon, oxygen and microorganisms. The
hydrocarbon is assumed to sorb onto the solid surfaces following a linear sorption iso-
therm. The resulting equations are (Borden and Bedient 1986)

H 1 2 h M
A _1p oH_, oH) WM H 0 (3.63)
ot 7, ox ox 7, K,+H K0+O

2
@ZDLM—Vx@—hthG il o (3.64)
ot ox2 ox K,+H )| K,+0
oM o*M oM
S:i D, S—vx s +h,MY Ll o
o r, ox? ox K,+H)|K,+0
K YC
4ot _pag (3.65)
rm
where
M_ = concentration of aerobic microbes in solution
r, = microbial retardation factor
v_ = average linear groundwater velocity

Figure 3.17 shows the results of a laboratory experiment in microbial decay
(Bouwer and McCarty 1984). An aerobic soil column was established with a
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FIGURE 3.17 Measured steady-state profiles of the biodegradation of acetate, chlorobenzene and

1,4-dichlorobenzene in an aerobic biofilm reactor.
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Source: Modified from Bouwer and McCarty. 1984. Modeling of trace organics biotransformation in the subsurface.
Groundwater 22:433-440.Used with permission.

microbial population. A solution with 10 mg/L of acetate as the primary substrate
along with 10 ug/L of chlorobenzene and 10 ug/L of 1,4-dichlorobenzene as second-
ary substrates was introduced into the soil column as a constant flow. The utilization
of the primary and the secondary substrates occurred simultaneously in the first 7 cm
(2.75 in) of the soil column. After that flow distance, all three compounds reached an
irreducibly low concentration that would not support further microbial growth.

Srinivasan and Mercer (1988) developed a computer model, BIO1D, which sim-
ulates one-dimensional solute transport with biodegradation. In their model they
relied upon the observations of Borden et al. (1986) that microbial growth reaches
equilibrium rapidly with respect to the rate of groundwater flow and therefore the
microbial population can be assumed to be constant. This means that Equation 3.65 is
not needed, since dM /dt = 0. The model solves the equivalent of Equations 3.63 and
3.64 for aerobic biodegradation and Equation 3.56 for anaerobic decomposition. The
computer code automatically switches from aerobic to anaerobic decomposition if the
oxygen levels drop below the minimum to support aerobic decay.

If the substrate concentration, H, is less than 0.25K  and conditions are anaerobic,
then the equation used is 3.58. If H << K, the Michaelis-Menten function and the
first-order decay function will yield similar results. Figure 3.18 shows the modeling
of the anaerobic biodegradation of trichloroethylene (Srinivasan and Mercer 1988).
A pulse of contamination of 2780-ug/L trichloroethylene (TCE) was injected into an
aquifer for 150 hr, followed by continued injection of clean water. Figure 3.18 shows
the concentration of TCE in the plume after 2500 hr and again after 3750 hr. Both
Michaelis-Menten and first-order decay functions were used in the modeling, with very
similar results. The reduction in the peak concentration of the TCE plume with travel
time can also be seen on this figure.
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FIGURE 3.18 Modeling of the movement and anaerobic biodegradation of a trichloroethylene
plume in a sand aquifer using both Michaelis-Menten and first-order decay functions.

TCE depletion in VB sand

400 T T
——— Michaelis-Menten kinetics
— — — First-order degradation
300 —
I’ T = 2500 hr

)
s
2
g
R 7= 3750 hr
g
g
=]
o

100 t ]

d
4
4 \ N
// A \\
0 g S
25 50 75 100
Distance (ft)

Source: Srinivasan and Mercer. 1988. Simulation of biodegradation and sorption processes in ground water.
Groundwater 26:475-487.Used with permission.

FIGURE 3.19 BIO1D model showing the position of a solute plume with (a) no retardation and no
decay, (b) no retardation but biodegradation, (c) retardation that follows a linear sorption isotherm but
no decay, and (d) retardation that follows a linear sorption isotherm and biodegradation.
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The BIO1D model can be used to illustrate the effects of retardation and biodegra-
dation. Figure 3.19 shows the position of a solute plume with (2) no retardation and no
decay, (b) no retardation but biodegradation, (c) retardation that follows a linear sorption
isotherm but no decay and (d) retardation that follows a linear sorption isotherm and
biodegradation. This model represents the movement of a slug of solute introduced into
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an aquifer over a 160-da period. The position of the solute front is shown after 800 da of
travel. Biodegradation is modeled as first-order decay with a half-life of 400 da. Retardation
delays the advance of the solute front, whereas biodegradation reduces the peak value.

B 3.10 Colloidal Transport

Colloids are particles with diameters approximately between 1 nm and lum.
Colloidal-size particles include dissolved organic macromolecules, such as humic sub-
stances, microorganisms, tiny droplets of insoluble organic liquids, and mineral matter
(McCarthy and Zachara 1989; McCarthy and Degueldre 1993). Some colloids may
be small enough to flow through the pores of an aquifer. If dissolved solutes partition
onto a colloid, this can create a second mobile phase and a rapid transport pathway
for a number of contaminants, including some heavy metals and hydrophobic organic
pollutants (e.g., Boving and Brusseau 2000; Frimmel et al. 2007). The solute can then
be found in three regions: dissolved in the aqueous phase, sorbed onto mobile colloids,
and sorbed onto immobile surfaces, including immobile colloids (Figure 3.20). The
study of colloids in groundwater is greatly complicated by the fact that the process of
installing monitoring systems such as wells and piezometers may introduce colloids
that were not originally present. Sampling processes may also create colloids, such as
the precipitation of colloidal iron due to oxygenation of water and the dislocation of
stable colloids due to too-rapid pumping.

Methods of collecting groundwater samples so that colloids are not drawn into the
monitoring well will be discussed in Chapter 8.

In order for colloids to participate in contaminant transport, they must first be
released to the groundwater. This can occur due to chemical precipitation, biological
activity, or disaggregation of stable aggregates. They can also be carried into the aqui-
fer by infiltrating water, especially through cracks and macropores.

FIGURE 3.20 Colloid facilitated transport affects the mobility of contaminants in porous media by
providing a mobile phase to which the contaminant binds while flowing through the pores.
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Colloids are mobile if their surface chemistry is such that the individual colloids
are repulsed so that they remain disaggregated, rather than being attracted to form
larger particles. In addition, the pore-size geometry must be such that the colloids are
not filtered from the suspension.

There is ample evidence in the literature that colloids can migrate in aquifers.
Keswick, Wang, and Gerba (1982) report that bacteria have migrated up to 900 m
(2,950 ft) in an aquifer and viruses have migrated up to 920 m (~3,000 ft). In fact, Pang
and Simunek (2006) suggest that biogenic cell materials may themselves convey the
transport of metals and radionuclides. Layered silicate clays from surface soils have
been found to travel up to several hundred meters to wells (Nightingale and Bianchi
1977). Asbestos fibers have been found in an aquifer recharged with surface water con-
taining the mineral (Hayward 1984). Grolimund and Borkovec (2001) provide a model
for the release and transport of colloidal particles in natural porous media.

Colloids have been implicated in the unexpected movement of plutonium and amer-
icum, radioactive elements that are normally believed to be relatively immobile in the
soil due to a high distribution coefficient (McCarthy and Zachara 1989). For instance,
Zavarin et al. (2013) concluded that colloids can potentially facilitate the transport of plu-
tonium (I'V) through fractured carbonate rock at the Yucca Mountain test site in Nevada.

Transport of contaminants as colloids can be affected by ionic strength and com-
position of the groundwater, its velocity, the quantity, size and nature of colloids, size
and geometry of aquifer pores. Puls and Powell (1992) found that colloidal iron oxide
could transport arsenic which was sorbed onto the iron oxide surface. They also found
that under some conditions the iron oxide colloids could travel faster than tritiated
water. This is a result of the size exclusion effect, which is discussed below.

An aqueous solution may contain dissolved organic macromolecules, such as
humic acids. Hydrophobic organic solvents in aqueous mixtures may partition onto
these macromolecules rather than soil organic carbon (Enfield 1985). When this hap-
pens the mobility of the organic solvent is greatly enhanced, especially if it has a low
mobility (high K value). In fine-grained soils or aquifers the macromolecules may
even have a velocity greater than the average linear groundwater velocity (Enfield and
Bengtsson 1988). This is due to the size-exclusion effect, which occurs when mole-
cules or ions are so large that they cannot travel through the smaller pores. As a result,
they are restricted to the larger pores, in which the groundwater velocity is greater
than average. Thus these molecules will travel at a rate greater than the average linear
groundwater velocity. This effect is more prevalent in fine-grained soils and aquifers
with some pores small enough to exclude some molecules. Organic macromolecules
are likely to be produced in municipal landfill leachate, which has a high amount of
dissolved organic carbon. This is one reason co-disposal of toxic organic liquids and
municipal refuse is not wise.

The colloid-facilitated contaminant transport in the presence of homogeneous col-
loids can be modeled by extending the advection-dispersion equation to include the
three phases associated with colloid transport (Equation 3.66), i.e., o, [M /M] is the
chemical concentration sorbed to immobile surfaces of the porous matrix, o [M_/M]
is the chemical concentration sorbed to mobile colloids, and o, [M /M] is the chemical
concentration sorbed to immobile colloids (M_and M refer to the dimension for mass of
contaminants and the mass of the sorbent, respectively) (Massoudieh and Ginn 2010).
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where C [M /L’ is the mass concentration of dissolved contaminants in the pore water;
v [L/T] is the advective velocity for dissolved species, v_ [L/T] is the advective veloc-
ity for colloidal particles and D [L?/T] and D_ [L?/T] are the dispersion coefficients
for dissolved and colloid-bound contaminants, respectively. G_ [M/L’] is the mass
concentration of mobile colloidal particles; G, [M/M] is the immobilized (attached,
filtered, trapped) colloid concentration. p, [M/L’] is the dry bulk density of the soil
matrix; @is the water content equal to the porosity in a saturated medium.

The concentration of the mobile colloids and those attached to the porous matrix
can be expressed by a colloid equilibrium distribution coefficient:

G
K =—s (3.67)

Similarly, equilibrium distribution coefficients can be defined for the contaminant
distribution between the bulk aqueous phase and mobile colloidal particles (K, the
solid matrix (K ), and the immobile colloidal particles (K, ).

o

Kp =% (3.68)
O-S

Kp="3 (3.69)
2

Ky = (3.70)

Incorporating Equations 3.67 to 3.70 into Equation 3.71, and assuming that the
advective velocities and dispersion coefficients are equal for colloidal particles and
aqueous species, results in (Massoudieh and Ginn 2010)

I g, TonC Py K P g OCuC O OGuC
ot ¢ Ot 0 Dgsr @ s Ot oz ¢ Oz
_9p% , pk, 9G,,,C 3.71)
oz §z Do 62

Equation 3.71 can be simplified by assuming that the total concentration of colloi-
dal particles remains constant with time:

oc

oz

:(1+KDCGm)%( Z;fj (3.72)

(1+KDGm+'O—;KD +/ZKSK G jo;f (14K G, )2
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Massoudieh and Ginn (2007) point out that Equation 3.72 can be expressed either
as a simple advection—dispersion equation with adjusted retardation factors (e.g.,
Magee et al. 1991), or with adjusted advective velocities and dispersion coefficients
(Enfield and Bengtsson 1988).

3.10.1 Colloid Attachment/Detachment and Straining Theory

When moving with the aqueous phase, colloids occasionally collide with solid
surfaces and become temporarily or permanently attached to them (Figure 3.20). If
the colloid is only temporarily attached to the surface of a solid, it will eventually
detach and re-enter the aqueous phase. The mass transfer of colloids to the solid-water
interface occurs via diffusion, interception, and sedimentation (Yao et al. 1971). Clean
bed filtration theory (CFT) is often used to characterize colloid attachment in porous
media (e.g., Tufenkji and Elimelech 2004). Based on CFT, Bradford et al. (2002; 2003)
developed a conceptual model for colloid transport that accounts for colloid attach-
ment/detachment and straining. Colloid attachment and detachment, E_, between the
aqueous and solid phase is modeled using first-order rate expressions:

(S
g -OPSu) C— 2y S (3.73)

att é‘f w™att
where p, is the soil bulk density [M L], § is the solid-phase concentration of attached
colloids [N M™], &, is the first-order colloid attachment coefficient [T'], &,, is the
first-order colloid detachment coefficient [T].

Equation 3.73 may include a dimensionless colloid attachment function ¢ when
simulating colloid transport under conditions that do not adhere to clean-bed con-
ditions (Bradford et al. 2003). Simunek et al. (2006) notes that the attachment and
detachment coefficients are strongly dependent upon water content, with attachment
significantly increasing as the water content decreases. The attachment coefficient is
calculated using filtration theory (Logan et al. 1995), which is a quasi-empirical for-
mulation in terms of the median grain diameter of the porous medium (“collector”),
the pore-water velocity, and collector and collision (“sticking”) efficiencies account-
ing for colloid removal due to diffusion, interception and gravitational sedimentation
(Rajagopalan and Tien 1976; Logan et al. 1995).

Straining is the trapping of colloid particles in down gradient pore throats that
are too small to allow particle passage (McDowell-Boyer et al. 1986). The magnitude
of straining of colloids depends on the ratio of the colloid and pore size. In contrast
to mechanical filtration, straining only occurs in a fraction of the soil pore space, and
colloid transport can still occur in the larger portions of the continuous pore networks
(Bradford et al. 2006) Colloid straining is described using an irreversible first-order
straining term:

é‘(p sttr )

E str T = ewk str ¢strc (3.74)

Where §_ is the solid-phase concentration of strained colloids [N M™], £ _ is the
first-order colloid straining coefficient [T™'], and the value of & depends on the colloid
and porous medium size (Bradford et al. 2003). The parameter ¢ _is a dimensionless

str
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colloid straining function and can be calculated from down gradient distance, z, from

the porous medium inlet:
A
dsy+2z
¢s[r :( 56;) ] (3.75)
50

where Bis a fitting parameter that controls the shape of the colloid spatial distribution.
The parameter dis the mean pore diameter of the porous matrix.

Attachment/Detachment theory has been used to model not just the transport
of colloids, but also the movement of pathogens through the unsaturated zone. For
instance, Morales et al. (2014) used the attachment and detachment functions embed-
ded in the HYDRUS 2D/3D model to simulate the transport of pathogen surrogates,
E. coli and MS-2 coliphage, their fate in three types of soil under unsaturated condi-
tions. It was shown that the rate of attachment of E. coli bacteria was approximately
two to three orders of magnitude greater than the detachment rate. These findings
suggest that bacteria prefer being attached to the solid material surface rather than
returning into the aqueous phase. This has implications on the performance of soil
based waste water treatment systems, such as septic tanks.

Case Study

Large-Scale Field Experiment on the Transport of Reactive and
Nonreactive Solutes in a Sand Aquifer Under Natural Groundwater
Gradients-Borden, Ontario

The Canadian Forces Base (CFB) in Borden, Ontario was already introduced in Chapter 2
(Sudicky and lllman 2011).In August, 1982, an experiment was begun by injecting a slug

of about 12 m3(3.170 gal) of a solution containing known masses of two inorganic tracers
(chloride and bromide) and five halogenated organic chemicals in aqueous phase (bro-
moform, carbon tetrachloride, tetrachloroethylene, 1,2-dichlorobenzene, and hexachlo-
roethane) into a sand aquifer.The tracer solution was allowed to advect and disperse under
natural-gradient conditions.The aquifer was instrumented with 275 multilevel groundwater
samplers (Mackay et al. 1986; Freyberg 1986; Roberts et al. 1986). Each multilevel sampler
had from 14 to 18 sampling ports vertically separated by about 0.2 to 0.3 m (0.6 to 1 ft).
Figure 3.14 shows the distribution of the sampling points.The average porosity of the sand
is 0.33, the geometric mean of hydraulic conductivity is 7.2 x 10~ m/sec (20.4 ft/da), and
the mean annual horizontal gradient is 0.0043.The average linear groundwater velocity
computed from these values is 29.6 m/yr (89 ft/yr). The direction of groundwater flow at the
site is to the northeast in the direction indicated by line A-A" on Figure 3.21.

From August 24, 1982, to June 2, 1984, synoptic monitoring was accomplished as water was
withdrawn from a large number of the monitoring devices and analyzed for the ionic tracers
and organics on 18 different occasions.This was done in order to assess the overall move-
ment of the plume.In addition, at selected points along the flowpath time-series monitoring
was done by sampling on a much more frequent basis than the synoptic monitoring.In all,
14,465 samples were analyzed from over 5000 sampling points during this time period for the
synoptic monitoring program, and 1246 samples were analyzed for the time-series monitoring.

Figure 3.22 shows the breakthrough curves for chloride, carbon tetrachloride, and tetrachlo-
roethylene at a monitoring point in the center of the plume located 5.0 m from the injec-
tion wells.Values are shown as relative concentration, which is the observed concentration
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Location of multilevel sampling devices at the site of the Borden, Ontario,

FIGURE 3.21
tracer test.
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FIGURE 3.22 Arrival times of chloride, carbon tetrachloride, and tetrachloroethylene at a
measuring point 5.0 m downgradient from the injection well at Borden, Ontario.
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Source: Roberts, Goltz, and Mackay. 1986. Water Resources Research 22:2047-2059. Copyright by the
American Geophysical Union. Reproduced with permission.

for a parameter divided by the injected concentration. At 100 da the chloride slug has just
about passed the observation point, the carbon tetrachloride plume has just about reached
a peak, and the tetrachloroethylene plume has yet to reach it. By 200 days both the carbon
tetrachloride and the chloride plumes have passed the monitoring point, whereas the
tetrachloroethylene is near its peak value.The behavior of bromoform was very close to
that of carbon tetrachloride and is not shown. Figure 3.22 illustrates that the retardation of
the organic solutes is generally in agreement with their hydrophobicity.The chloride ion is
essentially unaffected by travel through the aquifer, whereas the carbon tetrachloride and
the tetrachloroethylene are traveling at slower rates.The result is a separation of the com-
ponents of the plume, a phenomenon known as the chromatographic effect.

Figure 3.23 shows the arrival at the monitoring point of chloride ion and two other organics,
dichlorobenzene, and hexachloroethane.The occurrences of both of these compounds are
sporadic, and they have relative concentrations much less than carbon tetrachloride and
tetrachloroethylene. Freyberg (1986) examined the results from the tracer test through

Solute Concentration (mg/L) Mass (g)
Chloride ion 892 10,700
Bromide ion 324 3,870
Bromoform 0.032 0.38
Tetrachloroethylene 0.030 0.36
Carbon tetrachloride 0.031 0.37
1,2-dichlorobenzene 0.332 4.0

Hexachloroethane 0.020 0.23
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FIGURE 3.23 Arrival times of chloride, dichlorobenzene, and hexachloroethane at a
measuring point 5.0 m downgradient from the injection well at Borden, Ontario.
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Source: Roberts, Goltz, and Mackay. 1986. Water Resources Research 22:2047-2059. Copyright by the
American Geophysical Union. Reproduced with permission.

spatial moment analysis of the concentration data (Chapter 2). Analysis of the area under
the time-concentration curves (zeroth-moment) shows that the relative areas of carbon
tetrachloride, bromoform, and tetrachloroethylene are about the same size as the chloride
curve. This indicates that the mass of these organics being measured is about the same as
the mass that was introduced into the aquifer. However, for dichlorobenzene and hexachlo-
roethane the relative areas are much less than that of chloride, indicating that the mass
being measured is much less than the mass that was introduced. The missing mass was

presumably removed by biodegradation or abiotic pathways such as hydrolysis (Chapter 7).

Similar results were obtained during the synoptic sampling. Figure 3.24 shows the plumes
of chloride (Cl), carbon tetrachloride (CTET), and tetrachloroethylene (PCE) at the end of the
experimental period (after 633 days for the organics and 647 days for the chloride). The chlo-
ride can be seen to have moved significantly beyond the organics and carbon tetrachloride
has moved farther than tetrachloroethylene. Figure 3.25(a) shows the growth of the carbon
tetrachloride plume and 3.25(b) shows the growth of the tetrachloroethylene plume.

The relative velocities of the various solutes are indicated by the positions of the centers of
mass of the plumes at the end of the experiment (first-moment). The chloride plume was
measured after 647 days of travel and the organic plumes were measured after 633 days.
The distance from the center of the injection zone to the center of mass of the plume as
well as the average velocities are given in the table below:

After 647 days of transport, the plume apparently encountered a relatively large-scale
heterogeneity, leading to a distinct vertical layering, and slowing of the rate of advance of
the center of mass of the plume (Sudicky and lllman 2011). Up to this time, the distances
traveled by each of the compounds as a function of time are plotted in Figure 3.26.The dis-
tance traveled by the center of mass of the chloride plume is linear with time, indicating a
constant advective rate.On the other hand, the organic solutes indicate decreasing veloci-
ties with increasing time.

183
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FIGURE 3.24 Plumes of chloride, carbon tetachloride, and tetachloroethylene at the end
of the experimental period.The plumes are based on depth-averaged values.
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Source: Roberts, Goltz, and Mackay. 1986. Water Resources Research 22:2047-2059. Copyright by the
American Geophysical Union. Reproduced with permission.

Closer examination of Figure 3.24 shows that the shape of the plume evolved over time. As
Sudicky and Illman (2011) point out, the major principal axis of each plume, initially aligned
roughly perpendicular to the hydraulic gradient, rotated smoothly over time until they
nearly aligned with the mean solute velocity vector, as the plume itself elongates along the
direction of movement.The authors conclude that because the growth of the covariance
over time is non-linear, dispersion must have been “scale dependent.”

The organic compounds have aqueous solubilities provided in the table below,
octanol-water partition coefficients, and first-order molecular connectivity indices.

This case history illustrates the problems with predicting the transport of organic com-
pounds in groundwater.The organic carbon content of the aquifer is low (0.02%), so
absorption is limited. The observed order of relative velocity from greatest to least was
carbon tetrachloride, bromoform, tetrachloroethylene, and dichlorobenzene.The apparent
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Distance to Center of Mass Average Velocity

Compound (m) (ft) (m/da) ft/da
Chloride 58.21 191 0.0900 0.295
Carbon tetrachloride 24.82 81.2 0.0392 0.129
Bromoform 21 .51 70.5 0.0340 0.112
Tetrachloroethylene 12.33 40.5 0.0195 0.640
Dichlorobenzene 8.09 26.5 0.0128 0.042
Hexachloroethane None detected after 633 days

retardation factor increased for all compounds over the duration of the experiment, by as
much as 150%. In a forced-gradient tracer test at the same site as the natural gradient tracer
test (Mackay et al., 1994) found spatially variable sorption for all solutes (iodide, carbon
tetrachloride, trichloroethylene, tetrachloroethylene, and hexachloroethane). These non-
ideal transport conditions can explain why the retardation of the tracer suites in the forced,
as well as in the prior natural gradient tracer test increased over time.Thorbjarnarson and
Mackay (1994) modeled the tracer test data and showed that first-order nonequilibrium
sorption and rate-limited mass transfer between mobile and immobile water regions better
explained this particular data set.

FIGURE 3.25 (a) Growth of carbon tetrachloride plume with time; (b) growth of
tetrachloroethylene plume with time.
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Source: Roberts, Goltz, and Mackay. 1986. Water Resources Research 22:2047-2059. Copyright by the
American Geophysical Union.Reproduced with permission.
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Solubility logK® logK® v
Bromoform 3190 mg /L at 30°C* 2.30 2.00
Carbon tetrachloride 805 mg/L at 20°C? 2.83 2.70 2.00
Tetrachloroethylene 1503 mg/L at 25°C* 3.40 2.60 2.64
150 mg/L at 25°C¢
1,2-dichlorobenzene 156 mg /L at 25°C? 3.38 3.40 3.83
Hexachloroethane 50 mg /L at 22.3,C* 3.82 3.60 3.25

2Value from P.H.Howard, Fate and Exposure Data for Organic Chemicals (Chelsea, Mich.: Lewis Publishers,
1990).

bValue from Mackay et al. (1986).

Value from Karel Verschueren, Handbook of Environmental Data on Organic Chemicals, 2d ed. (New York:
Van Nostrand Reinhold Co. 1983).

FIGURE 3.26 Distances traveled by the centers of mass of various plumes as a function of
time since injection.
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B 3.11 Summary

The advection dispersion equation can be modified to reflect the effects of solutes
that are removed from solution by sorption, chemical reaction, and biological and radi-
oactive decay. Sorption may occur due to adsorption, chemisorption, ion exchange, and
absorption. Sorption of inorganic solutes occurs primarily on mineral surfaces and is a
function of the surface area available for sorption as well as the number of ion-exchange
sites provided by clay and oxide minerals. The sorption of inorganic ions and organic
chemical solutes can be quantified by experimentally derived adsorption isotherms.

Organic solutes may be sorbed on either soil mineral surfaces or by soil or aquifer
organic matter. Nonpolar organic compounds are sorbed to a greater extent by soil
organic matter than by general surfaces. The affinity of a particular organic mole-
cule to be sorbed by soil or aquifer organic matter can be estimated from either the
octanol-water partition coefficient, the aqueous solubility, or the molecular structure.

The advection-dispersion equation can also be modified to account for the disappear-
ance of solutes or the appearance of a product due to other chemical reactions. Some of
these reactions can be described by equilibrium reactions; others need to be dealt with on
the basis of the kinetics of the reaction. A term to describe the disappearance of a solute
due to radioactive decay can also be appended to the advection-dispersion equation. The
biological degradation of organic compounds can occur under both aerobic and anaero-
bic conditions. Biodegradation terms can be joined to the advection-dispersion equation.

Chapter Notation

[4] Concentration of ion in solution D, Dispersion coefficients for col-

b Microbial decay rate loid-bound contaminants

C Concentration of solute in liquid D, Apparent diffusion constant for
phase mobile phase

Cc* Amount of solute sorbed per unit dg, Mean pore diameter of the porous
weight of soil matrix

C Equilibrium molar concentration of E First-order attachment term
the ith component E, First-order straining term

C. Solute concentration in immobile F x-direction mass flux of a solute
phase ET Total mass flux of chemical entity

C, Solute concentration in mobile f Fraction of solid surfaces in contact
phase with mobile phase

c* Absorbed concentration in contact  f; | Fraction of sorption for which
with mobile phase sorption is instantaneous

c*. Absorbed concentration in contact  f Fraction of soil that consists of
with immobile phase organic carbon

C, Natural organic carbon /=, Critical level of soil organic carbon
concentration G Ratio of oxygen to hydrocarbon

C . Maximum saturation consumed
concentration G, Mass concentration of mobile

C, Saturation concentration in vapor colloidal particles

D Dispersion coefficients G Immobilized (attached, filtered,

DL

Longitudinal dispersion coefficient

trapped) colloid concentration
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Distribution coefficient between the
aqueous phase and mobile colloidal
particles

Distribution coefficient between the
aqueous phase and solid matrix
Distribution coefficient between
the aqueous phase and immobile
colloidal

particles

Coefficient in Freundlich sorption
isotherm

Solubility normalized Freundlich
isotherm coefficient
Half-maximum rate concentration
for hydrocarbon for anaerobic
decay

(linear) Distribution coefficient
Hydrocarbon half-saturation ratio
Oxygen half-saturation ratio
Distribution coefficient for soil
organic carbon

Distribution coefficient for soil
organic matter

Octanol-water partition coefficient
First-order colloid attachment
coefficient

First-order decay rate for natural
organic carbon

First-order colloid detachment
coefficient

First-order colloid straining
coefficient

Kinetic rate constants (=1 to 8)
First-order decay rate constant.
Forward rate constant

Backward rate constant

Rate constant equivalent to K,
Reversible nonlinear kinetic
forward sorption model rate
constant
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Reversible nonlinear kinetic back-
ward sorption model rate constant
Bilinear adsorption forward sorp-
tion model rate constant

Bilinear adsorption backward sorp-
tion model rate constant
“Two-Site” non-equilibrium sorp-
tion models rate constant

Liter

Global mass of chemical entity
Total mass of anaerobic microbes
Mass of contaminants
Concentration of aerobic microbes
in solution

Total aerobic microbial mass
Coefficient in Freundlich sorption
isotherm

Oxygen concentration in pore fluid
Polarity correction factor
x-direction flux of water

Equal C*

Equal C*__

Reaction rate for disappearance of
A

Retardation factor for linear sorp-
tion isotherm

Retardation factor for Freundlich
sorption isotherm

Retardation factor for Langmuir
sorption isotherm

Retardation factor for hydrocarbon
Retardation factor for microbes
Solubility of chemical in water
Surface area of soil

‘Water solubility of ith compound
Source/sink term for chemical
entity

Solid-phase concentration of
attached colloids

Solid-phase concentration of
strained colloids

Time

Average linear velocity of solute
front

Advective velocity for colloidal
particles

Groundwater velocity in mobile
phase
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v, Average linear groundwater velocity — y First-order rate coefficient
w Linear operator defined in T First-order mass-transfer coefficient
Equation 3.50 A Half-life of radionuclide
() org Mole fraction of ith compound in . Dimensionless colloid attachment
organic phase function
Y Microbial yield coefficient o, Dimensionless colloid straining
a Absorption constant for Langmuir function
sorption isotherm y Number of adjacent nonhydrogen
S Maximum solute sorption from atoms in an organic molecule
Langmuir sorption isotherm y First-order molecular connectivity
P, Bulk density of soil index
A Chemical concentration sorbed to 1 Volumetric moisture content
mobile colloids A Porosity occupied by mobile phase
o, Chemical concentration sorbed to 6, Porosity occupied by immobile
immobile surfaces phase
o, Chemical concentration sorbed to K, k', k" Reaction-rate constants
immobile colloids
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3.1 A sorption study of Cd?* on a loamy sand gave the following results:

Equilibrium Concentration Cd>*' Sorbed

(mg/L) (mg/gm)
0.045 10
0.10 19
0.13 27
0.20 38
0.24 47
What is the K ?

3.2 A sorption study of Cd?* on a sandy loam gave the following results:

Equilibrium Concentration Cd* Sorbed

(mg/L) (mg/gm)
0.045 7
0.10 15
0.14 21
0.20 30
0.24 37

What is the K ?
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3.3 A sorption study of P on a sandy loam gave the following results:

Equilibrium Concentration P Sorbed c/c
(mg/L) (mg/gm}
0.55 0.0167 33
1.30 0.0217 60
1.88 0.0229 82
2.33 0.0240 97
3.45 0.0303 114
3.93 0.0322 122
4.32 0.0338 128
5.60 0.0389 144
What is the K ?

3.4 A sorption study of P on a sandy loam gave the following results:

Equilibrium Concentration P Sorbed C/C*
(mg/L) (mg/gm)
0.40 0.00909 44
1.22 0.0174 70
1.78 0.0196 91
2.45 0.0225 109
3.55 0.0241 147
4.44 0.0267 166
4.95 0.0283 175
5.78 0.0306 189
What is the K ?

3.5 Thelog K  for 1,1,2-trichloroethane is 2.18 Using the equations found in Table
3.2, estimate the K _based on the K .

3.6 Thelog K  for benzo(a)pyrene is 6.00. Using the equations found in Table 3.2,
estimate the K _based on the K .

3.7 The solubility of carbon disulfide in water is 2,200 mg/L at 22°C. Use
Equations T4, T15 and TI6 to estimate the value of K .

3.8 The solubility of 1,1,2-trichlorotrifluoroethane in water is 170 mg/L at
25°C. Use Equations T14, T15 and TI6 to estimate the value of K.
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A waste solvent tank contains by weight 25% 1,1,1-Trichloroethane, 37% ben-
zene, 23% 1,2-Dichloroethane and 15 % perchloroethylene. The formula
weights and aqueous solubility’s of each are: TCA, f =133.4,S=1,250 mg/L;
BENZ, f =78.11,S=1750 mg/L; DCA, f =98.96, S = 8300 mg/L; PCE, f_ =
165.83, S = 240 mg/L. (Please note that there are a number of reported solubil-
ities for these compounds in the literature and the values given in this problem
are mid-range.) What are the equilibrium concentrations?

A waste solvent tank contains by weight 12%1,1,1-Trichloroethane, 22 % benzene,
19% 1,2-Dichloroethane and 47 % perchloroethylene. The formula weights and
aqueous solubility’s of each are: TCA, f 133.4, S= 1,250 mg/L; BENZ, f =
78.11, S=1750 mg/L; DCA, f, =98.96, S 8300 mg/L; PCE, f =165.83,S =

240 mg/L. (Please note that there are a number of reported solubilities for these
compounds in the literature and the values given in this problem are mid-range.)
‘What are the equilibrium concentrations?

Discuss the relationship between the four curves shown in Figures 3.9 and 3.10.
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Flow and Mass Transport
in the Vadose Zone

B 4.1 Introduction

Flow through the vadose zone is a topic that most hydrogeology texts tend to cover
in a cursory manner. Classical hydrogeology is concerned primarily with obtaining
water from wells. The vadose, or water-unsaturated zone, is seen as a somewhat mys-
terious realm through which recharge water must pass on the way to the water table—a
watery purgatory. Soil scientists have been the primary force behind developing an
understanding of unsaturated zone flow. Historically, soil scientists were concerned
with such topics as the passage of water and solutes to roots of plants, water that flows
primarily in the vadose zone. More recently soil scientists have studied the transport
and fate of contaminants in the vadose zone. With the development of the science
of contaminant hydrogeology, hydrogeologists have become much more interested in
the mysteries of the vadose zone. Many releases of contaminants to the subsurface
occur within or above the vadose zone. Contaminants are understood to include mate-
rials applied deliberately to the soil, such as fertilizers and pesticides, as well as those
released accidentally. The hydrogeologist is suddenly faced with the daunting task of
understanding the transport of dissolved contaminants through the vadose zone. To
this end, much can be learned from the work of soil scientists. Transport in the vadose
zone may also occur by flow of a pure nonaqueous phase liquid or gaseous phase.

In the last decades hydrogeologists and engineers have focused much more atten-
tion on the vadose zone, in addition to the continuing work of soil scientists. This has
led to a number of new journals, agency guidance, numerous vadose zone models, and
textbooks on vadose zone hydrology (Wilson et al. 1994; Tindall et al. 2009; Heinse
and Link, 2013; UC Davis 2015). In karst systems, the vadose zone can exist as caves
where often water and contaminants can move more swiftly, and be less subject to
adsorption and retardation compared to flow through porous media where the surface
area of soil particles can be great.

The vadose zone extends from the land surface to the water table. It includes the
capillary fringe, where pores may actually be saturated. Areas of the vadose zone
above the capillary fringe may temporarily be saturated due to surface ponding of
water or because of the development of perched water tables above relatively low
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permeability soil layers. The main distinguishing feature of the vadose zone is that the
pore water pressures are generally negative.

B 4.2 Soil as a Porous Medium

The vadose zone includes the soil layers at the Earth’s surface. It may also include
sediment and/or consolidated rock. However, the presence of soil complicates the
study of vadose zone hydrology, also known as soil physics.

Soil is a complex material. In physical form it consists mostly of mineral grains
of varying size as well as varying amounts of organic matter. The mineral grains are
arranged in such a fashion that the soil has structure; that is, there is a specific orienta-
tion and arrangement of the individual grains. The individual grains usually form larger
units called aggregates, or peds, which are bound by organic matter (e.g., Hillel 1980).
Pedological classifications consider soil weathering, genesis, chemistry, profile thickness,
and other factors. The porosity and permeability of the soil is a function of both soil
texture and the soil structure. Soil texture refers to the relative content of various particle
sizes, such as clay, silt, sand, and can include rock fragment modifiers such as gravel, cob-
bles, etc. One must be careful in classifying soil texture because there are various soil tex-
tural classification systems that differ, such as those of the International Association for
Standardization 14688-1:2002, the United Kingdom ADAS system, U.S. Department of
Agriculture classification system, the Australian and New Zealand soil classification sys-
tems, the Unified Soil Classification System (ASTM D2487-92), the Krumbein phi scale
(modified Udden-Wentworth scale), the EMBRAPA (Empresa Brasileira de Pesquisa
Agropecuaria) system (Brazil), and the AASHTO classification system from the U.S.
Bureau of Public Roads, to name a few. Soil structure is a function of the physical shape
and size of the aggregates. Moreover, it may be vastly influenced by the soil chemistry,
since soil minerals have an electrical charge on their surface. This surface charge, which
is primarily due to the clay minerals, affects the stability of soil structural units. Soil
contains mineral matter, organic matter, water containing dissolved solutes, and gases.
The soil also has macropores, such as root casts and wormholes, and drying cracks in
fine-textured soils. These form preferential channels for water movement.

The amount of moisture in a soil can be expressed as the gravimetric water con-
tent, w, which is the weight of the water as a ratio to the weight of the dry soil mass.
The moisture state can also be expressed as the volumetric water content, 8, which is
the volume of water as a ratio to the total volume of the soil mass. One must be careful
in measuring volumetric water content, since in many soils (especially those with fine
texture) the volume changes as water is imbibed or drained. This is due to the interac-
tions between the charged soil particles and the polar water molecules.

It is important to mention here that symbols used historically in the literature for
unsaturated fluid flow equations are not always the same as for saturated flow discussed
earlier. For example, the letter “n” is often used to denote porosity in saturated flow equa-
tions, but is not as often used by soil and vadose zone scientists. Because many other
volumetric qualities are considered in unsaturated fluid flow, both liquid and gaseous, volu-
metric notation historically has used the Greek symbol theta (6) for volumes. Therefore, in
vadose zone equations, frepresents the volumetric water content which is a variable, 8, or
6 typically represent porosity (total pore volume or saturated pore volume at atmospheric
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pressure or greater, respectively), €, is the drained or air-filled porosity, & describes the
irreducible water content, € is the mobile water content, €, the immobile water content,
and € _the exclusion zone volume. These terms will be more fully defined below.

B 4.3 Soil Colloids

The clay fraction of the soil consists of mineral particles that are less than 2 pm in
diameter (Hillel 1980) by most classification systems. Clay particles consist primarily of
secondary minerals that have been formed by weathering. Clay minerals have an unbal-
anced negative electrical charge at the surface. Electrostatic attraction exists between the
surface of the clay particles, the polar soil-water molecules, and solutes dissolved in the
soil water. Finegrained materials with an electrostatic surface charge are called colloids.

Clay minerals have a definite crystal structure, consisting primarily of aluminum,
silica, and oxygen. Kaolinite (e.g., Al,Si,0,; (OH),) is a clay mineral with a low specific
surface (surface area per unit mass); it ranges from 5 to 20 m?/g. The low specific sur-
face means that kaolinite is not particularly reactive. Illite (e.g., Al,Si,AlO,(OH) K,
with the potassium occurring between layers) has a larger specific surface area, ranging
from 80 to 120 m*/g. Montmorillonite (e.g., Al, Mg .Si O, (OH),) is the most reactive
clay with a specific surface area of 700 to 800 m?/g. The reactive clays can absorb large
amounts of water and ions between their sheet-like mineral grains. This property gives
soils high in reactive clays the ability to swell as water is absorbed. It also means that they
shrink and crack when dried. Montmorillonite has the largest shrink-swell behavior, and
kaolinite has the least. Chlorite (e.g., Mg Si,Al,O, ( OH),, with Mg (OH) , occurring
between the layers) is another common clay mineral with a behavior similar to illite.

Clay-size particles may also include sesquioxides, which are hydrated aluminum
and iron oxides (A1,0, - n H,O and Fe,O, - n H,0). Limonite, goethite, and gibbsite are
examples. These substances are generally amorphous and have less electrostatic proper-
ties than the silicate clay minerals. Sesquioxides often act as cementing agents for soils.

Soil may also contain decomposed organic material, which is sometimes called
humus. Humus is a complex mixture of organic molecules that are aggregated into
colloidal-size particles. Humus particles are also negatively charged. Humus is found
primarily in the A horizon of soils. The humus content of mineral soils can range from
0 to about 10% by weight. The organic content of organic soils, such as peat, can be up
to 50% or more by weight.

B 4.4 The Electrostatic Double Layer

The colloidal particles of the soil have an unbalanced, negative surface charge.
This negative charge is balanced by positively charged cations that are attracted to the
surface of the colloid. These cations exist as solutes in water. When the colloid is dry,
the layer of water held to the surface will be thin, and the neutralizing cations will be
closely held to the particle surface. As the colloid becomes more hydrated, the cations
will dissociate from the surface and form a swarm of ions near the negatively charged
surface layer. The cations have a more or less fixed position near the negatively charged
particle surface. The particle surface and the cation swarm form what is known as an
electrostatic double layer.
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The negatively charged particle surface will tend to repel anions. Hence, the region
near the particle surface will have an abundance of cations and relatively few anions.
Figure 4.1 shows the distribution of monovalent cations and anions near the surface
of a montmorillonite particle. The effects of the electrostatic double layer extend to
the distance at which the number of cations in solution equals the number of anions.
Figure 4.1 shows that the electrostatic double-layer effect is a function of the solute
concentration and extends farther in more dilute solutions. The extent of the electro-
static double layer is less for divalent cations as opposed to monovalent cations. The
thickness of the electrostatic double layer can be computed from:

1 [ek;T
zg=— B 4.1)
eV \ 8zn,
where
z, = the characteristic thickness of the double layer
e = the elementary charge of an ion, 4.77 x 1071° esu
€ = the dielectric constant
k, = the Boltzmann constant (the ratio of the gas constant to Avagadro’s

number)
V' = the valence of the ions in solution
n, = the concentration of ions in bulk solution (ions/cm?)
T = temperature in Kelvins

FIGURE 4.1 Distribution of monovalent cations near the surface of a montmorillonite particle.
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The electrostatic double layer is very important in contaminant hydrogeology,
because the cations associated with this layer can be replaced by other cations in solu-
tion. This replacement process is known as cation exchange. The total number of
positive charges that can be exchanged in a soil is independent of the cation species
and is expressed as the cation-exchange capacity. Cation exchange affects the transport
of ions in solution. The type and concentration of cations involved in the exchange
process can also affect the hydraulic conductivity of the soil.

Some colloids can also attract anions. Although the surface of clay particles carries
a negative charge, the edges usually carry a net positive charge. Since the surface area far
exceeds the edge area, the cation-exchange capacity for most soils far exceeds the ani-
on-exchange capacity. Kaolinite and humus have the greater anion-exchange capacity.

Different cations are held with greater tenacity by the colloids. The smaller the
ionic radius and the greater the valence charge, the more tightly the cation is held. The
ionic radius of the cation is affected by hydration, because polar water molecules are
attracted to the ion. It is the radius of the hydrated ion that is important. The normal
order of preference for cation exchange is

Al >Ca">Mg*">NH,">K*>H,O*>Na* > Li*

However, if a soil is flooded with a solution containing a large concentration of
one cation, the normal cation-exchange order can be reversed.

B 4.5 Salinity Effects on Hydraulic Conductivity of Soils

The hydraulic conductivity of a soil can be affected by the strength and type of
cations contained in the soil water (Nielsen, van Genuchten, and Biggar 1986). The
impact of the solute increases with the amount of colloidal particles in the soil. Soil
swelling caused by increased salinity can reduce hydraulic conductivity. As the elec-
trostatic double layer grows thicker, the hydraulic conductivity decreases, because clay
minerals tend to swell and expand into the pore space. Sodium is especially important
in this process. The electrostatic double layer is thicker when it contains the monovalent
sodium ions, and as such sodium tends to weaken the bonds between clay particles. The
effect of swelling is reversible if the saline water is flushed from the pores. However, if
smaller particles break loose from the soil structure, they can be transported by flowing
water until they are carried into small pore throats, where they can lodge. This causes
a more or less irreversible reduction in hydraulic conductivity (Dane and Klute 1977).

Examination of Equation 4.1 shows that the electrostatic double layer grows with
decreasing concentration of cations in the soil water. It will also decrease with an
increase in the ratio of the concentration of monovalent to divalent cations in the soil
water. The principal cations in most natural waters are sodium, calcium, and magne-
sium. The sodium adsorption ratio (SAR) is a measure of the ratio of the concentra-
tion of monovalent sodium to divalent calcium and magnesium:

SAR = _ Na 4.2)
Ca + Mg

2
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where

Na
Ca = concentration of calcium in milliequivalents per liter

concentration of sodium in milliequivalents per liter

Mg = concentration of magnesium in milliequivalents per liter

The greater the SAR of the soil water and the lower the total solute concentra-
tion, the lower the hydraulic conductivity of the soil, especially if it contains the
expansive clays illite and montmorillonite. Figure 4.2 shows the effect for one soil of
decreasing solute concentration on the unsaturated hydraulic conductivity of a soil.
During these tests the SAR was kept at 40, so that the relative proportions of sodium,
calcium, and magnesium did not change. An increase in the pH of soil water has also
been demonstrated to result in a reduction of hydraulic conductivity for some soils
(Suarez 1985).

FIGURE 4.2 Hydraulic conductivity as a function of volumetric water content for solutions of varying

solute concentration but with a constant SAR value of 40.
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B 4.6 Flow of Water in the Unsaturated Zone

Vadose zone hydrology is different from saturated zone hydrology because of the
presence of air in the pore space. The relative proportion of air and water in the pores
can vary, and with it can vary the hydraulic properties of the porous media.
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4.6.1 Soil-Water Potential

In saturated flow the driving potential for groundwater flow is due to the pore-wa-
ter pressure and elevation above a reference datum (Fetter 2001). However, in unsatu-
rated flow the pore water is under a negative pressure caused by surface tension. Soil
physicists call this the capillary potential, or matric potential, ¥; it is a function of the
volumetric water content of the soil, 6. The lower the water content, the lower—i.e.,
more negative—the value of the matric potential.

The total soil-moisture potential, @, is the sum of the matric potential, ; a pressure
potential, the gravitational potential, Z, an osmotic potential, and an electrochemical
potential. However, we will assume that the osmotic potential and the electrochemical
potential do not vary within the soil and that the pressure is equal to atmospheric. Since
we will eventually want to find the gradient of the potential, we can neglect osmotic pres-
sure and electrochemical potentials, because their gradient will be zero. Total soil mois-
ture potential is therefore reduced to the sum of the matric and gravitational potentials:

o=p(6) + Z @.3)

Matric potential may be measured as a capillary pressure, Pc, which has the units
of newtons per square meter, which are equivalent to joules per cubic meter or energy
per unit volume (ML™'T2). If the matric potential is measured on a pressure basis, then
the gravitational potential, Z, is equal to p, gz, where g is the acceleration of gravity,
p,, is the density of water, and z is the elevation above a reference plane. The total soil
moisture potential in terms of energy per unit volume can thus be found from

Py =P +p, gz 4.4)

If Equation 4.4 is divided by p, g, the result is the soil moisture potential expressed
as energy per unit weight, which also has units of length (L). This is equivalent to head
in saturated flow. The matric potential is also expressed in units of length, typically
centimeters of water:

P
Ppw =——+z=h+z 4.5)
Pw8
where /, pressure potential, is the matric potential in units of length.
Dividing Equation 4.4 by p_ gives the soil-moisture potential expressed as energy
per unit mass, with units of joules per kilogram (L*T2):

PC
Py =——+82 (4.6)
Puw

Common units for total potential and pressure potential include atmospheres of
pressure and centimeters of water. One atmosphere is equivalent to about 1000 cm of
water. Also, 10° pascals of pressure is equal to about 1 atmosphere (atm).

4.6.2 Soil-Water Characteristic Curves

The relationship between matric potential or pressure head and volumetric water
content for a particular soil is known as a soil-water characteristic curve, or a soil-water
retention curve. Figure 4.3 shows an idealized soil-water characteristic curve.
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FIGURE 4.3 Typical soil-water retention curve.
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At atmospheric pressure the soil is saturated, with the water content equal to 6.
The soil will remain saturated as the matric potential is gradually decreased. Eventually,
the matric potential will become negative enough that water can begin to drain from
the soil. This matric potential is known as the bubbling pressure. It is marked %, on
Figure 4.3. The moisture content will continue to decline as the matric pressure is low-
ered, until it reaches some irreducible minimum water content, . Should the matric
potential be further reduced, the soil would not lose any additional moisture.

The soil-moisture characteristic curve also shows the pore-size distribution of the
soil. Figure 4.4 shows idealized soil-moisture characteristic curves for two soils, one of
which is well sorted and one of which is poorly sorted.

The well-sorted soil has a narrower range of matric potential over which the
water content changes than the poorly sorted soil. In a well-sorted soil, most of the
grains are in a narrow size range, and hence the pores also have a narrow size range.
The poorly sorted soil has a wider size range for both grains and pores. The well-
sorted soil has a higher bubbling pressure because it has larger pores. However, once
the well-sorted soil begins to desaturate, it does so rapidly, again because most of the
pores are large.

There are some simple empirical expressions that can be used to relate the water
content of a soil to the matric potential. Brooks and Corey (1966) used the relationship
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FIGURE 4.4 Typical soil-water retention curves showing the effect of grain-size sorting.The shape of
the curves reflects the distribution of pore sizes in the soil.
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Brooks and Corey (1966) also defined an effective saturation, S, as

S, = (—SW 9, J 4.8)
1-6,
where Sw = the saturation ratio, 6/ 6.

A graph of capillary pressure divided by the specific weight (P/) of the fluid
versus the effective saturation (S) is shown for water in four different porous media
in Figure 4.5(a). Figure 4.5(b) shows P/ yplotted versus S, on log-log paper for the
same data sets. Note that on Figure 4.5(b) the data sets plot mainly as straight lines,
except close to the point where S is equal to 1.0. (At S, = 1.0, the saturation ratio, S,
is equal to 1.0).The negative slope of the line is called A, the Brooks-Corey pore-size
distribution index, and is one of two constants that characterize the media. The other
constant is the intercept of the extension of the straight line with the § = 1.0 axis. This
constant /,, the bubbling pressure, has already been defined. The capillary behavior of
a porous medium can thus be defined on the basis of these two constants, A and #%,. In
Figure 4.5(b) curve 1 for volcanic sand has a A value of 2.29 and an /4, of about 15 cm.

FIGURE 4.5 Capillary pressure head as a function of effective saturation for porous materials with
various pore sizes. (a) Plotted on arithmetic paper and (b) plotted on log-log paper.
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The volcanic sand, fine sand, and glass beads shown in Figure 4.5 have a fairly nar-
row grain-size distribution, which results in a narrow range of pore-size distribution.
They are not representative of most natural soils. The calculated A values for these
soils are also higher than one finds in most natural soils. The Touchet silt loam is more
representative of a normal soil than the other three.
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Van Genuchten (1980) also derived an empirical relationship between matric
potential and volumetric water content. He defined the relationship by the expression

=0, +— 2% 4.9)
[t (et

n=ﬁ 4.10)

a:i(zi —1)1_'" @.11)

h b
where m is a parameter estimated from the soil-water retention curve.

To find the van Genuchten soil parameters, a soil-water retention curve ranging
from a matric potential of 0 to a matric potential of —15,000 cm is constructed. The
value of @ is found at a matric potential of 0 and the value of @ is that corresponding
to a matric potential of —15,000 cm. Figure 4.3 shows such a plot. The point P on the
curve corresponds to a water content &, which is found from

g.+6
gp: 32 v

The slope, S, of the line at point Pis determined graphically from the experimental

soil-water retention curve. A dimensionless slope, S, is then found from the relationship:

4.12)

p— @.13)
o,-6,
The parameter m can then be determined from the value of S, using one of these
formulas:

l—exp(—O.SSp) (0<s,<1)

m= (4.14)
1- 0.5755 N 0.12 N 0.0235 (Sp . 1)
S » S » S »

‘We can find the values of m and o from Equations 4.14 and 4.11, respectively, by
using the bubbling pressure obtained from the soil-water retention curve.

From Figure 4.3 the slope of the curve at Pis about 0.34. The dimensionless slope
determined from Equation 4.13 is about 0.85. From Equation 4.14 m is determined to
be about 0.5 and from Equation 4.10, 7 is 2.0. To estimate a from Equation 4.11, we
need the value of #,, the bubbling pressure. From Figure 4.3 the value of %, is about —35
so that the value of «is about —0.05.

Carsel and Parrish (1988) have estimated the average van Genuchten soil parame-
ters for various soil textural classes. These parameters can be used with Equations 4.9
and 4.10 to construct typical soil water retention curves with no actual experimental
data. While such curves are useful when one has no data available, they should be
used with caution. Table 4.1 contains these parameters.
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EXAMPLE PROBLEM

Construct a soil water curve for a loamy sand using the values in Table 4.1.

Equation 4.10 can be rearranged as:
1
m=1-—
n

The value of n for loamy sand is 2.28, so that
m=1 —L =0.56
2.28

Other values for the van Genuchten soil parameters are;
a=0.124

6,=0.41

6 =0.057

These values, plus m and n can be substituted into Equation 4.9 along with
assumed values of the matric potential, y, in order to find the corresponding vol-
umetric water content.

TABLE 4.1 Average values of the van Genuchten soil parameters obtained by experimental

means.
Soil Texture Porosity Residual Saturated o Parameter  n Parameter
(ratio) Water Hydraulic (em™) (dimensionless)
Content Conductivity
(ratio) {cm/hour)
Clay loam 0.41 0.095 0.26 0.019 1.31
Loam 0.43 0.078 1.04 0.036 1.56
Loamy sand 0.41 0.057 14.59 0.124 2.28
Silt 0.46 0.034 0.25 0.016 1.37
Silt loam 0.45 0.067 0.45 0.020 1.41
Silty clay 0.36 0.070 0.02 0.005 1.09
Silty clay loam 0.43 0.089 0.07 0.010 1.23
Sand 0.43 0.045 29.70 0.145 2.68
Sandy clay 0.38 0.100 0.12 0.027 1.23
Sandy clay loam 0.39 0.100 1.31 0.059 1.48
Sandy loam 0.41 0.065 4.42 0.075 1.89

Source: Carsel and Parrish. 1988. Developing joint probability distributions of soil water retention characteristics.

Water Resources Research 24:755-769. Copyright by the American Geophysical Union. Reproduced with permission.

‘95 —(9,
n m
(el
0.41-0.057

[1+(o.124 cm‘1|;y|)2'28}

&=0.057+

0.56
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Assume values of y of 0 cm,—5 cm,—10 cm,—20 cm,—40 cm,—80 ¢cm,—100 cm,
—250 cm and =500 cm. The results are:

U} 0

0Ocm 0.41
-5cm 0.357
-10cm 0.262
—20cm 0.160
—40cm 0.102
—-80cm 0.076
—-100 cm 0.071
—250cm 0.061
-500cm 0.057

4.6.3 Hysteresis

If one constructs a soil-water retention curve by obtaining data from a sample that

is initially saturated and then applying suction to desorb water, the curve is known as a

drying curve. If the sample is then resaturated by decreasing the suction, it will follow

a wetting curve. Figure 4.6 shows drying and wetting curves for three different soils.

Typically, the drying curve and the wetting curve will not be the same. This phenomenon

is called hysteresis. The causes of hysteresis include (Hillel 1980)

1. The geometric effects of the shape of single pores, which give rise to the so-called
ink bottle effect. This effect is illustrated in Figure 4.7. The pore has a throat radius
of  and a maximum radius of R. The matric potential when the air-water inter-
face is at the pore throat, ¥, is equal to 2c/1, where o is the interfacial tension
between the pore water and the mineral surface (see Section 5.2.3). The pore will
drain abruptly when yhas a more negative pressure than . The pore cannot then
rewet until yfalls below . Since R > 1, then y > w,; that is, it takes a lower matric
potential (more negative pressure) to drain a pore than to fill it.

2. The contact angle between the water and the mineral surface is greater during the
period when a water front is advancing as opposed to when it is retreating. The
advancing meniscus that forms during wetting will have a greater radius of curva-
ture—and hence a lower matric potential—than that exhibited by a meniscus that
forms during a drying cycle.

3. Air that is trapped in pores during a wetting cycle will reduce the water content of
soil as it is being wetted. Eventually that trapped air will dissolve.

The hysteresis effect may be augmented by the shrinking and swelling of the clays
as the soil wets and dries and may also be affected by the rates of wetting and drying
(Davidson, Nielsen, and Biggar 1966). In near surface soil, the magnitude and nature
of hysteresis can be modified by storm fluxes, vegetation dynamics, soil aggregate size,
and soil wettability (Ivanov et al. 2010; Witkowska-Walczak 2006; Davis et al. 2009),
and can be modeled in different ways (Kazimoglu et al. 2005).

If the soil is not dried to the maximum extent possible (greatest negative pressure
head), when it is rewet, the soil will follow an intermediate curve known as a wet-
ting (or drying) scanning curve. There are many wetting and drying scanning curves,
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FIGURE 4.6 Soil-moisture-retention curves for three soils for both drying and wetting cycles.
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depending upon the point on the main wetting or drying curve where the scanning
curve starts.

4.6.4 Construction of a Soil-Water-Retention Curve

Laboratory measurements of matric potential as a function of water content are
made to construct a soil-water-retention curve. In the wet-soil range —1 to —300 cm
of water-pressure head), a tension plate assembly is used. A saturated soil sample of
known water content is placed on a porous plate in a Buchner funnel. The porous plate
is saturated and connected to a water column that ends in a burette (Figure 4.8). The
position of the burette can be changed to decrease the pressure head. As the pressure
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FIGURE 4.7 Pore geometry affects equilibrium height of capillary water during (a) drainage and
(b) wetting.
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FIGURE 4.8 Equilibrating the water content of a soil sample with a known matric potential using a
tension plate assembly.
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head becomes more negative, water is drained from the soil sample and the amount
is measured in the burette once equilibrium has been reached. Care must be taken to
avoid evaporation of water from the soil sample and the burette. A number of measure-
ments are made at progressively more negative pressure heads to determine the drying
curve. Once the practical limit of the tension plate assembly is reached (—300 cm), the
burette is raised in a number of steps to construct a wetting curve. This is a wetting
scanning curve, as the soil is not fully drained at a pressure head of —300 cm of water.
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For soils in the dry range (—300 to —15,000 cm of water), a pressure-plate assembly
is used. The soil samples are placed on a saturated porous plate that is in a pressure
chamber. The pressure below the porous plate is kept at atmospheric pressure and the
pressure above the porous plate can be set between 0.3 atm (300 cm of water) and 15
atm (15,000 cm of water). The pressure across the soil sample and porous plate causes
water to flow from the soil sample across the porous plate into a lower reservoir.

4.6.5 Measurement of Soil-Water Potential

Matric potential is measured in the field with a tensiometer. This apparatus con-
sists of a porous ceramic cup attached to a tube, which is buried in the soil. The tube is
filled with water and attached to a device such as a vacuum gauge, manometer, or pres-
sure transducer, which can measure the tension. The matric potential of the soil tries
to draw water from the water-filled porous cup, and the resulting tension is measured.
Tensiometers can measure soil moisture tensions up to about 800 cm.

Figure 4.9 shows the operation of two tensiometers in determining the gradient of
the matric potential. Tensiometer A has the porous ceramic cup at a depth of 100 cm,
whereas tensiometer B is at a depth of 30 cm. The total potential measured for tensi-
ometer A is —126 cm, whereas for tensiometer B it is —88 cm. Since total potential is the
sum of pressure head and elevation head, one must subtract the elevation head from
total head to get pressure head. Thus the pressure head measured in tensiometer A is
—26 cm, whereas for tensiometer B it is —58 cm. However, the total potential gradient
is downward, because the total head at A is more negative than that at B. The gradient
is computed by finding the difference between the two total heads and dividing the
difference by the distance between the two porous cups. In Figure 4.9 the gradient is

~126—(-88)

=0.54 (downward)
-70

EXAMPLE PROBLEM

The following data have been obtained for a soil sample using a tension-plate
assembly. Construct a water-retention curve.

Volumetric Water Content

Pressure head (cm) Wetting Cycle Drying Cycle

0 0.447 0.448
-30 0.431 0.448
—60 0.411 0.443
-90 0.400 0.437
-120 0.392 0.424
-150 0.385 0.408
-180 0.379 0.391

-210 0.377 0.377
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Wetting Scanning Curve

-120 0.411
-90 0.418
-60 0.423
-30 0.436

0 0.477

The data are plotted in Figure 4.10.

4.6.6 Unsaturated Hydraulic Conductivity

When a rock or sediment is saturated, all the pores are filled with water, and most
of them transmit water. Only “dead-end” pores do not participate in the transmittal of
water. Unsaturated soils have a lower hydraulic conductivity because some of the pore
space is filled with air and thus can’t transmit water. Soil moisture in the vadose zone
travels through only the wetted cross section of pore space. As a saturated soil drains,
the larger pores empty first, especially in soils that are structured. Because these have
the greatest pore-level hydraulic conductivity, there is an immediate large drop in the
ability of the soil to transmit water. The unsaturated hydraulic conductivity is a func-
tion of the water content of the soil: K= K(6). Unsaturated hydraulic conductivity can
also be considered to be a function of the matric potential: K = K(y). Figure 4.11 is a
graph of unsaturated hydraulic conductivity as a function of matric potential. It can be
seen that this relationship also exhibits hysteresis.

The flow of soil moisture is influenced by temperature. Figure 4.12 shows the
influence of water temperature on curves of unsaturated hydraulic conductivity ver-
sus water content. A change from 2°C to 25°C can cause unsaturated hydraulic con-
ductivity to increase by as much as an order of magnitude. Constantz (1982) wrote
the following expression for the relationship of unsaturated hydraulic conductivity to
intrinsic permeability of the soil:
k,(0)kp, g

K(6)=—" (4.15)
(="

where
k(6) = the relative conductivity, which is a number from 0 to 1.0 that is the
ratio of the unsaturated hydraulic conductivity at a given #to the
saturated hydraulic conductivity

k = the intrinsic permeability
p, = the density of water at a given temperature
g = the acceleration of gravity
u, = the dynamic viscosity of soil water at a given temperature

Constantz (1982) reports that the effect of temperature on unsaturated hydraulic
conductivity is primarily a function of the effect of temperature on dynamic viscosity.
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FIGURE 4.9 Tensiometer used to measure soil-water potential in the field.
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FIGURE 4.10 Matric potential as a function of volumetric water content for the example problem.
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FIGURE 4.11 Relationship of hydraulic conductivity to matric potential for a wetting and drying cycle
illustrating hysteresis.
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FIGURE 4.12 Unsaturated hydraulic conductivity as a function of water content for three temperatures.
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Unsaturated hydraulic conductivity can be determined by both field methods
(Green, Ahuja, and Chong 1986) and laboratory techniques (Klute and Dirksen 1986).
However, both field and laboratory methods are time consuming and tedious, with
numerous practical limitations (van Genuchten 1988). As a result, unsaturated hydrau-
lic conductivity is often estimated from soil parameters obtained from soil-water reten-
tion curves.

Van Genuchten (1980) derived expressions that relate the unsaturated hydraulic
conductivity to both the water content and the pressure head. The relationship between
the unsaturated hydraulic conductivity and the water content is

2
K(ﬁ):KSSei[l—(l—SerL)m} (4.16)
where
S, = (6-60)/(6- )
K(6) = unsaturated hydraulic conductivity at water content &
K = saturated hydraulic conductivity
m = van Genuchten soil parameter

The equivalent relationship between unsaturated hydraulic conductivity and pres-
sure head is

4.17)
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where
K(h) = the unsaturated hydraulic conductivity at pressure head 4
h = pressure head
n = van Genuchten soil parameter
o = van Genuchten soil parameter

Figure 4.13 shows observed values (open circles) and calculated curves (solid lines)
based on Equation 4.17 for relative permeability (K, = K(#)/K) as a function of pres-
sure head for (a) a sandstone and (b) a silt loam. The predictive equation quite closely
follows the observed values.

FIGURE 4.13 Observed values (open circles) and calculated curves (solid lines) for relative hydraulic
conductivity of (a) Hygiene sandstone and (b) Touchet silt loam G.E.3.
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4.6.7 Buckingham Flux Law

The first to recognize the basic laws for the flow of water in soil was Buckingham
(1907). He recognized that the matric potential, i, of unsaturated soils was a function
of the water content, 6, temperature, and bulk density of the soil. He also realized that
the flow of water across a unit cross-sectional area was proportional to the gradient of
the soil water matric potential. The proportionality constant, K(6), was recognized to
be a function of the water content. Buckingham, a physicist, appears to have had no
knowledge of Darcy’s work on saturated flow some half-century before (Sposito 1986).

What is now known as the Buckingham flux law was formalized by Richards
(1928), who extended the concept of the potential gradient to include the total soil
moisture potential, ®. Written in vector notation, the Buckingham flux law is

q:—K(y/)V(¢) (4.18)
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where
q = the soil moisture flux (L’L2T1)
K(w) = the unsaturated hydraulic conductivity (LT) at a given y
V(@) = the gradient of the total soil water potential, @, where

®=y+Z([LLY

4.6.8 Richards Equation

The continuity equation for soil moisture through a representative elementary vol-
ume of the unsaturated zone can be stated as the change in total volumetric water con-
tent with time and is equal to the sum of any change in the flux of water into and out
of the representative elemental volume. The continuity equation can be expressed as

8
00_ (%4, “y 9. (4.19)
ot ox Oy oz

where g, q, and q_are soil moisture fluxes.
In vector notation Equation 4.19 is
oé
= =
Combining Equations 4.20 with 4.18, we obtain the Richards equation (Richards
1931):

—V.q (4.20)

v [K(y)ve] @.21)

For vertical flow, the value of Vzis 0 in the x and y directions and is 1 in the z
direction. In addition, @ is equal to w+ Z. Therefore, if z is taken to be positive in a
downward direction, Equation 4.21 can be rewritten as

oé oK ( ;//)
—=V:|K(y)Vo|-——= 4.22
v [k (yvel- L w2
For one-dimensional flow, Equation 4.22 reduces to
oK
5_‘9=£(K( )a_i”j__(‘”) 4.23)
ot oz Oz Oz

If the matric potential is much greater than the gravity gradient, then the last term
of Equation 4.23 can be dropped; the resulting equation is

99_20 oy
or oz (K(V) oz j (4.24)

The preceding equations assume a constant temperature and air pressure, a
non-deformable soil matrix, incompressible water, and that soil water density is
independent of solute concentration and does not vary throughout the flow domain.
Furthermore, these equations assume that the presence of air can be ignored, except as
it affects the value of K. Equation 4.23 is nonlinear and difficult to solve by analytical
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means. However, numerical methods of solution of this equation have been developed
(Nielsen, van Genuchten, and Biggar 1986).

B 4.7 Liquid Mass Transport in the Unsaturated Zone
The steady-state diffusion of a solute in soil moisture is given by (Hillel, 1980)
J=-D(8)dC/dz (4.25)

where
J = the mass flux of solute per unit area per unit time

D*(6) = the soil diffusion coefficient, which is a function of the water
content, the tortuosity of the soil, and other factors related to the
electrostatic double layer

dC/dz = the concentration gradient in the soil moisture

The second-order diffusion equation for transient, one-dimensional diffusion of
solutes, in a vertical direction in soil water is

oCc 0 oC
—=—| D *(6)— 4.26
ot 62{ § ( )az} ( )

Soil moisture traveling through the unsaturated zone moves at different velocities
in different pores due to the fact that the saturated pores through which the moisture
moves have different-sized pore throats. In addition, velocities within each saturated
pore will vary across the width of the pore. As a result, soil water carrying a solute
will mix with other soil moisture. This is analogous to the mechanical mixing of sat-
urated flow. Mechanical mixing is found from the following equation (Nielsen, van
Genuchten, and Biggar 1986):

Mechanical mixing = {|v| 4.27)

where

an empirical soil moisture dispersivity

v = the average linear soil moisture velocity

The soil moisture dispersion coefficient, D_is the sum of the diffusion and mechan-

ical mixing:
D, =D +{|4 (4.28)
The total one-dimensional solute flux in the vadose zone is the result of advection,

diffusion, and hydrodynamic dispersion. With diffusion and hydrodynamic dispersion
combined as the soil-moisture dispersion coefficient, this result can be expressed as

J=véC-D 0dC/ dz (4.29)
where
J = the total mass of solute across a unit cross-sectional area in a unit
time
v = the average soil-moisture velocity
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C = the solute concentration in the soil moisture
6 = the volumetric water content
dC/dz = the solute gradient

D_ = the soil moisture diffusion coefficient, which is a function of both &
and v

The continuity equation for a solute flux requires that the rate of change of the
total solute mass present in a representative elemental volume be equal to the differ-
ence between the solute flux going into the REV and that leaving the REV. The total
solute mass is the sum of the dissolved solute mass and the mass of any solute associ-
ated with the solid phase of the soil. The dissolved solute mass is equal to the product
of @and C. The solute mass bound to the soil is the product of the soil bulk density,
p,, and the concentration of the solute phase bound to the soil, C*. The continuity
equation for the solute is:

o(pC’) alec) __ar

=—— 4.30
ot ot Oz (4.30)
By combining Equations 4.29 and 4.30, we obtain
a(pC*) a(ec) o(vec
(PiC”) , aec) _a(v )+3(Dsga_CJ @
ot ot oz oz oz

The convective soil moisture flux, ¢, is the product of the volumetric water con-
tent, €, and the average soil moisture velocity, v. There may also be sources and sinks
of the solute not accounted for by the absorbed concentration, C*. For example, plants
may remove nutrients from solution and solutes might be created by biological decay
as well as microbial and chemical transformation and precipitations. These can be
added to Equation 4.31 by means of a term for the summation of }, where yrepresents
other sources and sinks. With a slight rearrangement Equation 4.31 becomes the fun-
damental mass transport equation for the vadose zone:

olp,C*
(ﬂb )+8(¢9C) ZQ(DSH%—QC}FZK’ 4.32)
ot ot oz oz 7

If p,, D, 6, and g are assumed to be constant in time and space, Equation 4.32
reduces to Equation 3.1, the basic one-dimensional advection-dispersion equation.

B 4.8 Equilibrium Models of Mass Transport

In order to account for a solute, which can be in either a dissolved form or absorbed
by the soil, we need to know the relationship between the concentration in solution, C,
and the absorbed concentration, C*. If the solute reaches equilibrium rapidly between
the dissolved and absorbed phase, then the relationship can be described by an absorp-
tion isotherm. Sorption isotherms are discussed more thoroughly in Chapter 3. For
illustration in this chapter, we will use the linear isotherm
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C*=K,C (4.33)

where K, the distribution coefficient, is the slope of the plot of C* as a function of C.

Under certain conditions the source and sink function, y, may be approximated by
zero- and first-order decay and production terms (Nielsen, van Genuchten, and Biggar
1986). If 77,and 7, are rate constants for first-order decay in the liquid and solid phases,
respectively, and ¢ and ¢ are zero-order rate terms for production in the liquid and
solid phases, then

Y ==1,6C = n,pC* + &0+ & p, (4.34)

By substitution of Equations 4.33 and 4.34 into 4.32 and simplification of terms,
we can obtain the following equation:

ocC 02C oC
R—=D ——-v—-7C+ 4.35
ot S 022 oz e ( )
where R is the retardation factor, which is given by
K
R=1+224 (4.36)
o
and 77and {are consolidated rate factors, given by
K
p=ny + 124 4.37)
e
E=gy —fsg b (4.38)

Equation 4.35 is based on steady-state flow, as the volumetric moisture content
and the fluid velocity are taken to be constants.

Van Genuchten (1981) solved equation 4.35 for a number of different boundary
conditions. In general, at time equals 0 and at some place in the soil column, z, the
solute concentration is C[C(z, 0) = C,(z)]. The concentration introduced into the top of
the soil column where z = 0 at some time ¢ is C[((0, £) = C (9)]. The rate that solute is
introduced into the top of the soil column by both advection and diffusion is equal to
the pore water velocity, v, times C,. [The usual boundary condition adopted for this is
(=D, dC/dz+vC) =vC,)]

If a pulse of solute is introduced into the soil column for a time period of 0
to ¢, during that time the rate is vC. After time ¢, the pulse is ended and the rate
at which solute is introduced is 0. (For 0 < ¢ < ¢, (-D, dC/dz + vC) = vC,; for t > ¢,
(=D, dC/dz + vC) = 0). The soil column is infinitely long (dC/dz(wx, #) = 0).

In this case the solution to Equation 4.35 for times when the pulse is being injected
O<t<t)is

C(z, 1) = [co - ng(z, )+ B(z, £) (4.39)

For times greater an ¢,—that is, after injection of the pulse has stopped—the solu-
tion to Equation 4.35 is
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C(z,t)= (CO — é;J A(z, t)+ B(z, t)— COA(x, t— tO) (4.40)

In both Equations 4.39 and 4.40, the following arguments are used:

o (v—u)z Rz—ut
Alz t)_(v+u)exp{ 2Dy }rf{z(psm)il
L exp{(iﬂru)z}afc RerutI
v—u) 2Dg 2(DgRr)?

v? vz ot Rz + vt
vz BRI (4.41)

"2y eXp[Ds R]ﬁfclzwsm)z]
o {leifc Rz—vtl +[ v2t J;

2 " |2(D,Rre)? | \#RD;

(Rz—vt)2 1 vz vt (vzj
x exp| —~——— |-—| 1+ —+ exp| —
4D Rt 2 D DR D

N N

x enfe| T2 +§+(ci —ijexp(—zj (4.42)
2(D,Re)? || 7 U R
and

1

47D _\?
u:v[1+ 7725} (4.43)

v
For the steady-state case, Equation 4.35 may be written as
2
DSE—VE—HC+§E=O (4.44)
0z Oz

The solution to this is

C(z)= i; +(c0 -é;j(i—"uj exp{%} (4.45)

N

where u is defined in Equation 4.43.

Equations 4.39, 4.40, and 4.45 are only some of the analytical solutions that van
Genuchten (1981) has obtained for Equation 4.35. Solutions for other boundary and
initial conditions include variable initial solute concentration in the soil column and an
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exponentially decaying source term. The reader is directed to van Genuchten’s original
paper for additional solutions.

B 4.9 Nonequilibrium Models of Mass Transport

The soil moisture may move at such a quick rate that a solute may not be able to
reach an equilibrium position with respect to chemical reactions that are occurring.
One nonequilibrium formulation arises when the adsorption process can be described
by a first-order linear rate equation. Under this condition, assuming steady-state flow
and ignoring the source/sink term; Equation 4.31 can be written as a coupled system
(Nielsen, van Genuchten, and Biggar 1986) as follows:

* 2
Py 0C N oc D o“C oC

oc_poc_ o 4.46
o o o 3% oz (4.462)

and

dc*
dt

=¢,(k,c-C*) (4.46b)

where ¢ is a first-order rate coefficient. Equations 4.46a and b have been used by many
to describe nonequilibrium transport in soils. As shown by van Genuchten, Davidson,
and Wierenga (1974), the first-order rate model has not materially improved the
description of nonequilibrium transport in soils. An alternative model of nonequilib-
rium transport arises when soil water is assumed to consist of a mobile phase and an
immobile phase. The mobile phase occupies the center of saturated pores. Immobile
water consists of thin coatings on soil particles, dead-end pores, and water trapped
in small unsaturated pores (Coats and Smith 1964). Exchange of solute between the
mobile and immobile phases occurs due to diffusion. In addition, solute in both the
mobile and immobile phases can participate in adsorption-desorption reactions. For
Freundlich-type linear equilibrium, this conceptualization can be described by the fol-
lowing equations (van Genuchten and Wierenga 1976):

oc oc, o%C oC
HmRm atm 'Hgi Rz‘m a;m = 9mDsm azzm _Hmvm sz (4.47a)
oC.
6,R,, a;m -4cC, -C,) (4.47b)

where
= a mass transfer coefficient

= aretardation factor for the mobile water
a retardation factor for the immobile water

= solute concentration in the mobile water

§Q sq §>U s% =
Il

= solute concentration in the immobile water
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6, = volumetric mobile water content
) = volumetric immobile water content
D_ = soil moisture dispersion coefficient for the mobile water

For saturated soils, the amount of immobile water is a function of the soil-water
flux, the size of soil aggregates, and the concentration of the ionic solute. The mass
transfer coefficient, 3, is also a function of these same factors as well as the species
being transferred (Nkedi-Kizza et al. 1983).

The preceding model with mobile and immobile water zones has been successfully
used at the laboratory scale (Nkedi-Kizza, et. al.1983; Nielsen, van Genuchten, and
Biggar 1986). Figure 4.14 shows a breakthrough curve for a column study of the trans-
port of a solution of boron in an aggregated clay loam soil. The curve labeled “I-region
model” is based on Equation 4.35, and the curve labeled “2-region model” is based on
Equations 4.47a and b. In this case the 2-region model does a better job of matching
the experimental data.

FIGURE 4.14 Observed and calculated breakthrough curves for a solution of boron passing through
a column filled with an aggregated clay loam soil.

20

1-region model

10

Boron concentration (meq/L)

Pore volume V/V,,

Source: Nielsen, van Genuchten, and Biggar. 1980. Water Resources Research 16:145-158.Copyright by the American
Geophysical Union.Reproduced with permission.

B 4.10 Anion Exclusion

For a nonreactive solute, Equation 4.33 can be written as

2
6’% = Dstﬁ’E _g%€ (4.48)
ot 0z? 0z

Many solutes are considered to be nonreactive in the sense that they do not sorb onto
particle surfaces. Included in this category are anions such as chloride. However, chloride
carries a negative charge, and if there are many clay particles in the porous medium,
the electrostatic double layer will repel anions. Consequently, there is a region around
each colloidal particle from which the anions are repelled, with the resulting distribu-
tion shown on Figure 4.1. As a first approximation we can assume there is a two-phase
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distribution of the solute in the soil water. Within the exclusion volume the concentration
is zero, with all of the solute thus being concentrated in the pore water outside of the
exclusion volume (James and Rubin 1986). The volume of the exclusion zone is 6,.
The anion concentration in the pore water under conditions of anion exclusion is
given by (Bresler 1973)
oC o’Cc oC
(#-6,)—= Dsé’—z -—q—
ot oz Oz
where C is the concentration of the solute in the bulk pore solution (that is, including
the water in the exclusion zone).

The value of @, can be found experimentally from a soil column test. Water with
an initial concentration of a single anion of C, is introduced into a soil column that has
a known water content. The water content is held constant, and sufficient solute of con-
centration C, is introduced so that the concentration of the water leaving the soil column,
C, .. 1s equal to C, The mass of the anion contained in the soil column is determined, and
a concentration is calculated based on the total water content in the soil column, C_ .
This calculated concentration of anionic solution is less than C  because water in the
exclusion volume, which contains no anions, was used in the calculation. The value of
the exclusion volume can be found from (Bond, Gardiner, and Smiles 1982):

c
6., =6 1—(C°—ach (4.50)

out

(4.49)

In addition to decreasing the observed concentration of the anion in the soil col-
umn, anion exclusion causes the anions to travel faster than the average rate of moving
pore water. The average rate of pore-water movement, v, is equal to the rate of the fluid
flux, ¢, divided by the water content, 8. The anions cannot travel through the excluded
part of the volumetric water content, which is close to the mineral surfaces and has a
low or zero velocity. Therefore, they must move in the part of the pore water that is
available to them—i.e., the center of the pores, where the fluid velocity is greater than
average. As a result, excluded anions will travel further in a given period of time than
they would in the absence of anion exclusion.

An approximate solution to Equation 4.49 for conditions of uniform water con-
tent and a steady flux of a dissolved anion of concentration C, into a semi-infinite soil
column with an initial concentration of the dissolved anion, C,is

6 o serte] 0l

4.51
Cy—C; 2[(6-6,)(D,o1)]"° @3

EXAMPLE PROBLEM

James and Rubin (1986) performed an experiment in which they measured
the concentration profiles of chloride introduced into soil columns containing
Delhi sand. The sand was 90% sand, 7% silt, and 3% clay by weight with a cat-
ion-exchange capacity of 0.05 mol/kg and an organic carbon content of 0.003 g
of carbon per gram of soil. The soil column was constructed with a suction line on
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the bottom to create a soil-water tension on the entire column.The soil columns
were initially leached with a nitrate solution to remove any chloride.Water content
(6 was kept uniform throughout the soil column and the volumetric water flux
(@) was numerically equal to the unsaturated hydraulic conductivity evaluated at
6. A solution containing chloride was introduced into the soil column at the same
constant volumetric water flux established during the leaching phase.The soil col-
umns were constructed as a series of sections either 1.14 cm or 2.28 cm long so
that at the end of the injection phase they could be disassembled and the chloride
mass and water content of each section could be measured.

Several experiments were conducted in which the water content ranged
from 0.167 to 0.225 and the volumetric water fluxes ranged from 0.0393 cm/hr
to 0.397 cm/hr. Figure 4.15 shows the results of experiments A and B, which had
water contents of 0.221 and 0.225, respectively, while both had a water flux of 0.397
cm/hr.There are two curves on the figure, one computed using Equation 4.31 and
one using Equation 4.51. Equation 4.32 is applied for a nonsorbing, nonreactive

FIGURE 4.15 Chloride concentration profiles in a soil column affected by anion exclusion.
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solute. The chloride concentrations are shown as dimensionless chloride, that is
C_./C, No measured chloride values were equal to C, illustrating the results of
anion exclusion. The experimental results can be seen to follow closely the curve
computed from Equation 4.51.

The excluded water content was computed from the experimental results at
the top of the soil columns using Equation 4.50. It was found to be 0.019 for both
saturated and unsaturated conditions. The dispersion coefficient was determined
by solving Equation 4.49, with appropriate boundary conditions as

= z (4.52)

e[ 2€-C]__0-8y) . at
Co-Cp ] 2l6-6,,D;t  2(6-6,, D6t
The left side of Equation 4.52 was plotted against the depth, z, and a straight
line was determined by the method of least squares regression. The value of D,
was then calculated from the slope of the line. Inspection of Equation 4.52 shows
that D_is the only unknown.The curves on Figure 4.15 were calculated using the
experimentally determined values of D..

Case Study: Relative Movement of Solute and Wetting Fronts

Pickens and Gillham (1980) studied the relative motion of the wetting front and the solute
in an unsaturated soil column by use of a finite-element model. The model allows for

the use of either nonhysteretic or hysteretic water-content-pressure-head relationships.
Previous work (Gillham, Klute, and Heermann 1979) had shown that it was very important
to include hysteresis in the model because the equation for computation of the pore-water
velocity and the advection-dispersion equation contains a term for the water content.

The modeled soil column had a saturated hydraulic conductivity of 0.29 cm/min, a saturated
water content of 0.301,and a longitudinal dispersivity of 0.5 cm.The initial soilmoisture con-
dition in the model had a linear pressure head variation between 0 at the bottom to —150 cm
at the top of the soil column.The corresponding initial water-content values were obtained
from a water-content-pressure-head hysteresis loop (Figure 4.16) and followed the main
drainage curve, so that the model represented conditions that would develop if a saturat-
ed-soil column were drained.The soil column did not contain any solute prior to infiltration.
A slug of water containing a solute at concentration C, was allowed to infiltrate at a rate of
0.17 cm/min for a 30-min period, resulting in a total depth of infiltration of 5 cm.The model
computed the pressure head, water content, vertical pore-water velocity, relative solute
concentration (C/C,), and volumetric solute concentration (6C/C,) after 30 min, 60 min, 300
min, and 5760 min.Figure 4.17 shows the results of the model study. At 5760 min the head
distribution had returned to the pre-infiltration conditions, which indicates that equilibrium
had been reached. Inspection of Figure 4.17 shows that although the water in the bottom of
the soil column is above the irreducible water content at 5760 min, the solute has remained
near the top of the soil column.This can occur because the water found at the bottom of
the soil column was displaced downward from the top of the soil column by the infiltrating
water containing the solute, which did not penetrate past the depth where C/C =0.

The model was run under three conditions. In the hysteretic mode the hysteretic relation-
ship between water content and pressure head was used. As the slug of water infiltrated,
the wetting relationships were used, followed by drying curves when the infiltrating slug
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had passed.This model run is represented as a solid line on Figure 4.17.In the nonhysteretic
wetting-curve mode, the pressure-head-water-content relation was based on the main wet-
ting curve, and in the nonhysteretic drying-curve mode, it was based on the main drying
curve.The results of these two modes are represented by circles and triangles, respectively.
The importance of using the hysteretic mode appears to be greater for the pressure head
and the water content than for the pore velocity and the solute front movement.

FIGURE 4.16 A water-content-pressure-head hysteresis loop used in a model study of

solute infiltration in a soil column.
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Source: Pickens and Gillham. 1980. Finite element analysis of solute transport under hysteretic
unsaturated flow conditions. Water Resources Research 16:1071-1078. Copyright by the American
Geophysical Union. Reproduced with permission.

Perhaps more importantly, tracking a wetting front does not necessarily directly correspond
to the tracking rate at which solutes will migrate through the vadose zone as can be seen in
Figure 4.17.This difference can become exacerbated when there are preferential flow paths
and wetting front instabilities in non-homogeneous conditions.

B 4.11 Preferential Flowpaths in the Vadose Zone

The preceding analyses all treat the unsaturated zone as a homogeneous, porous
medium. However, this is certainly not the case. In the root zone there are numerous
large pores and cracks formed by such agents as plant roots, shrinkage cracks, and
animal burrows. These macropores can form preferential pathways for the movement
of water and solute, both vertically and horizontally through the root zone (Beven and
Germann 1982). This situation can lead to “short-circuiting” of the infiltrating water
as it moves through the macropores at a rate much greater than would be expected

from the hydraulic conductivity of the soil matrix; see Figure 4.18(a).
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A second type of preferential flow is fingering, which occurs when a uniformly
infiltrating solute front is split into downward-reaching “fingers” due to instability
caused by pore-scale permeability variations. This is called wetting front instability,
or Rayleigh-Taylor instability. Instability often occurs when an advancing wetting
front reaches a boundary where a finer sediment overlies a coarser sediment, see
Figure 4.18(b) (Hillel and Baker 1988).

A third type of preferential flow is funneling (Kung 1990b). Funneling occurs in
the vadose zone below the root zone and is associated with stratified soil or sediment
profiles. Sloping coarse-sand layers embedded in fine-sand layers can impede the down-
ward infiltration of water. The sloping layer will collect the water like the sides of a
funnel and direct the flow to the end of the layer, where it can again percolate vertically,
but in a concentrated volume, as shown in Figure 4.18(c). Field studies using water
containing dye placed in furrows indicate that the water is moving in the fine-sand layer
above the discontinuity of the coarse-sand layer (Kung 1990a). These same dye studies

FIGURE 4.17 Model results of matric potential v, water content 0, pore-water velocity (v), relative
solute concentration (C/C ), and volumetric solute concentration (0C/C,).
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FIGURE 4.17 Contd
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Source: Pickens and Gillham. 1980. Finite element analysis of solute transport under hysteretic unsaturated flow
conditions. Water Resources Research 16:1071-1078. Copyright by the American Geophysical Union. Reproduced
with permission.

showed that because of funneling, the volume of the soil containing dye decreased with
depth. The dyed soil region occupied about 50% of the soil volume at 1.5 to 2.0 m; from
3.0 to 3.5 m, it occupied only 10% of the soil volume, and by 5.6 to 6.6 m, it was found
in about 1% of the soil volume. At this depth a single column of dyed soil was found,
obviously formed by funneling of flow of dyed water from above (Kung 1990a).

These occurrences of preferential flow in particular and soil heterogeneity in gen-
eral have disturbing implications for monitoring solute movement in the unsaturated
zone. Some studies have recorded seemingly anomalous results, with deeper soil layers
having greater concentrations of solute than more shallow layers (Kung 1990