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CROWNCOM 2016

Preface

The 11th EAI International Conference on Cognitive Radio Oriented Wireless
Networks (CROWNCOM 2016) was hosted by CEA-LETI and was held in Grenoble,
France, the capital of the Alps. 2016 was the 30th anniversary of wireless activities at
CEA-LETI, but Grenoble has a more ancient prestigious scientific history, still very
fresh in the signal processing area as Joseph Fourier worked there on his fundamental
research, and established the Imperial Faculty of Grenoble in 1810, now the Joseph
Fourier University.

This year, the main themes of the conference centered on the application of cog-
nitive radio to 5G and to the Internet of Things (IoT). According to the current trend,
the requirements of 5G and the IoT will increase demands on the wireless spectrum,
accelerating the spectrum scarcity problem further. Both academic and regulatory
bodies have focused on dynamic spectrum access and or dynamic spectrum usage to
optimize scarce spectrum resources. Cognitive radio, with the capability to flexibly
adapt its parameters, has been proposed as the enabling technology for unlicensed
secondary users to dynamically access the licensed spectrum owned by legacy primary
users on a negotiated or an opportunistic basis. It is now perceived in a much broader
paradigm that will contribute toward solving the resource allocation problem that 5G
requirements raise.

The program of the conference was structured to address these issues from the
perspectives of industry, regulation bodies, and academia. In this transition period,
where several visions of 5G and spectrum usage coexist, the CROWNCOM Committee
decided to have a very strong presence of keynote speeches from key stakeholders. We
had the pleasure of welcoming keynotes from industry 5G leaders such as Huawei and
Qualcomm, the IoT network operator Sigfox, and the European Commission with
perspectives on policy and regulation. We were also honored to welcome prestigious
academic views from the Carnegie Mellon University and Zhejiang University. Along
with the keynote speeches, we had the opportunity to debate the impact of massive IoT
deployments in future spectrum use with a panel gathering high-profile experts in the
field, thanks to the help of the conference panel chair.

The committee also wanted to emphasize how cognitive radio techniques could be
applied in different areas of wireless communication in a pragmatic way, in a context
where cognitive radio is often perceived as a theoretical approach. With this in mind, a
significant number of demonstrations and exhibits were presented at CROWNCOM.
Seven demonstrations and two exhibition booths were present during the conference,
showcasing the maturity level of the technology. In this regard, we would like to
express our gratitude to the conference demonstration and exhibit chair for his out-
standing role in the organization of the demonstration area in conjunction with the
conference local chairs. In addition, we decided to integrate a series of workshops that



can be seen as special sessions where specific aspects of cognitive radio regarding
applications, regulatory frameworks, and research were discussed. Four such work-
shops were organized as part of the conference embracing topics such as modern
spectrum management, 5G technology enabler, software-defined networks and virtu-
alization, and cloud technologies. This year, delegates could also attend three tutorials
organized as part of the conference. We are thankful to the tutorial chair for organizing
these tutorials.

Of course, the core of the conference was composed of regular paper presentations
covering the seven tracks of the conference topics. We received a fair number of
submissions, out of which 62 high-quality papers were selected. The paper selection
was the result of a rigorous and high-standard review process involving more than 150
Technical Program Committee (TPC) members with a rejection rate of 25 %. We are
grateful to all TPC members and the 14 track co-chairs for providing high-quality
reviews. This year, the committee decided to reward the best papers of the conference
in two ways. First, the highest-ranked presented papers were invited to submit an
extended version of their work to a special issue of the EURASIP Journal on Wireless
Communications and Networking (Springer) on “Dynamic Spectrum Access and
Cognitive Techniques for 5G.” This special issue is planned for publication at the end
of 2016. Then, a smaller number of papers with the highest review scores competed for
the conference “Best Paper Award,” sponsored by Orange. The committee would like
to thank the authors for submitting high-quality papers to the conference, thereby
maintaining COWNCOM as a key conference in the field.

Of course the organization of this event would have been impossible without the
constant guidance and support of the European Alliance for Innovation (EAI). We
would like to warmly thank the organization team at EAI and in particular Anna
Horvathova, the conference manager of CROWNCOM 2016. We would also like to
express our thanks to the team at CEA: our conference secretary and the conference
webchair for their steady support and our local chairs for setting up all the logistics.

Finally, the committee would like express its gratitude to the conference sponsors.
In 2016, CROWNCOM was very pleased by the support of a large number of pres-
tigious sponsors, stressing the importance of the conference for the wireless commu-
nity. Namely, we express our warmest thanks to Keysight Technologies, Huawei,
Nokia, National Instruments, Qualcomm, and the European ForeMont project.

We hope you will enjoy the proceedings of CROWNCOM 2016.

April 2016 Dominique Noguet
Klaus Moessner
Jacques Palicot
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Abstract. The activity pattern of different primary users (PUs) in the
spectrum bands has a severe effect on the ability of the multi-armed
bandit (MAB) policies to exploit spectrum opportunities. In order to
apply MAB paradigm to opportunistic spectrum access (OSA), we must
find out first whether the target channel set contains sufficient structure,
over an appropriate time scale, to be identified by MAB policies. In this
paper, we propose a criteria for analyzing suitability of MAB learning
policies for OSA scenario. We propose a new criteria to evaluate the
structure of random samples measured over time and referred as Optimal
Arm Identification (OI) factor. OI factor refers to the difficulty associated
with the identification of the optimal channel for opportunistic access.
We found in particular that the ability of a secondary user to learn
the activity of PUs spectrum is highly correlated to the OI factor but
not really to the well known LZ complexity measure. Moreover, in case
of very high OI factor, MAB policies achieve very little percentage of
improvement compared to random channel selection (RCS) approach.

Keywords: Cognitive radio · Opportunistic spectrum access · Rein-
forcement learning · Multi-armed bandit · Lempel-Ziv (LZ) complexity ·
Optimal Arm Identification (OI) factor

1 Introduction

Spectrum learning and decision making is a core part of the cognitive radio (CR)
to get access to the underutilized spectrum when not occupied by a licensed or
primary users (PUs). In particular, we deal with multi-armed bandit (MAB)
paradigm, which allows unlicensed or secondary user (SU) to make action to
select a free channel to transmit when no PUs are using it, and finally learns
about the optimal channel, i.e. channel with the highest probability of being
vacant, in the long run [1–3].

The PU activity pattern, i.e. presence or absence of PU signal in the spec-
trum band, can be modeled as a 2-state Markov Process [3–5]. In case of SU
trying to learn about the probability for a channel to be vacant, the success of
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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MAB policy is affected by the amount of structure obtained in the PUs activity
pattern in these channels [6]. There exist several pieces of work on opportunistic
spectrum access (OSA), by means of learning and predicting an opportunity,
which deals with CR to find out the PUs activity pattern. In this paper, we
address the following fundamental questions, affecting MAB performance: (i)
when is it advantageous to apply MAB learning framework to address the prob-
lem of opportunistic access for SU? (ii) Is the use of MAB policies for OSA is
justified over a simple non-intelligent approach?

In almost all cases, the performance of MAB learning policies has been studied
with respect to PUs activity level, i.e. probability that PUs occupy radio channels
[2,3]. In some cases, spectrum utilization is modeled as an independent and iden-
tically distributed (i.i.d) process [1], and it does not take into account the likely
sequential activity patterns of PUs in the spectrum. To address the first question
raised above, the Lempel-Ziv (LZ) complexity was introduced in [6] to character-
ize the PU activity pattern for general reinforcement learning (RL) problem. How-
ever, MAB paradigm is a special kind of RL game where SU maximizes its long
term reward by making action to learn about the optimal channel, opposed to gen-
eral RL framework where SU is interacting with a system by making actions and
learns about the underlying structure of the system. Moreover, in this paper, we
propose the Optimal Arm Identification (OI) factor to identify the difficulty asso-
ciated with prediction of an optimal channel having highest probability of being
vacant from the set of channels. Finally, the last question raised above is answered
by comparing the performance of MAB policies against the random channel selec-
tion (RCS) approach (a non-intelligent approach).

We found out that, for several spectrum utilization patterns, MAB poli-
cies can be beneficial compared to non-intelligent approach, but the percentage
of improvement is highly correlated with the level of OI factor and very little
affected by the level of LZ complexity. This result does not just emphasize apho-
rism that performance of MAB policies in OSA framework depends extremely
on the OI factor associated with the selected channel set. The work presented
in this paper can be the answer to the question raised in several papers about
the effectiveness of MAB framework for OSA scenario. The remainder of this
paper is organized as follows. In Sect. 2, we introduce MAB framework and RL
policies which are used to verify the effect of PUs activity pattern on spectrum
learning performance. Section 3 and 4 contain our main contributions where in
Sect. 3, LZ complexity is revisited and a new criteria measuring the structure
of spectrum utilization pattern, named OI, is introduced and in Sect. 4, numer-
ical results giving the efficiency of MAB policies w.r.t. the output of LZ and OI
criteria are presented. Finally, Sect. 5 concludes the paper.

2 System Model and RL Policies

We consider a network with a single1 secondary transceiver pair (Tx-Rx) and a
set of channel K = {1, · · · ,K}. SU can access one of the K channels if it is not
1 The presented analysis can also be justified for multiple SUs scenario, where each

SU tries to find optimal channel following underlying activity pattern of PUs.
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occupied by PUs. The i-th channel is modeled by an irreducible and aperiodic
discrete time Markov chain with finite state space Si. P i =

{
pikl, (k, l ∈ {0, 1})

}

denotes the state transition probability matrix of the i-th channel, where 0 and
1 are the Markov states, i.e. occupied and free respectively. Let, πi be the sta-
tionary distribution of the Markov chain defined as:

πi = [πi
0, π

i
1] =

[
pi10

pi10 + pi01
,

pi01
pi10 + pi01

]
. (1)

Si(t) being the state of the channel i at time t and ri(t) ∈ R is the reward
associated to the band i. Without loss of generality we can assume, that ri(t) =
Si(t), i.e. Si(t) = 1 if sensed free and Si(t) = 0 if sensed occupied. The stationary
mean reward μi of the i-th channel under stationary distribution πi is given
by: μi = πi. A channel is said optimal when it has the highest mean reward
μi∗ , such that μi∗ > μi and i∗ �= i, i ∈ {1, · · · ,K}, i.e. a channel with the
highest probability to be vacant. The mean reward optimality gap is defined as
Δi = μi∗ − μi. The regret R(t) of a MAB policy up to time t, is defined as the
reward loss due to selecting sub-optimal channel μi:

R(t) = tμi∗ −
t∑

m=0

r(m), (2)

2.1 Reinforcement Learning (RL) Approaches

We consider two different reinforcement learning (RL) strategies, i.e. UCB1 and
Thomson-Sampling (TS), in order to evaluate the learning efficiency of MAB
policies on channel set containing different PUs activity pattern. These policies
are based on RL algorithms introduced in [7–9] as an approach to solve MAB
problem and they attempt to identify the most vacant channel in order to max-
imize their long term reward. Figure 1 illustrates a realization of the random
process: ‘occupancy of spectrum bands by PUs’. In this figure, all channels do
not have the same occupancy ratio and it seems intuitively clear that the more
different the channel occupations are, the easier the learning.

Upper Confidence Bound (UCB) Policy. It has been shown previously in
[1] that UCB1 allows spectrum learning and decision making in OSA context in
order to maximize the transmission opportunities. UCB1 is a RL based policy,
learning about the optimal channel from previously observed rewards starting
from scratch, i.e. without any a priori knowledge on the activity within the set
of channels. For each time t, UCB1 policy updates indices named as Bt,i,Ti(t),
where Ti(t) is the number of times the i-th channel has been sensed up to time
t, and returns the channel index at = i of the maximum UCB1 index. UCB1 is
detailed in Algorithm1 where α is the exploration-exploitation coefficient. If α
increases, the bias At,i,Ti(t) dominates and UCB1 policy explores new channels.
Otherwise, if α decreases, the index computation is governed by X̄i,Ti(t) and the
policy tends to exploit the previously observed optimal channel.
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Fig. 1. PUs activity pattern

Algorithm 1. UCB1 policy
Input: K, α
Output: at

1: for t = 1 to n do
2: if t ≤ K then
3: at = t + 1
4: else

5: Ti(t) =
t−1∑

m=0

1am=i, ∀i

6: X̄i,Ti(t) =

t−1∑

m=0
Si(m)1am=i

Ti(t)
, At,i,Ti(t) =

√
α ln t
Ti(t)

, ∀i

7: Bt,i,Ti(t) = X̄i,Ti(t) + At,i,Ti(t), ∀i
8: at = arg maxi(Bt,i,Ti(t))
9: end if

10: end for

Thomson-Sampling (TS) Policy. Introduced in [8,9] and detailed in
Algorithm 2, TS selects a channel having the highest Jt,i,Ti(t) index, computed

with the β function w.r.t. two arguments, i.e. Gi,T i(t) =
t−1∑

m=0
Si(m)1am=i and

Fi,T i(t) = T i(t) − Gi,T i(t), where T i(t) has the same meaning than previously.
The former argument is the total number of free state observed up to time t for
channel i and the second is the total number of occupied state. For start, no
prior knowledge on the mean reward of each channel is assumed i.e. uniform dis-
tribution and hence the index for all channels is set to β(1, 1). TS policy updates
the distribution on mean reward μi as β

(
Gi,T i(t) + 1, Fi,T i(t) + 1

)
.
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Algorithm 2. Thomson-Sampling (TS) policy
Input: K, Gi,1 = 0, Fi,1 = 0
Output: at

1: for t = 1 to n do
2: Jt,i,Ti(t) = β(Gi,T i(t) + 1, Fi,T i(t) + 1)

3: Sense channel at = arg maxi

(
Jt,i,Ti(t)

)

4: Observe state Si(t)

5: Ti(t) =
t−1∑

m=0

1am=i, ∀i, Gi,Ti(t) =
t−1∑

m=0

Si(m)1am=i, ∀i

6: Fi,Ti(t) = Ti(t) − Gi,Ti(t), ∀i
7: end for

3 PUs Activity Pattern vs Difficulties of Prediction

In general, multi-armed bandit (MAB) algorithms are evaluated with the PUs
traffic load which characterizes the occupancy of the spectrum band. Intuitively,
the higher occupancy of the channel by PUs, the more difficult the opportunis-
tic access for SU will be. However, traffic load of the PUs is not sufficient for
evaluating the efficiency of MAB policies. In fact, performance of MAB policies
leverages on the structure of the PUs activity pattern and also on the difficulties
associated with identification of the optimal channel, i.e. channel with optimal
mean reward distribution μi∗ . The ON/OFF PUs activity model approximates
the spectrum usage pattern as depicted in Fig. 1. Moreover, if the separation
between the mean reward distribution of the optimal and a sub-optimal channel
is large, SU should be able to converge to the optimal channel faster, and thus
achieves a higher number of opportunistic accesses. Therefore, estimating the
amount of structure present in the PUs activity pattern is of essential interest
for applying machine learning strategies to OSA.

3.1 Lempel-Ziv (LZ) Complexity

Lempel-Ziv (LZ) complexity was proposed in [11] as a measure for character-
izing randomness of sequences. It has been widely adopted in several research
areas such as biomedical signal analysis, data compression and pattern recogni-
tion. Lempel and Ziv, in [11], have associated to every sequence a complexity c
which is estimated by looking at the sequence and incrementing c every time a
new substring of consecutive symbols is available. Then c is normalized via the
asymptotic limit n/ log2(n), where n is the length of the sequence. LZ complexity
is a property of individual sequences and it can be estimated regardless of any
assumptions about the underlying process that generated the data. In [6], the
authors have applied the LZ definition to the production rate of new patterns in
Markovian processes. This is of particular interest when PUs activity is modeled
as Markov process to evaluate the efficiency of MAB policies. For an ergodic
source, LZ complexity equals the entropy rate of the source, which for a Markov
chain S is given by [6]:
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h(S) = −
∑

k,l

πkpk,l log pk,l, k, l ∈ {0, 1}, (3)

where pk,l is the transition probability between state k and l. System with LZ
complexity equal to 1 implies very high rate of new patterns production and
thus it could make difficult for the learning policy to predict the next sequence.
For example in Fig. 1, channels 1 to 4 have different PUs activity pattern char-
acterized by normalized LZ complexity of 0.05, 0.30, 0.60 and 0.66, respectively.
It is clear that prediction of next vacancy is an easy task in case of channel 1
which has lower LZ complexity, whereas it becomes more and more difficult to
predict next vacancy in channel 4 which has higher LZ complexity.

3.2 Optimal Arm Identification (OI) Factor

As stated before, performance of MAB policy applied to OSA context also lever-
ages on the separation between optimal and sub-optimal channels mean reward
distribution. Here, we define another criteria to characterize the difficulty for a
MAB to learn the PUs spectrum occupancy. The MAB policy learns, based on
past observations, which channel is optimal in term of mean reward distribution
in the long run. The optimal arm identification for MAB framework has been
studied since the 1950s under the name ‘ranking and identification problems’
[12,13].

In recent advances in MAB context, an important focus was set on a different
perspective, in which each observation is considered as a reward: the user tries
to maximize his cumulative reward. Equivalently, its goal is to minimize the
expected regret R(t), as defined in (2), up to time t > 1. As stated in [7,14], regret
R(t), defined as the reward loss due to the selection of sub-optimal channels,
up to time t is upper bounded uniformly by a logarithmic function:

R(t) ≤ a
∑

i:µi<µi∗

ln t

(μi∗ − μi)
+ b

∑

i:µi<µi∗
(μi∗ − μi), (4)

where a and b are constants independent from channel parameters and time t.
As stated in (4), upper bound on regret of MAB policy is scaled by the change
in mean reward optimality gap Δi = (μi∗ −μi). Intuitively, decreasing Δi makes
the upper bound looser and thus increases the uncertainty on MAB policies
performance. In this paper, we propose the OI factor H1 as a measure of difficulty
associated with finding an optimal channel among several other channels:

H1 = 1 −
K∑

i=1

(μi∗ − μi)
K

, (5)

where, μi and μi∗ are the mean reward distribution of sub-optimal and optimal
channels respectively, K is the number of channels and i∗ is the index of optimal
channel. H1 measures how close the mean reward of all sub-optimal channels are
from the mean reward of the optimal channel. If H1 is close to 1 then all channels
have very closely distributed mean reward, thus it becomes almost impossible
for learning policy to identify the optimal channel from the set of channels.
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4 Impact of LZ Complexity and OI Factor on Prediction
Accuracy

In this section, two MAB policies, i.e. UCB1 and Thomson-Sampling (TS), are
investigated and the performance they achieve are put in correlation with the
information given by LZ complexity and OI factor H1. Markov chains with sev-
eral levels of stationary distribution π = [π0, π1], LZ complexity and H1 factor
are generated for further numerical analysis. For simulation convenience, some
parameters need to be set. Indeed, (1) is an undetermined system with two
unknowns p01 and p10. Therefore, as a side step, we considered 9 different levels
of π1, i.e. probability of being vacant, as 0.1, 0.2, · · · , 0.9. For these values of π1,
we obtained 45 different transition probability matrices P , each corresponding
to different LZ complexity. A total of

(
45
5

)
combinations are obtained by con-

sidering 45 different transition probability matrices and K = 5 channels, and
those correspond to various H1 factor. Finally, MAB policies are applied to the
randomly selected 2000 combinations from a total of

(
45
5

)
combinations. Every

point in each figure corresponds to one realization of MAB policies. For each
realization, policy is executed over 102 iterations of 104 time slots each. More-
over, the exploitation-exploration coefficient in UCB1 is set to α = 0.5 which is
proved to be efficient for maintaining a good tradeoff between exploration and
exploitation [10].

4.1 Probability of Success

Probability of success PSucc is computed by considering the number of times
vacant channel is explored over the number of iterations. The success probability
depends on the probability Pf that there exists at least one free channel from
the set of channels K. Considering that the channel occupation is independent
from one channel to another, we have [6]:

Pf = 1 −
K∏

i=1

πi
0, (6)

where πi
0 is the probability that the i-th channel is occupied.

Figure 2(a) and (b) depict the probability of success PSucc of UCB1 and TS
policies, i.e. the probability that these policies access to a free channel, according
to the probability that at least one channel is free, i.e. Pf and LZ complexity.
In both figures, success probability increases with Pf for a given level of LZ
complexity. However, in Fig. 2(a) and (b), for a given Pf , several values of LZ
complexity lead to the same level of performance for UCB1 and TS algorithms.
This reveals that LZ complexity is not really related to the ability of UCB1 and
TS policies to learn the scenario. For instance in Fig. 2(a) and (b), SU is able
to achieve more than 90% of probability of success on a channel set with LZ
complexity of 0.2 and Pf = 0.98, whereas it only achieve 75% of probability of
success on a channel set with LZ complexity of 0.6 and Pf = 0.98. In that case,
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Fig. 2. (a), (b) Probability of success PSucc of MAB policies, i.e. UCB1 and TS, with
respect to the average LZ complexity and the probability of free Pf . Each point denotes
a particular realization of MAB policies applied to K = 5 channels. The number of
random combinations which we analyzed is 2000. (c), (d) Probability of success PSucc of
MAB policies, i.e. UCB1 and TS, with respect to the OI factor H1 and the probability
of free Pf applied to same set of channels.

the variation in the probability of success is up to 15% however the variation of
PSucc along the x-axis can be even less important for lower values of Pf .

On the other hand, Fig. 2(c) and (d) show the probability of success of UCB1
and TS policies according to H1 and the probability of free Pf . As we can see
that H1 is highly correlated to UCB1 and TS policies performance on a given
scenario. In order to achieve very high level of PSucc, H1 required to be low. For
instance in Fig. 2(c) and (d), SU is able to achieve more than 90% of PSucc on
a channel set when H1 is 0.4 and Pf = 0.95, whereas it only achieves 50% of
PSucc on a channel set when H1 = 0.95 and Pf = 0.95. Thus, we can state that
PUCB
Succ varies up to 40% according to the changes in H1, along x-axis, for certain

values of Pf .
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Fig. 3. (a), (b) Each point denotes the difference between the probability of success
of MAB policies, i.e. UCB1 and TS, and the probability of success of the random
channel selection (RCS) approach applied to K = 5 channels, respectively. 2000 random
combinations have been analyzed.

4.2 Comparison with Random Channel Selection Policy

Figure 3(a) and (b) show difference between probability of success of MAB poli-
cies, i.e. UCB1 and TS, and random channel selection (RCS) approach. As
expected, MAB policies outperform RCS approach in general, but difference
becomes negligible for very high H1 regime, i.e. the mean rewards of sub-optimal
and optimal channels become equivalent. For a given Pf , performance of MAB
policies decreases when H1 increases. For instance in Fig. 3(a) and (b), we can
notice that PUCB

Succ − PRCS
Succ and PTS

Succ − PRCS
Succ vary up to 50% along the x-axis,

i.e. H1.
Figure 4 shows the average percentage of improvement in the probability

of success achieved by MAB policies, i.e. UCB1 and TS, with respect to RCS
approach under various PUs activity pattern. As we stated before, percentage
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Fig. 4. Average percentage of improvement in the probability of success of MAB poli-
cies, i.e. UCB1 and TS, with respect to RCS policy as a function of the OI factor H1 and
the probability of free Pf . Each point denotes an average percentage of improvement
achieved by MAB policies applied to several combinations of H1 and Pf .

of improvement of MAB policies compared to RCS approach decreases when Pf

increases, because RCS approach is able to find more opportunities in high Pf

regime. On the contrary, average percentage of improvement of MAB policies
also decreases when Pf decreases after certain limit. It is due to the fact that
there are not many opportunities available to exploit for MAB policies in low
Pf regime. As stated in Fig. 4, combinations with low H1, i.e. 0.7 < H1 ≤ 0.8,
increases the percentage of improvement of MAB policies compared to RCS
approach. Even for high H1, i.e. 0.9 < H1 ≤ 1, the relative improvement of
learning policies is still noticeable, i.e. more than 15%. It also reveals that all
MAB policies, i.e. UCB1 and TS, achieve nearly same level of percentage of
improvement for low H1, i.e. 0.7 < H1 ≤ 0.8, whereas in case of high H1, i.e.
0.9 < H1 ≤ 1, UCB1 policy significantly outperforms TS policy. Figures 3 and
4 prove that OI factor H1 is rather well suitable compared to LZ complexity to
analyze learning capability of MAB policies in OSA context.

5 Conclusions

While MAB policies, e.g. UCB1 and TS, are often assumed to be beneficial for
OSA context, the problem of characterizing the scenarios where they are effec-
tive is barely studied. In this paper, we propose a new criteria, named OI factor,
to characterize the situations where MAB policies will be good a priori. We eval-
uate the performance of UCB1 and TS on various scenarios, and correlate this
to the output of OI factor and LZ complexity. Our findings show that LZ com-
plexity does not give sufficient insights on how MAB policies behave on learning
scenarios. On the other hand, OI factor is well connected to the percentage of
success of MAB policies. Hence, we suggest to use OI factor in order to know if
learning compared to random channel selection is beneficial for a given scenario
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or not. Moreover, MAB learning can achieve more than 50% of improvement in
the probability of success compared to the non-intelligent approach in scenarios
presenting low OI factors.
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Abstract. In this paper, a two-stage precoding algorithm, termed as subspace-
projection prioritized signal-to-leakage-and-noise ratio (SP-PSLNR) algorithm,
is proposed for dynamic spectrum access systems with different priorities of
spectrum utilization. In the first stage precoding, the interference from the
secondary users (SUs) to the primary users (PUs) is canceled; while in the
second stage precoding, we differentiate the interference protection and quality
of service (QoS) among SUs with different priorities of spectrum access. For this
purpose, we newly introduce a parameter called as “interference leakage weight
(ILW)” to be used in the optimization of signal to leakage and noise ratio
(SLNR). The simulation results show that the proposed method can increase
SUs’ maximum allowed transmit power while maintaining protection to the
PUs. Moreover, this method can jointly optimize the transmit power of SUs and
minimize the interference among SUs. Furthermore, the QoS of SUs can be
differentiated by adjusting the ILWs.

Keywords: 5G � Interference leakage weight � Incumbent user protection �
Prioritized dynamic spectrum access � Spectrum access system

1 Introduction

To meet the requirements of the emerging fifth generation (5G) wireless communication
systems, such as even higher system capacity and spectrum utilization, cognitive radio
(CR) technology has been widely investigated as an important enabling technology. In
CR-enabled dynamic spectrum access systems, secondary users (SUs) are allowed to
access the spectrum of licensed primary users (PUs) on a non-interference basis. For
future wireless networks, a large variety of macrocells, microcells, and femtocells will
coexist together with numerous device-to-device (D2D) or machine type communica-
tions. Thus, multi-tier or hierarchical wireless systems, in which each tier has different
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quality of service (QoS) requirements, are envisioned [1, 2]. Notably, the U.S. Presi-
dent’s Council of Advisors on Science and Technology (PCAST) recommends a
three-tier hierarchy (i.e., Federal primary access, priority secondary access, and general
authorized access) for access to Federal spectrum [7]. In this three-tier architecture, the
first tier users would be entitled to interference protection to a level such that their
communication performance requirements are satisfied. The second tier users would
receive short-term priority authorizations. The third tier users would be entitled to use
the spectrum on an opportunistic basis and would not be entitled to interference pro-
tection. In this study, we consider a two-tier system in which the first tier is the primary
user system (PS) and the second tier is the secondary user system (SS). Further, we
consider that the SUs in the second tier may have different priority levels of spectrum
utilization. The high-priority SUs will have better QoS than the low-priority SUs. A new
problem which needs to be addressed is how to support different QoS requirements of
those prioritized SUs while maintaining protection to the PUs.

For most study on cognitive multiple-input multiple-output (MIMO) systems, the
SUs have been treated with the same priority. Even though there are many algorithms
(e.g., block diagonalization [3], minimum mean square error (MMSE) [3, 4], inter-
ference alignment [5]) to mitigate the co-channel interference between the SUs, these
algorithms cannot support different interference protection and QoS requirements of the
prioritized SUs. Ekram Hossain also summaries the challenges of traditional interfer-
ence management methods (e.g., power control, cell association, etc.) and argues that
the existing methods will not be able to address the interference management problem
in 5G multi-tier networks because of the more complex interference dynamics (e.g.,
disparate QoS requirements and priorities at different tiers, huge traffic load imbalance,
etc.) [1]. To support the different priorities of interference protection and QoS for
spectrum access systems, new interference management algorithms need to be
developed.

In this paper, a two-stage precoding algorithm, termed as subspace-projection
prioritized signal-to-leakage-and-noise ratio (SP-PSLNR) algorithm, is proposed for
spectrum access systems with different priority levels of spectrum utilization. The first
stage precoding is based on subspace projection (SP), which mitigates the PU’s
interference (PUI) caused by SUs. The second stage precoding is based on maximizing
the prioritized signal-to-leakage-and-noise ratio (PSLNR), which suppresses the
interference between the SUs and supports different priorities of interference protec-
tion. A new parameter called as “interference leakage weight (ILW)” is introduced at
the second stage precoding to account for the resulting interference leakage from one
SU to the other SUs. Simulations are conducted to verify the effectiveness of the
proposed algorithm.

The rest of this paper is organized as follows. In Sect. 2, the system model and
system parameters are discussed. In Sect. 3, the proposed two-stage precoding algo-
rithm is analyzed in more details. How to assign the appropriate ILWs to SUs with
different priority levels is also explained. Simulation results are presented in Sect. 4
followed by the conclusion of this paper.

Notations: we use AH, E{A} to denote the conjugate transpose and the statistical
expectation of matrix A, respectively. Tr{A} denotes the trace of matrix A. IN denotes
an N × N identity matrix.
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2 System Model

Figure 1 shows the system model of spectrum access systems with different priority
levels of spectrum utilization. For the system model discussed in this paper, one PS
coexists with k SSs. These SSs have different priority levels of spectrum utilization. All
SUs are assumed to operate in the same spectrum used by PU while the interference to
the PU should be kept below the predefined threshold. In this system model, a pair of
active transmitter and receiver equipped with multiple antennas is considered in the PS
or SS. As shown in Fig. 1, NTp and NTs represents the number of transmitting antennas
at PU and SU, respectively. NRp, NRs represents the number of receiving antennas at PU
and SU, respectively. In Fig. 1, the solid arrow lines represent the desired signals,
while the dashed arrow lines stand for the interference. A database is employed to
store/retrieve the priority information, geolocation information as well as the channel
state information of the PUs and the SUs.

The received signal vectors yp and ysi at the PU receiver and the i-th SU receiver are
expressed as follows:

yp ¼ Gsþ
Xk
i¼1

QiFixi þ np ; ð1Þ

ysi ¼ HiiFixi þ
Xk

r¼1;r 6¼i

HirFrxr þPisþ nsi ; ð2Þ

where s is the transmitted symbol vector from the PU transmitter; xi is the transmitted
symbol vector from the i-th SU transmitter; G is the channel matrix between the PU

Fig. 1. System model of spectrum access systems with different priority levels of spectrum
utilization
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transmitter and receiver; Qi is the channel matrix between the i-th SU transmitter and
PU receiver; the term Fi is the precoding matrix of the i-th SU; Hii is the channel matrix
between the i-th SU transmitter and receiver; Hir is the channel matrix between the r-th
SU transmitter and the i-th SU receiver; Pi is the channel matrix between the PU
transmitter and i-th SU receiver; np and nsi are the additive white Gaussian noise
(AWGN) vectors with zero mean and unit variance.

The first term in (1) and (2) represents the desired signal at the receiver of PU and i-th
SU, respectively. The second term in (1) represents the aggregated PUI caused by SUs.
The second and third term in (2) represents the SU’s interference (SUI) caused by the
other SUs and the PU, respectively. The last term in (1) and (2) is the AWGN noise. In
this paper, unless stated otherwise, it is assumed that perfect channel state information
(CSI) is known at the transmitters and receivers of SUs.

3 Two-Stage Precoding Algorithm (SP-PSLNR)

In this section, the proposed two-stage precoding algorithm “SP-PSLNR” is discussed
in a stage-by-stage approach in the first two subsections. Then the combination of two
stages, i.e., the SP-PSLNR algorithm, is presented in the third subsection. In the last
subsection, how to assign the appropriate ILWs to SUs of different priority levels is
further discussed.

3.1 First Stage Precoding: SP Algorithm

The first stage precoding is based on SP, which eliminates the PUI caused by the SUs
operating in the same spectrum. In a CR-enabled dynamic spectrum access system, the
SUs are allowed to access the same spectrum used by the PU only if the resulting
interference to the PU remains below the predefined PUI threshold. Therefore, the SUs’
maximum allowed transmit power has to be limited by the predefined interference
threshold at the PU. Consequently, the SUs’ transmit power might be too low to meet
the communication quality requirements. To increase the allowed transmit power of
SUs, more effective interference suppression algorithm is quite needed. The SP algo-
rithm can help SUs to transmit signals in the null space of the interference channel (i.e.,
the channel between SUs transmitter and PU receiver), thus eliminating the PUI caused
by SUs. In this way, the maximum allowed transmit power of SUs with the SP-based
precoding can be significantly higher than that when using the traditional power control
method.

Based on the geolocation database approach such as the advanced geolocation
engine (AGE) database (please refer to [6] for more details about AGE database), the
i-th SU first finds out the PU within its interference range, and then the channel matrix
Qi is retrieved when evaluating the PUI caused by the i-th SU transmitter. By applying
the singular value decomposition (SVD) of Qi, the null of Qi, i.e., V

(0), which is the first

stage precoding vector Fð1Þ
i for the i-th SU transmitter, can be obtained as follows.
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Qi ¼ U
X

½V ð1ÞV ð0Þ�H ; ð3Þ

Fð1Þ
i ¼ V ð0Þ ; ð4Þ

where V(1) is the matrix composed of the right singular vectors corresponding to
non-zero singular values of Qi, and V(0) is the matrix composed of the zero singular
values of Qi. To obtain the null space of non-zero elements, the number of the SU’s
transmitting antennas should be no less than the number of the PU’s receiving
antennas.

3.2 Second Stage Precoding: PSLNR Algorithm

To support different priority levels of QoS requirements for SUs, the PSLNR algorithm
is proposed by introducing a new parameter called as “ILW” into the traditional SLNR
algorithm. The PSLNR measured by the i-th SU receiver is expressed as follows:

PSLNRi¼
E jHiiFixij2
n o

E jai
Pk

r¼1;r 6¼i
HriFixi þ nsij2

( )

¼ TrðFH
i H

H
ii HiiFiÞ

Trða2i
Pk

r¼1;r 6¼i
FH
i H

H
ri HriFiÞþ INRs

;

ð5Þ

where αi represents the i-th SU’s ILW. The higher the αi value of i-th SU, the stronger
constraint is forced to the investigated SU on its interference leakage to the other SUs.
Therefore, a smaller ILW will be assigned to the high-priority SU. That is to say, the
high-priority SU is endowed with looser constraint on its interference leakage to other
lower-priority SUs.

The second stage precoding is based on maximizing the PSLNR, which suppresses
the interference among the SUs and supports different priorities of interference pro-
tection and QoS.

The optimization problem is formulated as follows:

max
Fð2Þ
i

PSLNRi

s:t:jjFijj2 � pSi

Fi ¼ Fð1Þ
i Fð2Þ

i ;

8>>><
>>>:

ð6Þ

where Fð2Þ
i represents the second stage precoding matrix of the i-th SU and pSi rep-

resents the transmit power of i-th SU.
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By solving the above optimization problem according to the solution of traditional
SLNR algorithm, the second stage precoding matrix for the i-th SU can be expressed as
follows:

Fð2Þ
i ¼ f ð2Þi . . .f ð2Þi

h i
NTs�NRs

; ð7Þ

where f ð2Þi ¼ U a2i
Pk

r¼1;r 6¼i
Fð1ÞH
i HH

ri HriF
ð1Þ
i þ INRs

 !�1

Fð1ÞH
i HH

ii HiiF
ð1Þ
i

2
4

3
5, and U½A�

represents the eigenvector corresponding to the largest eigenvalue of A.
Supposing there are two SSs of different priorities, the ratio of two SUs’ signal to

interference plus noise ratio (SINR) can be written as:

SINR1

SINR2
¼ TrðFH

1 H
H
11H11F1Þ

TrðFH
2 H

H
22H22F2Þ �

TrðFH
1 H

H
21H21F1Þþ TrðPH

2 P2ÞþN0

TrðFH
2 H

H
12H12F2Þþ TrðPH

1 P1ÞþN0
; ð8Þ

where F1 ¼ Fð1Þ
1 Fð2Þ

1 , F2 ¼ Fð1Þ
2 Fð2Þ

2 , and N0 represents the noise power. As a special
case, when these two pairs of SU transmitters and receivers are symmetrically dis-
tributed with regarding to the PU transmitter (as shown in Fig. 3 in the next Section),
the ratio of two SUs’ SINR is only affected by the second precoding matrix. As a result,
the ratio of two SUs’ SINR will be mainly determined by the ILWs assigned to these
two SUs.

3.3 Two-Stage Precoding Algorithm (SP-PSLNR)

The proposed scheme, termed as SP-PSLNR, is the combination of SP precoding and
PSLNR precoding. By using the SP-PSLNR algorithm, the different priorities of
interference protection and QoS requirements can be supported for spectrum access
systems with different priority levels of spectrum utilization. The two-stage precoding
scheme at the i-th SU transmitter is carried out by the following 4 steps:

(1) Identify the PU within the SU’s interference range. We get the channel matrix Qi

which is the interference channel matrix between the i-th SU transmitter and the
PU receiver.

(2) Obtain the null of Qi, (i.e., the first stage precoding matrix) by applying the SVD
of Qi.

(3) Assign the appropriate ILW to the i-th SU transmitter according to the procedures
detailed in the next subsection.

(4) Obtain the second stage precoding matrix by using the PSLNR criterion.

The proposed two-stage precoding algorithm is employed at the SU transmitter.
The flow chart of the desired signal from the i-th SU transmitter to its intended receiver
is depicted in Fig. 2.
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3.4 ILW Assignment

As mentioned in the Subsect. 3.2, ILW is introduced to account for the interference
leakage power in the objective function of SU. In this way, the high-priority SU has a
looser constraint on its interference leakage to the other low-priority SUs, contrarily the
low-priority SU has to obey a stronger constraint on its interference leakage to the other
high-priority SUs. Therefore, the high-priority SU can obtain better interference pro-
tection and QoS guarantee.

When adopting the proposed SP-PSLNR algorithm, how to assign the appropriate
ILWs to SUs of different priority levels is an important issue. According to the PSLNR
expressed by (5) and the SINR ratio expressed by (8), the priority level, required QoS
(e.g., SINR) and the transmit power of SUs are the key factors to be considered when
making the ILW assignment. Based on simulations or field tests, the ratio of ILWs can
be pre-determined according to the required QoS (say, SINR) difference and the
transmit power at different SUs.

As shown from the simulation results presented in the next section, the ratio of
ILWs has significant impact on the differentiation of the SINR at different prioritized
SUs. Therefore, a proportional ratio method is proposed to adjust ILWs for SUs with
different priorities. The sum of ILWs assigned to all active SUs is normalized to 1.

The procedures of the ILW assignment are detailed as follows:

(1) Estimate the interference range of the SU based on the maximal transmit power, the
height of transmitting antennas and other related information;

(2) Find all the active SUs (i.e., the SUs in active communications) in this interference
range, and then sort their priorities;

(3) Determine the ratio of ILWs for the SUs in a proportional manner according to the
required SINR difference and the transmit power at different SUs;

(4) Assign an appropriate ILW to each active SU such that the sum of ILWs assigned
to all active SUs is equal to 1.

4 Performance Simulation

Simulations are conducted to further evaluate the performance of the proposed
two-stage precoding algorithm. This section presents the simulation results, which
demonstrate the effectiveness of the proposed SP-PSLNR algorithm.

The simulation model is depicted in Fig. 3, in which one PS and two prioritized
SSs share the same spectrum. Assuming that at a given time instance, there is only one
pair of active communication users in the PS and SS. SS1 (serving the SU1) has higher
priority than SS2 (serving the SU2). The cell radius of the PS and SS is set as 30 m. The
transmitter is located at the cell center. As shown in Fig. 3, the propagation distances of

xi
(2)
iF

(1)
iF Hii ysi

Fig. 2. Flow chart of the desired signal from the i-th SU transmitter to the i-th SU receiver
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the desired signal are designated as d11 and d22; the propagation distances of the
interference from the neighboring SS are designated as d12 and d21; and the propagation
distance of interference from PS is designated as d01 and d02. Rayleigh fading channel
model and free-space path loss model are assumed in the simulation. The modulation
type is binary phase shift keying (BPSK). Moreover, it is assumed that the complete
CSI is known at the transmitters of SS1 and SS2. Some other system parameters are
listed in Table 1.

Without loss of generality, the SU receiver is randomly distributed in the small cell
of SS, and thus the desired signal distance or the interference distance may not be
equal. The simulation results are shown in Figs. 4, 5, 6 and 7. Then, we introduce a
special case to show the differentiated SUs’ performance due to different ILW
assignments, in which we set the two pairs of SU transmitters and receivers sym-
metrically distributed with regarding to the PU transmitter. For this special case, both
the desired signal distances and the interference distances are equal for the receivers of
two SUs, i.e., d11 = d22 and d01 = d02, the corresponding simulation results are shown
in Figs. 8, 9 and 10.

d11

d12

d21

d22

d01 d02

SS2

PS

SS1

Tx

Rx

Fig. 3. Simulation model of spectrum access of SUs with different priority levels

Table 1. System parameters used in the simulation (unless stated otherwise)

Parameters Value

Operating frequency 2 GHz
Channel bandwidth 10 MHz
Noise figure at the PU/SU receiver 5 dB
PU transmit power 5 dBm
SU transmit power 5 dBm
Number of transmitting antennas at PU 2
Number of receiving antennas at PU 2
Number of transmitting antennas at SU 2
Number of receiving antennas at SU 2
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Figure 4 shows the BER performance of PU under different settings. Especially, the
performance of SP-based precoding algorithm is compared against that of the tradi-
tional power control method (i.e., without precoding). The PU receiver is located at the
cell edge of PS. The simulation results show that if all the SUs employ the SP-based
precoding with the perfect CSI, the PUI can be completely eliminated. More impor-
tantly, the maximum allowed transmit power at SUs can be increased significantly by
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about 30 dB as compared to the traditional power control method (i.e., without pre-
coding). The reason is that SP precoding enables SUs to transmit signal in the null
space of interference channel to the PU. Therefore, the proposed SP-PSLNR algorithm
can protect the PU’s QoS while significantly relaxing the limitation on SUs’ maximum
allowed transmit power.

As mentioned above, theoretically, the SP-based precoding can completely elimi-
nate the PUI with perfect CSI. However, in practice, the estimated channel matrix
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always contains some errors. In Fig. 5, the element of error matrix is considered to be a
random variable, eij, following the complex Gaussian distribution with zero mean and
σ2 variance, i.e., CN (0, σ2). In this simulation, the interference to noise ratio
(INR) threshold at PU is set to 0 dB. Note that, for the simulation shown in Fig. 5, the
number of SUs’ transmitting antennas is set to 8. The maximum allowed transmit
power of SU refers to the transmit power of SU when the PUI caused by this SU is
equal to the interference tolerance threshold of PU. And the maximum allowed transmit
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power is related with the INR threshold of PU, the distance between SU and PU, and
the adopted interference suppression algorithm of SU. As can be seen in Fig. 5, when
the error variance is set to 0.05 and 0.01, the maximum allowed transmit power can be
increased by about 23 * 30 dB, 38 * 45 dB, respectively. Larger error variance
results in larger PUI caused by SUs. As expected, the smaller the error variance, the
higher the maximum allowed transmit power.

Figures 6 and 7 present the cumulative distribution function (CDF) of the SUs’ SINR
and throughput, respectively. It shows that when using the proposed two-stage precoding
algorithm, the high-priority SU always has better SINR and higher throughout as com-
pared to that using the traditional SLNR algorithm. This is because the high-priority SU
(with lower ILW) has looser constraint on its interference leakage than the SU with
traditional SLNR algorithm. However, the low-priority SU always has poorer SINR and
lower throughout as compared to that using the traditional SLNR algorithm. This
observation implies that the performance improvement of the high-priority SU is
obtained at the cost of performance degradation of the low-priority SU.

Figure 8 shows the SINR of different prioritized SUs. In this simulation, d11 =
d22 = 20 m and d01 = d02 = 80 m. The ILWs assigned to the SUs with different pri-
ority levels of spectrum utilization are shown in the legend.

Figure 8 shows that, firstly, PSLNR can reduce the interference between SSs, and
significant benefits can be obtained as compared to that without precoding; secondly,
according to the comparison of PSLNR and SLNR, the higher prioritized user has
obtained better SINR as compared to that with SLNR algorithm, whereas the lower
prioritized user has even lower SINR than that with SLNR algorithm; thirdly, as
expected, the SU with smaller ILW results in higher SINR than the SU with larger
ILW. When the ratio of the ILWs between the high-priority SU and the low-priority SU
gets smaller, the SINR difference of between these SUs becomes even larger. For
example, when the ratio of the SUs’ ILWs (i.e., α1/α2 in this simulation) is reduced to
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1/999 from 1/9, the SINR difference of these SUs is increased to 13.5 dB from about
8 dB (when the interference distance from the neighboring SS transmitter is 20 m). In
sum, the smaller the SUs’ ILW ratio, the larger the SUs’ SINR difference. Fourthly, for
a given SUs’ ILW ratio, the difference of SUs’ SINR decreases as the distance from the
neighboring SS transmitter increases. As the distance from the neighboring SS trans-
mitter increases, the interference between prioritized SUs becomes even smaller. As a
result, the SUs’ SINR difference narrows down.

Figure 9 shows the impact of the desired signal distance on the SUs’ SINR dif-
ference when the ILWs (i.e., 0.1 and 0.9) to the two SUs remain the same. It shows that
when the desired signal distance is reduced from 20 m to 10 m, the SINR of SUs
increases about 6 dB on average, while the SUs’ SINR difference changes little. This is
because the SUI is independent with the desired signal distance.

Figure 10 shows when the interference distance from the PS transmitter decreases
from 80 m to 50 m, the SINR of SUs decreases in general and the SINR difference of
two SUs may increase about 2 dB. When the distance from the PS transmitter
decreases, the SUI becomes more serious. In general, the stronger the SUI, the larger
the SUs’ SINR difference. Hence, the SINR difference increases when the interference
distance from the PS transmitter decreases.

As we expected, simulation results shown in Figs. 8, 9 and 10 demonstrate that the
SINR difference of SUs mainly depends on the ratio of SUs’ ILWs (i.e., α1/α2 in this
paper).

5 Conclusion

To support the coexistence of PU and prioritized SUs in spectrum access systems with
different priority levels of spectrum utilization, a two-stage precoding algorithm (ter-
med as “SP-PSLNR algorithm”) is proposed in this paper. With the help of the first
stage precoding based on SP, the SUs can access the spectrum without degrading the
QoS of PU. In the meanwhile, SUs’ maximum allowed transmit power can be sig-
nificantly increased as compared to that when using the traditional power control
method. By maximizing the PSLNR with the newly introduced parameter “ILW”, the
second stage precoding can differentiate the priorities of interference protection and
QoS (e.g., the received SINR) for prioritized SUs. In this way, the high-priority SUs
can obtain better SINR than the low-priority SUs, and the SUs’ SINR difference can be
adjusted by the ratio of ILWs. The stronger the SUI, the larger SUs’ SINR difference
can be obtained. Performances of the proposed algorithm are verified through simu-
lations. For the future work, in the second stage precoding, the SU’s interference
caused by the PU will also be taken into account. The proposed algorithm could also be
further investigated and exploited to deal with the challenging interference issues in 5G
mobile communication systems.

Acknowledgments. Special thanks to Jinxing Li, Qixin Tai, Songpeng Li, Wei Ding and
Zhichao Hou for their great help in debugging the simulation code for this work.
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Abstract. In this paper, we study the power allocation problem for a
cognitive radio in the presence of a smart jammer over parallel Gaussian
channels. The objective of the jammer is to minimize the total capacity
achievable by the cognitive radio. We model the interaction between
the two players as a zero-sum game, for which we derive the saddle
point closed form expression. First, we start by solving each player’s
unilateral game to find its optimal power allocation. These games will be
played iteratively until reaching the Nash equilibrium. It turns out that
it is possible to develop analytical expressions for the optimal strategies
characterizing the saddle point of this minimax problem, under certain
condition. The analytic expressions will be compared to the simulation
results of the Nash equilibrium.

Keywords: Cognitive radio · Jammer · Power allocation · Saddle
point · Nash equilibrium

1 Introduction

Cognitive radio (CR) technology is presented in [1] as a promising solution to
the spectrum scarcity problem due to its dynamic spectrum access capability.
However, a challenging problem for a CR is the presence of malicious users such
as smart jammers. A jammer equipped with a cognitive technology may always
prevent CR users from efficiently exploiting the free frequency bands through a
real time adaptation of its transmission parameters such as the jamming power.
Since game theory is a process of modeling the strategic interaction between
players, it is a suitable tool to understand and analyze this adversarial system.

The optimal power allocation problem in presence of smart jammer has been
investigated from game theoretical point of view in both wireless [2–6] and cogni-
tive [7–9] networks with diverse utility functions such as the SINR, transmission
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capacity and number of successful channel access. Most of related papers proved
the existence and uniqueness of the pure strategy Nash equilibrium (NE), but
only some papers have dealt with analytic computation of the optimal strate-
gies. In [2,3], Altman proved the existence and uniqueness of NE considering the
transmission capacity as the utility function. To develop the closed form analytic
expressions of the optimal power allocations, in the first paper [2] he proposed an
algorithm based on the bisection method. In the second paper [3], he converted
the problem to a minimax problem since the NE strategy of a zero-sum game
is equal to the optimal minimax strategy [10], and he considered the particular
case of proportional channel fading coefficients faced by both the jammer and
the transmitter. Considering finite strategy sets for both the transmitter and
the jammer, the authors in [6] prove the existence of NE in pure (deterministic)
strategies and characterize the optimal power allocations in asymptotic regimes
over independent parallel Gaussian wiretap channels.

In the context of cognitive radio networks, the interaction between a jammer
and a CR is presented in [7] as Colonel Blotto game where the two opponents
distribute limited resources over a number of battlefields with the payoff equal to
SINR, and the equilibrium is derived in terms of mixed (probabilistic) strategy
via power randomization. Likewise, the authors in [9] adopt a Bayesian app-
roach in studying the power allocation game between the CR and the jammer,
and provide the Cumulative Distribution Functions (CDFs) of the transmission
powers that should be adopted by the CR and the jammer at NE to optimize
the utility function equal to the number of successful transmissions.

In this paper, we model the interaction between a CR and a smart jammer
as a two-person zero-sum game, considering the transmission capacity as the
utility function, and the power allocation over multiple channels as both players
strategy sets. We consider that the game is continuous since the players choose
from an uncountably infinite strategy sets (the allocated power to each channel
can take any decimal value). The proof of existence of a saddle point is given
by Nikaido in [11] who generalizes Von Neumann minimax theorem for infinite
strategy sets. The saddle point of this game corresponds to the optimal power
allocations for both the jammer and the CR. Computing its closed form through
exhaustive search over all the possible power allocations of the two players turns
out to be hard to do in terms of resource and time consumption. We start by
solving the unilateral games; in each one, only one player has to make the decision
about how to distribute his power between the available channels considering
that the other player has a fixed power allocation. The unilateral games will
be played iteratively until reaching the NE. Then, we analytically determine
the closed form expressions of the optimal power allocations characterizing the
saddle point, under the assumption that all channels are used by both the CR
and the jammer. The explicit solution to this game allows the CR to study
the jamming strategy and to proactively use the corresponding optimal anti-
jamming power allocation. Finally, we compare the analytical saddle point to
the NE simulation result.
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Fig. 1. Scenario of CR jamming attack

2 System Model

We consider that the CR has the capacity of accessing multiple frequency bands
at the same time with a limited power budget P . The jammer is also assumed
to be able to inject interference to all channels with a limited power budget
J , which is known as barrage jamming. Whether the attackers can successfully
jam communication in a particular channel will depend on how much power
the CR and the jammer allocate on that channel. The system is described in
Fig. 1. The CR adopt the ’listen-before-talk’ rule, that is, sensing for spectrum
opportunities at the beginning of each timeslot. On finding M available channels,
the CR allocates power pk ≥ 0 to the channel k ∈ [1,M ] such that:

M∑

k=1

pk = P (1)

An action of the CR is designed by the vector p = (p1, · · · , pk, · · · , pM ) and the
goal is to maximize its transmission capacity subject to (1). At the same time,
the jammer injects power jk ≥ 0 to the channel k such that:

M∑

k=1

jk = J (2)

An action of the jammer is designed by the vector j = (j1, · · · , jk, · · · , jM ) and
the goal is to minimize the transmission capacity of the CR, subject to (2).

In this paper, the CR is trying to maximize its total transmission capacity
over the available channels and the jammer is trying to minimize this capacity,
so this interaction can be seen as a two person zero-sum game. In each iteration
of this game, each player updates its power allocation over the available channels
to maximize its payoff. Because each element of the vectors p and j can take as
value any element in [0, P ] and [0, J ] respectively, we have a continuous set of
actions for both the CR and the jammer. The CR’s capacity is proportional to

f(p, j) =
M∑

k=1

log2(1 +
|hk|2pk

|gk|2jk + nk
) (3)
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nk is the noise variance of channel k, hk and gk are the gains of channel k for the
CR and the jammer respectively. In this paper, we assume that all channel gains
are common knowledge to both players, and we consider that the M channels are
parallel Gaussian channels. We consider f(p, j) and −f(p, j) the utility functions
of the CR and the jammer, respectively.

This game can be seen as a succession of the two following unilateral games,
in which one player is trying to update its power allocation after observing the
other player’s power allocation.

3 Unilateral Games

We start by considering the extreme cases, where only one player has to decide
for a one-time how to allocate his total power, the other player has fixed strategy.

3.1 CR Unilateral Game

In each iteration of the game, the CR can consider that the jammer’s power
allocation is momentarily fixed, and the game degenerates to a classical power
allocation problem, where the CR assigns its power into the current noise plus
jamming space to maximize the capacity. Mathematically, it can be formulated
as the following nonlinear optimization problem:

maximize
p

M∑

k=1

log2(1 +
|hk|2pk

|gk|2jk + nk
)

subject to
M∑

k=1

pk ≤ P

(4)

Karush-Kuhn-Tucker (KKT) equations give first order necessary conditions for a
solution in nonlinear programming to be optimal, provided that some regularity
conditions are satisfied. Allowing inequality constraints, the KKT approach to
nonlinear programming generalizes the method of Lagrange multipliers, which
allows only equality constraints. The Lagrangian is then

L(p, j, λ) =
M∑

k=1

log2(1 +
|hk|2pk

|gk|2jk + nk
) − λ(

M∑

k=1

pk − P ) (5)

Since L is separable in pk, we can separately optimize each term.

∂L

∂pk
=

|hk|2
|hk|2pk + |gk|2jk + nk

− λ (6)

The optimal solution of this optimization problem yields a waterfilling strategy

pk = (
1
λ

− Nk)+ (7)
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where 1
λ is called the waterlevel and the KKT multiplier λ > 0, that can be

found by bisection, is chosen to satisfy (1), Nk is the effective noise power on
each channel,

Nk =
|gk|2jk + nk

|hk|2 (8)

and (x)+ = max(0, x).

3.2 Jammer Unilateral Game

On the other hand, in each iteration the jammer can consider that the CR has
a fixed power allocation for the moment of making its decision, and the game
degenerates to a jamming unilateral optimization. In such a circumstance, the
jammer will allocate its jamming power to minimize the total capacity. Mathe-
matically, this is expressed as the following minimizing problem

minimize
j

f(p, j)

subject to
M∑

k=1

jk ≤ J
(9)

We can write the Lagrangian

L(j, μ) = −f(p, j) − μ(
M∑

k=1

jk − J) (10)

Since L is separable in jk, we can separately minimize each term.

∂L

∂jk
=

|gk|2|hk|2pk

(|hk|2pk + |gk|2jk + nk)(|gk|2jk + nk)
− μ (11)

After solving the resulting second order equation in jk, we get

jk =

(
1
2

√

(
|hk|2pk

|gk|2 )2 + 4
|hk|2pk

|gk|2μ − |hk|2pk

2|gk|2 − nk

|gk|2
)+

(12)

where the KKT multiplier μ should satisfy (2) and can be found by bisection.
Note that unlike the CR who uses the waterfilling strategy, the jammer applies
a different strategy as given by (12) to dynamically allocate its power.

After solving the optimization problems independently for the CR and the
jammer, we can consider Nash game scenario in which both the CR and the
jammer make decisions but sequentially. In game theory, a sequential game is a
game where one player chooses his action before the others choose theirs. The
later players must have some information of the first’s choice. The implementa-
tion of this game consists in implementing the two unilateral games between the
CR and the jammer in an iterative way until convergence to almost fixed power
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allocation per channel. We consider that the duration of the iterative process
until convergence is inferior to the channel coherence time. For the CR, we will
use the expression (7) and we proceed by bisection until reaching the value of λ
corresponding to the allocation of the total CR power. For the jammer we exploit
another strategy with respect the expression (12) and we proceed by bisection
until reaching the value of μ corresponding to the allocation of the total jamming
power.

In Sect. 5, the NE resulting from the sequential game will be compared to
the closed form expression of the saddle point.

4 The Closed Form Expression of the Saddle Point

The saddle point is so called because if we represent the payoff values as a
matrix, the equilibrium value is the minimum in its row and the maximum in
its column, this value is the value of the game, and the players’ actions are the
row and column that intersect at that point. This description of the saddle-point
refers to a saddle sits on a horse’s back at the lowest point on its head-to-tail axis
and highest point on its flank-to flank axis [12]. As example, we determine in
Fig. 2 of Subsect. 5.1 the saddle point of this game over two flat fading channels.

Fig. 2. The saddle point for two channels

The proof of existence of a saddle point is given by Nikaido in [11] who
generalizes Von Neumann minimax theorem for infinite strategy sets. The saddle
point of this game corresponds to the optimal power allocations for both the
jammer and the CR. Since it is hard to derive it through exhaustive search over
the continuous strategy sets, we develop its closed form analytic expression.

4.1 General Case

Based on the equations (6) and (11) given to solve each player’s decision problem,
a vector of powers (p, j) constitutes the saddle point if and only if there are KKT
multipliers λ and μ such that [13]:
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∂f

∂pk
=

|hk|2
|hk|2pk + |gk|2jk + nk

= λ (13)

and
∂(−f)
∂jk

=
|gk|2|hk|2pk

(|hk|2pk + |gk|2jk + nk)(|gk|2jk + nk)
= μ (14)

Equation (13) gives the expression of pk as

pk =
1
λ

− nk + |gk|2jk

|hk|2 (15)

Now we replace pk in (14) by the expression (15) to find jk

jk =
|hk|2

λ|gk|2 + μ|hk|2 − nk

|gk|2 (16)

If jk ≥ 0, we can replace jk in (15) to get the expression of pk

pk =
μ

λ

|hk|2
λ|gk|2 + μ|hk|2 (17)

So, we can give the equilibrium strategies closed forms for k ∈ [1,M ]

pk =

⎧
⎪⎨

⎪⎩

μ
λ

|hk|2
λ|gk|2+μ|hk|2 if nk

|hk|2 < |gk|2
λ|gk|2+μ|hk|2

1
λ − nk

|hk|2 if |gk|2
λ|gk|2+μ|hk|2 ≤ nk

|hk|2 < 1
λ

0 if nk

|hk|2 > 1
λ

(18)

and

jk =

{ |hk|2
λ|gk|2+μ|hk|2 − nk

|gk|2 if nk

|h|2 < |gk|2
λ|gk|2+μ|hk|2

0 if nk

|hk|2 ≥ |gk|2
λ|gk|2+μ|hk|2

(19)

To simplify and explain these power allocation expressions, we define a new
parameter τk = λ + μ |hk|2

|gk|2 . We get ∀k ∈ [1,M ]

pk =

⎧
⎪⎨

⎪⎩

μ
λ

|hk|2
λ|gk|2+μ|hk|2 if nk

|hk|2 < 1
τk

1
λ − nk

|hk|2 if 1
τk

≤ nk

|hk|2 < 1
λ

0 if nk

|hk|2 > 1
λ

(20)

and

jk =

{ |hk|2
|gk|2

(
1
τk

− nk

|hk|2
)

if nk

|h|2 < 1
τk

0 if nk

|hk|2 ≥ 1
τk

(21)

We can draw the following three cases controlled by the three power levels 1
λ

related to the CR, 1
τk

related to the jammer and nk

|hk|2 related to the noise:

– (a) Since 1
τk

< 1
λ , ∀k ∈ [1,M ], a bad channel for the CR ( nk

|hk|2 > 1
λ ) is also

a bad channel for the jammer ( nk

|hk|2 > 1
τk

). The jammer does not attack a
channel which is not occupied by the CR, i.e. if pk = 0 then jk = 0
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– (b) In channels verifying 1
τk

≤ nk

|hk|2 < 1
λ , the CR occupies these channels

without being jammed; i.e. pk > 0 and jk = 0, these channels are considered
unfavorable for the jammer. It avoids these channels may be because of low
gk values which may force it to send with very high power to achieve the
CR attack. A solution for the jammer to minimize the number of channels
verifying this condition (since it can be considered as favorable opportunity
for the CR), is to be close to the receiver node in order to get high gk values
and so 1

τk
≈ 1

λ .
– (c) If nk

|hk|2 < 1
τk

, the channel is considered good for the two players and so
occupied by both the CR and the jammer.

We provide in Subsect. 5.2 an example covering these three situations, see
Fig. 3 .

Fig. 3. The strategies at the NE in general case (Color figure online)

4.2 Case All Channels are used by both the CR and the Jammer

Under the assumption that the jammer and the CR use all the channels (pk, jk

> 0, ∀ k ∈ [1,M ]), which means |gk|2
λ|gk|2+μ|hk|2 ≥ nk

|hk|2 , then we can give the power
allocation closed forms at the NE for k ∈ [1,M ]

{
pk = μ

λ
|hk|2

λ|gk|2+μ|hk|2
jk = |hk|2

λ|gk|2+μ|hk|2 − nk

|gk|2
(22)

The power allocations should respect the conditions (1) and (2) which give
{

μ
λ

∑M
k=1

|hk|2
λ|gk|2+μ|hk|2 = P

∑M
k=1

|hk|2
λ|gk|2+μ|hk|2 − ∑M

k=1
nk

|gk|2 = J
(23)

it gives the following relation between λ and μ

λ

μ
=

J +
∑M

k=1
nk

|gk|2
P

(24)
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so, we can replace μ in pk, and λ in jk to get
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

pk = 1/λ

(
1 + |gk|2

|hk|2
J+
∑ nk

|gk|2
P

)

jk = 1/μ

(

1 + |gk|2
|hk|2

(
J+
∑ nk

|gk|2
)

P

)

− nk

|gk|2
(25)

Using the conditions (1) and (2), we get the closed form expressions of λ and μ

⎧
⎪⎪⎨

⎪⎪⎩

λ =
∑M

k=1 1/
(
P + |gk|2

|hk|2
(
J +

∑ nk

|gk|2
))

μ = 1
J+
∑ nk

|gk|2

∑M
k=1 1/

(

1 + |gk|2
|hk|2

(
J+
∑ nk

|gk|2
)

P

)
(26)

Finally, replacing λ and μ in (25) gives the closed form expressions of the power
allocations at the NE, and the following relation

jk =
J +

∑ nk

|gk|2
P

pk − nk

|gk|2 (27)

This analytical result will be compared in Subsect. 5.3 with the NE found by
simulation through playing iteratively the unilateral games.

4.3 Case of Proportional Fading Channels

Now, let’s consider the particular case studied by Altman in [3] of proportional
fading coefficients,

gk = γhk,∀k ∈ [1,M ] (28)

and we define
τ = λγ + μ (29)

So, the expression of λ in (26) becomes

λ =
M

P + γ(J +
∑M

k=1
nk

|gk|2 )
(30)

Replacing λ in (25) results in
{

pk = P
M

jk =
J+
∑M

k=1
nk

|gk|2
M − nk

|gk|2
(31)

which brings us to the same conclusion as [3] about uniform power allocation;
i.e. if the jammer tries to jam all the channels, then the optimal anti-jamming
strategy for the CR is to allocate its power equally over the channels, under the
assumption of proportional fading coefficients.
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5 Simulation and Comparison with the Closed Form
Expressions

5.1 Saddle Point Example

Just to illustrate the concept of saddle-point, we have considered M = 2 flat fad-
ing channels with gain coefficients hk = gk = 1, ∀k ∈ [1,M ]. We used P=30 and
J=20 as the total power for the CR and the jammer respectively. We considered
only finite sets of power allocations with steps of 1, so pk ∈ {0, 1, 2, · · · , P} and
jk ∈ {0, 1, 2, · · · , J}. We have implemented this scenario in Matlab using the
exhaustive search over the finite set of possible power allocations. We calculated
a matrix of capacity values, its rows are the possible jammer’s power allocations
and its columns are the CR’s power allocations. We found the optimal maxmin
CR’s power allocation: p∗ = (15, 15) corresponding to the column number 16,
and optimal minimax jammer’s power allocation j∗ = (10, 10) corresponding
to the row 11. Figure 2 illustrates this saddle point given by the indexes of p∗

and j∗.

5.2 Nash Equilibrium in the General Case

In this simulation we consider the Nash game between the CR and the jammer,
which consists in playing iteratively the two unilateral games presented in Sect. 3.
In each iteration of this game, the CR applies waterfilling technique according
to equation (7), and the jammer uses bisection and equation (12) to update its
power allocation. To cover the general case detailed in Subsect. 4.1, we consider
the system model described in Fig. 1 with M = 4 parallel Gaussian channels,
P = 10 and J = 10 as the total CR’s and jammer’s powers in watts, the
background noise over the four channels n = (2, 0.75, 0.9, 1.1) and the channel
gain coefficients h = (0.1, 1.1, 1.2, 1.3), g = (0.7, 0.8, 0.1, 1.2).

After convergence of the iterative game to almost fixed power alloca-
tions with tolerance ε = 1e − 10, we get j = (0, 5.704, 0, 4.296) and p =
(0, 2.5543, 5.5661, 1.8797). Which results in a payoff value of C = 4.5978 with
1
λ = 6.1911 and μ = 0.06. Figure 3 gives the received power due to the noise,
jammer and CR’s powers in each channel at the NE.

We can see that in channel 1, pk = jk = 0 since n1
|h1|2 > 1

λ which corresponds
to the case (a) in paragraph Subsect. 4.1. Channel 3 receives pk > 0 but jk = 0,
since 1

3 < n3
|h3|2 < 1

λ which corresponds to case (b). Channels 2 and 4 corresponds
to case (c) since nk

|hk|2 < 1
τk

which results in pk > 0 and jk > 0.

5.3 Comparison of NE and Closed Form of the Saddle Point

In this subsection, we consider the case of all channels used by the CR and
the jammer, studied in Subsect. 4.2. To compare the NE of the iterative power
allocation game, with the closed form expressions of the power allocations at the
saddle point, we consider the system model described in Fig. 1 with the following
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parameters: M = 4 parallel Gaussian channels, P = 10 and J = 10 as the total
CR’s and jammer’s powers in watts, the background noise over the four channels
n = (0.25, 0.75, 0.9, 1.1) and the channel gain coefficients h = (0.9, 1.1, 1.2, 1.3)
and g = (0.7, 0.8, 1, 1.2).

Analytical Saddle Point. Let’s start by replacing the parameters (|h|2, |g|2,
n, P, J,M) in the closed form expressions given by analytical calculation in
Subsect. 4.2. According to the optimal power allocations given by the expres-
sions (25) and (26), we get j = (2.9625, 2.5073, 2.3574, 2.1729) and p =
(2.602, 2.7568, 2.4407, 2.2005). Which results in a payoff value of C = 4.4017.
Let’s compare this analytical result with the simulation result found at the con-
vergence of the game considering complete information.

Simulation NE. Under the same conditions, after convergence of the iterative
game to almost fixed power allocations with tolerance ε = 1e − 10, we get the
same power allocation vectors and the same payoff value as given by closed form
expressions, which validate our analytical calculation of the NE. Figure 4 gives
the received power due to the noise, jammer and CR’s powers in each channel
at the NE.

Fig. 4. The strategies at the NE (Color figure online)

6 Conclusion

In this paper, we considered a continuous power allocation zero-sum game
between a jammer and a CR over parallel Gaussian channels. We provided the
optimal strategy for each player depending on the other player’s power allocation
and on one parameter that usually found using the bisection method. Then, we
provided analytical expressions for the optimal power allocations characterizing
the saddle point of this game, under the assumption that both the CR and the
jammer are using all the channels (i.e. pk, jk > 0, ∀ k ∈ [1,M ]). Finally, by
means of numerical example we found that the analytical expressions are equal
to the NE simulation result found by playing iteratively the unilateral games
using bisection in each iteration.
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LDPC Codes

Zeina Mheich and Valentin Savin(B)

CEA-LETI, MINATEC Campus, 38054 Grenoble, France
{Zeina.Mheich,Valentin.Savin}@cea.fr

Abstract. In this paper, we investigate a code-dependent unequal
power allocation method for Gaussian channels using irregular LDPC
codes. This method allocates the power for each set of coded bits depend-
ing on the degree of their equivalent variable nodes. We propose a new
algorithm to optimize the power allocation vector using density evolu-
tion algorithm under the Gaussian approximation. We show that unequal
power allocation can bring noticeable gains on the threshold of some
irregular LDPC codes with respect to the classical equal power allocation
method depending on the code and the maximum number of decoding
iterations.

Keywords: Irregular LDPC codes · Unequal power allocation · Density
evolution · Gaussian approximation

1 Introduction

The Shannon capacity of the power constrained point-to-point Gaussian chan-
nel is achieved using independent and identically distributed (i.i.d.) symbols.
Therefore, unequal power allocation (UPA) does not increase capacity. However,
Shannon did not provide any practical coding/decoding scheme to achieve this
capacity. Nowadays, there exists powerful codes approaching this capacity as
LDPC codes. It was shown in [1] that irregular LDPC codes perform better
than regular ones in terms of threshold. In irregular LDPC codes, the variable
nodes do not have the same degree and thus are not equally protected. Thus we
expect that the performance of the code will be affected if the power allocated
for some set of symbols associated to variable nodes of a certain degree is differ-
ent from that allocated for a set of symbols associated to variable nodes of an
another degree. Therefore, it is not known if equal power allocation (EPA) is also
optimal for practical irregular LDPC codes. This will be the subject of investi-
gation in our work. In reference [2], the authors investigate the UPA problem for
irregular LDPC codes for point-to-point Gaussian channels. They obtained up to
0.25 dB of gain with respect to EPA method. However, the authors use in [2]
Monte-Carlo simulations in order to optimize the power allocation vector, which
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is time-consuming. Usually, the LDPC code is chosen to have a good threshold
assuming that the decoder can perform unlimited number of iterations. In this
work, we consider that a given irregular LDPC code is used at the transmitter
and we optimize the power allocation for a target bit error rate and using a
decoder with limited number of iterations. We propose a new algorithm to opti-
mize the power allocation vector such that the noise threshold of the existing
irregular LDPC code family is maximized. Hence, we propose a modified density
evolution algorithm using Gaussian approximation [3] when the UPA method is
used at the transmitter. We apply this algorithm for the Gaussian point-to-point
channel and the Gaussian relay channel.

2 LDPC Codes and Density Evolution

This section recalls some of the basics about LDPC codes. We consider the
point-to-point Gaussian channel case. At the source side, a message of k infor-
mation bits is encoded by a LDPC encoder to a n-bit codeword. When the
transmitter uses an equal power allocation strategy, the coded bits are modu-
lated using a BPSK constellation, such that the bits 0 and 1 are mapped into
+1 and −1 respectively. The resulting sequence after modulation is denoted
by xn = [x1, · · · , xn]. The symbols xi, i ∈ {1, · · · , n} are transmitted over a
discrete-time memoryless additive white Gaussian noise channel. The channel
output corresponding to the input x is y = x + z, where z is a noise follow-
ing a normal distribution of zero mean and of variance σ2. Consider an LDPC
code characterized by a Tanner graph H, with n variable nodes and m check
nodes (m = n − k). An irregular LDPC code is characterized by bit nodes and
check nodes with varying degrees. The fraction of edges which are connected to
degree-i variable nodes is denoted λi, and the fraction of edges which are con-
nected to degree-i check nodes, is denoted ρi. The functions λ(x) =

∑dv

i=2 λix
i−1

and ρ(x) =
∑dc

i=2 ρix
i−1 are defined to describe the degree distributions from

the perspective of Tanner graph edges. By definition λ(1) = 1 and ρ(1) = 1.
An alternative characterization of the degree distribution for the variable nodes
Λ(x) =

∑dv

i=2 Λix
i, from the perspective of Tanner graph nodes, will be used also

in this paper. Hence, Λi designates the fraction of degree-i variable nodes. The
decoding algorithms used to decode LDPC codes are collectively called message-
passing algorithms since they operate by the passing of messages along the edges
of a Tanner graph. Under a message-passing algorithm, variable nodes and check
nodes exchanges messages iteratively. Each node processes the received messages
on the edges connected to it and sends messages back to its neighbors such that
the output message is a function of all incoming messages to the node except the
incoming message on the edge where the output message will be sent. The sum-
product decoding is a message-passing algorithm in which the messages are log
likelihood ratios (LLR) and the calculations at the variable and check nodes are
performed using sum and product operations. Hence, a message can be written
as the LLR of the equally probable random variable x ∈ {+1,−1}:

LLR = log
p(x = +1|w)
p(x = −1|w)

, (1)
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where w is a random variable describing all the information incorporated into
this message. The sum-product algorithm iteratively computes an approximation
of the maximum a posteriori (MAP value) for each code bit. However, the a
posteriori probabilities returned by the sum-product decoder are only exact MAP
probabilities if the Tanner graph is cycle free. Under the “cycle free assumption”,
the analysis of the decoding algorithm is straightforward because the incoming
messages to every node are independent. In sum-product decoding the extrinsic
message from a check node to a variable node, u, at the �th iteration, is

u(�) = 2 · tanh−1

( dc−1∏

j=1

tanh
v
(�)
j

2

)
, (2)

where dc is the check node degree and vj , j = 1, · · · , dc − 1 are the received
messages from all neighbors of the check node except the variable node that gets
the message u. The message from a variable node to a check node, v at the �th
iteration is equal to

v(�) =
dv−1∑

i=1

u
(�−1)
i + u0, (3)

where dv is the variable node degree, ui, i = 1, · · · , dv − 1 are the received
messages from all neighbors of the variable node except the check node that gets
the message v with u

(0)
i = 0 and u0 is the input a priori LLR of the output bit

associated with the variable node. For an AWGN channel the a priori LLRs are
given by u0 = 2

σ2 y. The total LLR of the i-th bit is LLR(�)
i =

∑dv

i=1 u
(�)
i + u0.

The i-th bit is decided to be a 0 if LLRi > 0, and 1 otherwise. The decoding
process ends when the decoded sequence is a codeword or until the maximum
number of iterations is reached.

Density evolution is an algorithm where the evolution of probability density
functions of the exchanged messages are tracked through the message-passing
algorithm. It determines the behavior of an ensemble of Tanner graphs if the
channel is memoryless and under the assumption that the Tanner graphs are
all cycle free. Due to the symmetry of the channel and the decoder, the density
evolution equations can be derived without loss of generality by assuming that
all-zero codeword is sent through the channel

(
xi = +1,∀i ∈ {1, · · · , n}). Thus,

negative messages indicates errors. In particular, the evolution of the error prob-
ability can be determined, via density evolution, as a function of the iteration
number of the message-passing decoding algorithm. The density evolution algo-
rithm enables to compute the noise threshold of a family of LDPC codes which
is the maximum level (e.g. variance) of channel noise such that the probability
of error converges to zero as the number of iterations tends to infinity.

Chung et al. investigated in [3] the sum-product decoding of LDPC codes
using a Gaussian (for regular LDPC codes), or a Gaussian mixtures (for irregular
LDPC codes), approximation for message densities (of u and v) under density
evolution to simplify the analysis of the decoding algorithm and the design of
irregular LDPC codes for AWGN channels. The authors show that the mean
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of a Gaussian density, which is a one-dimensional quantity, can act as faithful
surrogate for the message density, which is an infinite-dimensional vector.

In order to present some results of [3] on the density evolution using Gaussian
approximation, assume that the all-zero codeword is sent through the channel.
Thus, the LLR message u0 = 2

σ2 y from the channel is Gaussian with mean 2
σ2

and variance 4
σ2 . The symmetry condition for a Gaussian variable with mean m

and variance σ2 reduces to σ2 = 2m, thus we need only to keep the mean during
the density evolution process. We denote the means of the messages u and v by
mu and mv respectively. The Gaussian approximation method in [3] for irregular
LDPC codes assumes that the individual output of a variable or a check node
is Gaussian. Thus, the mean of the output of a variable node of degree i at the
�th iteration, m

(�)
v,i, is given by

m
(�)
v,i = mu0 + (i − 1)m(�−1)

u , (4)

where mu0 and m
(�−1)
u are the means of u0 and u(�−1) respectively. Therefore,

a message v sent by the variable node to its neighbors check nodes at the �th
iteration has a density function f

(�)
v following a Gaussian mixture:

f (�)
v =

dv∑

i=2

λiN (m(�)
v,i, 2m

(�)
v,i) (5)

Using (2), the authors demonstrate also in [3] that the mean of the Gaussian
output message u

(�)
j of a degree-j check node at the �th iteration, m

(�)
u,j can be

written as:

m
(�)
u,j = φ−1

(
1 −

[
1 −

dv∑

i=2

λiφ(m(�)
v,i)

]j−1)
, (6)

where

φ(x) =

{
1 − 1√

4πx

∫
R

tanh u
2 e− (u−x)2

4x du if x > 0
1, if x = 0.

(7)

Hence, the mean of u(�) at the �th iteration, m
(�)
u , is obtained by linearly

combining m
(�)
u,j with weights ρj , 2 ≤ j ≤ dc:

m(�)
u =

dc∑

j=2

ρjφ
−1

(
1 −

[
1 −

dv∑

i=2

λiφ(m(�)
v,i)

]j−1)
. (8)

The noise threshold σ∗ is the supremum of all σ ∈ R
+ such that m

(�)
u → ∞

as � → ∞. In [3], the functions hi(s, r) and h(s, r) are defined as:

hi(s, r) = φ

(
s + (i − 1)

dc∑

j=2

ρjφ
−1(1 − (1 − r)j−1)

)
, (9)

h(s, r) =
dv∑

i=2

λihi(s, r). (10)
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The Eq. (8) is written equivalently in [3] as

r� = h(s, r�−1), (11)

where s = mu0 = 2
σ2 , and r0 = φ(s). It is demonstrated in [3] that the con-

vergence condition is equivalent to r� → 0
�→∞

and is satisfied iff r > h(s, r),∀r ∈
(0, φ(s)).

2.1 Unequal Power Allocation

Problem Formulation. Given an irregular LDPC code with a variable node
degree distribution Λ(x) =

∑dv

i=2 Λix
i, we denote by Pi the power allocated

at the transmitter to a symbol associated to a variable node of degree i. Thus
Pi > 0 if Λi > 0 (Λi is the portion of variable nodes of degree i). The bits
0 and 1 are mapped into +

√
Pi and −√

Pi respectively. We assume that the
destination is aware of the power allocation strategy at the source. Without loss
of generality, we assume a total power constraint P = 1. The power constraint
at the transmitter can be written as

∑dv

i=2 ΛiPi = 1. In this work, we propose
to choose Pi, i ∈ {2, · · · , dv} in order to optimize the threshold of the irregular
LDPC code family under consideration via density evolution. This is because
density evolution, using Gaussian approximation, is a simple tool to evaluate the
asymptotic performance of a family of LDPC codes. For convenience, we denote
by P the vector whose elements are Pi, i ∈ {2, · · · , dv}. Thus, the optimization
problem under consideration is the following:

σth = max
P

σ∗(P)

subject to
dv∑

i=2

ΛiPi = 1, (12)

where σ∗(P) is the noise threshold for a given P. When a 0-bit is transmitted
with a power Pi, the mean of the message from the channel, mu0i

= 2
σ2 Pi

is varying with the node degree unlike the case with equal power allocation.
We can easily extend the equations of the evolution of message means using
Gaussian approximation in (4–11) to the case with unequal power allocation at
the transmitter. Therefore, we can demonstrate that these equations become:

m
(�)
v,i = mu0i

+ (i − 1)m(�−1)
u , (13)

m(�)
v =

dv∑

i=2

λim
(�)
v,i, (14)

m
(�)
u,j = φ−1

(
1 −

[
1 −

dv∑

i=2

λiφ(m(�)
v,i)

]j−1)
, (15)
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m(�)
u =

dc∑

j=2

ρjφ
−1

(
1 −

[
1 −

dv∑

i=2

λiφ(m(�)
v,i)

]j−1)
. (16)

hi(si, r) = φ

(
si + (i − 1)

dc∑

j=2

ρjφ
−1(1 − (1 − r)j−1)

)
, (17)

h(s, r) =
dv∑

i=2

λihi(si, r). (18)

r� = h(s, r�−1), (19)

where si = mu0i
= 2

σ2 Pi, s = {si}, and r0 =
∑dv

i=2 λiφ(si). The convergence
condition to the threshold is the same of [3]. Therefore, for a given vector P, the
threshold σ∗(P) is the supremum of all σ ∈ R

+ such that r� → 0 as � → ∞.

Proposed Solution. In order to solve the optimization problem in (12), we
propose an algorithm with less complexity comparing to exhaustive search, in
which the number of optimization variables is independent of the LDPC code.
The proposed solution is inspired from the expression of r� in (19). Indeed, we
rewrite r� as

r�(P, σ) =
dv∑

i=2

λiφ

(
2
σ2

Pi + (i − 1)k�−1

)
, (20)

where k�−1 =
∑dc

j=2 ρjφ
−1(1 − (1 − r�−1)j−1) ∈ (0, r0). We recall that φ(x) is

continuous and monotonically decreasing on [0,+∞), with φ(0) = 1 and φ(∞) =
0 [3]. Hence r� ≥ 0. Since the convergence condition to the threshold requires
that r� → 0

�→∞
, we consider the parametric family of functions {fk, k ≥ 0} with

parameter k, where fk is defined by

fk(σ,P) =
dv∑

i=2

λiφ

(
2
σ2

Pi + (i − 1)k
)

, (21)

and for a fixed σ, we look only for the vectors P which are the minimas of
{fk}k≥0. Therefore, for a fixed σ and k, we consider the following optimization
problem

P∗(σ, k) = arg min
P

fk(σ,P)

subject to
dv∑

i=2

ΛiPi = 1. (22)

Then, we define r(k, σ) = r∞(P∗(σ, k), σ) which can be calculated using (20).
For a fixed k, the threshold σ∗(k) is defined as the maximal value of σ such that
r(k, σ) → 0. Finally, k is chosen to maximize the threshold, thus we denote

k∗ = arg max
k

σ∗(k). (23)
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For a given k and σ, we should solve the optimization problem in (22). The
expression of φ(x) in (7) makes very difficult to have a closed form expression
of P∗(σ, k). In [3] the following approximation of φ(x) is used φ(x) ∼ e−αxγ+β ,
where α = 0.4527, β = 0.0218 and γ = 0.86. Even with this approximation,
it is difficult to obtain an analytic solution for the optimization problem (22).
Therefore, we propose to approximate φ(x) by a convex function of the form
φ(x) ∼ e−ax with a > 0. Since the value for which the function φ should be eval-
uated in (21) depends on i and since e−ax cannot approximate exactly e−αxγ+β

for all values of x, a, we define a function φi(x) = e−aix for each i ∈ {2, · · · , dv}
with ai > 0. Thus, using the latest approximation, the optimization algorithm
in (22) becomes:

P∗(σ, k) = arg min
P

dv∑

i=2

λiφi

(
2
σ2

Pi + (i − 1)k
)

subject to
dv∑

i=2

ΛiPi = 1. (24)

Proposition 1. The solution of the optimization algorithm in (24) is

P ∗
i (σ, k) = − (i − 1)k

k0
− 1

aik0
log

(
Λi

aiλik0

)

−
(

1
ai

∑
i

Λi

ai

)(
− 1 − k

dv∑

i=2

(i − 1)
Λi

k0
−

dv∑

i=2

Λi

aik0
log

(
Λi

aiλik0

))
,

(25)

where k0 � 2
σ2 and i ∈ {2, · · · , dv}.

Proof. First, we form the Lagrangian of problem (24)

L(P, θ;σ, k) =
dv∑

i=2

λiφi

(
2
σ2

Pi + (i − 1)k
)

+ θ

( dv∑

i=2

ΛiPi − 1
)

. (26)

where θ is the Lagrange multiplier. Since the objective function in problem (24)
is convex and the constraint is affine, the KKT conditions guarantee the global
optimality of the solution. Thus, the solution (P∗, θ∗) of problem (24) verifies
the following equations

{
∂L
∂Pi

(P ∗
i ) = −aik0λie

−ai(k0P ∗
i +(i−1)k) + θ∗Λi = 0, ∀i ∈ {2, · · · , dv}

∑dv

i=2 ΛiP
∗
i − 1 = 0.

(27)

For simplicity of notation, we drop the dependence of P ∗
i on σ and k. From the

first equation in (27), we get

P ∗
i = −k(i − 1)

k0
−

log
(

θ∗Λi

aiλik0

)

aik0
. (28)
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After substituting (28) in the equation
∑dv

i=2 ΛiP
∗
i − 1 = 0, we get

θ∗ = e

−k
∑

i(i−1)Λi−k0−∑i
Λi
ai

log

(
Λi

aiλik0

)

∑
i

Λi
ai . (29)

Finally, after substituting (29) in (28), we get (25).

In order to determine the set {ai}i>1, we set e−aix = e−αxγ+β where x is the
value for which the function φ should be evaluated. Thus ai = −αxγ+β

−x . Since we
should evaluate φi(x) in (24) where x = 2

σ2 Pi +(i−1)k and that Pi is unknown,
we set in our experiments ai = −αx̂γ+β

−x̂ where x̂ = 2
σ2 + (i − 1)k.

The proposed solution is summarized in Algorithm 1.

Remark: In the optimization problem (24), we discarded the constraint Pi ≥ 0.
The solution obtained in Proposition 1 can be written as P ∗

i = Ai + 1
k0

Bi where
Ai > 0 and k0 = 2/σ2. Thus if for some i ∈ {2, · · · , dv} and k, the obtained
solution P ∗

i is non-positive, we should decrease the value of σ while searching
for the threshold, as stated in Algorithm1.

Algorithm 1. Algorithm to solve (12)
1: ε ← 10−10, MaxIter ← 104.
2: for k = 0 : kmax do
3: σmin ← 0, σmax ← 10
4: σ ← σmax+σmin

2

5: while σmax − σmin > ε do
6: Compute P∗(σ, k) using Proposition 1
7: if there exists at least one P ∗

i < 0 then decrease σmax

8: else
9: mu0i ← 2

σ2 P ∗
i (σ, k), for i ∈ {2, · · · , dv}

10: for � = 1 : MaxIter do
11: Calculate r� = h(s, r�−1) using (19)
12: if r� < ε then break
13: if r� < ε then σmin ← σ
14: else σmax ← σ
15: σ ← σmax+σmin

2

16: Save σ∗(k) = σ
17: σth ← max

k
σ∗(k)

In Algorithm 1, “MaxIter” represents the maximum number of iterations that
can be performed by the decoder. In our work, we will study also the unequal
power allocation for decoders with limited number of iterations L. In this case, we
set MaxIter= L in Algorithm 1. Finally, we should note that the power allocation
vector maximizing the noise threshold in Algorithm 1 to get zero error probability
could achieve worst performance than equal power allocation for practical (low)
bit error rate values (BER). Hence we propose to optimize the noise threshold
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σth(η) for a target error probability η. Using the density evolution algorithm
with Gaussian approximation, the error probability at the Lth iteration of the
decoder, P

(L)
e , can be calculated. Therefore, for a target BER η, the convergence

condition to the threshold σth(η) becomes P
(L)
e < η, instead of rL → 0.

3 Unequal Power Allocation for Relay Channels

In this section, we consider the Gaussian relay channel case. The indexes s, r
and d will refer to the source, the relay and the destination respectively. The
relay uses the “amplify and forward” strategy. Without loss of generality, we
consider an average power constraint at the source Ps = 1 and an average power
constraint at the relay Pr = 1.

In the relay channel case, the source and the relay can use simultaneously
different power allocation strategies but this makes the problem difficult to solve
due to the large number of variables. Therefore, we will study in the following,
a strategy where the source only uses an unequal power allocation strategy. The
transmitted signal xs by the source is given by xs =

√
Psix where x ∈ {+1,−1}

and Psi is the power allocated at the source for a bit associated to variable node
of degree i. We denote by Ps the vector whose elements are Psi, i ∈ {2, · · · , dv}.
The received signal by the relay is ysr =

√
Psix + zsr, zsr ∼ N (0, σ2

sr). The
transmitted signal by the relay is given by xr = fysr, where f = 1√

Ps+σ2
sr

=
1√

1+σ2
sr

. The destination receives ysd = xs+zsd from the source (zsd ∼ N (0, σ2
sd))

and yrd = xr + zrd = f
√

Psix+ fzsr + zrd from the relay (zrd ∼ N (0, σ2
rd)). The

destination, aware of the power allocation strategy, can determine y′
sd and y′

rd as
y′

sd = ysd√
Psi

= x+z′
sd, where z′

sd = zsd√
Psi

∼ N (0,
σ2

sd

Psi
), and y′

rd = yrd

f
√

Psi
= x+z′

rd,

where z′
rd =

(
zsr√
Psi

+ zrd

f
√

Psi

)
∼ N (0,

σ2
sr

Psi
+ σ2

rd

f2Psi
). At the destination, the LLR

message at a variable node of degree i from the relay channel is given by

u0i = log
p(x = +1|y′

sd, y
′
rd)

p(x = −1|y′
sd, y

′
rd)

(30)

= log
p(y′

sd|x = +1)
p(y′

sd|x = −1)
︸ ︷︷ ︸

+ log
p(y′

rd|x = +1)
p(y′

rd|x = −1)
︸ ︷︷ ︸

(31)

= us
0i + ur

0i (32)

where us
0i = 2y′

sdPsi

σ2
sd

and ur
0i = 2y′

rdPsi

σ2
sr+

σ2
rd

f2

. Hence, when the all-zero codeword is

assumed to be sent by the source, the mean of the LLR message u0i is given
by mu0i

= mus
0i

+ mur
0i

, where mus
0i

= 2Psi

σ2
sd

and mur
0i

= 2Psi

σ2
sr+

σ2
rd

f2

. In the relay

channel case, we have three independent channels. Therefore, we should fix the
SNR of two channels and find the power allocation vector which maximizes
the noise threshold for the remaining channel. In this work, we consider the
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setting where the source and the relay know both the SNRs of the channels
source-relay and source-destination. The power allocation vector at the source is
optimized in order to maximize the threshold of the relay-destination channel.
This optimization can be solved in the same manner as in the point-to-point
case. Indeed, the Algorithm 1 can be extended for the relay channel case after
replacing the expression of mu0i

in Algorithm 1 by its expression in the relay
case depending on the strategy used. The output σth of Algorithm 1 will refer
to σrdth in the relay case. Moreover, the Proposition 1 should be updated for
the relay channel case in Algorithm 1. Hence, it is easy to demonstrate that the
expression of P ∗

si as function of k and the channel noise variances is obtained
from Proposition 1 by replacing k0 with k0 = 2

σ2
sd

+ 2

σ2
sr+

σ2
rd

f2

.

4 Simulation Results and Discussion

This section presents simulation results on unequal power allocation for irregular
LDPC codes. Table 1 shows the SNR threshold of some irregular LDPC codes
using Gaussian approximation with both equal power allocation and unequal
power allocation. It gives also the power allocation function P (x) obtained by
Algorithm 1, for each code in Table 1, where P (x) =

∑
i Pix

i−1 and Pi is the
power allocated for the degree-i variable node. We observed in our simulations
that our proposed algorithm gives the same threshold values as the exhaustive
search method. We observe in Table 1 that a gain up to 0.22 dB can be obtained
on the threshold with respect to equal power allocation strategy. However, for
some codes EPA is optimal. We recall that the proposed power allocation method
in Algorithm 1 relies on computing the threshold SNR∗(k) for each parameter
k ≥ 0 and then to choose k∗ which gives the better threshold (cf. (22) and
23). Figure 1 shows SNR∗(k) as a function of k for the LDPC code of rate 1/2
and Λ(x) = 0.5x2 + 0.5x4. We observe that the SNR threshold decreases with
k until k∗. Intuitively, k is small means that the density evolution algorithm is
far from the convergence (cf. 20). Thus, the power allocation vector optimized
for small values of k could be not the optimal power allocation vector when
the density evolution algorithm is near convergence. Moreover, when k becomes
large, the objective function to minimize in problem (24) decreases (since φ(x)
is decreasing with x), and the objective function becomes less dependent on the
power allocation vector (since its value is close to zero when k is large). Thus
there is a trade-off in the optimal value of k which minimizes the SNR threshold.

Remark: for k and σ fixed, the objective function to minimize in problem (24)
can be written as f(P) =

∑dv

i=2 λifi(Pi), where fi(Pi) = φi

(
2

σ2 Pi + (i − 1)k
)
.

When the irregular LDPC code involves a degree i which is too large, fi(Pi)
becomes too small and the value of Pi will not affect too much the value of the
objective function. Thus, in our simulations, we define a “saturation” parameter
Ksat and we set fi(Pi) = φi

(
2

σ2 Pi +Ksat

)
, ∀(i, k) such that (i−1)k ≥ Ksat. This

introduces an additional optimization variable in Algorithm1 (Ksat), however,
this value is optimized in our simulations one time for all the simulated codes.
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Table 1. The threshold in dB of some LDPC code families of rate 1/2 with EPA and
UPA for the BIAWGN point-to-point channel.

Λ(x) SNRth EPA SNRth UPA P (x)

0.5x2 + 0.5x4 0.8733 0.8725 0.9775x2 + 1.0225x4

0.5x2 + 0.5x6 1.0854 0.9492 0.8183x2 + 1.1817x6

0.5x2 + 0.5x8 1.4520 1.2301 0.8509x2 + 1.1491x8

0 1 2 3 4

1

1.5

2

k

S
N
R

∗ (
k
)

Fig. 1. SNR∗(k) as a function of k, for the code of rate 1/2 and Λ(x) = 0.5x2 + 0.5x4.

Figure 2 shows the SNR threshold as a function of the decoder maximum
number of iterations L for a target BER less than 10−8. We observe that a
gain of 0.5 dB on the SNR threshold can be obtained by optimizing the power
allocation with respect to equal power allocation. We should note that in this
work, we optimize the power allocation for a given code but rather it is also
possible to optimize the code degree distributions for a decoder of fixed number
of iterations L and using EPA. Figure 3 shows the SNR threshold for the relay-
destination channel as a function of the decoder maximum number of iterations
L for a target BER less than 10−8, when σsd = 1.1 and σsr = 0.7. The gain of
the unequal power allocation method with respect to the equal power allocation
seems to be more important for the relay case (up to 2.4 dB). This is because
we have more degrees of freedom in the relay case where we can fix the SNR of
two channels and determine the threshold for the remaining channel. When L
increases, the gain brought by UPA decreases in Fig. 2 and Fig. 3.
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Fig. 2. SNRth(η = 10−8) as a function
of L, for the code of rate 1/2 and Λ(x) =
0.5x2+0.5x4, in the point-to-point chan-
nel case.
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Fig. 3. SNRrdth(η = 10−8) as a function
of L, for the code of rate 1/2 and Λ(x) =
0.5x2 + 0.5x4, in the relay channel case
with σsd = 1.1 and σsr = 0.7.

5 Conclusion

In this paper, we investigated an unequal power allocation method for irregular
LDPC codes where the power allocated of a coded bit depends on the degree
of its associated variable node in the Tanner graph. We proposed an algorithm
to optimize the power allocation vector using a modified density evolution algo-
rithm under the Gaussian approximation. Simulation results show that in some
cases, the unequal power allocation leads to a gain on the threshold of the LDPC
code comparing to equal power allocation.
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Abstract. In this paper, we focus on cooperative spectrum access in a
cognitive radio networks (CRN), where secondary users (SUs) serve as
relays for primary users (PUs) to improve their throughput, and in return
SUs can gain transmission opportunities. To optimize the overall utility
of a cooperative CRN, we first investigate the cooperation between a
single pair of PU and SU with Stackelberg game model, where PU deter-
mines access time allocation while SU determines relaying power for the
PU. Based on the analytical results, cooperation pairing between multi-
ple PUs and SUs is modeled as a bipartite matching problem and solved
using Gale-Shapley algorithm. Numerical results demonstrate that, with
the proposed schemes, overall utility for PUs and SUs can be balanced
with low computational complexity.

Keywords: Cognitive radio · Cooperative communications · Stable
matching

1 Introduction

With the rapid development in wireless applications and services, the demand
for radio spectrum resource has significantly increased. However, the radio spec-
trum is limited and much of it has already been licensed exclusively to existing
services. What’s more, it is widely recognized that the licensed spectrum is in
fact underutilized since licensed users typically do not fully utilize their allocated
spectrum at most of the time. On the contrary, unlicensed users are starved for
spectrum availability [1].

To cope with such a dilemma, a great number of solutions have been discussed
and cognitive radio (CR) turns out to be the one with most potential by allowing
secondary users (SUs) opportunistically to utilize the spectrum resource, which
is found temporarily unused by primary (licensed) users (PUs) via spectrum
sensing. However, due to PU’s dynamics and unreliability of spectrum sensing
resulted from channel fading or shadowing, SUs are forced to terminate the
ongoing transmission once it detects that the spectrum band is reoccupied by a
PU, which making SU’s transmission highly unstable.
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Moreover, cooperative spectrum access has emerged as a powerful tech-
nique. In CR systems, instead of keeping silent when PUs are busy, SUs can
actively relay PUs’ data and in return gain opportunities for its own transmission
[2,3]. In [4], a scenario in which the SU acts as a relay for the packets that the
SU can receive from the primary source but the primary destination can’t, is
considered and the stable throughput of the SU under this model is derived.
The authors in [5] propose that the PU has the possibility to lease the owned
spectrum to an ad hoc network of secondary nodes in exchange for coopera-
tion in the form of distributed space-time coding. In [6], the authors studied the
optimal cooperation strategy with Energy Harvesting by discuss the cooperation
and none-cooperation modes. In [7], the authors investigate optimization for the
cooperative spectrum sensing with an improved energy detector to minimize the
total error rate (sum of the probability of false alarm and miss detection). How-
ever, most of the existing works involve only one pair of PU and SU, which may
not be fully applied to the whole network.

In this paper, we consider a CR system with multiple pairs of primary and
secondary transceivers, which operate in time-slotted mode. Each PU operates on
a unique channel and can choose only one SU as relay using Decode-and-Forward
(DF) mode. This work will use the stable mating algorithm to determine cooper-
ation pairing for PUs and SUs. Moreover, we investigate the optimal cooperation
strategy in this CR system, i.e., PUs decides the optimal allocation of channel
resource to maximize their summarize transmission rate and SUs decide their
optimal cooperative transmitting power to maximize their summarize transmis-
sion rate without spending too much power for relaying. The contribution of this
work can be summarized as follows. First, we study the cooperation between
multiple PUs and SUs and between single PU and single SU. Second, we study
the cooperation by using DF mode but most of others are AF mode. Finally,
cooperation between PUs and SUs is studied to maximize the primary network
utility and secondary network utility.

The remainder of the paper is organized as follows. The detailed description
of the system model is given in Sect. 2. Cooperation between one PU and one SU
is studied in Sect. 3 and cooperation between multiple PUs and SUs is studied
in Sect. 4. Simulation is provided in Sect. 5. Concluding remarks are provided in
Sect. 6.

1.1 System Model

As shown in Fig. 1, we consider a CRN that consists of M PUs and N SUs, in
which each PU transmits data on an unique channel. Instead of keeping silent
when the PU is busy, an SU can alternatively act as a cooperative relay to
improve the PU’s throughput, which makes SU benefit a fraction of time slot
for secondary transmission as reward. In this paper, we consider the DF mode
for the cooperation, i.e., the SU firstly decodes the received signal from the
PU transmitter, re-encodes it, and then transmits it to the corresponding PU
receiver. Notations used in this paper are summarized in Table 1.
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Fig. 1. Cooperative cognitive radio network with multiple channels.

Table 1. Notations

T Timeslot duration

N0 The white Gaussian noise

W The spectrum bandwidth

αij The fraction of timeslot that PU i and PUj cooperate

P i
s The PU i’s transmitting power

P i
r(j) The SU j ’s transmitting power when cooperated with PU i

hi
sd The channel gains in the PU i’s direct transmission

hi
sr(j) The channel gains from PU i transmitter to SU j

hi
rd(j) The channel gains from SU j to PU i’s corresponding receiver

hr(j) The channel gains from SU j to its corresponding receiver

Both of PUs and SUs operate in time-slotted mode as shown in Fig. 1. A
fraction αij (0 < αij < 1) of the time slot duration T is used for cooperation
between PU i and SU j . In the first duration of αij

2 T , PU i transmits its data
to SU j . In the next duration of αij

2 T , SU j relays the received data to the PU i

receiver. In the last period of (1 − αij)T , the cooperating SU j is rewarded to
transmit its own data while PU i is silent. A common control channel is assumed
for exchanging information on cooperation decision among PUs and SUs.

In such a cooperation model, we study the optimal strategy for the overall
utility of the CRN through two steps. Firstly, by analyzing the cooperation
between single pair of PU and SU, the optimal decision of cooperation between
a single pair of PU and SU, i.e., PU’s cooperation fraction and SU’s cooperation
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power is determined. Secondly, based on the analytical result of cooperation
between single pair of PU and SU, the overall utility of such a CRN is further
investigated by properly pairing PUs and SUs for cooperation.

2 Cooperation Between Single PU and SU

In this section, we will discuss the cooperation between a single pair PU and SU.
For ease of presentation, the PU’s and SU’s index are omitted, e.g., αij turns
to α and hi

sr(j) turns to hsr and so on. In this section, the SU can increase the
PU’s throughput by relaying PU’s data, and in return gains a fraction of time
to transmit its own data. The cooperation between PU and SU is modeled as
a Stackelberg game. In such a game, utilities of both the PU and the SU are
presented and analyzed and close-form solutions are derived.

2.1 Stackelberg Game Between PU and SU

Since both PU and SU are selfish and rational and they just wish to maximize
its own utility, i.e., the PU wishes to maximize its throughput while the SU
wishes to consume less energy for relaying PU’s data in addition to improving
throughput. Therefore, the cooperation between PU and SU can be modeled
as a Stackelberg game, where the PU acts as the leader and the SU acts as the
follower. As the leader, the PU can choose the best strategy, awaring of the effect
of its decision on the strategy of the follower (the SU); the SU can just choose
its own strategy based on the PU’s strategy. The utility functions for both PU
and SU are respectively defined in the following. By analyzing the game, the
optimal cooperation strategy of both PU and SU can be determined.

PU Utility. Given the fixed time duration T , increasing the throughput is
equivalent to increasing the average transmission rate. Suppose the cooperated
SU’s relay power is known, the PU decides the slot allocation parameter α to
maximize the potential profit.

Without cooperation, the transmission rate of the direct communication can
be given by

Rd = W log2(1 +
Ps|hsd|2

N0
)

With cooperation, the transmission rate Rp through DF cooperative commu-
nication between the PU and SU, which serves as the utility function of a single
PU, is given as follows:

Rp = min{α

2
W log(1 +

Ps|hsr|2
N0

),
α

2
W log(1 +

Pr|hrd|2
N0

)} (1)

The factor α
2 accounts for the fact that αT is used for cooperative relaying,

which is further split into two phases. Here we specify that both PUs and SUs
transmit at a constant power, which are denoted by Ps for PUs and Pr for SUs,
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respectively. We assume that the PU chooses to cooperate only when the cooper-
ative transmission rate is greater than that achieved by direct transmission. The
objective of the PU is to maximize its own utility function by properly choosing
the cooperation α and its utility function Up = Rp.

SU Utility. The SU can gain transmission opportunities through cooperation
with PU. In particular, the SU relays PU’s data in the second phase and trans-
mits its own data in the last phase. When cooperating, the SU decides its trans-
mission power, pertaining to the given α. The target of the SU is to maximize
throughput (equivalent to the transmission rate) without expending too much
energy. Following the cooperation agreement, the SU spends the same power
Pr for both cooperation and its own transmissions. In particular, the transmis-
sion rate Rs for secondary transmission from SU to its corresponding receiver is
given by

Rs = (1 − α)W log(1 +
Pr|hr|2

N0
) (2)

With energy consumption (1 − α
2 )PrT , the utility function of SU can be

represented by RsT − cPr(1 − α
2 )T , where c(0 < c < 1) is the weight of energy

consumption in the overall utility. Over the period of T , the utility function of
SU is given by

Us = (1 − α)W log(1 +
Pr|hr|2

N0
) − c(1 − α

2
)Pr (3)

The objective of SU in the game is to maximize its utility by choosing the
optional transmission power Pr.

2.2 Game Analysis

As a sequential game, the Stackelberg game can be analyzed by the backward
induction method. First, assuming the strategy of the PU (the leader) is fixed,
the optimal strategy of the SU (the follower) is analyzed. Second, the PU decides
the optimal strategy, knowing the results of the first step. By doing so, the
best response functions of both the PU and the SU are derived such that the
corresponding utilities can be maximized. Then, the Stackelberg equilibrium of
the proposed game can be achieved based on the best response functions.

SU’s Best Response Function. Assuming that the PU uses α for cooperation,
SU selects the optimal transmission power to maximize its utility, which can be
formulated as the following optimization problem:

maxPr
Us(α) = (1 − α)W log(1 +

Pr|hr|2
N0

) − c(1 − α

2
)Pr

Solving the above problem, the optimal transmission power can be determined.
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Definition 1. Let P ∗
r (α) be the best response function of the secondary user if

the utility of SU can achieve the maximum value. When P ∗
r (α) is selected, for

any given α, i.e., ∀0 < α < 1, Us(P ∗
r (α), α) ≥ Us(Pr(α), α).

Theorem 1. The best response function of the secondary user is given by

P ∗
r (α) =

(1 − α)W
c(1 − α

2 ) ln 2
− N0

|hr|2 (4)

Proof. Given the time allocation coefficient α, the utility function of SU is given
as (3). From the Eq. (3), it is easy to prove that the utility function first increases
and then decreases with the increase of Pr without considering the power con-
straint. Therefore, there exists an optimal power such that Us can reach the
maximum value at that transmission power. Taking the first order partial deriv-
ative of the utility function with respect to Pr yields

∂Us

∂Pr
=

(1 − α)W |hr|2
(1 + Pr|hr|2

N0
)N0 ln 2

− c(1 − α

2
)

Setting ∂Us

∂Pr
= 0 yields the optimal transmission power. The best P ∗

r (α)
response function will be

P ∗
r (α) =

(1 − α)W
c(1 − α

2 ) ln 2
− N0

|hr|2
This completes the proof.

PU’s Best Response Function. Awaring of the best response function of the
SU, the PU decides its own best strategy for utility maximization.

Definition 2. Let α∗ be associated with the best response function of the pri-
mary user if the utility of the PU can achieve the maximum value when this
strategy is selected.

Theorem 2. The best response function of the primary user α∗ can be given as
follows:

α∗ =

{
α∗
1, if Up(α∗

1) ≥ Up(α∗
2)

α∗
2, otherwise

(5)

Where α∗
1 and α∗

2 are respectively the optimal function of the first item and the
second item of the two processes from (1). α∗

1 and α∗
2 are given as follows:

α∗
1 =

{
α′
1, if 0 < α′

1 < 1
0, otherwise

(6)

and

α∗
2 =

{
α′
2, if 0 < α′

2 < 1 and Rp(α′
2) ≥ Rd

0, otherwise
(7)
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where
α′
2 = arg max(Up)

α′
1 = max(Ψ1, Ψ2)

and
Ψ1 = 2[1 − W

c ln 2( 2W
c ln 2 − N0

|hr|2 − Ps|hsr|2
|hrd|2 )

]

Ψ2 = 2
log(1 + Ps|hsd|2

N0
)

log(1 + Ps|hsr|2
N0

)

Proof. We can see the cooperative rate of the primary user is determined by
smaller item of the two processes from (1). Now we will solve this problem in
two ways. (a) When

α

2
W log(1 +

Ps|hsr|2
N0

) ≤ α

2
W log(1 +

Pr|hrd|2
N0

) (8)

then Up = α
2 W log(1 + Ps|hsr|2

N0
). From (8) we have

Pr ≥ Ps|hsr|2
|hrd|2 (9)

Substituting (4) into function (9), the inequality can be expressed as

(1 − α)W
c(1 − α

2 ) ln 2
− N0

|hr|2 ≥ Ps|hsr|2
|hrd|2 (10)

which is a function of α. It can be derived from (10) that

α ≤ 2[1 − W

c ln 2( 2W
c ln 2 − N0

|hr|2 − Ps|hsr|2
|hrd|2 )

] (11)

The PU chooses cooperation only when the transmission rate via cooperation
is greater than that of the direct communication. It can be expressed by

α

2
W log(1 +

Ps|hsr|2
N0

) ≥ W log(1 +
Ps|hsd|2

N0
) (12)

It can be derived from (12) that

α ≥ 2
log(1 + Ps|hsd|2

N0
)

log(1 + Ps|hsr|2
N0

)
(13)

It’s easy to see that Up increased while α increased from Up = α
2 W log(1 +

Ps|hsr|2
N0

). Now we can conclude from (11) and (13) that

α′
1 = max(Ψ1, Ψ2)
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where
Ψ1 = 2[1 − W

c ln 2( 2W
c ln 2 − N0

|hr|2 − Ps|hsr|2
|hrd|2 )

]

Ψ2 = 2
log(1 + Ps|hsd|2

N0
)

log(1 + Ps|hsr|2
N0

)

Since 0 < α < 1, we have

α∗
1 =

{
α′
1, if 0 < α′

1 < 1
0, otherwise

(14)

(b) When

α

2
W log(1 +

Ps|hsr|2
N0

) >
α

2
W log(1 +

Pr|hrd|2
N0

) (15)

then Up = α
2 W log(1 + Pr|hrd|2

N0
). From (15) we have

Pr <
Ps|hsr|2
|hrd|2 (16)

Similar (10) and (11), by substituting (4) into function (16), we have

α > 2[1 − W

c ln 2( 2W
c ln 2 − N0

|hr|2 − Ps|hsr|2
|hrd|2 )

] (17)

Substituting (4) into utility function Up = α
2 W log(1 + Pr|hrd|2

N0
), the utility

can be expressed by

Up =
α

2
W log[1 + (

(1 − α)W
c(1 − α

2 ) ln 2
− N0

|hr|2 )
|hrd|2
N0

)]

which is a function of α.
Up can be maximized because it is easy to proof ∂U2

∂α2 < 0. The optimal α′
2 is

given by

α′
2 = arg max(Up) (18)

The PU chooses cooperation only when the transmission rate via cooperation
is greater than that of the direct communication. It can be expressed by

α

2
W log(1 +

Pr|hrd|2
N0

) ≥ W log(1 +
Ps|hsd|2

N0
) (19)

We can get from (19) that

Pr ≥ [(1 +
Ps|hsd|2

N0
)
2/α

− 1]
N0

|hrd|2 (20)
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Substituting (4) into function (20), the inequality can be expressed by

(1 − α)W
c(1 − α

2 ) ln 2
− N0

|hr|2 ≥ [(1 +
Ps|hsd|2

N0
)
2/α

− 1]
N0

|hrd|2 (21)

Also, the time slot α∗
2 must satisfy 0 < α∗

2 < 1.
Now we can conclude from (17), (18) and (21) that

α∗
2 =

{
α′
2, if 0 < α′

2 < 1 and Rp(α′
2) ≥ Rd

0, otherwise
(22)

where
α′
2 = arg max(Up)

3 Cooperation Between PUs and SUs

Although bring benefit to single PU and single SU, the approach aforementioned
for the single cooperation can not bring the maximum benefit to the whole
network because it only optimizes the interest of individual users. Therefore,
it is necessary to consider the cooperation over whole network, which involves
multiple PUs and SUs, to exploit the cooperation benefit. A common control
channel is assumed for exchanging information among PUs and SUs, it can
guide PUs and SUs select the suitable cooperator.

There are M PUs and N SUs in the network. Denote by xij the indicator
which indicates whether PU i cooperates with SU j or not. Then, we have

xij =

{
1, ifPUi and SUj is paired for cooperation
0, otherwise

(23)

From primary network perspective and from secondary network perspective,
there are two utilities.

Primary Network Utility: The objective of pimary network is maximize total
utility of the primary network. Note that, when a certain PU selects a certain
SU, the throughput of this PU is obtained using Stackelberg Equilibium strategy.
Then, the utility function of primary network is given by

Uo
p = max

M∑

i=1

N∑

j=1

U ij
p xij + U

′
p

s.t. xij ∈ {0, 1} ∀i ∈ {1, 2, ...,M}, j ∈ {1, 2, ..., N}
M∑

i=1

xij ≤ 1 ∀j = 1, 2, ..., N

N∑

j=1

xij ≤ 1 ∀i = 1, 2, ...,M

(24)
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where

U
′
p =

∑

i

Ri
d , i ∈ {i|

N∑

j=1

xij = 0, i = 1, 2, ...,M} (25)

refers to the sum rate of direct transmission (since PUs choose to cooperate only
when cooperative rate is greater than direct transmission rate) and U ij

p is the
utility function of PU i while cooperating with SU j . Because one PU can at most
cooperate with only one SU and one SU can at most cooperate with one PU, we

have
M∑

i=1

xij ≤ 1 and
N∑

j=1

xij ≤ 1.

Secondary Network Utility: Same as the primary network utility, the sec-
ondary network utility is given by

Uo
s = max

N∑

j=1

M∑

i=1

U ji
s xij

s.t. xij ∈ {0, 1} ∀i ∈ {1, 2, ...,M}, j ∈ {1, 2, ..., N}
M∑

i=1

xij ≤ 1 ∀j = 1, 2, ..., N

N∑

j=1

xij ≤ 1 ∀i = 1, 2, ...,M

(26)

Note that U ji
s is the utility of SU j when cooperated with PU i, which is given

by (3).
Using Stackelberg Equilibrium strategy calculate U ij

p and U ji
s (i ∈

{1, 2, ...,M}, j ∈ {1, 2, ..., N}), the above problem can be transformed into the
bipartite matching problem(deciding xij). The KM algorithm is known as the
most suitable algorithm for maximum matching. However, two utilities, Uo

p and
Uo

s , exist in in this model. Therefore, it is not suitable for this model. This will
be verified in the section simulation.

The Gale-Shapley Stable Marriage Theorem [8] is very general and states
that finding a stable matching between two equally sized sets of elements given
an ordering of preferences for each element. It is suitable for this model because
each element has its own utility regarding the opposite element like this model.
So we use G-S Stable Matching to solve the matching problem. Since number
of PUs is not necessarily equal to that of SUs, there are inevitably PUs or SUs
left uncooperated. The spectrum allocation algorithm based on stable matching
model is summarized in Algorithm 1.

4 Numerical Results

In order to evaluate the performance of the proposed algorithm, we use Matlab
to simulate our algorithm. We set up the first simulation as a scenario with a
single PU and SU. The PU’s transmission power Ps is 5. We set W = 1 and
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Algorithm 1. Stable Matching
Step1: Initialization
1. Caculate U ij

p and U ji
s where i ∈ {1, 2, ..., M} and j ∈ {1, 2, ..., N}.

2. PU i ranks a preference list of SUs by U ij
p .

3. SU j ranks a preference list of PUs by U ji
s .

4. construct xij = 0 where i ∈ {1, 2, ..., M} and j ∈ {1, 2, ..., N}.
5. construct a list of all PUs which not matched and has SUs not asked.

for cooperation, denoted by MATCHLIST = {PU1, PU2,...,PUN}.
Step2: Matching process
6. while MATCHLIST is not empty do
7. select PUk ∈ MATCHLIST.
8. find SU j which is in highest preference and xkj==0.

9. if
M∑

i=1

xij == 0 which means SU j not matched do

10. xkj = 1 and remove PUk from MATCHLIST
11. else
12. find PUh that SU j is already matched(denoted by xhj = 1).
13. if SU j has a higher preference of PUk do
14. xhj = 0.
15. put PUh into MATCHLIST if PUh still has SU not asked.
16. xkj = 1 and remove PUk from MATCHLIST.
17. end if
18. end if
19.end while

set N0 = 1 for simplicity. The power gains between PU transmitter and PU
receiver, and between SU transmitter and SU receiver, are hsd = 0.3 and hr = 5,
respectively. hsd is setted relatively small to encourage PU to cooperates with
SU. The average power gains between the PU transmitter and SU, and between
the SU and PU receiver, are hsr = 5 and hrd = 5, respectively. The weight
c ranges from 0.1 to 1 by step adding 0.02. Figure 2 and the left one of Fig. 3
show that time slot of α, the SU’s transmission power Pr and the throughput of
PU are decreasing in overall trend with the increase of weight c until c = 0.66
where PU transmits data directly. The right one of Fig. 3 shows the SU utility
is increased with the increase of weight until where PU transmit data directly.
c = 0.28 is a mutation point because in left of the point the Up is determined by
the rate from the PU transmitter to the SU and in right of the point the Up is
determined by the rate from the SU to the PU receiver.

Another simulation scenario is similar to the one above, impact of the power
gains between PU transmitter and PU receiver (hsd) is investigated, which ranges
from 0.3 to 1.3 with step adding 0.1. Different from above, the weight c is static
and c = 0.1. The PU number is setted 100 and the SU number becomes 100
too. Other variable are the same. Figures 4 and 5 show cooperation can bring
great benefit to PUs and SUs by versus none cooperation with stable mathing
and other two KM algorithems. The benefit is specially greater when the PU’s
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Fig. 2. Cooperation time slot a versus the weight c(left); SU transmission power versus
the weight c(right).
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Fig. 3. Utility of PU versus the weight c(left); Utility of SU versus the weight c(right).

direct power gain (hsd) is fairly weak, this is because the transmitting environ-
ment is so bad that more cooperation happened. Figures 4 and 5 show that the
cooperation matching algorithm of the stable matching algorithm can get less
primary network utility but more secondary network utility than the matching
algorithm of the KM algorithm by using U ij

p as weight. It also show that the
cooperation matching algorithm of the stable matching algorithm can get more
secondary utility but less primary network utility than the matching algorithm
of the KM algorithm by using U ji

s as weight. So, Figs. 4 and 5 show that the
cooperation matching algorithm of the stable matching algorithm can make pri-
mary network and secondary both approach optimal. What’s more, it’s known
that stable matching has the lower computational complexity.
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Fig. 4. Summarize throughput of PUs versus the power gains of PU hsd.
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5 Conclusion

In this paper, we focus on cooperative spectrum access in a cognitive radio net-
works (CRN), where secondary users (SUs) serve as relays for primary users (PUs)
to improve their throughput, and in return SUs can gain transmission opportuni-
ties. We first model the cooperation with single PU and single SU as Stackelberg
game, through which PU’s cooperation fraction and SU’s cooperation power are
derived. Then based on the above results, we using stable matching algorithm to
study the cooperation between multiple PUs and multiple SUs. Through simula-
tions, we show that with the proposed schemes utilities of both PUs and SUs can
be balanced. PUs can achieve higher throughput and SUs can obtain more access
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opportunities. Numerical results also show that the stable matching algorithm is
weak Pareto optimal with low complexity.
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Abstract. In this paper, the effect of primary user (PU) traffic on
the performance of largest eigenvalue based spectrum sensing technique
(Roy’s Largest Root Test (RLRT)) is investigated. A simple and realistic
discrete time modeling of PU traffic is considered which is only based on
the discrete time distribution of PU free and busy periods. Furthermore,
in order to analyze the effect of PU traffic on the detection performance,
analytical expressions for the probability density functions of the decision
statistic are derived and validated by Monte-Carlo simulations. Numeri-
cal results demonstrate that the sensing performance of RLRT is no more
monotonically increasing with the length of the sensing duration and also
with SNR which contrasts with the common property of the spectrum
sensing techniques under known PU traffic scenario. Furthermore, it is
shown that the performance gain due to the multiple antennas in the
sensing unit is significantly suppressed by the effect of the PU traffic
when the frequency of the PU traffic transitions is higher.

Keywords: Eigenvalue based detection · Cognitive radio · Spectrum
sensing · RLRT · Primary user traffic

1 Introduction

By accessing the idle spectrum band of Primary User (PU) network (licensed
user), Cognitive Radio (CR) based dynamic spectrum sharing is initially
intended to alleviate one of the most challenging problems of future wireless
communications, namely, spectrum scarcity. With the real-time perception of
surroundings and bandwidth availability using spectrum sensing functionality of
a CR, secondary users (unlicensed users) may dynamically use the vacant spec-
trum and perform opportunistic transmissions [1]. Thus, the domain of spectrum
sensing techniques has long been investigated by many researchers: a detailed
bibliography of the contributions in this area can be found in [2,3]. Despite the
significant volume of available literature on spectrum sensing under ideal sce-
narios, investigation under practical constraints and imperfections are still lack-
ing [3]. Thus, recent research efforts are devoted to improve the accuracy and
efficiency of sensing techniques under practical constraints and imperfections.
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Among many practical imperfections and constraints for spectrum sensing
in CR scenarios mentioned in the literature, the unknown PU traffic is one of
the important constraints which significantly limits the sensing performance of
the secondary user. In the existing literature on spectrum sensing, the SUs are
assumed to have a perfect knowledge of the exact time slot structure of PU
transmissions providing a solid basis for guaranteeing that PU traffic transitions
occur only at the beginning of the SU sensing slots. However, in practice, the SU
may not have the knowledge of exact time slot structure of PU transmissions
or it is also possible that the communications among PUs are not based on
synchronous schemes at all [4,5]. Thus, it is necessary to analyze the sensing
performance of existing spectrum sensing techniques under unknown PU traffic.

A first attempt to analyze the performance of a detector in unknown PU
traffic was made in [6]. The author analyzed the sensing performance of the
well known semi-blind spectrum sensing techniques including Energy Detection
(ED) and Roy’s Largest Root Test (RLRT) under bursty PU traffic. The PU
traffic model used in [6] is limited to a constant burst length of the PU data
whose length is assumed to be always shorter than the SU sensing duration.
However, the burst length of the PU may vary with time following some sto-
chastic models [7,8]. A more general scenario in which the PU traffic transitions
are completely random has been considered in [9–13]. By modeling PU traffic
as a two state Markov process, authors in [9–12] analyzed the effect of PU traf-
fic on the sensing performance and the sensing-throughput trade-off considering
an ED technique under the half duplex scenario. Moreover, the effect of multi-
ple PUs traffic on the sensing-throughput trade-off of the secondary system has
been studied in [13]. Although all the aforementioned contributions recognized
the fact that the PU traffic affects the sensing performance including sensing-
throughput trade-off, none of them analyzed the sensing performance of other
spectrum sensing techniques including Eigenvalue Based Detection (EBD) tech-
niques under unknown primary user traffic.

In this paper, the effect of PU traffic on the performance of RLRT is evalu-
ated. First, a realistic discrete time modeling of PU traffic is considered which is
only based on the discrete time distribution of PU free and busy periods. Next,
the analytical expressions for the probability density functions (pdfs) of the deci-
sion statistic are derived and validated by Monte-Carlo simulations. Finally, an
analytical performance evaluation of the decision statistic in terms of receiver
operating characteristics (ROC) under the considered scenario is carried out.

2 System Model

We consider a single source scenario (single primary transmitter) whereas multi-
ple antennas are employed by an SU. Suppose the SU has K antennas and each
antenna receives N samples in each sensing slot. In a given sensing frame, the
detector calculates its decision statistic TD by collecting N samples from each
one of the K antennas. Subsequently, the received samples are collected by the
detector in the form of a K ×N matrix Y. As described in Sect. 1, when the pri-
mary transmissions are not based on some synchronous schemes or the sensing
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unit at the SU does not have any information about the primary traffic pattern,
the received vector at the sensing unit may consist of partly the samples from
one PU state and the remaining from alternate PU state. To simplify the sce-
nario, we begin with the following classification of the sensing slots based on the
PU traffic status, which is also illustrated in Fig. 1.

1. Steady State (SS) sensing slot: In such type of sensing slot, all the received
samples in one sensing slot are obtained from the same PU state.

2. Transient State (TS) sensing slot: In such type of sensing slot, a part of the
received samples within the sensing slot are obtained from one PU state and
the remaining from the another PU state.

In general, the probabilities of receiving SS and TS sensing slots are dependent
on the PUs traffic model. In contrast to the commonly used hypothesis definition
in spectrum sensing literature, we define two hypotheses in the following way:

H0 : the channel is going to be free,
H1 : the channel is going to be busy.

This hypothesis formulation implies that the decision is based on the PU status
at the end of the sensing interval. Thus, in a TS sensing slot, a transition from
the PU busy state to the PU free state is considered H0, while a transition
from the PU free state to the PU busy state is considered H1. In the considered
scenario, in an SS sensing interval, the generic received signal matrix under each
hypothesis can be written as,

Y SS =

{
V [K,N ] (H0),
S [K,N ] (H1),

(1)

where V [K,N ] � [v(1) · · ·v(n) · · ·v(N)] is the K × N noise matrix, S[K,N ] =
h[K,1]s[1,N ] + V[K,N ] is the K × N received noisy signal matrix when PU
signal is present. h[K,1] = [h1 · · · hK ]T is the channel vector and s[1,N ] �
[s(1) · · · s(n) · · · s(N)] is a 1×N PU signal vector. And in the TS sensing interval,
the generic received signal matrix under each hypothesis can be written as,

Y TS =

{
[S[K,N−D0]|V[K,D0]] (H0),

[V[K,N−D1]|S[K,D1]] (H1),
(2)

where D0 represents the number of pure noise samples in TS sensing slot under
H0, D1 represents the number of noise plus PU signal samples in TS sensing
slot under H1, S[K,N−D0] = h[K,1]s[1,N−D0] + V[K,N−D0] is the (K × N − D0)
received noisy signal matrix when PU signal is present only for (N −D0) sample
periods. Similarly, S[K,D1] = h[K,1]s[1,D1] +V[K,D1] is the K ×D1 received noisy
signal matrix when PU signal is present only for D1 sample periods. In each of
these, the unknown primary transmitted signal s(n) at time instant n is modeled
as independent and identically distributed (i.i.d.) complex Gaussian with zero
mean and variance σ2

s : s(n) ∼ NC(0, σ2
s). The noise sample vk(n) at the kth

antenna of the SU at the time instant n is also modeled as complex Gaussian
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Fig. 1. Primary user traffic scenario and sensing slot classification

with mean zero and variance σ2
v : vk(n) ∼ NC(0, σ2

v). The channel coefficient hk

of the kth antenna is assumed to be constant and memory-less during the sensing
interval. The average SNR at the receiver is defined as, ρ = σ2

s‖h‖2

Kσ2
v

, where ||.||
denotes the Euclidean norm.

3 Characterization of Primary User Traffic

In this section, we characterize the mathematical model of PU traffic. Based
on the proposed stochastic PU traffic model, we construct the PU’s probability
transition matrix, which lead to analytical formulation of the SU’s probability of
receiving SS sensing frame and TS sensing frame under each null and alternate
hypothesis.

In this paper, we model the PU traffic as a two state Markovs process (On-
Off process: PU ‘On’ representing busy state and PU ‘Off’ representing free
state). The length of free as well as busy period are independent geometrically
distributed random variables with parameters α and β, respectively. Essentially,
the parameters α and β represent the state transition probabilities in single
sample duration. The mean length of free period Mf and busy period Mb of
PU traffic can be related to parameters α and β as, Mf = 1

α and Mb = 1
β ,

respectively.
At any time instant, the PU is in free state with probability Pf = Mf

Mb+Mf
and

similarly, in the busy state with probability, Pb = Mb

Mb+Mf
. We further assume

that the parameters (α and β) of geometrically distributed length of PU free
and busy periods are constant over time. Thus, the corresponding two-state
Markovs process can be considered homogeneous in nature. Using this homo-
geneity property and the Chapman-Kolmogorov equation gives the PU n-step
transition probability matrix as,
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Pn =

[
pn
00 pn

01

pn
10 pn

11

]

=
1

α + β

[
β + α(1 − α − β)n α − α(1 − α − β)n

β − β(1 − α − β)n α + β(1 − α − β)n

]

, (3)

which reduces to (4) for single step transition matrix as,

P =

[
p00 p01

p10 p11

]

=

[
1 − α α

β 1 − β

]

(4)

As already mentioned earlier in Sect. 2, the stochastic nature of the PU state
transition gives a mixed nature of received signals in a TS sensing slot resulting
in random variables (RVs) D0 and D1. Thus, in each PU state transition from
Busy to Free State, the sensing unit has to decide based on D0 pure noise samples
and (N −D0) noise plus primary signal samples which actually affects the overall
sensing performance. Thus, with the support of above analysis and also keeping
(1) and (2) in reference, it is clear that, to find the distribution of the decision
statistic under different hypotheses, the prior deduction of the chances of occur-
rence of SS sensing slot, TS sensing slot, probability mass function (pmf) of D0

and the pmf of D1 are inevitable. It can be shown that1, under the assumption
that the lengths of busy period and free period of PU have comparable mean
parameters Mf and Mb, the pmf of D0 which represents the probability of hav-
ing D0 noise only (PU signal free) samples in a TS sensing slot under H0 reduces
to,

PD0(D0 = d0) =
{

1
N−1 1 ≤ d0 < N,

0 otherwise.
(5)

Similarly, the pmf of D1 which represents the probability of having D1 PU-
signal-plus-noise samples in a TS sensing slot under H1 reduces to,

PD1(D1 = d1) =
{

1
N−1 1 ≤ d1 < N,

0 otherwise.
(6)

Also, the probability of receiving SS sensing slot under H0 is given by,

PSS |H0 =
1

1 + N
Mf

. (7)

and the probability of receiving SS sensing slot under H1 is given by,

PSS |H1 =
1

1 + N
Mb

. (8)

1 Due to space limitation, we omit the proofs of following equations and will include
in the journal version of the paper.
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4 Sensing Performance Analysis

In this section, we consider an another important class of detection techniques,
designed for multi-sensor detectors, based on the eigenvalues of the received
signal covariance matrix. Receive diversity can be achieved either by multiple
users (cooperative detection) or by multiple antennas. Given a K × N received
signal matrix Y, the sample covariance matrix is defined as, R � 1

N YYH and
λ1 ≥ · · · ≥ λk its eigenvalues sorted in the decreasing order.

Eigenvalue based detection techniques infer the presence of signal from eigen-
values λi. In particular, the detection technique which considers the largest one
(λ1) and compare against the noise variance is known in statistics as Roy’s
Largest Root Test (RLRT) [15] and its test statistics is,

TRLRT � λ1

σ2
v

. (9)

RLRT is “semi-blind” as it requires the exact knowledge of noise variance and is
considered to be asymptotically optimum test in this setting [17]. Other related
tests have been proposed in the literature for example λ1 against smallest eigen-
value [16], λ1 against trace of covariance matrix [18]. These are considered
“blind” as they do not require the prior knowledge of the noise variance.

Here, we analyze in detail the RLRT method. However, the results can be
extended to the other methods as well. To analyze the RLRT performance, it is
necessary to express the pdf of the test statistics for the case of unknown PU
traffic. The following theorem computes the pdf of the RLRT decision statistic
under both the hypotheses using the PU traffic characterization presented in
Sect. 3.

Theorem 1. Given a multi-antenna sensing unit with K receive antennas, N
received samples in each slot and the random PU traffic with geometrically dis-
tributed free and busy state duration, let c = K/N , Ns a independent parameter
and define:

μ1(Ns) =

(
Ns

N
Kρ + 1

)(

1 +
K − 1

NsKρ

)

, σ2
1(Ns) =

Ns

N2
(Kρ + 1)

(

1 − K − 1

NsK2ρ2

)

(10)

μN,K =
[
1 +

√
c
]2

, σN,K = N−2/3 [1 +
√

c
]
[

1 +
1√
c

]1/3

. (11)

Then, the pdfs of RLRT decision statistic under H0 and H1 are given by (12)
and (13) respectively,

fTRLRT |H0
(x) = PSS |H0fTW2

(
x − μN,K

σN,K

)

+ PTS |H0

N−1∑

d0=1

PD0(d0)fD(x, N − d0), (12)

fTRLRT |H1
(x) = PSS |H1fD(x, N) + PTS |H1

N−1∑

d1=1

PD1(d1)fD(x, d1). (13)



Spectrum Sensing 73

where,

fD(x, d) =

{
fN (μ1(d), σ2

1(d)) if, d > K−1
K2ρ2 ,

fTW2(μN,K , σN,K) otherwise,
(14)

In (14), fN (μ1(d), σ2
1(d)) denote a Gaussian pdf with mean μ1(Ns) and variance

σ2
1(Ns) provided in (10) at Ns = d. Next, fTW2(μN,K , σN,K) is a pdf of Tracy-

Widom distribution of order 2 with parameters μN,K and σN,K provided in (11).

Proof. As noted from Sect. 2, the nature of the received signal matrix is different
for the SS sensing slot and TS sensing slot. Under null hypothesis H0, received
sample covariance matrix R|H0 can be decomposed as a probabilistic sum of
RSS |H0 and RTS |H0 in the following way,

R|H0 = PSS |H0RSS |H0 + PTS |H0RTS |H0 . (15)

Since sensing slots are independent from each other, we treat each covariance
matrix in (15) independently. Given an SS sensing slot under null hypothesis,
all the received samples yk(n) are homogeneous in nature comprising the i.i.d.
Gaussian noise samples with mean zero and variance σ2

v . Thus, the sample covari-
ance matrix RSS |H0 follows a Wishart distribution whose largest eigenvalue nor-
malized by noise variance can be expressed by a Tracy-Widom distribution of
second order [17,20].

λSS
1 |H0

σ2
v

= fTW2

(
x − μN,K

σN,K

)
, (16)

where μN,K and σN,K are given in (11).
Next, given a TS sensing slot under null hypothesis, all the received samples

yk(n) are not homogeneous in nature. To provide a better understanding, we
express the covariance matrix in a TS sensing slot under H0 as,

RTS |H0 = RS(N − D0) + RN (D0), (17)

where,

RS(N − D0) � 1

N − D0
S[K,N−D0]S

H
[K,N−D0], (18)

RN (D0) � 1

D0
V[K,D0]V

H
[K,D0], (19)

are the partial covariance matrices constructed respectively from signal-plus-
noise and only-noise samples. RS(N − D0) is a standard spiked population
covariance matrix of rank-1 and RN (D0) is Wishart matrix. The largest eigen-
value of RN (D0) is negligible compared to the largest eigenvalue of RS(N −D0)
given a signal identifiability condition is met [6]. It is known that the fluctuation
of the largest eigenvalue of a rank-1 spiked population matrix normalized by the
noise variance are asymptotically Gaussian [17,19] if the signal identifiability
condition is met otherwise its distribution is again a Tracy-Widom of order 2.

λTS
1 |H0

σ2
v

= fD (x, (N − D0)) (20)
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Using the results from (16) and (20), the RLRT decision statistic under null
hypothesis can be written as,

TRLRT |H0 =
λ1|H0

σ2
v

(21)

= pSS |H0

λSS
1 |H0

σ2
v

+ pTS |H0

λTS
1 |H0

σ2
v

(22)

= pSS |H0fTW

(
t − μN,K

σN,K

)

+ pTS |H0fD(x, N − D0). (23)

Using the fact that D0 is a random variable distributed as in (5), we obtain
the final distribution of the decision statistic of RLRT test under null hypothesis
as in (12).

We consider now the case when the PU signal is present (hypothesis H1). In
this case, an error is made if the presence of PU signal is not detected. Under
alternate hypothesis H1, the received sample covariance matrix R|H1 can be
decomposed as a probabilistic sum of RSS |H1 and RTS |H1 .

R|H1 = pSS |H1RSS |H1 + pTS |H1RTS |H1 . (24)

Since RSS |H1 is a standard spiked population covariance matrix of rank-1, the
distribution of the largest eigenvalue normalized by the noise variance in a SS
sensing slot under H1 can be approximated as [17,19],

λSS
1 |H1

σ2
v

= fD(x, N). (25)

Using the same line of reasoning as in H0, we get,

λTS
1 |H1

σ2
v

= fD(x, D1). (26)

Using (25) and (26), the distribution of the RLRT decision statistic under alter-
nate hypothesis can be written as,

TRLRT |H1 =
λ1|H1

σ2
v

(27)

= pSS |H1

λSS
1 |H1

σ2
v

+ pTS |H1

λTS
1 |H1

σ2
v

(28)

= pSS |H1fD(x, N) + pTS |H1fD(x, D1). (29)

Incorporating the pmf of D1 (derived in (5)) in (29) yields (13). ��
A. Probability of False Alarm: Given the pdf of the decision statistic in (12),

we can compute the false-alarm probability. Under H0, the PU is in free state at
the end of the sensing interval, but the decision statistic is erroneously above the
threshold τ and the PU signal is declared present. For defining the probability
of false-alarm PF in our case, the following Corollary of Theorem 1 holds.
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Corollary 1. The false-alarm probability of the RLRT test under unknown PU
traffic and complex signal space scenario is:

PF = P (TRLRT |H0 ≥ τ) ≡
∫ +∞

τ

fTRLRT |H0
(x)dx. (30)

B. Probability of Detection: Given the pdf of the decision statistic in (13), we
can compute the detection probability. Under H1, i.e., the PU is in busy state
at the end of the sensing interval. Under this scenario, if the decision statistic is
above the threshold, the PU signal is declared present. The following Corollary
of Theorem 1 holds for defining the probability of detection PD.

Corollary 2. The detection probability of the RLRT test under unknown PU
traffic and the complex signal space scenario is:

PD = P (TRLRT |H1 ≥ τ) ≡
∫ +∞

τ

fTRLRT |H1
(x)dx. (31)

5 Numerical Results and Discussion

In this section, the effect of PU traffic on the RLRT detection method is analyzed
based on the traffic model developed in Sect. 3. The length of the free and busy
periods of the PU traffic are measured in terms of the discrete number of samples
where each of them has Geometric distribution with mean parameters Mf and
Mb, respectively as described in Sect. 3. Under multiple antenna sensing scenario,
the average SNR at the receiver is defined as, ρ = σ2

s‖h‖2

Kσ2
v

, where ||.|| denotes the
Euclidean norm. The analytical expressions derived in Sect. 4 are validated via
numerical simulations.

In Fig. 2, the sensing performance of RLRT under unknown PU traffic is
compared with the ideal RLRT performance. It can be well understood that
the conventional model with perfect synchronization of the PU-SU sensing slots
performs better than the one with unknown PU traffic. In addition, the accu-
racy of the derived analytical expressions of PF and PD are confirmed where
the theoretical formulas are compared against the numerical results obtained
by Monte-Carlo simulations. The perfect match of the theoretical and numeri-
cal curves validates the derived analytical expressions. The Receiver Operating
Characteristics (ROC) performance of RLRT in the considered PU traffic model
for different PU traffic parameters is presented in Fig. 2(a). The sensing perfor-
mance degrades significantly when the mean lengths of busy and free periods
are comparable with the length of the sensing interval or in a few multiples of it.
However, an improvement in the sensing performance can be seen if the length
of the mean parameters Mf and Mb is increased. We present in Fig. 2(b), the
missed detection probability (PMd) as a function of SNR. From this figure, it
is seen that, for a given PU traffic parameters, increasing the SNR improves
the sensing performance for certain lower range of SNR. However, in contrast to
RLRT sensing performance under known PU traffic, the RLRT sensing perfor-
mance under unknown PU traffic levels to some point (1 > PMd >> 0) above
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Fig. 2. Sensing performance of RLRT under unknown PU traffic.
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certain SNR. This is due to the effect of the mixing of the PU signal-plus-noise
and only-noise samples in the TS sensing slot.

In Fig. 3, the RLRT sensing performance is plotted as a function of sensing
parameters N and K. The variation of the sensing performance of RLRT detec-
tor for different number of receiving antennas (K) is plotted in Fig. 3(a). It can
be observed that, unlike the rapid increase in sensing performance (decrease in
missed-detection probability) with the increasing number of receiving antennas
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under synchronized PU-SU sensing slot scenario, the RLRT sensing performance
under unknown PU traffic is almost constant even if we increase the number of
antennas. During a TS sensing slot, from each receiving antenna, the received
signal samples are the mixture of pure noise samples and the samples with both
noise and PU signal. Thus, even if we use multiple antennas, the nature of the
received signal doesn’t change much which is the reason the sensing performance
improvement is suppressed by the unknown PU traffic (more specifically, the TS
sensing performance) when the length of the free and busy periods of PU traffic
are quite small (a few multiples of the length of the sensing window). Further-
more, we present in Fig. 3(b), the numerical simulation of detection probability
(PD) as a function of sensing window (N). Note that, unlike RLRT detection
probability under known PU traffic which monotonically increases indefinitely
until ‘PD = 1’ with increasing length of sensing window, the detection probabil-
ity of RLRT under unknown PU traffic do not have a monotonic property as a
function of the length of the sensing window.

6 Conclusion

In this paper, the effect of PU traffic on the performance of largest eigenvalue
based detection technique (RLRT) has been studied under the complex domain
of PU signal, noise and channel. A realistic and simple PU traffic model has been
considered which is based only on the discrete time distribution of PU free and
busy periods. Moreover, an analytical evaluation of the spectrum sensing perfor-
mance under the considered scenario has been carried out. It has been observed
that the sensing performance of RLRT is no more monotonically increasing with
the increase in the length of the sensing duration and also with SNR which
contrasts with the common property of the spectrum sensing techniques under
known PU traffc scenario. Finally, it has been observed that the performance
gain due to multiple antennas in the sensing unit is significantly suppressed by
the effect of the PU traffic when the frequencies of the PU traffic transitions are
more frequent.
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Abstract. The growing usage of the devices and the popular high data
rate services is increasing the demand for radio resources and the asso-
ciated energy consumption. Cognitive radio (CR) technology has been
proposed as a solution to improve spectrum utilization, enabling the
devices to identify alternate frequency bands and opportunistically use
them. We propose a novel social-cognitive radio (S-CR) architecture able
to improve the network energy efficiency. The key aspect of the such solu-
tion is the resulting indirect form of cooperation. Indeed, the devices only
share information about channel availability and device profile informa-
tion, without any predefined cooperation to perform a common task, such
as cooperative spectrum sensing. In this way, it is possible to reduce some
energy demanding operations of the cognitive cycle, such as the sensing
procedure, since the social information sharing requires less energy. A
novel S-CR protocol is developed to share environmental information
and allocate spectrum resources to the CRs. Simulation results compare
the S-CR protocol with its non-social version and reveal the effectiveness
of the proposed solution in terms of energy consumption reduction.

Keywords: Cognitive radio networks · Social networks · Sharing ·
Energy efficiency

1 Introduction

Over the last years, the data volume through the network is increasing by a factor
of ten each five years, contributing to the increment of radio resources demand
and the grow of the Information and Communication Technologies (ICT) energy
consumption in the range of 15–20 % [1].

The development of new radio and network solutions have become essential
to improve energy efficiency and to bring commercial benefits to both end-users
and operators [2].

Moreover, given the limited available spectrum, user devices are called to
more complex tasks to exploit the best spectrum opportunities, as specified in
the concept of cognitive radio (CR). Indeed, the CR framework allows CR users
to detect, use and share the available spectrum, in a way that the licensed or
primary users (PUs) are not affected [1,3], at the cost of more complex devices.
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Several works have deeply studied the cognitive cycle within each radio
device. However, none of them exploits the social network paradigm to reduce
the considerable burden at device level.

Social networks have already demonstrated the power of information sharing
among users, a characteristic that can be helpful also in this context. We propose
to use the social cognitive network concept to shift the work load from individual
devices to a network level cooperation and decision making, through cognitive
and social networking.

Some studies, such as [3], have already evaluated the energy consumed by
a CR to perform some power hungry functionalities like spectrum sensing. The
social network paradigm would be able to avoid such energy demanding opera-
tions, since spectrum information can be obtained and shared through a social
network, improving the overall system energy efficiency.

The main contributions of the paper are:

– a social cognitive radio architecture, with a detailed model and the main
definitions, such as the type of information to be shared, the community, and
the concept of indirect cooperation;

– a social cognitive sharing protocol to exchange environmental information and
allocate radio resources in a fully distributed manner.

The paper is organized as follows: Sect. 2 describes the definition of social net-
work and its application to cognitive radio systems, Sect. 3 shows the proposed
social cognitive network architectures and details the model, Sect. 4 focuses on
the proposed social sharing protocol, Sect. 5 shows some interesting simulation
results, and, finally, some concluding remarks wrap up and close the paper in
Sect. 6.

2 Social Structure and Application

Social network concept is attracting the attention of researchers in both academic
and industry fields, intrigued by their peculiar features [4].

Here we first present the general definition of social network, useful to fully
understand the potential of this type of network, and then describe its applica-
tion to cognitive radio networks (CRNs).

2.1 Social Network Definition

The authors in [4] describe the characteristics of social network sites (SNSs)
and propose a comprehensive definition of it as web-based services that allow
individuals to (i) construct a public or semi-public profile in a limited system,
(ii) create a list of other users with whom sharing information/connection, (iii)
view their list of connections and the ones made by others inside the system.

The main feature of social network sites is not allowing people to meet
strangers, but rather enabling users to create and make visible their social con-
nections/networks. Indeed, since friends list contains links to each friend’s pro-
file, public connections allow users to sweep the network graph by exploring the
friend lists.
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2.2 Social Behavior in Cognitive Radio Networks

Some recent research in CRNs is exploiting environmental and relations among
the actors to develop more efficient protocols. Two main directions have been
developed:

Social Collaboration for Sensing in CRNs. Generally, cooperative sensing
assumes that all CRs cooperate for the procedure. In [5] the authors describe a
more realistic cooperation willingness according to the social relation between
the CRs. Indeed, a CR would sense for a CR that is considered a “friend”, while
it may not for one considered a “stranger”.

After denoting a CR by some parameters, such as community, cooperation
tendency, friend list, sympathy list, and cooperation score list, a cooperation
set selection procedure is developed to define the CRs involved in the sensing
operation [5]. Finally, specific scores are updated for each CR according to its
behavior in the cooperative sensing procedure.

Social Recommendation System for CRNs. The collaboration among CRs
in terms of channel recommendation has been investigated in [6]. The recom-
mendation procedure consists in sharing channel preferences of CR users, which
can change over time, and results in a behavior propagation in a social network.
The dynamics of such social behavior in CRNs has been studied as a stochastic
dynamical system [6].

3 Social CRN Model

Unlike some recent solutions in CRNs that exploit only some features of social
concept [5,6], the proposed social CR (S-CR) scheme has been developed start-
ing from the general definition of a social network to properly exploit all its
capabilities. As shown in Fig. 1, we consider a distributed CR network without
any centralized base station (BS) to coordinate the resource allocation for CRs.
In this scenario, CRs send sensing information each other in accordance to a
novel social framework.

Specifically, we assume N primary users (PUs) and M CRs in a certain
location. The CRs are allowed to access the unused spectrum resources of PUs,
but, as soon as a PU is detected in the same channel, a CR has to vacate the
spectrum band to avoid interference towards PUs.

We consider that CRs may transmit different traffic types and organize them
in communities according to the traffic type they use mostly.

In the proposed social framework, a CR that needs to transmit, first requests
the information about the available channels to the CRs belonging to its com-
munities, and, only if there is non-reliable information, the CR will start the
sensing operation.
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Fig. 1. Social CR architecture

In particular, the main features of the proposed social CRN framework are:

– a device-centric social framework, where the social ties are considered among
the devices, not humans.

– As stated in [4], the main concept of SNSs it that the actors of the network
share their profile. Thus, differently from classical CRNs, besides environmen-
tal information, like the available channels, we propose to share CR device
information, such as the required bandwidth.

– A fully distributed system is considered, where each CR has its own repository
about channels availability and a possible different age of information for each
channel.

– Finally, in line with human social networks we develop an indirect type of
cooperation. Specifically, CRs will not directly be involved in a common oper-
ation, such as cooperative spectrum sensing, but rather they will just share
their own information about channels, as users in human social network have
the option to share information without direct cooperation.

3.1 Social CRN Definitions

In the following we outline the main definitions of the proposed social CR frame-
work.

Types of Sharing Information: we consider both environmental and CR
device profile data, which are then exploited in the S-CR protocol to improve
the overall performance of the network (see Sect. 4). We here list some possible
types of data, although in the S-CR protocol we use only some of them:
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– environmental information:
– available channels,
– age of information,

– profile information:
– power battery level,
– traffic type commonly used by the user (video, call, text),
– required bandwidth,
– will to share.

In particular, given a CR repository, the ages of information about the channels
may be different, as shown in Fig. 2. Indeed, as an example, as soon as a CR
finds an available channel through sensing, the CR stops the spectrum sensing
on the other channels. Thus, the information of the spanned channels is younger
and more reliable than the channels not involved in the sensing process.

Fig. 2. Ages of shared information

Community: the friends list is used to define the community a CR belong to.
We define three communities depending on the CR traffic type, among video, call
and text. For the time being, we do not consider location restriction, assuming
that all CRs belonging to the same community can interact with each other.

We assume that the CRs share their information, about the environment and
their profile, only with the users belonging to their same community. In this way
we limit the channels to sense and the information sharing is performed only
among the interested CRs. As an example, the CRs interested in video traffic
will not need information about all the available channels, but only about the
ones with larger bandwidth.

Fully Distributed Social CRN: following the definition of SNs, we consider a
fully distributed network where each CR has its own repository. A CR may obtain
information about available channels in two ways: (i) through social sharing, (ii)
through its spectrum sensing operation.
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Indirect Social Cooperation: the social framework differentiates from coop-
eration since CRs do not perform together a common operation, such as cooper-
ative spectrum sensing. Also, if a CR requests available channels, the other CRs
do not perform any sensing operation on its behalf. In this sense, there is no
direct cooperation among the CRs. A CR just share information already stored
in its repository if another CR requests them.

3.2 Spectrum Sensing Procedure

A CR that needs to transmit, first asks for information about the available chan-
nels among the CRs in its community, then, if there are no reliable information,
starts sensing the channels. As soon as the CR finds a channel free from PU
transmissions, it stops the sensing operation and uses that channel to transmit.
As consequence, each CR will have on its repository a different age of information
per each channel.

The CRs may employ any type of detector for spectrum sensing, such as
an energy-based detector, to detect PU signals. The energy detector measures
the energy of the received signal, i.e., the output signal of bandpass filter with
bandwidth B is squared and integrated over the observation interval [7]. The
output of the integrator Zy is then compared with a threshold λ, to decide if a
PU is present or not [7]:

⎧
⎨

⎩

Zy > λ decide H1

otherwise decide H0

(1)

where H0 and H1 represent respectively the hypothesis that the PU is inactive
and active.

According to recent findings, we assume PU activities with death rate α and
birth rate β. We can estimate the a posteriori probabilities as follows [7]:

Pon =
β

α + β

Poff =
α

α + β

(2)

where Pon is the probability of the period used by PUs, and Poff is the proba-
bility of the PU idle period.

From the definition of maximum a posteriori detection [7], PU detection
probability Pd and false-alarm probability Pf are given by

Pd = Pr[Zy > λ|H1] · Pon = P̄d · Pon

Pf = Pr[Zy > λ|H0] · Poff = P̄f · Poff
(3)

where P̄d and P̄f are the detection and false-alarm probabilities of a CR using
an energy-based detector, respectively [7].
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4 Social CRN Information Sharing Protocol

The proposed solution allows to reduce the number of burden sensing operations
performed by each CR, by using the information about available channels shared
in the social architecture, which is less energy demanding (see Table 1).

4.1 Description of CR States

At each round, a CR can be in busy or idle mode. A CR is in busy state if:

– the CR was transmitting its data in the previous round and the transmission
has not finished yet. If so, at the current round, the CR continues the trans-
mission on the channel it is already assigned, on the condition that no PU
starts transmitting on that channel.

– the CR was not transmitting in the previous round but:
– its data were queued in the previous round because, after sensing all the

channels, no free channel was available;
– a PU starts transmitting in the channel on which the CR was transmitting,

so its data are queued until a new free channel becomes available.

A CR is in idle state if it finished/did not need to transmit in the previous
round, meaning that it is waiting for new data to transmit.

4.2 S-CR Protocol

Figure 3 shows an overview of the developed S-CR procedure to find the available
channels and to share available spectrum resources. At the beginning, a CR
checks the reliability of its own information and the one received from the social
sharing. If the information are not reliable, the CR performs spectrum sensing
to obtain the available channels. Then, the CR posts such information on its
repository, along with its own device profile information and share them on the
social network. We assume that only the CRs belonging to the same community
are allowed to see that information.

Going in more details, the CR k that needs to access a channel first checks
its own repository about available channels information. If none of the available
channels has information age below a certain threshold Tth, the CR considers
its data as unreliable and asks for information in the social system. The accept-
able age threshold Tth defines how old an information can be before becoming
unreliable.

Only the CRs belonging to its community will be involved in the social
process. For the time being, we consider only the will of sharing information
and the community a CR belongs to as profile information.

In particular, the CR k sends a request to the other CRs at the energy cost
Etxk

= Ptxk
· Ttxk

, which is significantly less than the energy Esk = Psk · Tsk

needed to scan a channel. This is mainly due to the different time necessary to
send a request packet and the one to sense a channel (see Table 1). The time to
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Fig. 3. S-CR protocol

sense a channel Ts has been set in order to achieve good detection probability
Pd and low false alarm probability Pf [3].

All the CRs belonging to the community will spend Erxm
= Prxm

· Trxm

to decode the request. Among them, only the CRs with free channels in their
repositories and whose age of information is below the threshold could answer
to the request. The CR k will pick randomly a CR m among those CRs.

CR m will consume Etxm
= Ptxm

· Ttxm
to send its repository information

to CR k. On the other side, CR k will spend Erxk
= Prxk

· Trxk
to decode such

information.
The information about the available channels sent by CR m to CR k will

have different ages of information since each channel could have been updated
at a different stage. Figure 2 illustrates the repository of each CR, showing a
possible different age of information for each channel.

Among the available channels sent by CR m, the CR k will choose the free
channel with the most reliable information for its transmission. Moreover, CR k
will update its repository according to the received information by CR m.

However, if there is not a CR in the community that replies to CR k, it will
start the sensing operation a the cost of Esk = Psk ·Tsk for each channel sensed.
As soon as CR k find a free channel, it starts transmitting on that channel.

Note that only the information and the age of the channels scanned during
the sensing operation will be update in the repository of CR k. Thus, at the
next round, the information about those channels will be more reliable than the
one of the other channels.
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5 Simulation Results

5.1 Simulation Environment

We simulate as much as possible a real environment with heterogeneous ad time
varying conditions, where the number of transmitting CRs, the number of PUs
occupying the channels, the length of data to transmit, the available channels,
etc., may vary at each event, while it is time constant during a single event. The
number of channels is set equal to 250, while the number of CRs ranges from 10
to 220.

The probability Pon that a PU transmits and the probability Poff that a
PU finishes its transmission are set according to the case of high opportunity for
CR transmissions, as defined in [7]. Specifically, each channel shows Pon = 0.3
and Poff = 0.6, which results, on average, in one third of the channels occupied
by PUs at each event. In the current simulation set we assume perfect spectrum
sensing estimation, i.e. Pd = 1 and Pf = 0, so that the unreliable information
may occur only through social network in case old information is shared.

The CR probability to start a new transmission is set equal 0.8. This applies
only when the CR already finished its previous data transmission. Thus, the
CR transmission probability at each event is even higher than this value, since
it accounts for both the already ongoing transmission and the new ones. Given
the high CR transmission probabilities, the average number of free channels per
event is inversely proportional to the number of CRs in the system. Simulations
show that it varies from an average value of 160, when there are only 10 CRs, to
zero when the total number of users (PUs and CRs) exceeds the total number
of channels.

As explained in Sect. 3.1, we consider three communities, one for a different
CR traffic type. The traffic type is distinguished by the required bandwidth.
Moreover, we consider that different traffic types need a different amount of
events to be completely transmitted, which we set equal to 3, 10 and 25 events.

The following Table 1 shows the main variables definition and value settings.
The value of energy and time parameters to transmit/receive reports (shared
on the social network) and to sense a channel are chosen according to [3]. Note
that the time and power to receive a report refers to the information sharing
through the social network, i.e. for control messages about the available chan-
nels, it does not concern CR traffic transmissions. We compare the proposed
S-CR protocol with its version without social interaction. In order not to cause
interference towards PUs, in the proposed S-CR protocol we made conservative
assumptions by setting the acceptable age threshold Tth equal to 1. In this way
only the information calculated at the previous event is considered reliable. As
an example, if a CR performed sensing in the previous event and shares its own
information about available channels in the current event, such information is
considered reliable. On the contrary, the information is unreliable if calculated at
previous events, thus the social interaction is not reliable and sensing operation
would then be necessary.
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Table 1. Simulation parameters

Parameter Symbol Value

Time for sensing one channel Ts 50 ms

Time to transmit a report Ttx 0.08 ms

Time to receive a report Trx 0.08 ms

Power for sensing one channel Ps 700 mW

Power to transmit a report Ptx 750 mW

Power to receive a report Prx 750 mW

Energy for sensing one channel Es = Ps · Ts 350 mJ

Energy to transmit a report Etx = Ptx · Ttx 0.06 mJ

Energy to receive a report Erx = Prx · Trx 0.06 mJ

Number of CRs M [10 − 220]

Number of channels C 250

The non-social protocol has Tth equal to 0. Indeed, non-social information
will fulfill the reliable requirement if Tth is set to 0, and only sensing will be
performed to obtain information about the available channels.

5.2 Performance Evaluation

We evaluate the proposed S-CR protocol in terms of energy consumed by the
whole system and compare it with its non-social version (see Fig. 4).

Figure 4 shows that the energy saving of the S-CR protocol is negligible
when the social system includes just few members (number of CRs M = 10),
while, when the number of CRs increases, the S-CR protocol reveals relevant
energy savings of the system. However, when the total number of users, including
both CRs and PUs, exceeds the total number of channels, the system saturates
and tends to re-balance itself to a situation where no relevant energy saving is
possible.

This imitates the behavior of common social networks [8]: when the number of
users is low, interactions among members are unlikely and the perceived system
value is scarce. On the contrary, when the number of users increases and exceeds
a certain threshold (usually defined as critical mass), the exchange of useful
information increases too, causing an increment of the perceived value of the
system by the users.

In the considered scenario, the number of CRs representing the critical mass
is in the range of [10–40].

Simulation results show that the average energy saving of the proposed S-
CR protocol over the classic non-social procedure is around 13.3 % (see Table 2).
This average value corresponds to save 131.43 J for the whole system and 1.30 J
for a single CR (see Table 2).
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Fig. 4. System energy consumption varying the number of CRs

Table 2. Energy consumption

# CRs Non-social S-CR System System Single CR
consumption (J) consumption (J) saving (J) saving (%) saving (J)

10 125.00 121.13 3.88 3.10 0.39

40 427.96 337.50 90.47 21.14 2.26

70 625.17 543.46 81.72 13.07 1.16

100 875.92 769.60 106.31 12.14 1.06

130 1175.50 1005.05 170.44 14.50 1.31

160 1475.97 1320.29 155.67 10.55 0.97

190 2195.95 2012.01 183.94 8.38 0.97

220 2677.04 2689.00 −11.96 −0.45 −0.05

Such average result accounts for several simulation settings, given a number
of CRs between 40 and 190. However, as soon as the number of CRs reaches 190,
the system saturates and it is not possible to achieve any energy saving. The
number of CRs that saturates the system is related to the number of channels
and the probability that PUs occupy the channels.

6 Conclusion

In this paper we have proposed a new social-cognitive radio architecture to
improve the energy efficiency of the overall network. By sharing some information
about device profile and available channels, the CRs are able to reduce some
energy demanding operation of the cognitive cycle, such as spectrum sensing.

A novel S-CR protocol have been developed to share environmental infor-
mation and to allocate spectrum resources to the CRs in the network. Simula-
tion results confirmed that social information sharing combined with spectrum
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sensing is less energy demanding than the pure spectrum sensing operation.
Moreover, results reveal the effectiveness of the proposed S-CR solution in terms
of energy consumption.
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Abstract. The paper is concerned with the problem Wi-Fi and LTE-U
networks sharing access to a band of communication channels, while also
considering the issue of fairness in how the channel is being shared. As a
criteria of fairness for such joint access, α-fairness and maxmin fairness
with regards to expected throughput are explored as fairness metrics.
Optimal solutions are found in closed form, and it is shown that these
solutions can be either: (a) a channel on/off strategy in which access to
the channels is performed sequentially, or (b) a channel sharing strategy,
i.e., where simultaneous joint access to the channels is applied. A criteria
for switching between these two type of optimal strategies is found, and
its robustness on the fairness coefficient is established, as well as the
effectiveness of the fairness coefficient to control the underlying protocol
of the joint access to the shared resource is managed. Finally, we note
that the approach that is explored is general, and it might be adapted
to different problems for accessing a sharing resource, like joint sharing
of voice and data traffic by cellular carriers.

Keywords: Fairness · Maxmin fairness · LTE-U · Wi-Fi

1 Introduction

With the emergence of new wireless applications and devices, the demand being
placed on limited radio spectrum has been dramatically increasing over the last
decade. Developing methods by which different wireless technologies can effec-
tively share under-utilized spectrum bands is an important step towards meeting
this growing demand. Consequently, maintaining fair coexistence in unlicensed
spectrum, e.g. technologies like LTE-U and Wi-Fi, with respect to throughput
and latency has become a widely discussed topic by the wireless community [1],
even though the specification for LTE-U has not yet been finalized.

Currently, there are only a few works dealing with LTE-U and Wi-Fi coexis-
tence. In [2], based on simulation results it was showed that LTE system perfor-
mance might be slightly affected by coexistence, whereas Wi-Fi is significantly
impacted by LTE transmissions. In [3], it was pointed out that the coexistence of
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LTE and Wi-Fi needs to be carefully investigated since, as it was illustrated, Wi-
Fi might be severely impacted by LTE transmissions. The performance of coex-
isting femtocell and Wi-Fi networks operating over a fully-utilized unlicensed
band were analytically modeled in [4]. The effects of Wi-Fi channel access para-
meters on the performance of Wi-Fi and femtocell networks were investigated
in [5]. A fair and QoS-based unlicensed spectrum splitting strategy between Wi-
Fi and femtocell networks was studied in [6], and experimental results for the
coexistence of Wi-Fi and LAA-LTE were presented in [7]. Modeling the coex-
istence of LTE and Wi-Fi heterogeneous networks was performed in [9], and a
proportional fair allocation scheme for them was develop in [8].

One critical challenge facing coexistence of such technologies is having an
architecture that can support dynamic spectrum management of LTE-U and
Wi-Fi networks [10,11]. In [10], a system for coordinating between multiple het-
erogeneous networks to improve spectrum utilization and facilitate co-existence,
which is built on the principles of Software Defined Networking to support logi-
cally centralized dynamic spectrum management involving multiple autonomous
networks, was presented. Based on this architecture, an optimization model to
maximize the aggregated Wi-Fi+LTE throughput was designed and tested in
[11]. This optimization problem was divided into two steps: in the first step,
based on information about networks’ infrastructure and agents exploiting net-
works’ facilities, power control optimization problems were solved to get optimal
throughput for Wi-Fi only access and joint Wi-Fi+LTE access to the channels.
In the second step, a throughput maxmin problem dealing with joint time divi-
sion channel access was solved. Evaluation of such joint coordination showed that
such a dual optimization approach might increase the aggregated Wi-Fi+LTE
throughput. Our work builds upon these prior efforts, and in particular, in this
paper we provide strong analytical evidence supporting this result, and consider
joint coordination of Wi-Fi+LTE under a unified fairness criteria.

The organization of this paper is as follows: in Sect. 2, we first give formula-
tion of α-fairness problem. Then, in Sect. 3, we solve it in closed form. In Sect. 4,
the problem of maxmin fairness is formulated and solved. Finally, in Sect. 5,
discussions are supplied.

2 Formulation of α-Fairness Problem

As a system for coordinating between multiple heterogeneous networks for the
improvement spectrum utilization and to facilitate co-existence, we consider the
model suggested in [11]. The core element of this system is a Global Controller
(GC), which employs information about the network “ecology” and the associ-
ated access points to calculate throughput under separate or joint access between
Wi-Fi and LTE networks. In this paper we add to the system an additional
component, the Fairness Decision Maker (FDM) that, based on this informa-
tion, finds the fair joint time division channel access and returns it to the GC
to optimize throughput (Fig. 1).

To deal with the problem of fairly allocating the fraction of time each system
can access the channel, it is necessary to employ an appropriate fairness metric.
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Fig. 1. Coordination between GC and FDM involves passing parameters and solutions
to the optimization

A survey of different fairness concepts as used in wireless communication is given
in [12]. Generally, in the formulation of fairness, there are n agents, each of which
has an utility depending on its share of a common resource. The fair allocation
of a common resource depends directly on the criteria for fairness being used,
and maxmin is one possible criteria that is popular in the literature. We focus,
however, on α-fairness, which provides a unified framework for considering a
wide array of fairness concepts, such as bargaining (for α = 1) and maxmin (for
α tending to infinity). We note that α-fairness has been applied previously in
the literature, in [13] it was applied to a throughput assignment problem, while
in [14], it was applied to fair power control for femtocell networks. In [15], gener-
alized α-fairness concept explored and applied to optimizing resource allocation
in downlink cellular networks. In [16,17], a problem of fair resource allocation
under a malicious attack was investigated for SINR (signal to interference plus
noise ratio) and throughput as the user utilities.

We note that although we deal only with two agents (LTE-U and Wi-Fi
networks with throughput as their utilities), the problem generalizes to a classical
fairness problem since an agent’s utility depends on the amount of the resource
it uses (individual access to the channels) as well as on the joint resource (joint
access to the channels). In this more general situation, we can also observe that
increasing the coefficient of fairness to ∞ yields the maxmin criteria.

Let us formulate the problem of fairly allocating the fraction of time that Wi-
Fi and LTE-U access a channel. In order to get insight into the problem, similar
to what was studied in [11], we assume that the total throughput of each network
is proportional to the fraction of time a technology access the channel and on
whether the channel access by Wi-Fi and LTE-U is simultaneous or not. In this
paper, we consider a model where there is equal right to access the channels for
both Wi-Fi and LTE-U networks. To describe the problem let us introduce the
following notations:

(i) qW is the fraction of time the channel is accessed by Wi-Fi network only
(Wi-Fi access mode).

(ii) qL is the fraction of time the channel is accessed by LTE-U network only
(LTE-U access mode).

(iii) q is the fraction of time the channel is accessed by both the networks
simultaneously (Joint Wi-Fi and LTE-U access mode).

(iv) Without loss of generality we can assume that total time slot for access
to the channel is denoted [0, 1]. Thus, qW + qL + q = 1, and the vector of
time fractions is q = (qL, q, qW ).
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(v) PW is the throughput of the Wi-Fi network per time unit, when the net-
work is in Wi-Fi access mode.

(vi) PL is the throughput of the LTE-U network per time unit, when the
network is in LTE-U access mode.

(vii) PL
W and PW

L are the throughputs of LTE-U and Wi-Fi networks per time
unit, when the system is in joint Wi-Fi and LTE-U access mode, where
both networks access the channel simultaneously. It is natural to assume
that the extra interference in the network reduces its throughput, i.e.,
PL

W ≤ PL and PW
L ≤ PW .

(viii) P
W

is the total throughput of the Wi-Fi network, i.e., P
W

= qW PW +
qPW

L .

(ix) P
L

is the total throughput of the LTE-U network, i.e., P
L

= qLPL +qPL
W .

If q = 0, we call such strategy q as a channel on/off strategy, i.e., the networks
do not access the channel simultaneously, but rather one by one. If q > 0, we
call such strategy q as a channel sharing strategy, i.e., in which the networks
might access the channel simultaneously. Note that, different resource sharing
strategies have arisen in different network optimization problems, c.f. for channel
sharing [18–21], for bandwidth scanning [22–24], for time sharing [25], and for
node protection [26]. To deal with the problem of the joint access to a shared
channel for LTE-U and Wi-Fi networks we apply α-fair approach, which also
incorporate the maxmin approach. The considered α-fairness problem can be
formulated as follows:

vα = max
q

vα(q), (1)

with

vα(q) =

⎧
⎨

⎩

(qW PW + qPW
L )1−α

1 − α + (qPL
W + qLPL)1−α

1 − α , α �= 1,

ln(qW PW + qPW
L ) + ln(qPL

W + qLPL), α = 1.

Let qα be the optimal α-fair strategy, i.e., qα := (qL
α , qα, qW

α ) = arg maxq vα(q).

3 Optimal α-Fair Strategies

In this section, Theorem 1 gives the optimal α-fair strategy qα in closed form as
well as the condition for it to be either a channel on/off strategy or a channel
sharing strategy.

Theorem 1. (a) Let
PW

L /PW + PL
W /PL < 1. (2)

Then the optimal α-fair strategy qα = (qW
α , qα, qL

α) is channel on/off strategy,
and it is given as follows:

(qW
α , qα, qL

α) =
(
(PW )(1−α)/α/

(
(PL)(1−α)/α + (PW )(1−α)/α

)
, 0, 1 − qW

L

)
. (3)
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(b) Let (2) do not hold and

(PL
W )1−α(PW

L )α ≤ PW − PW
L and (PL

W )α(PW
L )1−α > PL − PL

W . (4)

Then

(qW
α , qα, qL

α) =

(

1 − qα,
(PL

W )(1−α)/α/(1 − PW
L /PW )1/α

(PW )(1−α)/α +
(
PL

W /(1 − PW
L /PW )

)(1−α)/α
, 0

)

. (5)

(c) Let (2) do not hold and

(PL
W )α(PW

L )1−α ≤ PL − PL
W and (PL

W )1−α(PW
L )α > PW − PW

L . (6)

Then

(qW
α , qα, qL

α) =

(

0,
(PW

L )(1−α)/α/(1 − PL
W /PL)1/α

(PL)(1−α)/α +
(
PW

L /(1 − PL
W /PL)

)(1−α)/α
, 1 − qα

)

. (7)

(d) Let (2) do not hold and

(PL
W )1−α(PW

L )α ≥ PW − PW
L and (PL

W )α(PW
L )1−α ≥ PL − PL

W . (8)

Then (qW
α , qα, qL

α) = (0, 1, 0).
(e) Let (2) do not hold and

(PL
W )1−α(PW

L )α ≤ PW − PW
L and (PL

W )α(PW
L )1−α ≤ PL − PL

W . (9)

Then qα is given by (5) for

(PW )(1−α)/α +

(
PL

W

1− PW
L /PW

)(1−α)/α

> (PL)(1−α)/α +

(
PW

L

1− PL
W /PL

)(1−α)/α

, (10)

and qα is given by (7) if (9) does not hold.

The case α = 0 is a limiting case for this theorem in which we examine α
tending to zero. Then, q0 = (1, 0, 0) if PW ≥ max{PW

L +PL
W , PL}, q0 = (0, 0, 1)

if PL ≥ max{PW
L + PL

W , PW } and q0 = (0, 1, 0) if PW
L + PL

W ≥ max{PW , PL}.
Figures 2 and 3 illustrate the optimal α-fair fraction of time for applying the

access mode for PW
L ∈ [0.1, PW ], PL

W ∈ [0.1, PL] and PW = PL = 3 and α =
0.1, 2. These figures illustrate that increasing the α-coefficient causes a reduction
in the zone of permanent joint access to the channel, with it diminishing while α
is increasing. Also, the figures illustrate the robustness of the zone for applying
channel on/off strategies on the fairness coefficient.
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4 Maxmin Fairness

The maxmin strategy for joint access between Wi-Fi and LTE-U networks to a
shared channel in terms of maxmin throughput P can be formulated as follows:
P = maxq min{qW PW + qPW

L , qLPL + qPL
W }. The following theorem gives the

optimal maxmin strategy q in closed form, as well as the condition for existence
of optimal channel on/off and channel sharing strategies.

Theorem 2. (a) The maxmin solution q is a channel sharing one, i.e., q > 0,
if and only if (2) does not hold.

(a1) If PW
L ≥ PL

W then (qW , q, qL) = (0, 1/(1 + (PW
L − PL

W )/PL), 1 − q);
(a2) If PW

L ≤ PL
W then (qW , q, qL) = (1 − q, 1/(1 + (PL

W − PW
L )/PW ), 0).

(b) If (2) holds then q = 0, i.e., maxmin solution is an channel on/off strategy,
and (qW , q, qL) = (PL/(PL + PW ), 0, PW /(PL + PW )).

This theorem shows the difference between the maxmin and the α-fair solu-
tion. Namely, permanent joint access to the channel (i.e., when qα = 1) cannot be
a maxmin solution. Meanwhile, the more general α-fairness accepts a permanent
joint access as an optimal solution.

Figure 4 illustrates zones (PL
W , PW

L ) for applying optimal maxmin channel
sharing and on/off strategies, and the switching lines between them. The dotted
domain depicts the zone where the optimal solutions for both models coincide

Fig. 2. The optimal α-fair time fractions qW (left), q (center) and qL (right) for P W
L ∈

[0.1, P W ], P L
W ∈ [0.1, P L] and P W = P L = 3 and α = 0.1

Fig. 3. The optimal α-fair time fractions qW (left), q (center) and qL (right) for P W
L ∈

[0.1, P W ], P L
W ∈ [0.1, P L] and P W = P L = 3 and α = 2.
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with each other. Also, Fig. 4 illustrates the optimal time fractions qL, q and qW

as a function of throughput in Wi-Fi and LTE-U access mode PW
L ∈ [0.1, PW ]

and PL
W ∈ [0.1, PL] for PW = PL = 3. In the zone of using such a mode we have

that

(a) if PW
L > PL

W then the time fraction q to use such mode is increasing in
PL

W and decreasing in PW
L . Wi-Fi access mode is not used at all, while the

LTE-U access mode is decreasing in PL
W and increasing in PW

L ;
(b) if PW

L < PL
W then the frequency q to use such a mode is increasing in PW

L

and decreasing in PL
W . LTE-U access mode is not used at all, meanwhile

Wi-Fi access mode is decreasing in PW
L and increasing in PL

W .

Thus, in the zone of joint access mode, the network with higher throughput
yields longer access to the channel to the network with lower throughput. If
either PL

W or PW
L becomes too large, the optimal maxmin access to the channel

switches to a channel on/off strategy.

(a) (b) (c) (d)

Fig. 4. (a) Zones of applying maxmin sharing and on/off strategies, and the optimal
time fractions qW (b), q (c) and qL (d) for P W

L ∈ [0.1, P W ], P L
W ∈ [0.1, P L] and

P W = P L = 3.

5 Discussion

This paper examined the problem of Wi-Fi and LTE-U networks sharing access
to a channel in support of each network’s throughput needs. As a criteria for
how the two networks jointly access the channel, we formulated the sharing using
the α-fairness over expected throughput criteria. Maxmin access to the channel
results as a limit case for the considered criteria as the fairness coefficient tends
to infinity. It was shown that the optimal solution can be either (a) channel
on/off strategies, i.e., in which access to the channel is performed sequentially,
or (b) channel sharing strategies, i.e., in which simultaneous joint access to the
channels is possible. A criteria for switching between these two types of optimal
strategies was found, and the robustness of this criteria to the fairness coeffi-
cient was established. It was shown that the α-fair solution tends to a maxmin
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solution as α tends to infinity, and that a strategy supporting permanent joint
access cannot be optimal for the maxmin problem, yet it can be optimal for the
α-fairness problem. In particular, we showed that the fairness coefficient can be
an efficient tool to control the protocol that determines what fraction of time
Wi-Fi and LTE-U networks are dedicated to use the channel by themselves or
the fraction of time they simultaneously use a channel. Finally, we note that
the suggested scheme for access to a joint resource is general, and its realization
depends on the implementation of the global controller, who is in charge for
processing all the data on networks’ facilities and users’s demands associated
with a specific problem. For Wi-Fi and LTE-U networks, a model of the global
controller was developed in [11] and the model-based results were partially val-
idated via experimental evaluations using USRP based SDR platforms on the
ORBIT testbed. Numerical modelling in [11] showed significant gains in both
Wi-Fi and LTE performance under the global controller’s moderation. A goal
of our future work is to adapt the formalism presented to the problem of multi-
ple cellular providers sharing access to a communication medium in support of
different classes of users during a disaster scenario.

A Appendix I: Proof of Theorem1

To find the optimal q = bqα define the Lagrangian Lω(q) = vα(q)+ω(1− qW −
q − qL). Thus, q is the optimal probability vector then the following conditions
has to hold:

PW

(qW PW + qPW
L )α

{
= ω, qW > 0,

≤ ω, qW = 0,
(11)

PL

(qLPL + qPL
W )α

{
= ω, qL > 0,

≤ ω, qL = 0,
(12)

and
PW

L

(qW PW + qPW
L )α

+
PL

W

(qLPL + qPL
W )α

{
= ω, q > 0,

≤ ω, q = 0.
(13)

Thus, the boundary strategies q = (1, 0, 0) and q = (0, 0, 1) cannot be optimal.
First we find the condition when the rest boundary strategy q = (0, 1, 0) can

be optimal. Substituting it into (11)–(13) implies that the following condition
has to hold: ω = (PW

L )1−α + (PL
W )1−α ≥ max{PL/(PL

W )α, PW /(PW
L )α}. This

condition is equivalent to (8), and (d) follows.
Let us pass to finding channel sharing optimal strategy, i.e., with q > 0.

Then, either qW = 0 or qL = 0.
Let qL = 0. Then, (11)–(13) turn into the following conditions

PW /(qW PW + qPW
L )α = ω, (14)

PL/(qPL
W )α ≤ ω (15)
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and
PW

L /(qW PW + qPW
L )α + PL

W /(qPL
W )α = ω. (16)

By (14),
qW PW + qPW

L =
(
PW /ω

)1/α
. (17)

Since qW + q = 1 then (1 − q)P W + qP W
L =

(
P W /ω

)1/α
. So,

q =
(
1 − (PW )(1−α)/α/ω1/α

)
/
(
1 − PW

L /PW
)
. (18)

By (14) and (16),
PW

L

PW
ω +

PL
W

(qPL
W )α

= ω. (19)

Thus,

q =
(PL

W )(1−α)/α

(1 − PW
L /PW )1/αω1/α

. (20)

By (18) and (20),

1 − (PW )(1−α)/α/ω1/α

1 − PW
L /PW

=
(PL

W )(1−α)/α

(1 − PW
L /PW )1/αω1/α

. (21)

Thus,

ω1/α = (PW )(1−α)/α +
(

PL
W

1 − PW
L /PW

)(1−α)/α

. (22)

Thus,

q =

(PL
W )(1−α)/α

(1 − PW
L /PW )1/α

(PW )(1−α)/α +
(

PL
W

1 − PW
L /PW

)(1−α)/α
. (23)

It is clear that q > 0. Since, q is the probability vector we have to find only the
condition for q being less or equal to 1. By (23), it is equivalent to

(PL
W )(1−α)/α

(
1 − PW

L /PW
)1/α

≤ (PW )(1−α)/α +
(

PL
W

1 − PW
L /PW

)(1−α)/α

. (24)

The last inequality is equivalent to

(PL
W )1−α(PW

L )α ≤ PW − PW
L . (25)

Finally we have to find the condition that (15) holds. Substituting q from (20)
into (15) implies (b).

The case qW = 0 as well as the case q = 0, qW > 0 and qL > 0 can be
considered similarly, and (a) and (c) follow. To deal with (e) denote by q b and
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qc the optimal strategies given by (b) and (b). The previous analyze yields that in
(d) the optimal strategy is q b if vα(q b) > vα(qc), and it is qc if vα(q b) < vα(qc).

Note that, by (17) and (19),

vα(q b) =
1

1 − α

(
PW

ω

)(1−α)/α

+
1

1 − α

(
PL

W(
1 − PW

L /PW
)
ω

)(1−α)/α

. (26)

Substituting (22) into (26) yields

(1 − α)vα(q b) = ((PW )(1−α)/α + (PL
W /(1 − PW

L /PW ))(1−α)/α)α.

By symmetry, vα(qc) can be found, and the result follows. �

B Appendix II: Proof of Theorem2

The maxmin problem is equivalent to the following LP problem

maximize ν,

qW PW + qPW
L ≥ ν, qPL

W + qLPL ≥ ν, qW + q + qL = 1, qW , q, qL ≥ 0.
(27)

Let for while the component q of the strategy q be fixed and optimal, while
Then, component qW and qL might vary. Since qW + qL = 1− q the optimal qW

can be found as a solution of the following problem:

maximize ν,

qW PW + qPW
L ≥ ν, qPL

W + (1 − q)PL − qW PL ≥ ν, qW ∈ [0, 1 − q].
(28)

First we look for the optimal channel sharing strategy, i.e., when q > 0. Figure 5
illustrates that the solution of LP problem (28) can be found as an intersection
of the corresponding lines.

Fig. 5. Solution of the LP problem

Thus, the channel sharing solution holds if and only if (1− q)PL + qPL
W > qPW

L

and (1 − q)PW + qPW
L > qPL

W . These inequalities are equivalent to

(1 − q)PL > q(PW
L − PL

W ) and (1 − q)PW > q(PL
W − PW

L ). (29)
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Since either PW
L ≥ PL

W or PL
W > PW

L , then one of the conditions (29) always
hold. Without loss of generality we assume that

PW
L ≥ PL

W . (30)

Then, conditions (29) are equivalent to

q ≤ 1/(1 + (PW
L − PL

W )/PL). (31)

Let us switch on to finding the optimal ν and qW . By Fig. 5 and (28),

qW PW + qPW
L = qPL

W + (1 − q)PL − qW PL = ν. (32)

Thus,

qW = (PL − (PL + PW
L − PL

W )q)/(PL + PW ). (33)

Thus, by (30), qW is decreasing in q, and

ν = (PW PL + (PLPW
L + PW PL

W − PLPW )q)/(PW + PL). (34)

So, (33) and (34) give channel sharing solution of (27) for a fixed q, and (31)
is the condition such solution holds. Note that, by (34), ν is increasing in q if
PLPW

L +PW PL
W > PLPW , and ν is decreasing in q otherwise. Thus, if (30) holds,

then the channel sharing solution exists (q > 0) if and only if PLPW
L +PW PL

W >
PLPW , and then q = 1/(1 + (PW

L − PL
W )/PL). Substituting this q into (33)

implies qW = 0. Thus, qL = 1 − q. The case of the channel on/off optimal
strategy can be considered similarly, and the result follows. �
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Abstract. Poor utilization of an electromagnetic spectrum has led to
surge of interest in paradigms such as cognitive radio, unlicensed LTE etc.
Such paradigms allow opportunistic spectrum access in the vacant fre-
quency bands of the licensed spectrum. Though various spectrum detec-
tors to check the status of frequency bands (i.e., vacant or occupied)
have been studied, the selection of the frequency band from wideband
spectrum is a challenging problem especially in the decentralized net-
work. In this paper, a testbed for analyzing the performance of decision
making policies (DMPs) for identifying optimum frequency band in the
decentralized network is presented. Furthermore, experimental results
using real radio signals show that the proposed DMP using Bayesian
multi-armed bandit algorithm leads to 7–12% improvement in an average
spectrum utilization over existing DMPs. Added advantages of 6–20%
lower switching cost and 30–46% fewer collisions make the proposed
DMP energy-efficient.

Keywords: Cognitive radio · Multi-armed bandit algorithm · Oppor-
tunistic spectrum access · Usrp testbed

1 Introduction

Further boosting the average utilization of an electromagnetic spectrum has led
to a surge of interest in paradigms such as cognitive radio (CR), device-to-device
(D2D) communications, unlicensed LTE (LTE-U) etc. from the academia as well
as industrial partners [1–4]. Such paradigms allow opportunistic spectrum access
(OSA) in the vacant licensed bands with the constraint of zero interference to the
active licensed users. For example, an underlay inband unlicensed D2D commu-
nications allow direct communication between secondary (or unlicensed) users
(SUs) over identified vacant licensed subband(s) without the need of base sta-
tions or access points for establishing the communication link. Also, CR and
LTE-U allow SUs to access vacant TV white and 5 GHz spectrum, respectively.
Though most of the existing works focus on the centralized networks, decentral-
ized networks would be an efficient choice over the centralized approach due to
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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advantages such as ease of implementation, robustness to link or node failures, no
communication overhead and lower delay [1,2]. Furthermore, decentralized app-
roach is preferred choice for public safety networks and proximity-aware social
networking services.

Decision making policies (DMPs) are desired for OSA in the decentralized
networks in order to: (1) Enable SUs to identify optimum vacant subbands,
(2) Minimize collisions among SUs, and (3) Keep the subband switching cost
(SSC) as low as possible. Here, SSC stands for the total penalty incurred in
terms of delay, power, hardware reconfiguration and protocol overhead when
SU switches from one frequency subband to another. From the energy efficiency
perspective, SSC and number of collisions should be as low as possible. Design of
such DMP for decentralized CRNs is a challenging task and one of the objective
the work presented in this paper.

In this paper, USRP based testbed for analyzing the performance of DMPs
for OSA in decentralized networks is presented. To the best of our knowledge, the
proposed testbed is the first proof-of-concept which compares the performance of
various DMPs using real radio signals. Furthermore, experimental results using
real radio signals show that the proposed DMP using Bayesian multi-armed
bandit algorithm leads to 7–12 % improvement in an average spectrum utilization
over existing DMPs. Added advantages of 6–20 % lower switching cost and 30–
46 % fewer collisions make the proposed DMP energy-efficient.

The paper is organized as follows. The detailed literature review of DMPs
for decentralized CRNs is given in Sect. 2. The proposed DMP is presented in
Sect. 3 followed by the proposed testbed description in Sect. 4. The experimental
results are discussed in Sect. 5. Section 6 concludes the paper.

2 Literature Review: Decision Making Policies

Various DMPs have been proposed for decentralized CRNs [3–9]. These DMPs
consist of MAB algorithms such as frequentist approach based upper confi-
dence bound (UCB) algorithm and its extensions, ε−greedy, optimization based
Kullback-Leibler UCB (KL–UCB) to estimate subband statistics (e.g., proba-
bility of being vacant, transition probability from vacant state to occupied state
and vice-versa etc.) [5,10]. Such algorithms are based on exploration-exploitation
trade-off where they explore all subbands multiple number of times before set-
tling down to optimum subband with respect to desired statistics. These algo-
rithms are asymptotically optimal with logarithmic regret that is the best one
can expect when there is no prior information about subband statistics. Such
optimality guarantees that the estimated statistics of all subbands, and not just
optimum subband, are closed to their actual statistics [5,10].

Another challenging task of the DMP is to orthogonalize SUs to different
frequency bands and minimize collisions between them. This is a challenging
problem considering SUs do not share any information with each other. In ρrand

DMP with M SUs [4], each SU randomly and independently chooses the rank,
R(k) ∈ {1, 2, ..M} in the beginning. In subsequent time slots, underling MAB
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algorithm calculates the quality index for each subband. Then, the SU with the
rank R(k) chooses the subband with the R(k)th best quality index. Another
DMP in [6] follows time division fare share approach where the rank of each
SU is rotated in circular fashion between 1 to M to allow an equal access to
the optimum subbands among all SUs. In [4,6], a new rank is randomly and
independently chosen for SU experiencing collision. Though both DMPs are
asymptotically optimal with logarithmic regret, SSC of [6] increases linearly
with t. The SSC can be minimized using the DMP, ρrand, in [4], where the rank
is changed only when corresponding SU collides with other SUs. The perfor-
mance of the ρrand DMP is further improved in [7]. In [7], the range for rank i.e.
1 ≤ R(k) < N, ∀k is made wider to minimize the number of collisions. In [8],
variable filtering architecture and its integration with tunable subband access
DMP, ρt rand, is proposed that takes into account tunable bandwidth require-
ments of SUs. Still, the average SSC of [7,8] is quite high. Recently, Bayesian
MAB algorithms such as Bayes-UCB and Thompson Sampling have become
more popular and are proved to be efficient than the other MAB algorithms
[9,10]. However, experimental analysis of these MAB algorithms using real radio
signals and non-ideal detectors has not been done yet.

3 Proposed Decision Making Policy

The proposed DMP consists of subband statistic estimation using Bayes-UCB
algorithm and subband access scheme for orthogonalization of SUs. The proposed
DMP is discussed in detail next.

3.1 System Model

Consider the slotted CRN consisting of multiple primary users and M SUs. The
wideband spectrum of bandwidth, B, is divided into N uniform subbands of
bandwidth, Bcmin. Hence, Bcmin = (B/N). The status of each subband (i.e.,
vacant or occupied) is independent of the status of other subbands. For a given
subband, vacancy statistic depends on the underlining traffic model which can be
either independent and identically distributed (i.i.d.) model or Markovian model.
In case of i.i.d. model, the status of ith, i ∈ {1, 2, ...N} subband depends on its
Pvac(i) distribution and is independent of its status in previous time slots. In case
of Markovian model, ith subband switches its state from being vacant to occupied
and vice versa according to a discrete Markov process with the probabilities of
pvo(i) and pov(i), respectively. Then, using Markov chain analysis, steady-state
probabilities of subband being vacant, denoted as Pvac(i), i ∈ {1, 2, ...N}, are
given by [11]

Pvac(i) =
piov

piov + pivo
, ∀i (1)

Basic assumptions made in this paper for SUs in decentralized CRNs are:

1. Infrastructure less decentralized CRN where all SUs employ the same DMP
but do not exchange information with other SUs.
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2. SU can sense only one subband in each time slot.
3. Pvac(i), pvo(i) or pov(i), i ∈ {1, 2, ...N} are unknown to SUs.
4. All SUs must sense the chosen frequency band at the start of each time slot

irrespective of sensing outcomes in the previous time slots.

At the beginning of each time slot, DMP of SU chooses the subband for
sensing. Let Nk(t) ∈ {1, 2, .., N} be the subband chosen by kth SU in time slot t.
The analog-front end and digital front-end of SU filter the chosen subband, down-
convert it to baseband and passed it to the spectrum detector. If the subband is
vacant, it is assumed that the SU transmits over that subband. When multiple
SUs transmit on the same subband i.e., Nk(t) = Nj(t) for any k �= j, collision
occurs leading to failed transmission. Otherwise, it is assumed that SU transmits
successfully. Let Δk(t) be instantaneous reward of kth SU in time slot t and is
given by,

Δk(t) =

{
1 No collission
0 Collision

(2)

Let rk(t) be the total number of successful transmissions by kth SU and is
given by,

rk(t) = rk(t − 1) + Δk(t) (3)

Let S∗(t) and S(t) denote the total number of successful transmissions by
genie-aided DMP (i.e. the DMP where Pvac(i),∀i are known a priori and central
unit allocates distinct subband to each SUs) and decentralized DMP, respec-
tively. Then, total loss in terms of transmission opportunities, U(t), up to time
t is given by Eq. 4 and should be as small as possible.

U(t) = S∗(t) − S(t) =
M∑

k=1

t∑

v=1

E[r∗
k(v) − rk(v)] (4)

In addition, SSC and number of collisions, C(t), given by Eqs. 5 and 6, respec-
tively, should be as minimum as possible.

SSC(t) =
M∑

k=1

t∑

v=2

E[1Nk(v) �=Nk(v−1)] (5)

C(t) =
M∑

k=1

t∑

v=1

Δk(v) (6)

3.2 Subband Statistic Estimation

The Bayes-UCB algorithm employed in the proposed DMP of kth SU is given
in Algorithm 1. Here, H is horizon size, Tk(i, t) indicates the number of times
the subband i is chosen by kth SU up to time t, Sk(i, t) indicates the number of
times out of Tk(i, t), the subband i is observed as vacant by kth SU and R(k) is
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the rank of kth SU. The rank calculation is discussed later in Sect. 3.3. Initially,
all subbands are sensed once as shown in Steps 1–6 of Algorithm 1. Then, at
each time slot, t > N , Bayes-UCB algorithm calculates quality index, q(i, t),∀i
for each subband as shown in Step 12 of Algorithm 1. This is done by calculating
quantile of order i for a given beta distribution. Based on the values of q(i, t),∀i,
SU chooses the subband according to its rank R(k) as shown in Step 14. After
getting the status of the chosen subband from spectrum detector, parameters
Sk(Nk(t), t) and Tk(Nk(t), t) are updated as shown in Steps 15–18. Note that,
Sk(i, t) ≤ Tk(i, t),∀i,∀k.

Bayes-UCB algorithm is asymptotically optimal which means that

lim sup
t→∞

E[Tk(i, t)]
ln t

≥ 1
KL(Pvac(i), Pvac(i∗))

, ∀i,∀k (7)

where KL stands for the Kullback-Leibler divergence. Equation 7 indicates that
Bayes-UCB algorithm achieves optimal balance between exploration of all sub-
bands and exploitation of optimum subband. Also, it guarantees that learned
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subbands statistics are closed to their actual values. Another advantage of Bayes-
UCB algorithm is that SSC is low through empirical observations. This means
that Bayes-UCB algorithm chooses the same band consecutively more number of
times than other MAB algorithms like UCB. This feature might be advantageous
for accurate estimation of transition probabilities, i.e., Pvo and Pov. However,
usefulness of transition probabilities for DMP is out of scope of this paper. Next,
subband access scheme is presented.

3.3 Subband Access in Multi-user Decentralized Network

For any DMP, the upper bound on U(t) in Eq. 4, is given by [4],

U(t) ≤ Pvac(1∗)
{ M∑

k=1

∑

i∈Z worst

E[Tk(i, t)] + E[C(t)]
}

(8)

where Pvac(1∗) is the highest vacancy statistics among N subbands, Z worst is set
of all subbands excluding first M subbands when arranged according to decreas-
ing values of Pvac and C(t) are the number of collisions when SU chooses any of the
first M subbands. For lower U(t), subband ordering at each SU should be accurate
and rank selection must be orthogonal. Hence, for OSA in a multi-user decentral-
ized network, accurately estimation of subband statistics alone is not sufficient.
In addition, DMP needs to avoid collisions, C(t), among active SUs.

In the proposed DMP, modified randomization based subband access scheme,
proposed in [8], has been used. The proposed subband access scheme in [8] is
based on ρrand [4]. The novelty of the proposed scheme is that the upper limit of
rank is tunable based on subband statistics compared fixed value of rank (equal
to M) in ρrand [4]. This leads to fewer collisions and hence, higher number of
transmission opportunities and lower SSC compared to ρrand [4].

4 Proposed USRP Testbed

The proposed USRP testbed is shown in Fig. 1 and is an significant extension
of the testbed in [13]. It consists of two units: (1) Left hand side unit is primary
user traffic generator, and (2) Right hand side unit acts as DMP of secondary
user(s). Both the units are discussed in detail next.

4.1 Primary User Traffic Generator

The chosen design environment for the primary user traffic generation is GNU
Radio Companion (GRC) and the hardware platform is made of a USRP from
Ettus Research. The main reason for choosing GRC is the precise control on
each parameter of the transmission chain compared to other environments. The
proposed primary user traffic generator is shown in Fig. 2. In the beginning,
number of frequency bands, traffic model (i.i.d. or Markovian) and corresponding
subband statistics are taken from the user using the block named Traffic Model in



110 S.J. Darak et al.

Fig. 1. Proposed USRP based testbed for analyzing the performance of DMPs using
real radio signals and non-ideal spectrum detectors.

Fig. 2. The transmission bandwidth, which is restricted by bandwidth of analog
front-end of USRP, is divided into N subbands. In each time slot, masking
vector of size N is generated by Traffic Model block based on given subband
statistics. This masking vector can have 1 or 0 values where 1 and 0 indicate that
corresponding band is occupied and vacant, respectively. Next step is mapping
data to be transmitted on sub-carriers of occupied bands. The data modulation
used is a differential QPSK modulation with Gray encoding. This is followed by
sub-carrier mapping using OFDM and transmission via USRP. In the proposed
tested, number of sub-carriers, center frequency and transmission bandwidth are
256, 433.5 MHz and 1 MHz, respectively. For demonstration purpose, each time
slot duration is one second so that it can be followed by human eye. However,
it can be reduced to the order of milliseconds and will have no direct effect on
the performance of DMP.

4.2 Secondary User with Decision Making Policy

The chosen design environment for the SU terminal is Matlab/Simulink and
USRP from Ettus Research. USRP is tuned to receive signal of bandwidth 1 MHz
centered at 433.5 MHz. The received signal is then down-sampled, digitized and
passed to the DMP implemented using Simulink. The DMP uses MAB algorithm
to select single subband in each time slot. The chosen subband is sensed using
energy detector. Note that energy detector is not ideal and sensing error may
occur [12]. If subband is sensed as vacant, it is assumed that SU transmits over
the chosen subband. If multiple SUs choose the same subband, it is assumed
that both users suffer collision and fail to transmit any data. In case of multiple
SUs, each user is independently implemented in Simulink with their respective
DMP. In existing works, sensing is assumed as perfect which is not true in real
radio conditions. Thus, proposed testbed with non-ideal spectrum detectors will
enable to study performance of DMPs in the presence of sensing errors. Note
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Fig. 2. Proposed primary user traffic generator.

that performance comparisons of various detectors and their effect on DMPs is
not discussed here due to brevity of the paper.

4.3 Synchronization

The synchronization between transmitter and receiver is an important aspect
of slotted decentralized network infrastructure considered in this paper. For
demonstration purposes, synchronization has been achieved by switching first
band from occupied to vacant states or vice-versa in each time slot. This enables
SUs to detect the transitions between OFDM symbols as well as to synchronize
the energy detection phase on an entire OFDM symbol of the primary traffic.
In a real OSA scenario, SU should be able to synchronize with PU network
via synchronization signals or pilot carriers. Note that the synchronization band
in the proposed approach is not wasted because DMP does not restrict it as
synchronization band but consider it as possible option for data transmission.

5 Experimental Results and Analysis

In this section, experimental comparison of various DMPs on the proposed test-
bed, discussed in Sect. 4, is presented. For N = 8 and B = 1 MHz, we have
Bcmin = 125 KHz. In case of i.i.d. rewards, two different Pvac distributions,
denoted as case 11 and case 22 are considered. Similarly, Pvo and Pov distributions

1 Pvac :- [.50 .10 .20 .30 .40 .60 .80 .90].
2 Pvac :- [.50 .05 .95 .10 .80 .60 .40 .75].
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for Markovian rewards are given by case 33. Each numerical result reported here-
after is the average of values obtained over 15 independent experiments on USRP
testbed and each experiment consider a time horizon of 1000 iterations i.e. 1000
time slots for each SU and one time slot corresponds to one second. It is assumed
that all SUs employ the same DMP but do not exchange any information with
others.

For Case 1, Fig. 3a and b show total number of successful transmissions,
S(t), in percentage for various DMPs w.r.t. genie-aided DMP when M = 2 and
M = 4, respectively. For simplicity, policies UCB(α = 2)+ρrand [4], UCB(α =
0.5)+ρrand [4] and KLUCB+ρrand are hereafter referred to as E1, E2 and E3,
respectively. Here, α is an exploration factor of UCB algorithm and it should
be between 0.5 to 2. It can be observed that the proposed DMP offers higher
transmission opportunities compared to existing DMPs. Since the probability of
collision among SUs increases with M , S(t) in % is lower when M = 4 compared
to M = 2. On the other hand, average spectrum utilization for M = 4 is higher
than the same when M = 2. For instance, average spectrum utilization due
to licensed users was only 47 % for Case 1. Due to OSA with M = 2, average
spectrum utilization can be increased to 58 %, 63 %, 66 % and 70 % using E1,
E2, E3 and proposed DMPs, respectively. In case of M = 4, average spectrum
utilization can be increased to 70 %, 76 %, 78 % and 81 % using E1, E2, E3 and
proposed DMP, respectively.

Figures 4 and 5 show total number of successful transmissions, S(t), in per-
centage for various DMPs w.r.t. genie-aided DMP in Case 2 and Case 3, respec-
tively. Improvements in the average spectrum utilization, similar to Case 1, can
also be seen for Case 2 and 3. To conclude, proposed DMP leads to higher avearge
spectrum utilization and hence, superior compared to existing DMPs for various
traffic distributions.

As discussed in Sect. 1, SSC should be as minimum as possible for making SU
terminals energy efficient. In Fig. 6 (a), the SSC of different DMPs are compared
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Fig. 3. Comparisons of average S(t) in % of different DMPs with respect to the genie-
aided DMP in Case 1 for (a) M = 2 and (b) M = 4.

3 Pvo :- [.50 .05 .10 .20 .30 .40 .50 .60]
Pov :- [.50 .80 .70 .60 .50 .40 .30 .20].
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for subband distributions in Case 1, Case 2 and Case 3. It can be observed that
SSC of the proposed DMP is low. Numerically, average SSC of the proposed
DMP is 20 %, 6 % and 2 % lower than that of E1, E2 and E3, respectively.
In additions to SSC, the number of collisions of DMP should be as minimum
as possible. This is because, collision leads to waste of the energy required for
transmission of corresponding data and it may be higher than the energy required
for subband switching. In Fig. 6 (b), the number of collisions suffered by all
SUs are compared for subband distributions in Case 1, Case 2 and Case 3.
Numericaly, SUs employing proposed DMP suffers 46 %, 30 % and 13 % less
number of collisions than SUs employing policies E1, E2 and E3, respectively.
Thus, lower SSC and collisions of the proposed DMP makes it energy efficient
and suitable for resource constrained battery operated SU terminals.

In terms of computational complexity, KLUCB is based on optimization app-
roach and is the most computationally complex. The complexity of Bayes-UCB
is slightly lower than that of UCB [10]. Based on experimental results, we argue
that proposed DMP using Bayesian MAB algorithm for OSA in multi-user decen-
tralized network is not only superior but also energy efficient.

S(
t)

 in
 %

30

40

50

60

70

80

UCB (α=2)+ρ
rand

UCB (α=0.5)+ρ
rand

KLUCB+ρ
rand

Proposed

0 100 200 300 400 500 600 700 800 900 1,000
Horizon

(a)

S(
t)

 in
 %

20

30

40

50

60

70

UCB (α=2)+ρ
rand

UCB (α=0.5)+ρ
rand

KLUCB+ρ
rand

Proposed

0 100 200 300 400 500 600 700 800 900 1,000
Horizon

(b)

Fig. 4. Comparisons of average S(t) in % of different DMPs with respect to the genie-
aided DMP in Case 2 for (a) M = 2 and (b) M = 4.
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Fig. 5. Comparisons of average S(t) in % of different DMPs with respect to the genie-
aided DMP in Case 3 for (a) M = 2 and (b) M = 4.



114 S.J. Darak et al.

M=2 M=4 M=2 M=4 M=2 M=4

C
ol

lis
io

ns
 p

er
 S

U

0

100

200

300

400
UCB(2) +ρ

rand
UCB(0.5) +ρ

rand Proposed KLUCB +ρ
rand

M=2 M=4 M=2 M=4 M=2 M=4

SS
C

 %

0

10

20

30

40

50

  Case 1                         Case 2                        Case 3  Case 1                         Case 2                        Case 3
(a) (b)

Fig. 6. (a) Comparison of SSC for various Pvac distributions, (b) Comparison of number
of collisions for various Pvac distributions.

6 Conclusion and Future Works

A USRP based testbed for experimentally analyzing the performance of deci-
sion making policies (DMPs) for opportunistic spectrum access (OSA) in the
decentralized cognitive radio networks has been proposed. To the best of our
knowledge, the proposed testbed is the first proof-of-concept which compares the
performance of various DMPs using real radio signals. Furthermore, experimen-
tal results showed that the proposed DMP designed using Bayesian multi-armed
bandit (MAB) algorithm offers superior performance over existing policies in
terms of average spectrum utilization, subband switching cost as well as num-
ber of collisions. Thus, we argue that Bayesian MAB algorithm based DMPs
are superior for OSA in the decentralized networks. Future work involves study
of the effect of various spectrum detectors on the performance of DMPs and
realization of actual data transmission on the chosen frequency band.

Acknowledgments. The authors would like to thank Department of Science and
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work.
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Abstract. In this paper, we consider minimum separation distance cal-
culations from the perspective of a real-life Licensed Shared Access (LSA)
system in the 2.3 GHz band in Europe. In the LSA system, an LTE
network shares spectrum resources with incumbent users, such as pro-
gramme making and special events (PMSE) users, which need to be
protected from harmful interference. Plenty of potential resources are
available, in case the incumbent activity is occasional or localized. The
sharing scenario requires realistic separation distances to be calculated
to protect the incumbents. The minimum separation distances were cal-
culated using methods presented in the ECC report on compatibility
studies on 2.3 GHz band, but by using the parameters from the real-life
LSA test network. With this work, we bridge the gap between theoretical
research for incumbent protection and practical LSA deployment. In the
process of defining new separation distances, discrepancies were found in
the original example calculations.

Keywords: Minimum separation distance · Exclusion zone · Protection
zone · Licensed Shared Access (LSA)

1 Introduction

As mobile traffic keeps increasing, new ways of finding more resources need to
be established. One fundamental resource in mobile communication is spectrum,
but since many different systems are allocated to dedicated frequency bands
this resource is becoming scarce. On the other hand this allocated spectrum can
be under utilized, hence spectrum sharing can be one solution to the lack of
resources.

One of the emerging concepts of spectrum sharing is Licensed Shared Access
(LSA) [1] that introduces additional licensed users on a shared basis. When
applied to the mobile broadband, a mobile network operator (MNO) can share
spectrum with different kinds of incumbent users in a licensed manner with qual-
ity of service (QoS) guarantees for all involved. In Europe, regulation framework
[1] is ready for the 2.3–2.4 GHz for national deployment and standardization
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is ongoing to be used by both licensed and incumbent users. Incumbents in
this band vary depending on national deployments and include e.g. aeronauti-
cal telemetry and programme making and special events (PMSE) applications.
Research efforts are on-going to protect the incumbents, see e.g. [2]. Trialing this
kind of new system is important for verifying usability and operation in prac-
tice. In Finland the LSA concept has been extensively trialed [3–5] in Core+
and Core++ projects [6] using Finnish LSA trial environment.

In the LSA concept protecting incumbent is the most important issue while
ensuring good operational conditions for MNOs. There are several methods for
incumbent protection. First method is to preserve a certain partition of the fre-
quency band to the incumbent use and allow the operation of MNOs in other
parts of the frequency band. Another method is to allow the shared use of
the whole band by both systems. This method requires geographical separa-
tion between the systems [7]. In this paper, we concentrate on sharing scenario
between PMSE and MNO users. The separation can be defined by calculating a
minimum separation distance [8] between the PMSE user and the closest MNO
network element or by defining a protection zone as an aggregate effect of the
MNO network elements. To expand the generic work of [8], we apply the mini-
mum separation distance calculations to the incumbent protection in LSA. We
decided to use minimum separation distance calculations, because the amount
of required network information and the calculational complexity is lower than
with the protection zone method. Minimum separation distance calculations are
a foundation of the protection zone method, thus giving us a good starting point
for more advanced implementations.

2 LSA Concept and Trial Environment

The LSA concept allows the introduction of additional licensed users on bands
currently used by incumbents on a shared basis. Only two additional blocks,
LSA Controller and LSA Repository [9], are needed on top of the commercial
LTE network for the LSA concept. Figure 1 illustrates LSA management system
as a part of LSA architecture. Each MNO willing to operate on the LSA frequen-
cies should have its own LSA Controller for managing its networks according to
incumbent activity. The LSA Repository contains information about the oper-
ation of the incumbent as well as of the LSA Controllers and LSA Licenses for
specific areas. The incumbent reports its location, frequency, operation time and
type of incumbent to the LSA Repository. The LSA Controller receives this infor-
mation from the LSA Repository and controls the MNO network accordingly.
For making the decision of the spectrum usage, the LSA Controller uses informa-
tion of the MNO network layout. The first implementation of the LSA concept
is the Finnish LSA trial environment [3,4] that consists of commercial LTE base
stations (BS), both macro and small cells, operating on 2.3 GHz TDD band. BSs
are connected to the conventional LTE core network and Operations, Admin-
istration and Management (OAM) system. The core network provides internet
connectivity to user equipments (UEs), the OAM side consists of NetAct OSS
providing a single system for managing LTE network.
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Fig. 1. LSA system arcitecture.

To protect the incumbent user from harmful interference, the LSA Controller
needs to adjust the LTE network to achieve a given interference power, which
depends on factors such as path loss and transmit power. This can be accom-
plished by setting the minimum separation distance between the MNO and the
PMSE users to guarantee interference free operation at the same time and on
the same frequency resource. Minimum separation distance can be expanded to
an exclusion zone, if a circle with a radius of the separation distance is drawn
around the incumbent receiver. These minimum separation distances calcula-
tions have been introduced in ECC report 172 [8]. However, the calculations
were revised to reflect more realistic heterogeneous network environment used
also in the Finnish LSA trial environment. The revised calculations lead to more
realistic exclusion zones and makes the sharing scenario more efficient, not wast-
ing spatial resources, but still guaranteeing interference free operation.

3 Minimum Separation Distance Calculation

For two systems to operate in same geographical area and same frequency band,
an interference threshold needs to be set. An interfering transmitter generates
a signal and the victim receiver needs to have sufficient protection against it to
continue its operations. This protection can be achieved if there is a sufficient
separation in the spatial domain between the interfering transmitter and the
victim receiver. This means that the path loss between two systems is high
enough. The other possibility is to have separation in frequency; transmit and
receive filters can suppress the signal to a low enough level. More generally, a
combination of both mechanisms is present in the system.

The ECC report 172 [8] introduces sharing scenarios for mobile broadband
and incumbents in the 2.3 GHz band. In many European countries, an incum-
bent is a PMSE user for which the report introduces three different use cases:
1. Cordless camera link, which consists of a hand-held camera transmitter and a
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small portable receiver, 2. Mobile video link, where a transmitter is on top of a
motorcycle and a receiver is carried by a helicopter, 3. Portable video link, which
consists of a two-man camera team transmitter and a truck receiver. Scenarios
1. and 3. are located in an urban environment, scenario 2. takes place in a rural
environment. The selection of the scenario has an effect on the used propagation
model, therefore having significant effect on achieved separation distance. In our
study, the coexistence scenarios studied involve LTE TDD (BS or UE) trans-
mitters and video link receiver on the other end. Since the PMSE service has
primary status on using the spectrum, the LTE system should not create inter-
ference against it. The systems are assumed to be deployed either in the same
channel (co-channel case), in channels directly adjacent to each other (adjacent
channel case), or with a guard band (alternate channel case). Figure 2 illustrates
different channel cases [10], where B is the channel bandwidth and fc is the
center frequency.

Fig. 2. Measurement mask normalized to channel bandwidth.

For calculating the minimum separation distance [8], first the median min-
imum coupling loss (MCL) is calculated, which defines the minimum required
pathloss between an interferer and a victim receiver. It is calculated with,

MCL50 = Pt + Gt − Gtd − Gfe + Gr − Grd − IC − Gb, (1)

where Pt [dBm] is transmitted power, Gt [dBi] is transmit antenna gain, Gtd

[dB] is transmit antenna directivity loss, Gfe [dB] is transmit antenna feeder
loss, Gr [dBi] is receive antenna gain, Grd [dB] is receive antenna directivity
loss, IC [dBm] is interference criterion and Gb [dB] is bandwidth mitigation
factor. Antenna directivity loss is caused if transmitter and receiver antennas
are not pointed directly at each other. This can be considered in both vertical
and horizontal directions. Feeder loss is mainly caused by cable attenuation in
the base station tower. IC is the maximum allowable received interference level,
where the interference limit is assumed to be 6 dB under thermal noise of the
receiver. Value of 6 dB is commonly used in coexistence studies involving video
links and MNO terminals. Thermal noise N [dBm] can be calculated with,

N = −174 + 10 log(Br) + F, (2)
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where F [dB] is receiver noise figure and Br is receiver bandwidth in Hz, all the
later formulas consider bandwidths in MHz.

If two systems are not operating in the same channel e,g, they are in adjacent
or alternate channels, not all transmitted power is effecting the victim. In the
co-channel case all transmitted energy is received, hence Pt = PMAX [dBm],
where PMAX is maximum output power. In the adjacent channel case

Pt = max(PMAX − ACLRr; 10 log(Bt · 10ACLRa/10)), (3)

where the adjacent channel leakage ratio ACLRr [dB] is a relative limit, com-
pared to PMAX , ACLRa [dBm/MHz] is an absolute limit for LTE transmitter
on adjacent channel. The less stringent limit [11] is used since we consider the
worst-case scenario of interference. In the alternate channel case

Pt = 10 log(Bt · 10Isp/10), (4)

where Isp [dBm/MHz] is a maximum absolute interference emission density in
guard band and Bt is transmission bandwidth. Numerical values of ACLR and
Isp can be found in Tables 6, 7, 20 and 21 in [8]. If the transmitter bandwidth
is higher than the receiver bandwidth, only part of the transmitted energy is
received. That is modeled with Gb a bandwidth mitigation factor. For the co-
channel case

Gb = max(0; 10 log(Bt/Br)). (5)

For the adjacent channel case the specific mitigation factor is subtracted from
the previous equation. These values are derived from the transmitter emission
masks and are presented in Table 23 in [8]. For the alternate channel case Gb = 0.

In the presence of fading, MCL50 limits the received interference under
desired threshold only 50 % of the time. Fading statistics is taken into account
to limit interference power under the threshold 95 % of time. Correction term
for MCL50 is

MCL95 = MCL50 + σ ·
√

2 · erf−1(2 · 0.95 − 1), (6)

where erf−1 is the inverse error function, which results in the constant multiplier
for σ that is the distance dependent standard deviation given in [12].

According to the MCL95, the minimum separation distance can be calcu-
lated by using different propagation models depending on the calculation sce-
nario. Different versions of Modified Hata propagation model and the Free space
propagation model [12] was used in the calculations.

Effect of the directional antennas was modeled using ITU-R F.1336-2 [13]
approach, because depending on antenna heights, distance and tilt angle, differ-
ent antenna directivity loss is achieved. Effect of geometry between interferer and
victim systems is illustrated in Fig. 3. The PMSE receiver antenna is assumed
to be parallel with the surface of the earth. In this case, the angle α is used to
define the receiver antenna directivity loss Grd, meaning that the main beam
of the receiver antenna is not pointing towards the transmitter. In the LTE BS
antennas are usually tilted downwards, meaning that the tilt angle defines the
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LTE BS PMSE

hr

ht

Separation distance

tilt angle

α

α

Fig. 3. Geometry between interfering transmitter and victim receiver.

main beam direction of the antenna. In this case, the effective angle for calculat-
ing Gtd is α−tilt angle. It should be noted, that the PMSE receiver in scenario 2
is located in the helicopter and is above the LTE BS antennas. In the horizontal
domain, we always assume the worst case scenario where the maximum antenna
gain is considered on both the interferer and the victim side.

Since there are distance dependent values that effect the MCL, like antenna
directivity loss and fading standard deviation, calculation of the MCL is per-
formed iteratively. In the iteration process we first give an initial guess for the
distance value, and calculate the MCL accordingly. Then the MCL can be used
to calculate the minimum separation distance and that distance can be used for
fine tuning distance dependent values and recalculating the MLC. This iteration
process is continued until saturation is achieved, meaning that two consecutive
iterations give the same result with a three decimal accuracy. If the iterations
are not saturating, meaning that the calculations are oscillating between two
values, then average of consecutive iterations is used for the next iteration.

4 Verification of the Calculations

The minimum separation distances, obtained according to the previously pre-
sented methods, were calculated with different input parameters using Matlab
model that was first verified by repeating calculations from [8].

Table 1 presents calculated values for the Cordless camera link use case. Doc-
umented values from ECC report 172 Table 25 [8] are reproduced in Table 2.
Parameters used in the calculations are presented in Table 3. It should be noted
that these parameters (as well as the separation distances in Tables 1 and 2)
represent the typical small cell BS values, not those of a macro BS. In the cal-
culations, Urban sub-case of Modified Hata propagation model was used. By
comparing our results to the results given in the report, we can see that they
match with high accuracy. Therefore it can be concluded that the created calcu-
lations are inline with those presented in [8]. This was true for all three use cases.

In a couple of scenarios there are differences in the results. They are marked
with * in Table 2. An analysis of the results revealed that the discrepancies occur
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Table 1. Cordless camera link use case, calculated results

Interfering system and bandwidth Bt

interference

scenario

victim bandwidth Br LTE TDD BS LTE TDD UE

20Mhz 10MHz 5Mhz 20Mhz 10MHz 5Mhz

co-channel 20 MHz MCL (dB) 162.35 162.35 162.35 156.79 156.79 156.79

d (km) 3.236 3.236 3.236 0.609 0.609 0.609

10 MHz MCL (dB) 162.35 165.32 165.32 156.79 159.80 159.80

d (km) 3.236 3.930 3.930 0.609 0.741 0.741

5 MHz MCL (dB) 162.35 165.32 168.30 156.79 159.80 162.81

d (km) 3.236 3.930 4.775 0.609 0.741 0.902

adjacent 20 MHz MCL (dB) 129.37 127.77 127.77 139.91 139.91 139.91

d (km) 0.375 0.337 0.337 0.202 0.202 0.202

10 MHz MCL (dB) 130.67 130.06 130.06 141.19 141.97 141.97

d (km) 0.408 0.392 0.392 0.220 0.231 0.231

5 MHz MCL (dB) 131.51 130.98 131.85 142.16 142.63 143.91

d (km) 0.431 0.416 0.441 0.234 0.241 0.262

alternate 20 MHz MCL (dB) 130.68 128.62 125.54 129.96 125.40 119.03

d (km) 0.408 0.357 0.292 0.105 0.095 0.086

in the adjacent channel scenarios. There are discrepancies in both the LTE BS
and the LTE UE scenarios, recreating these results with our model means differ-
ent changes in both scenarios. In the LTE BS scenarios, to replicate documented
results, values of Bt and Br need to be switched in Eqs. 2, 3 and 5. Also, from
Eq. 5 the max-operator is left out, which limits the values to the positive side.
Additionally, the specific mitigation factor needs to be added to Gb instead of
subtracted from it, as it should be. In the LTE UE scenario to produce values
marked with *, the specific mitigation factor is used as Gb value instead of sub-
tracting it from Gb. As a conclusion, it is clear that there are some discrepancies
in the calculations of the original report. Fortunately the differences are within
an order of 1.5 dB and 40 m, thus the effect is not significant. Hence, by back
tracking discrepancies in the original report, we can conclude that our code can
be used to calculate separation distances more suitable for our trial network.

5 Results for LSA Concept and Trial Environment

Next the minimum separation distance calculations are applied to the LSA
concept in the 2.3 GHz band for sharing between LTE and incumbent PMSE
by using parameters from the Finnish LSA trial environment. Suburban below
rooftop propagation model was used for the Cordless camera link and for the
Portable video link use cases. This channel model represents our trial environ-
ment more accurately than Urban channel model used in reference calculations.
Free space propagation model was used for Mobile video link use case. Separa-
tion distances were calculated also for a small cell scenario, where BS and UE are
located inside of a building and are influencing the incumbent user outside. In
the indoor to outdoor case, propagation models need to be modified. It is spec-
ified in [12] that an external wall creates additional (Lwe) 10 dB attenuation to
the signal and increases deviation caused by fading by (σadd) 5 dBs.
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Table 2. Cordless camera link use case, results from [8]

Interfering system and bandwidth Bt

interference

scenario

victim bandwidth Br LTE TDD BS LTE TDD UE

20Mhz 10MHz 5Mhz 20Mhz 10MHz 5Mhz

co-channel 20 MHz MCL (dB) 162.3 162.3 162.3 156.8 156.8 156.8

d (km) 3.236 3.236 3.236 0.609 0.609 0.609

10 MHz MCL (dB) 162.3 165.3 165.3 156.8 159.8 159.8

d (km) 3.236 3.953 3.953 0.609 0.744 0.744

5 MHz MCL (dB) 162.3 165.3 168.3 156.8 159.8 162.8

d (km) 3.236 3.953 4.780 0.609 0.744 0.900

adjacent 20 MHz MCL (dB) 129.4 129.4* 129.4* 139.9 139.9 139.9

d (km) 0.373 0.373* 0.373* 0.203 0.203 0.203

10 MHz MCL (dB) 128.7* 130.1 130.1 140.7* 142.0 142.0

d (km) 0.359* 0.392 0.392 0.213* 0.231 0.231

5 MHz MCL (dB) 129.8* 131.0 131.9 141.8* 143.2* 143.9

d (km) 0.385* 0.417 0.442 0.229* 0.250* 0.263

alternate 20 MHz MCL (dB) 130.6 130.0

d (km) 0.408 0.106

Table 3. Cordless camera link calculation parameters

Parameter symbol unit LTE TDD BS LTE TDD UE

Maximum transmit power Pmax dBm 24 23

Tx antenna height ht m 15 1.5

Rx antenna height hr m 1.5 1.5

Transmit bandwidth Bt MHz 20, 10, 5

Receive bandwidth Br MHz 20, 10, 5

Spurious emission Isp dBm/MHz −30 −30

Relative ACLR ACLRr dB 45 30

Absolute ACLR ACLRa dBm/MHz −32 −30

Tx antenna gain (max) dBi Gt 17 0

Rx antenna gain (max) dBi Gr 16 16

Feeder loss Gfe dB 3 0

Rx noise figure F dB 4 4

Tx antenna tilt tilt degree 3 0

3dB vertical beamwidth θ3 degree 3 -

Center frequency fc MHz 2310 2310

The results of the separation distance calculations are presented in Table 4
through Table 6. The results are calculated with parameters relevant to the trial
environment, presented in Table 7. In the result tables, both macro cell and
small cell scenarios are presented for both the BS and the UE scenarios. All
these scenarios have been considered with three different incumbent use cases.
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Table 4. Cordless camera link use case results for trial environment

Interfering system and bandwidth Bt

macro cell small cell

interfenrece scenario victim bandwidth Br LTE BS LTE UE LTE BS LTE UE

20Mhz 20MHz 20Mhz 20MHz

co-channel 8 MHz MCL (dB) 188.26 151.79 151.52 144.17

d (km) 42.88 0.971 1.275 0.591

adjacent 8 MHz MCL (dB) 144.09 133.68 118.69 125.9

d (km) 3.712 0.297 0.090 0.095

alternate 8 MHz MCL (dB) 133.24 129.91 125.63 114.54

d (km) 1.796 0.232 0.235 0.079

Table 5. Mobile video link use case results for trial environment

Interfering system and bandwidth Bt

macro cell small cell

interfenrece scenario victim bandwidth Br LTE BS LTE UE LTE BS LTE UE

20Mhz 20MHz 20Mhz 20MHz

co-channel 8 MHz MCL (dB) 180.19 143.79 143.52 135.92

d (km) 10182.2 154.2 149.5 62.32

adjacent 8 MHz MCL (dB) 135.23 115.67 101.42 107.68

d (km) 57.50 6.053 1.173 2.413

alternate 8 MHz MCL (dB) 123.51 109.69 106.15 101.3

d (km) 14.93 3.042 2.024 1.158

Table 6. Portable video link use case results for trial environment

Interfering system and bandwidth Bt

macro cell small cell

interfenrece scenario victim bandwidth Br LTE BS LTE UE LTE BS LTE UE

20Mhz 20MHz 20Mhz 20MHz

co-channel 8 MHz MCL (dB) 202.22 165.79 165.52 157.92

d (km) 85.09 4.805 5.749 2.872

adjacent 8 MHz MCL (dB) 157.54 137.68 127.81 131.95

d (km) 18.50 0.765 0.488 0.526

alternate 8 MHz MCL (dB) 146.49 133.00 129.78 128.91

d (km) 8.829 0.563 0.556 0.431

Parameters used in the calculations are following the format from [8,12,13], but
are specific for the trial environment.

Parameters presented in Table 7 have multiple values for Rx antenna height
and gain. These present the values for different use cases, the first one is for the
Cordless camera link, the second is for the Mobile video link and the third is
for the Portable video link use case. Differences in the parameters are due to
the use case definitions. In the Cordless camera link case the receiver antenna is
directional disk or Yagi standing on the ground. In the Mobile video link case,
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an omnidirectional receiver antenna is mounted on a helicopter levitating 150 m
above ground. In the Portable video link case, a parabolic disk receiver antenna
is mounted on top of a truck. In addition to these changes, different propagation
models were used in the calculations. This time, the Tx and the Rx bandwidths
were fixed according to the values used in the trial environment. It can be noted,
that the macro cell BS has the highest transmit power and antenna gain, leading
to the highest separation distances seen in the following paragraphs.

Results of the Cordless camera link use case are presented in Table 4. The
co-channel scenario naturally results in the highest separation distances. When a
macro cell BS is the interfering transmitter, almost 43 Km of separation distance
is required. Separation distance is reduced to around 1.3 Km with a small cell BS
interferer. The UE scenarios result in under 1 Km separation distance. In small
cell scenarios both the BS and the UE are located inside, hence the external wall
effect is taken into account. In the adjacent channel scenarios, the separation
distance is under 4 Km and in the alternate channel scenario under 2 Km.

In the Mobile video link use case, separation distances are significantly higher
than in the Cordless camera link use case. The propagation model in Mobile
video link use case is Free space, which has lower attenuation than Hata models.
Results of the Mobile video link use case are presented in Table 5. The MCL
values are in the same scale as in the Cordless camera link use case, meaning
that most of the increase in the separation distance is caused by a different prop-
agation model. The results show up to 10000 Km of separation distance in the
co-channel scenario which is not realistic and is due to the assumptions taken in
the model (e.g. lack of considering the curvature of the earth). In the co-channel
scenario, the UE and the small cell scenarios lead to separation distances between
150 to 60 Km. In the adjacent channel scenario, up to 58 Km of separation dis-
tance is achieved and the highest separation distance in the alternate channel
case is almost 15 Km in the macro BS scenario.

In the Portable video link use case, the use of a highly directive receiver
antenna and the assumption that the receiver and transmitter are pointing to
each other increase the MCL values compared to the previous use cases. This
means that also the separation distances are higher compared to the Cordless
camera link use case. Results for the Portable video link use case are presented in
Table 6. In the case of macro cell BS, the co-channel scenario separation distance
is 85 Km, in the adjacent channel scenario 19 Km and in the alternate channel
scenario 9 Km. All the other scenarios have significantly shorter separation dis-
tances varying from 6 Km to 400m.

6 Conclusion and Future Work

In this paper we have studied the problem of incumbent protection in LSA and
calculated the minimum separation distances from LTE to incumbent PMSE
in the LSA trial environment with realistic parameters. Calculations were done
according to the principles presented in the ECC report 172 [8], the ERC report
68 [12] and the Recommendation ITU-R F.1336-2 [13]. Using these principles,
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numerical values for different PMSE system co-existence use cases were pro-
duced. By applying more realistic separation distances to the system, spatial
resources can be used without causing interference to the incumbent user.

The LSA Controller can use parameters achieved from the current network
deployment and from the PMSE system to adaptively calculate separation dis-
tances. This will make the LSA Controller more flexible to cope with the changes
in environment of different network deployments and multiple types of PMSE.
This is a useful feature when expanding the LSA deployment to a larger scale.

One future direction is to consider the incumbent protection with other meth-
ods, like extending this work to consider multiple interference sources and to
calculate the protection zone for accumulated interference. Taking into account
a mobile network layout consisting of multiple spatially separated BSs and UEs
which are transmitting simultaneously on the same frequency band, the aggre-
gate field strength may need to be considered instead of the minimum separation
distance. However, adding more complexity to the interference calculations will
lead to increased amount of information needed as well as more time needed
for interference calculations. This will make it more challenging for example to
follow changing location of an incumbent with mobility.
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Abstract. Mobile data offloading leverages more affordable or even free
network capacity to reduce the traffic experienced by cellular opera-
tors through their limited over-the-air resources. One way to harvest
free capacity is to employ the white space, namely, frequencies that are
assigned to licensed users but are not actively utilized, as long as no
harmful interference is generated. In this article, we characterize the ben-
efits of harnessing node contacts for mobile content offloading through
dynamic spectrum access assisted by a white space database (WSDB).
We take a content-centric approach and model the selection of distribu-
tors among the subscribers of each content served through a base station.
We formulate an optimization problem to maximize the offloading gain
based on realistic settings. We show that such a problem is NP-hard and
devise efficient heuristics for practical mobile data offloading. Our results
show that the offloading gain allowed by white space is significant even
when WSDB data are inaccurate.

Keywords: White spaces · Dynamic spectrum access · Mobile oppor-
tunistic offloading · Content delivery · White space database · WSDB

1 Introduction

Mobile data offloading is a method to move traffic from the cellular network
through other means, such as local area networks or device-to-device communi-
cations. It has emerged as a promising solution to decrease the load on mobile
networks [1]. As WiFi is densely deployed, on-the-spot offloading to local wire-
less networks when the user is under coverage provides a significant decrease in
the mobile operator traffic [2]. Mobile communications could also be postponed
until users reach an area covered by a WiFi access point through the so-called
delayed WiFi offloading. This is an option for delay-tolerant traffic, as long as
the time spent without WiFi connectivity is short [2]. However, WiFi offloading
may be restricted by the capacity of the backhaul [3] which is often subject to
data caps for private WiFi networks. Motivated by these concerns, offloading to
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mobile opportunistic networks has been proposed [4,5]. It leverages the capac-
ity of short-distance communications without relying on any infrastructure and
entails almost no monetary cost. As this mode is driven by contacts between
mobile nodes, it may fail to provide guaranteed delays, making it a better fit for
delay-tolerant traffic. However, unlicensed bands such as the Industrial Scien-
tific and Medical (ISM) are already congested, thus possibly incurring in a low
transmission capacity for opportunistic offloading.

A different approach to address the spectrum capacity crunch is to employ the
white space, namely, the spectrum that is licensed to primary users (PU) while
being spatiotemporally unused. Offloading mobile data to unused PU channels
is called white space offloading [6,7] and some existing solutions have explicitly
targeted proximity-based communications in such a context. Among them, Cui
et al. [7] presented a model to leverage WiFi and white spaces instead of cellular
communications, with focus on power efficiency and channel assignment under
delay constraints. Ding et al. [8] proposed using TV bands for device-to-device
communications by creating location-specific white space databases with the
help of “big spectrum data” collected by the mobile crowd.

In this article, we characterize the benefits of mobile data offloading through
dynamic spectrum access assisted by a white space database (WSDB). We take
a content-centric approach and model the selection of distributors among the
subscribers of content served through a base station. We then formulate an opti-
mization problem to maximize the offloading gain based on realistic settings. We
show that such a problem is NP-hard and devise efficient heuristics for practi-
cal mobile data offloading. Our results show that the offloading gain allowed by
white space is significant even when WSDB data are inaccurate.

The key contributions of this article are the following.

– We consider database-assisted white space access in realistic settings. While
WSDBs are expected to provide accurate and up-to-date information on the
incumbents, some flaws (e.g., bogus entries and incorrect device locations)
have been discovered due to several reasons (e.g., unsynchronized WSDBs
and manual entry of device information) [9]. We explicitly include the factors
affecting the availability and the reliability of the WSDB in our model.

– We provide a general and flexible framework for content-driven mobile data
offloading. Our model supports two different options: mobile opportunistic
offloading through ISM bands and white space offloading via unoccupied PU
channels retrieved from the WSDB.

– We propose several heuristics with different levels of complexity to improve
the offloading gain. Some of them focus on the number of distributors for
each content based on its size and popularity, whereas more sophisticated
ones aim at identifying nodes with high offloading potential. Our experiments
using realistic user mobility demonstrate that white space enables offloading
67 % more capacity compared to a purely opportunistic approach when the
information in the WSDB is accurate. Even in the presence of inaccuracies,
the offloading gain is still higher than 47 %.
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Fig. 1. (a) Reference architecture and (b) offloading regions: opportunistic offloading
takes place in zones A and B, white space offloading in zone D, while no offloading is
possible in zones C and E.

To the best of our knowledge, our work is the first one focusing on white space
offloading for mobile content delivery. In fact, existing solutions in the literature
addressed either wireless capacity of white space networks [8] or distributed
dynamic access schemes [10]. In contrast, we propose a content delivery frame-
work for white space offloading in database-assisted networks that jointly utilizes
opportunistic contacts for offloading. Our solution also distinguishes itself from
the state of the art on mobile opportunistic offloading. For instance, Li et al. [5]
presented optimal offloading in mobile opportunistic networks through careful
selection of distributors. Even though our approach is somewhat similar, we
focus on the offloading gain rather than on the distribution delay and buffer
constraints.

2 System Model

Our reference architecture is the cellular network illustrated in Fig. 1a. A base
station (BS) is connected to both a content provider and a white space database
(WSDB). A set N of mobile users (through their respective devices) is also part
of the network and requests content as well as spectrum availability through
the BS. We assume that the overhead1 associated with such requests (and the
related responses) is negligible. Each mobile device is equipped with three radio
transceivers: one for cellular connectivity, one for communications in the ISM
bands, and one for white space access. We denote the ranges of the white space
and the ISM radios by rws and ropp, respectively (Fig. 1b). These ranges may
differ as they depend on the actual frequencies employed. In the following, we
consider TV bands for white space offloading; as a consequence, rws > ropp.
Moreover, we assume that the connection to the BS can be used independently

1 We analyze the WSDB querying delay and its impact on offloading capacity in
Sect. 4, based on our measurements from the Google Spectrum Database.
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from the others, while only one of the white space and the ISM interfaces can
be active at a given time.

The WSDB stores the information related to white spaces. In contrast to
opportunistic offloading, nodes cannot immediately start offloading to white
spaces after the discovery of a peer node. Instead, nodes first consult the WSDB
by using a database communication protocol (e.g., PAWS [11]) for the permit-
ted operation parameters, including the list of available channels. Even though
the WSDB is assumed to have perfect information about white space utiliza-
tion, unregistered primary users (PU) may still access certain frequencies, thus
resulting in interference. To this end, we model the probability of unsuccessful
communications due to PU collisions on a given frequency as pun. We assume
that the availability of white space is such that all requests can be accommo-
dated without competition between users. We also assume that mobile devices
may not be able to reach the BS from certain regions in the nominal coverage
range of the BS, e.g., due to shadowing. We call these regions outage areas and
denote the probability that a mobile device lies in such a region with psh.

We describe the different content in the network through the set C =
{c1, · · · , ck, · · · , cK}. Each specific content ck is characterized by its size lk and
its delivery deadline Tk. The set of mobile nodes subscribing to ck (i.e., the
subscribers) is denoted as Sk. Without loss of generality, we assume that c1 is
the most popular and cK is the least popular content. Each mobile user sub-
scribes to one content only. The BS serves the content requests by the users in
its coverage area through the distributors Dk, each responsible for content ck.
The BS transfers the allocated content to distributors through its F frequencies.
The distributors, in turn, deliver the cached content to rest of the nodes (i.e.,
Sk \Dk) as long as it is valid. Mobile nodes request the content directly from the
BS as soon as the related deadline expires. The BS selects the distributors and
announces the association between them and the cached content to the network.
As a consequence, subscribers know from which node to request their content.

We model the inter-contact time between pair of nodes through an exponen-
tial distribution with parameter λopp

i,j for the opportunistic radio and λws
i,j for the

white space interface. We assume that contacts are long enough to completely
transfer a content item.

3 White Space Offloading

A subscriber node ni fetches content ck in one of the three modes detailed next.
– Mobile opportunistic (or ISM) offloading: Let nj be a distributor for ck: nj ∈
Dk, and d(ni, nj) denote the Euclidean distance between ni and nj . Node ni

receives the content from nj if it is in the range of nj ’s ISM radio interface,
i.e., the d(ni, nj) � ropp. Given that the inter-contact time between ni and
nj is exponentially distributed with parameter λopp

i,j , opportunistic offloading is
possible if ni has a contact with nj during the lifetime of ck. More formally, we
state opportunistic offloading probability as:

popp
i,j,k = 1 − e−λopp

i,j Tk . (1)
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– White space offloading: Node ni receives the content from nj through the white
space only if it cannot get the content by opportunistic offloading. This case is
possible only if ropp < d(ni, nj) � rws. In other words, opportunistic offloading is
preferred over white space offloading due to the entailed cost and possibly poorer
performance, e.g., inaccurate WSDB data. In this case, the distributor first con-
sults the BS to get an available white space channel for offloading. Therefore,
this mode is possible only when nj has an uplink channel to the BS. In Fig. 1b,
nj sends the content to ni using white space offloading only in region D. Recall
that a node may be under outage with probability psh due to shadowing or other
channel impairments. Moreover, even if the BS assigns a channel for its use, the
transmission may fail as the assigned channel may be occupied by an unregis-
tered PU. By considering all these cases, we calculate the probability of white
space offloading pws

i,j,k as follows:

pws
i,j,k = (e−λopp

i,j Tk − e−λws
i,jTk)(1 − psh)(1 − pun), (2)

where the first term represents the probability that the distributor node is in the
white space offloading range but not close enough for opportunistic offloading.
Under our assumption that rws > ropp, the contact rates are such that λws

i,j >
λopp

i,j ,∀i, j. Based on that, we calculate pi,j,k which is the probability that ni gets
ck from nj in one of the two offloading modes before Tk as:

pi,j,k = popp
i,j,k + pws

i,j,k. (3)

– No offloading: Node ni receives the content directly from the BS in two cases:
(i) it is selected as a distributor (i.e., ni ∈ Dk) and gets the content just after
the related request, or (ii) it could not receive the content from any of the
distributors during time Tk (precisely, the BS serves the content just after Tk).
We then express the probability of getting the content from the BS as:

pi,k = 1 −
∏

j∈Dk

(1 − pi,j,k). (4)

We define offloading gain for a content item ck as the traffic saved by offload-
ing which would otherwise be delivered by the BS through the cellular network.
Let Y = [yi,k] denote the subscriber matrix where yi,k = 1 indicates that ni

requests ck. The BS decides which nodes to select as distributors for each item
ck based on Y, Λ = [λi,j ], psh, and pun. Let X = [xj,k] represent the decision
variables where xj,k = 1 stands for nj being selected as distributor for ck. We
define the set of subscribers as Sk = {ni |ni ∈ N} and the set of distributors as
Dk = {nj |nj ∈ Sk}, where Sk = |Sk| and Dk = |Dk|. Note that Dk ⊆ Sk,∀k.

We can now formulate the offloading gain (i.e., the traffic saved by either
opportunistic or white space offloading) maximization problem as:

max
X

K∑

k=1

lk

⎛

⎝Sk−Dk−
∑

i∈Sk\Dk

(1 − pi,k)

⎞

⎠ (5)
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subject to the following constraints:

Sk =
N∑

i=1

yi,k ∀k ∈ C (6)

Dk =
N∑

i=1

xi,k ∀k ∈ C (7)

pi,k = 1 −
∏

j∈Dk

(1 − popp
i,j,k − pws

i,j,k) ∀i ∈ Sk, k ∈ C (8)

popp
i,j,k = 1 − e−xj,kλopp

i,j Tk ∀i, j ∈ N , k ∈ C (9)

pws
i,j,k = (e−xj,kλopp

i,j Tk − e−xj,kλws
i,jTk)(1 − psh)(1 − pun) ∀i, j ∈ N , k ∈ C (10)

pi,k = 0 ∀i ∈ N \ Sk, k ∈ C (11)
xi,k � yi,k ∀i ∈ N , k ∈ C (12)
∑

k∈C
Dk � F (13)

xi,k ∈ {0, 1} ∀i ∈ N , k ∈ C. (14)

The number of subscribers and distributors are described by Eqs. (6) and (7),
respectively. Distributors can offload content only when in contact with the
related subscribers. As contacts are stochastic, each user receives the content
with a certain probability from the selected distributors. In detail, the proba-
bility that ni receives content ck is expressed by Eq. (8), while the probability
for each offloading mode is described by Eqs. (9) and (10). The constraint in
Eq. (11) ensures that only offloading to the subscribers of a given content is
taken into account. The constraint in Eq. (12) guarantees that distributors are
selected only from the set of subscribers of that content. As the BS has only F
frequencies, Eq. (13) ensures that the number of selected distributors is smaller
than or equal to F . Finally, Eq. (14) signifies that the decision variables are
binary.

3.1 Heuristics

The optimization problem introduced earlier is a variant of the 0–1 knapsack
problem: the total number of frequencies F corresponds to the knapsack capacity
while nodes are items to be packed. The utility of each node depends on its capac-
ity to deliver content to the other unselected nodes. Precisely, our optimization
formulation is a more general version of the target set selection problem shown
to be NP-hard in [4]. As a consequence, we introduce several heuristics – with
varying computational complexity – to leverage node and (or) content diversity
and obtain a high offloading gain.

Random selection (RAND). The BS randomly selects F nodes. Let p(ni)
denote the probability that ni is selected as distributor. In this case, p(ni) is set
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Algorithm 1. IBOS
1: D = ∅ and set pj,i,k = 0 for all i, j, k
2: for ni ∈ N do
3: Get the content id k where ni ∈ Sk

4: for nj ∈ Sk do
5: Calculate pj,i,k as in Eq. (3)
6: for f = 1 to F do
7: U(ni) = lk

∑
j pj,i,k for all ni, nj ∈ N \ D

8: Select no = arg maxU(ni) where ni ∈ N \ D

9: if U(no) > 0 then
10: D = no ∪ D and assign f to no for content delivery
11: Set po,i,k = 0 for all ni ∈ N \ D

12: else
13: return D

14: return D

to min(1, F/N). This heuristic has a complexity of O(F ) and does not employ
content diversity or node diversity. We use RAND for comparison purposes only.

Content diversity (CD). This two-step approach explicitly considers both
content size and popularity, different from RAND. In the first step, the BS
determines the number of distributors for each content, i.e., Dk ∝ Sklk. After
Dk is decided, Dk nodes are randomly selected from Sk in the second step. This
approach ignores the differences among nodes and it does not consider content
lifetimes. We calculate p(ni) for ni ∈ Sk as p(ni) = min(1,Dk/Sk), where

Dk = F
Sklk∑

m∈C Smlm
.

The complexity of this approach is O(K).

Content and node diversity (CND). CND differs from CD in the second
step to better harness the diversity among nodes. For a given ck, nodes in Sk

are evaluated according to their capacity to offload that content item to the
other subscribers. The probability of selection is proportional to the utility of
ni, defined as U(ni) =

∑
j∈Sk

pj,i,k. Specifically, the probability p(ni) is:

p(ni) = min

(

1, F
Sklk∑

m∈C Smlm

U(ni)∑
j∈Sk

U(nj)

)

.

The complexity of this approach is O(N2).

Iterative Best Offloader Selection (IBOS). This heuristic does not select
all F distributors at once, but rather applies the iterative approach detailed in
Algorithm 1. Let D = {Dk} be the set of distributors at the current iteration.
First, IBOS initializes D = ∅. At each iteration, it calculates the utility of each
node as U(ni) = lk

∑
j∈Sk

pj,i,k. After sorting the nodes according to U(ni),
IBOS adds the node with the highest utility, i.e., no = arg max U(ni) to the
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distributors set: D = no ∪D. Next, it sets po,i,k = 0 for all ni that are candidates
to be selected as distributors in the next iteration. This iteration is necessary
to better identify the contribution of candidate nodes to offload data to the
remaining unselected nodes. IBOS re-calculates U(ni) according to the updated
pj,i,k and follows the same iterations until F number of nodes are selected as
distributors or the maximum utility equals to zero. In fact, selecting new nodes
as distributors is not expected to increase the offloaded traffic even if there are
still some unassigned frequencies. The resulting complexity is O(FN2).

Improved IBOS (IBOS+). Different from IBOS, this heuristic stores a vector
P (D) = [pi,k] to keep track of each node’s probability of receiving the content
from the current set of distributors D. Then, after a new node is selected as
distributor, it updates P (D) according to Eq. (4) and adds nodes with pi,k higher
than some predefined probability (safety threshold) to the set of safe nodes A.
Nodes in A are then excluded in the calculation of the utility, i.e., in line 7 of
Algorithm 1: nj ∈ N \ (D ∪ A). Hence, IBOS+ selects nodes that can reach
those without a high probability of getting the content from the already selected
distributors. The complexity of IBOS+ is the same as that of IBOS, namely,
O(FN2).

4 Performance Evaluation

We developed a custom simulator in Python to carry out our experiments. We
used as input mobility traces generated through the ONE simulator [12], which
are based on pedestrian paths extracted from real roads in the city of Helsinki.
Pedestrians walk with a speed of [0.5, 1.5] m/s and wait at a reached location
for [1, 4] minutes before moving towards their next destination. We recorded the
contacts among N = 200 pedestrians using two transmission ranges ropp = 20
m and rws = 100 m, according to the relatively higher range of white spaces [7].
Node contacts (e.g., their start and end times) lasted for three hours. We derived
the average pairwise contact rate λi,j from the trace and assumed that the related
information is available to the BS for CND, IBOS, and IBOS+.

We drew content popularity from a Weibull distribution with parameters
k = 0.513 and λ = 6010 according to [13]. We considered content sizes and
lifetimes uniformly distributed between [2, 5] MB and [1, 3] hours, respectively.

4.1 Offloading Capacity

In our first set of experiments, we study the impact of white space availability
on the offloading capacity irrespective of the offloading algorithm employed.
To this end, we define effective offloading capacity as the product between the
channel bandwidth and the time during which a node can transmit to its peer.
As Fig. 2a shows, this period is equal to the remaining time after peer discovery
and before the contact ends for opportunistic offloading. In case of white spaces,
offloading starts only after the WSDB returns the data and it is successful only
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Fig. 2. (a) Offloading duration and (b) effective offloading capacity.

if the transmission does not collide with an unregistered (active) PU. As peer
discovery is common to both modes, we ignore the related time loss in the results.

To obtain a realistic estimate for WSDB query overhead, we developed a
mobile application that connects to the Google Spectrum Database to query the
spectrum availability at some predetermined (urban as well as rural) locations
in the US. We recorded the round trip time of the WSDB requests/responses
and subtracted the related values from the contact duration to derive the effec-
tive offloading capacity in the white spaces. According to our observations from
10,000 queries, 90 % of delays are below 4.2 s. This is consistent with the delays
below 3 s reported in [14], especially considering that our queries were run from
a mobile device located in Helsinki. Regarding contact durations, we used the
contact trace generated by the ONE simulator. At the beginning of each contact,
we simulated the chance of outage as well as that of PU collision.

As Fig. 2b shows, exploiting white spaces in addition to ISM channels signif-
icantly improves the effective offloading capacity: 67 % when there is no outage
and the WSDB information is reliable; 47–60% under different levels of unreli-
ability, i.e., the outages and PU collision probabilities associated with the sce-
narios 3–6 reported in the figure.

4.2 Content Offloading

We now investigate the impact of the number of content items K on the offloaded
traffic for different values of the frequency bands F available at the BS (Fig. 3).
For clarity, we only describe2 the results obtained for IBOS+ when psh = pun =
0.1. Figure 3a shows that when K increases, the offloaded traffic decreases for all
schemes. For a low number of contents, opportunistic offloading is very efficient.
For instance, if there is a single item, ten nodes (F = 10) deliver 86 % of the
traffic through opportunistic offloading. For white spaces, the offloaded traffic
reaches 92 %. For K = 100, ISM-only mode can offload only 6 % of the traffic,
as opposed to the 11 % value obtained when white spaces are employed for
offloading. This behavior is due to the increasing content diversity. In other
words, the probability that two random nodes subscribe to the same content is
2 A detailed comparison of the different heuristics is provided in the next subsection.
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(a) (b) (c)

Fig. 3. (a) Offloaded traffic fraction, improvement in (b) offloaded traffic and (c) mean
content delivery delay of white spaces compared to ISM.

lower when K increases. Consequently, the chance of offloading decreases too.
Next, we observe better performance under white space offloading. Figures 3b
and c illustrate the related fraction of improvement in performance compared
to ISM-only offloading. Considering all three sub-plots, we can see that for low
K, white spaces approximately allow a 20–40 % improvement in offloaded traffic
as opportunistic offloading finds sufficiently many contacts for the distribution
of say K = 10 contents. However, Fig. 3c shows that white spaces speed up
the delivery very significantly in this operating region. With increasing content
diversity, the benefit of white spaces becomes more apparent. For instance, the
relative improvement is above 100% for K = 100 and F = 30. For F = 10, the
improvement is around 45% due to the low number of distributors.

In summary, white spaces provide the most significant gains when: there
are many diverse content items and sufficient frequencies; content items are less
diverse but the number of frequencies available at the BS is limited, i.e., only a
small fraction of the nodes can be selected as distributors. The improvement lies
in the offloaded traffic in the first case, whereas it consists of reduced delivery
delay in the latter case.

4.3 Comparison of Heuristics

We finally evaluate and compare our heuristics as a function of the fraction of
distributors (Fig. 4). We define the fraction of distributors as the ratio of number
of distributors that the BS can select to the total number of subscribers. Note
that the BS may select less nodes than the allowed fraction for IBOS and IBOS+,
as these algorithms stop when the remaining nodes are not expected to further
increase the offloaded traffic. The number of selected nodes is indeed equal to
the number of available frequencies for the rest of the algorithms.

First, we note that with increasing F , all schemes can initially offload more
traffic by employing more distributors. However, after a certain number of fre-
quencies is reached (e.g., F = 50 corresponding to 0.25 fraction of distributors in
Fig. 4a), CD, CND, and RAND redundantly select nodes as distributors. Since
IBOS and IBOS+ stop allocating distributors when the maximum utility of a
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(a) (b)

(c) (d)

Fig. 4. Offloaded traffic for (a) 10 and (b) 100 content items. Delivery delay for (c) 10
and (d) 100 content items.

selected node is zero, these schemes can still maintain a high offloading perfor-
mance. Second, IBOS+ outperforms others for K = 10 while IBOS is the second
best scheme only when F is either low or high. In between, other naive schemes
have higher offloading capacity. We expect a typical setting to have low to mod-
erate F ; hence, the best scheme is IBOS+ in these conditions. However, CD is
a sensible choice when contact statistics are inaccurate or not even available.

In contrast to Fig. 4a, b shows that there is almost no difference in the per-
formance of IBOS and IBOS+. This result can be explained through the impact
of the safety threshold in IBOS+ (set to 0.9 in our experiments). As content
diversity is higher in this scenario (i.e., K = 100), the probability that a random
contact results in content offloading is much lower too. Hence, IBOS+ cannot add
nodes to the safety set, which effectively reduces IBOS+ to IBOS. Moreover, our
model assumes exponentially distributed inter-contact times and calculates the
expected offloading probabilities based on such a model. However, the contact
traces do not necessarily exhibit this property.

Figures 4c and d illustrate the mean content delivery delay for the nodes that
receive the content before the deadline, i.e., the distributors and the nodes that
are served by these distributors. IBOS and IBOS+ not only improve offloading
capacity but also help faster content delivery for K = 10 and low F . IBOS
outperforms IBOS+, which is followed by naive schemes until F = 90. After this
point, CD, CND and even RAND perform better as they assign all frequencies
to the distributors without considering the offloading capacity. For the same
reason, Fig. 4d shows that CD, CND and RAND obtain lower delays while the
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delivery delay of IBOS and IBOS+ remains almost the same with increasing F .
This could be seen as a trade-off between offloaded traffic fraction and delivery
delay. However, we conclude that IBOS and IBOS+ are the best choices when
timely delivery is needed to guarantee user satisfaction.

5 Conclusion

In this article, we leverage white spaces in addition to ISM bands for mobile con-
tent offloading. We specifically model database-assisted white space networks in
which WSDB data may not be accurate. We then devise a general framework for
content offloading through a content-centric approach. Specifically, we formulate
an optimization problem to maximize the offloading gain through the selection
of distributors. We show that solving such a problem is computationally hard,
then propose several practical heuristics and analyze their offloading perfor-
mance. Our results demonstrate that the availability of white space significantly
increases the offloaded traffic, especially when there are many content items.
When there are a few items, mobile opportunistic offloading provides a high
gain, comparable to that for white spaces. In this case, white space offloading
enables faster content delivery. As a future work, we seek to find an approximate
solution to our optimization problem. We also plan to better analyze the impact
of content and mobility characteristics on the offloading performance.
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Abstract. In this paper, we present an uplink scenario where primary
and secondary users coexist on the same set of radio resources. The pri-
mary users rely solely on a centralised scheduler within the base station
for the assignment of resources, and the secondary users rely on an unslot-
ted Carrier Sense Multiple Access (CSMA) protocol for channel access.
We propose a novel centralised scheduling algorithm, Neighbours-Aware
Proportional Fair (N-PF), which considers the uplink channel state con-
ditions and the number of secondary users neighbouring each primary
user in the aggregate scheduling metric. Through simulations we demon-
strate that N-PF outperforms the chosen benchmark algorithm, Pro-
portional Fair (PF), in terms of packet delivery rate while maintaining
fairness.

Keywords: Proportional Fair · Neighbours-Aware · Primary users ·
Secondary users · Unslotted CSMA · Packet delivery rate · Fairness

1 Introduction

One of the practical challenges in the design of future wireless networks will be
the presence of interference. Because the spectrum resource will remain limited,
numerous primary users (hereafter denoted as scheduled nodes) and secondary
users (hereafter denoted as uncoordinated nodes) will have to coexist on the
same set of radio resources, resulting in enormous interference on communication
links and consequently network performance degradation. Advanced medium
access schemes can play a significant role towards achieving efficient utilization of
radio resources and hence, current research activities on Medium Access Control
(MAC) protocols are of paramount importance.

In this paper we present an uplink scenario where scheduled nodes and unco-
ordinated nodes coexist on the same pool of radio resources within a cell. Both
groups of nodes transmit to a common base station (BS) but unlike scheduled
nodes, the uncoordinated nodes do not have a global reference time and there-
fore, they are totally asynchronous with the base station and with each other.
To access the channel, the uncoordinated nodes rely on an unslotted Carrier
Sense Multiple Access with Collisions Avoidance (CSMA/CA) protocol, while
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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the scheduled nodes rely on a centralised scheduling algorithm located within
the base station for radio resources assignment. This scenario could be applicable
in many different network instances of future generation wireless networks e.g.,
5G and beyond. We propose and evaluate through simulation a novel centralised
scheduling algorithm, which outperforms the baseline algorithm, i.e., propor-
tional fair (PF), in terms of packet delivery rate, while maintaining fairness.

In wireless networks, MAC protocols are classified into two main groups:
contention-based and contention-free MAC protocols. The contention-based
MAC protocols are distributed in nature and suffer from packet collisions. Nodes
whose packets collide, perform a random backoff before attempting to access
the channel again for retransmission of the lost frames. Such protocols include
ALOHA [1], slotted ALOHA [2] and CSMA/CA family of protocols [3]. On the
other hand, the contention free MAC protocols are mainly coordinated in nature
involving a centralised master entity which develops and allocates orthogonal or
non-orthogonal radio resources according to some policies defined by the schedul-
ing algorithms. Schedules assigned to users can either be in time, frequency,
space, code or combination of more than one resource dimension. The conven-
tional scheduling algorithms include: Round-Robin (RR), Earliest Deadline First
(EDF) [4], Maximum Throughput (MT), and Proportional Fair (PF) [5]. Each
scheduling algorithm aims at maximizing/minimizing some network performance
metrics such as fairness measure, sum throughput, power consumption, latency,
etc., subject to some constraints.

In this paper, we contribute to the performance of centralised uplink schedul-
ing algorithms by proposing a novel algorithm, called Neighbour-Aware propor-
tional Fair (N-PF), which takes into account both channel state conditions and
the number of uncoordinated nodes neighbouring each of the scheduled nodes
in the aggregate scheduling metric. To maximize packet delivery rate of the
scheduled nodes, N-PF, prioritises users with large subsets of uncoordinated
neighbours and good channel conditions. In fact, in the presence of capture
effect, good uplink channel conditions for the scheduled nodes results in high
packet capture probability (pc), since pc depends on the Signal to Interference
Ratio (SIR). Similarly, a large subset of uncoordinated neighbours belonging to
a given scheduled node results in high transmission success probability, because
all the uncoordinated nodes in the subset can sense the scheduled transmissions
in progress and refrain from accessing the channel.

The main contributions of this paper can be summarised as: (a) we study a
new problem where scheduled nodes coexist on the same pool of radio resources
with uncoordinated nodes; (b) we propose and evaluate through simulation a
novel scheduling algorithm for the scenario, N-PF, which takes into account the
relative channel quality metric, and the relative neighbourhood metric account-
ing for the presence of uncoordinated nodes in the cell; (c) we evaluate through
simulation the impact of CSMA parameters (e.g., Clear Channel Assessment
(CCA) threshold, NBmax, and backoff exponent (BE)) on the benchmark and
the proposed algorithms.

The rest of the paper is organised as follows: Sect. 2 discusses related liter-
ature, Sect. 3 describes the system model, Sect. 4 describes the benchmark and
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the proposed scheduling algorithms, Sect. 5 describes simulator setup and the
numerical results and finally Sect. 6 provides conclusions.

2 Related Literature

In the past, most MAC protocols for wireless networks have been designed to
work in an environment where all users on the same set of radio resources rely
exclusively on a centralised scheduling algorithms for resource assignments or
contention based MAC protocols for channel access. However, a few studies in
literature have been carried out on hybrid MAC protocols which combine fea-
tures of ordinary TDMA and contention MAC based schemes. The Probabilistic
TDMA (PTDMA) in [6], is an hybrid MAC protocol for a single-hop wireless
LAN. PTDMA adapts the behaviour of the MAC between TDMA and CSMA
according to the level of contention in the network. In [7], DrxMAC, an hybrid
MAC protocol for low power and resource constrained devices is discussed. Drx-
MAC is a slotted TDMA protocol with in-slot carrier sensing, and more than one
device can be assigned the same slot. In [8], the authors proposed an hybrid MAC
protocol for heterogeneous Machine to Machine (M2M) networks which combine
features of contention based and TDMA schemes. [9] Proposes a spectrum-aware
cluster-based energy-efficient routing scheme with an hybrid MAC which com-
bine CSMA and TDMA schemes, but the two schemes operate on non conflict-
ing set of radio resources. In IEEE 802.15.4 standard [10], the MAC protocol
for beacon-enabled mode uses slotted CSMA/CA as the default channel access
scheme, but the coordinator optionally assigns granted time slots to some nodes
based on need.

In our work we consider an hybrid scenario, where the scheduled nodes rely
on a centralised scheduling scheme for resources assignments, while the uncoor-
dinated nodes rely on an unslotted CSMA/CA protocol for the channel access.
Both groups of users coexist on the same set of radio resources. To the best of
our knowledge, N-PF is the first dynamic centralised scheduling algorithm to
account for the uncoordinated neighbours of the scheduled nodes as a part of
aggregate scheduling metric in an hybrid scenario.

3 The System Model

We consider an uplink scenario in a single square cell of side 1 km, consisting of K
scheduled nodes {j = 1, ...,K}, M uncoordinated nodes {i = 1, ...,M}, a single
base station (BS) placed at the center of the cell, and a single frequency TDMA
channel. Scheduled nodes are synchronized with the BS and they rely on a sched-
uler located within the BS for radio resources assignment, while uncoordinated
nodes are asynchronous with the BS and they rely on a CSMA/CA MAC proto-
col for channel access. All nodes are randomly and uniformly distributed within
the cell as shown in Fig. 1. Moreover, the scheduled and uncoordinated nodes
transmit towards the BS on the same set of radio resources. Radio resources are
in form of TDMA slots (hereafter referred as slots). A single frame is divided
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Scheduled node

Uncoordinated node 

BS 

Fig. 1. The system model.

into T slots {s = 0, ..., T − 1} of unit length, each of which is subdivided into t
equal-sized sub-slots {ss = 0, ..., t − 1}.

All devices generate packets of equal length (L sub-slots) according to a
Poisson arrival process with arrival rate λ. For the scheduled nodes, when a
new packet arrives it is buffered until the base station grants the user a slot to
transmit the packet, while in the case of uncoordinated nodes, when a new packet
arrives it is buffered until the device successfully contends for a transmission
opportunity and finishes transmission of the packet or unsuccessfully contents
for a transmission opportunity and drops the packet. Each of the scheduled
nodes can only be assigned at maximum a single unique slot in a given frame to
transmit a single packet. When assigned to a given slot index s, the node starts
transmission at the beginning of that slot. On the other hand uncoordinated
nodes can start transmission at any instant along the time-line when the channel
access attempt is successful. Depending on the number of packets in the buffer,
uncoordinated nodes can attempt transmission of more than one packet, but for
each packet the normal CSMA procedure has to be performed.

Let i be a network user connected to the base station, i is affected by path-loss
according to the model given as

PLi(d)(dB) = k0(dB) + k1 log10 d(i, BS)(dB) − γi(dB) (1)

where k0 and k1 are constants depending on the propagation environment
and the channel frequency, d(i, BS) is the distance between user i and the base
station. In linear scale, γi is an exponentially distributed component account-
ing for Rayleigh fading effect on the link. A packet is considered to have been
correctly received if for the entire packet transmission time both the Signal to
Noise Ratio (SNR) and the SIR are above the respective system thresholds as
given by

SNR > ξ and SIR > α (2)
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Fig. 2. The CSMA/CA protocol.

For simplicity, uncoordinated node i is considered to be a neighbour of the
scheduled node j only if i can hear transmissions of j. Let Ujn = {1, 2, ..., n}
denote the subset of all uncoordinated nodes neighbouring j. The properties of
Ujn i.e. cardinality of the subset and its elements change according to the time
coherence of the channel because of Rayleigh fading effect on links. Therefore
Ujn has a minimum and a maximum cardinality of 0 and M respectively.

The CSMA protocol implemented in our model is represented by Fig. 2. In
the protocol BE is set to a fixed value. Clear Channel Assessment (CCA) is
performed using Energy Detection (ED) technique. As shown in the figure the
channel access attempt fails when the channel is sensed to be busy in all backoff
stages up to the maximum stage (NBmax).

4 Benchmark and Proposed Algorithms

4.1 Proportional Fair Scheduling Algorithm

Wireless networks are characterized by time varying channel conditions, which
are independent for different users. The proportional fair algorithm is designed
to take advantage of multiuser diversity, while maintaining comparable long term
throughput for all users. Let Rj(s) denote the instantaneous data rate that user
j can achieve at time instant s, and Tj(s) be the average throughput for user j
up to time slot s. The proportional fair scheduler selects the user, denoted as j∗

with the best relative channel quality according to the metric Rj(s)/Tj(s) for
transmission. The average throughput Tj(s) for all the users is updated as
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Tj(s + 1) =
{

(1 − β)Tj(s) + βRj(s), j = j∗

(1 − β)Tj(s), j �= j∗ (3)

where 0 ≤ β ≤ 1 and 1/β is the time constant of the exponential moving average.
By changing β the scheduler can trade off between the throughput of the system
and temporal fairness among the users. In this paper, Rj is computed according
to the normalised Shannon capacity formula as log2(1 + SNR).

4.2 The Proposed Scheduling Algorithm

Extending the PF algorithm to account for the number of uncoordinated nodes
neighbouring each of the scheduled nodes in a scenario where uncoordinated
nodes coexists with scheduled nodes on the same set of radio resources, can lead
to significant improvement in the performance of the algorithm. At time instant
s, our proposed algorithm, N-PF, selects the user, denoted as j∗, with the best
aggregate scheduling metric given as

Rj(s)
Tj(s)

∗
(

1
Ω j

)ρ

(4)

where ρ ≥ 0 is an optimization constant used by the scheduler to emphasize or
de-emphasize relative neighbourhood metric Ωj during scheduling. For ρ = 0,
the algorithm turns to be the PF algorithm. For higher values of ρ, the metric Ωj

becomes predominant. For a given scheduled node j, the metric Ωj is given by

Ωj =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 −
(

nj(s)
M

)
, M > 0 & nj(s) �= M

b, M > 0 & nj(s) = M

1, M = 0

(5)

where nj(s) is the number of uncoordinated neighbours of scheduled node j at
time instant s, M is the total number of uncoordinated nodes deployed within
the cell and b is an arbitrarily small positive constant.

5 Simulator Setup and Numerical Results

5.1 Simulator Setup

A C++ simulator is used to evaluate the performance of N-PF algorithm. The
simulator implements the system model as described in Sect. 3. A single TDMA
frame is divided into 10 slots, and each slot is subdivided into 200 sub-slots.
The scheduling algorithm runs at the beginning of each new frame. We assume
that the BS and all users have omnidirectional antennas. Default parameters
considered in our simulations are summarised in Table 1.

A single simulation consists of 1000 frames. Results are averaged over 10
different scenarios, characterised by different nodes’ positions the area.
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Table 1. Default simulation parameters

Parameter Value Parameter Value

Transmit power 30dBm SNR threshold (ξ) 5 dB

β 0.1 SIR threshold (α) 3 dB

ko 41.7dB BS height 20 m

k1 3.0 NBmax 10

λ 1 packet/frame CCA threshold −85dBm

M 40 nodes CCA duration 8 sub-slots

K 30 nodes Contention Window (CW) 31 sub-slots

Packet length 50 sub-slots

5.2 Performance Metrics

1. Jain Index (JI) [11], given as

Jain Index =
( K∑

j=1

xj

)2

/

(
K

K∑

j=1

x2
j

)
(6)

where xj is the average number of radio resource units allocated to user j
within an interval of 1000 frames.

2. Packet Delivery Rate (PDR) is given by

PDR =
no of successful packets

no of transmitted packets
∗ 100 (7)

3. Blocking Rate (BR): if we let UA be the number of unsuccessful channel
access attempts and TA be the total number of channel access attempts, BR
is then given by

BR =
UA

TA
∗ 100 (8)

5.3 Results

Where not indicated, default parameters in Table 1 should be assumed. Figure 3
shows packet delivery rate (PDR) metric for the scheduled nodes versus ρ
with different number of uncoordinated nodes deployed. From the figure, PDR
increases with increasing ρ and decreases with increasing number of uncoordi-
nated nodes (M). The former trend is due to the fact that, for higher values of
ρ the scheduler selects the scheduled nodes with best Ωj metric which results in
minimizing collision loss probability. The latter trend is attributed to the fact
that, packet collision losses increase with increasing M .

Figure 4 shows how the JI varies with the neighbour metric coefficient (ρ).
According to the figure, the JI slightly increases with increasing ρ for values
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of ρ between 0 and 0.25. This effect can be attributed to the additional ran-
domness introduced in the scheduling algorithm by Ωj metric. Above ρ = 0.5,
the JI decreases with increasing ρ because the Ωj component becomes predom-
inant. The decreasing performance in fairness is compensated by an improved
performance in PDR as shown in Fig. 3.

Figure 5 shows the blocking rate (BR) metric versus ρ for the uncoordi-
nated nodes. BR increases with increasing ρ and M . As shown in the figure,
BR slightly increases with increasing ρ because the scheduler selects users with
the best Ωj metric and as a consequence more uncoordinated nodes are blocked
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Fig. 6. Packet delivery rate of the uncoordinated nodes with K = 30 and different
values of M .

from accessing the channel when scheduled nodes are transmitting. On the other
hand, BR increases with increasing M because of increasing contention which
result in many uncoordinated nodes reaching NBmax and consequently drop-
ping packets. Likewise, according to Fig. 6 the PDR of the uncoordinated nodes
slightly decrease with increasing ρ because of increasing packet collision loss
probability.

Figure 7 shows the impact of packet length on packet delivery rate. The PDR of
scheduled nodes increases with decreasing packet length. This is because the prob-
ability of packet collisions decreases with decreasing packet transmission time.
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Fig. 8. Packet delivery rate of the scheduled nodes with K = 30, M = 40 and different
values of CCA thresholds.

Figures 8, 9 and 10 show the impact of CSMA parameters on the sched-
uler i.e. BE, CCA threshold and NBmax. Packet delivery rate of the scheduled
nodes increases with decreasing CCA threshold and increasing BE because these
parameters have an impact of reducing packet collisions. On the other hand,
the delivery rate slightly increases with decreasing NBmax because decreasing
NBmax results in an increased blocking rate of uncoordinated nodes and hence
decreased collisions.
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6 Conclusion

This paper presents a novel centralised scheduling algorithm for a scenario where
scheduled nodes and uncoordinated nodes coexist on the same pool of radio
resources. The proposed algorithm takes into account relative channel quality
metric and relative neighbourhood metric in order to maximize packet deliv-
ery rate while maintaining fairness. Performance evaluations through simula-
tions have demonstrated that, with respect to the benchmark algorithm, the
proposed algorithm: (i) improves performance of scheduled nodes in terms of
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packet delivery rate rate; (ii) for small values of ρ, it improves the performance
of scheduled nodes in terms of Jain index of fairness; (iii) maintains comparable
network performance in terms of blocking rate.
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Abstract. In heterogeneous networks, multi-radio access technologies
(RATs) can coexist for a variety of traffic demands and it is called
multi-RAT network. Also, cognitive radio enable to use white space of
frequency band, and thus spectrum resources can be dynamically allo-
cated. This paper analyzes an effect of multi-radio access (MRA) users,
who simultaneously exploit multi-RATs, on network performance where
dynamic spectrum allocation (DSA) is performed. Multi-dimensional
Erlang loss (MDEL) model, which is based on queueing, is suitable to
describe behaviors of single radio access users in multi-RAT networks
under the performing DSA. Based on the MDEL model, extended MDEL
model is proposed to investigate the effect of MRA users. As MRA users
increase, blocking probability, utilization, and expected processing time
of a user in the multi-RAT networks deteriorate, since the MRA users
require multiple spectrum resources at a time. Numerical results verify
the performance degradation resulted from the MRA users under the
DSA and FSA scenarios.

Keywords: Dynamic spectrum allocation · Heterogeneous networks ·
Multi-radio access technology networks · Multi-radio access user

1 Introduction

In heterogeneous networks (HetNets), users who exploit multi-radio access tech-
nologies (RATs) become widely common and many wireless applications for
multi-RAT have been developed. Hence, spectrum scarcity is one of important
issues in HetNets and many researches have been studied the scarcity problem.
A large portion of allocated spectrum is used sporadically and the utilization of
allocated spectrum has a geographical variation with a high variance in time [1].
Zhao et al. [2] show that the depletion of the spectrum is the result of current
fixed spectrum allocation (FSA) policy rather than physical scarcity of frequency
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bands. For compensation of underutilized spectrum, J. Mitola et al. [3] propose a
concept of cognitive radio (CR). The CR enables user equipment to dynamically
access the spectrum. This is known as dynamic spectrum access.

Dynamic spectrum access is categorized as opportunistic spectrum access
model, spectrum sharing model and dynamic exclusive use model [2,4,5]. Liang
et al. [4] provide an overview on CR networking. They review physical, medium
access control and network layer involved in a CR design. Zhang et al. [5] focus
on spectrum sharing problem in the view point of convex optimization. More-
over, Kliks et al. [6] consider flexible pluralistic licensing concept for 5G wireless
networks from spectrum sharing point of view. Akyildiz et al. [7] classify CR
technologies according to different functionalities such as sensing, decision, shar-
ing, and mobility. Dynamic spectrum allocation (DSA) which belongs to the
dynamic exclusive use model denotes that spectrum is exclusively distributed by
a central entity for spectrum utilization.

DSA has been considered in many researches for spectrum utilization or
revenue. Auction or trading methods of spare frequency bands are introduced
in [8–10]. Subramanian et al. [8] apply a centralized entity called spectrum bro-
ker in multi-RAT network based on dynamic auctions. Each base station (BS)
bids for channels depending on their demands. Their objective is to maximize
the overall revenue subject to interference in the networks. They exploit greedy
algorithm for bidding. However, the greedy algorithm is not an optimal solu-
tion. Thus binary integer programming is introduced for spectrum allocation [9]
to compensate for drawback of the greedy algorithm. They employ an interfer-
ence graph based on interference constraints. This scheme obtains an optimal
set of binary decisions on whether to allocate or not the channels to BSs. The
optimal result is found in accordance multiple objectives of maximization of
total revenue and spectrum efficiency. Le et al. [10] propose a scheme in which
the adjacent cells lease the spectrum to each other to maximize the revenue of
HetNets. This scheme can maximize profit of operators and solve inter-system
interference issue. Game theory, which is an efficient method for resource opti-
mization algorithms, is applied to design a spectrum trading algorithm. Zhang
et al. [11] investigate joint subchannel and power allocation in cognitive small
cell networks. They formulate resource allocation as a cooperative Nash bargain-
ing game, and near optimal solutions are derived by relaxing variables and using
Lambert-W function. Nash bargaining resource allocation algorithm is developed
and show to converge to a Pareto-optimal equilibrium. In [12], DSA framework
for multi-RAT network is proposed. The available frequency band is divided
into sharable spectrum blocks. These blocks are heuristically distributed to each
RAT according to the amount of traffic load. Choi et al. [13] explore the benefit
of multiple transmissions by multi-RATs over a single transmission by a single
RAT. The optimal solution is founded with respect to band selection and power
allocation using a distributed joint allocation algorithm which is proposed for
parallel multi-radio access (MRA) scheme to maximize system capacity. In [13],
they consider that each RAT, which is based on orthogonal frequency division
multiple access (OFDMA), can allocate the scalable spectrum bandwidth size



156 Y. Kim et al.

to users. However, the scalable spectrum bandwidth results in high computation
complexity to OFDMA systems.

This paper analyzes the effect of MRA and single radio access (SRA) users
in multi-RAT networks under the DSA and FSA scenarios. Under the DSA
scenario, total spectrum resources can be distributed to each RAT according to
traffic loads, whereas the amount of assigned spectrum to each RAT is fixed in
the FSA policy. Therefore, the spectrum resources can be more efficiently used
in case of DSA. Each RAT is based on OFDMA allocates subchannels to MRA
or SRA users. To analyze an effect of MRA users, mathematical models which
describe behaviors of MRA users in multi-RAT networks under DSA and FSA are
proposed as queueing models. Using the proposed models, blocking probability
(BP), utilization, and processing time of a user are evaluated according to the
proportion of MRA users.

2 Effect of Multi-Radio Access

This paper considers a region covered by a set of different N BSs, that is, N
RATs are in the region [12], and the multi-RATs belong to same or different
network operators. This is called multi-RAT network.

Every RAT is assumed to adopt OFDMA and frequency band of each RAT is
divided into multiple subchannels. Suppose that the multi-RAT network has CT

subchannels. Based on the FSA policy, the subchannels are evenly distributed
among multi-RATs, i.e., CT /N . On the other hand, subchannels which are in a
multi-RAT network can be shared among multi-RATs where DSA is performed.
In this case, it is possible that one of RATs uses all CT subchannels when the
RAT has huge traffic loads. The spectrum scarcity problem can be mitigated by
performing DSA. The subchannels are assigned to each RAT according to traffic
load when DSA is performed.

When an SRA user access to a RAT, the RAT assigns a subchannel to the
user, and therefore an SRA user occupies a subchannel at a time. Similarly, when
an MRA user access to multi-RAT, each RAT assigns a subchannel. Hence,
multiple subchannels are assigned to the MRA user during access to multi-
RATs. When a RAT has no remaining subchannel, a user is dropped, and this
phenomenon is known as blocking.

2.1 Single Radio Access Users in Multi-Radio Access Technology
Network

In this subsection, let us consider a case that only SRA users are in a multi-
RAT network. An SRA user occupies a subchannel of the RAT which the SRA
user accesses. As mentioned above, based on the FSA policy, each RAT has
CT /N subchannels. On the contrary, under DSA, RATk user can use RATls
subchannel, because subchannels can be shared.

Multi-dimensional Erlang loss (MDEL) model [14] is composed of multiple
Erlang loss models (M/M/c/c). The multiple Erlang loss models can share their
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subchannels, therefore total subchannels are shared in the MDEL model. Hence,
the multi-RAT network, where DSA is performed, can be modeled as the MDEL
model.

The number of subchannels that users occupy is denoted by ck, where k is

index of RAT, k ∈ (1, N). Then,
N∑

k=1

ck ≤ CT . When state of MDEL model is

defined as the number of users who occupy subchannels in the network, state
space is expressed as

S =

{

c = (c1, · · · , cN )

∣
∣
∣
∣
∣
∀ck ≥ 0,

N∑

k=1

ck ≤ CT

}

, (1)

where c = (c1, c2, · · · , cN ) denotes the state and k ∈ (1, N). The state space is
an N -dimensional Euclidean space. Transition rates are as follows:

r(c, c′) =

{
λk, if c′ = c + ek

ckμk, if c′ = c − ek

, (2)

where c, c′ ∈ S, k ∈ (1, N), and ek denotes standard basis of N -dimensional
Euclidean space. Arrival and departure process assumed Poisson process, and
thus λk and μk are rate values of exponential distribution. In steady-state, bal-
ance equation can be derived by using (1) and (2).

p(c1,··· ,cN ) ·
N∑

k=1

[

I

(
N∑

i=1

ci < CT

)

λk + ckμk

]

=
N∑

k=1

[
λkp(c1,··· ,ck+1,··· ,cN ) + (ck + 1)μkp(c1,··· ,ck+1,··· ,cN )

]
,

(3)

where p(c1,c2,··· ,cN ) represents steady-state probability of the state (c1, c2, · · · ,
cN ) and I(A) denotes the indicator function of event A. Also, if
c = (c1, c2, · · · , cN ) /∈ S, then p(c1,c2,··· ,cN ) = 0. Using (3) and normalization con-
dition

∑

c∈S

p(c1,c2,··· ,cN ) = 1, the steady-state probabilities are found as follows:

p(0,··· ,0) =

[
CT∑

c1=0

CT −c1∑

c2=0
· · ·

CT −∑N−1
i=1 ci∑

cN=0

N∏

k=1

λk
ck

ck!μk
ck

]−1

,

p(c1,··· ,cN ) =

⎧
⎨

⎩
p(0,··· ,0) ·

N∏

k=1

λk
ck

ck!μk
ck

, (c1, · · · , cN ) ∈ S

0, (c1, · · · , cN ) /∈ S

.

(4)

2.2 Multi-Radio Access Users in Multi-Radio Access Technology
Network

Multi-RadioAccessTechnologyNetworkwithDynamic SpectrumAllo-
cation: The state space of extended MEDL model is same with the MDEL model.
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To describe the behaviors of MRA users in multi-RAT network, the MDEL model
is extended. Two state transitions are added to the extended MDEL model. Let
1 − γk be the proportion of MRA users, and γk be the proportion of SRA users.
Then the transition rates are given as follows:

r(c, c′) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

γkλk,

γkckμk,
N∑

k=1

(1 − γk)λk,

N∑

k=1

(1 − γk)ckμk,

if c′ = c + ek

if c′ = c − ek

if c′ = c +
N∑

k=1

ek

if c′ = c −
N∑

k=1

ek

, (5)

where c, c′ ∈ S and k ∈ (1, N). The third line of (5) denotes that subchannels
are assigned to an MRA user. An MRA user simultaneously uses N RATs, and
thus N subchannels are assigned. The fourth line of (5) denotes that an MRA
user releases assigned subchannel. Figure 1 shows state transitions of multi-RAT
network under DSA when MRA users are considered. Using (1) and (5), balance
equation is derived in steady-state as (6). Normalization condition and (6), the
steady-state probabilities can be computed using numerical approach [15].

Fig. 1. State transition diagram for behaviors of MRA user in multi-RAT system

p(c1,··· ,cN )

[
N∑

k=1

I ((c1, · · · , ck + 1, · · · cN ) ∈ S) γkλk +
N∑

k=1

I ((c1, · · · , ck − 1, · · · cN ) ∈ S) γkckμk

+
N∑

k=1

I ((c1 + 1, · · · cN + 1) ∈ S) (1 − γk)λk +
N∑

k=1

I ((c1 − 1, · · · cN − 1) ∈ S) (1 − γk)ckμk

]

= I ((c1 + 1, · · · cN + 1) ∈ S) p(c1+1,··· ,cN +1)

(
N∑

k=1

(1 − γk)(ck + 1)μk

)

+ I ((c1 − 1, · · · cN − 1) ∈ S) p(c1−1,··· ,cN −1)

(
N∑

k=1

(1 − γk)λk

)

+
N∑

k=1

[
I ((c1, · · · , ck − 1, · · · cN ) ∈ S) p(c1,··· ,ck−1,··· ,cN )γkλk

+I ((c1, · · · , ck + 1, · · · cN ) ∈ S) p(c1,··· ,ck+1,··· ,cN )γk(ck + 1)μk

]
(6)
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Multi-Radio Access Technology Network with Fixed Spectrum Allo-
cation: Difference between DSA and FSA in the multi-RAT network is whether
there are sharable subchannels. Under the FSA policy, every RAT exclusively
uses subchannels and there are no sharable subchannels. If there is a gap in the
traffic loads among multi-RATs, the FSA is inefficient resources management
method compared with DSA.

In case of FSA, the state space is expressed as follows:

S =
{
c = (c1, · · · , cN )

∣
∣
∣
∣0 ≤ ck ≤ CT

N
, k ∈ (1, N)

}
. (7)

Figure 2 shows the difference of state spaces and state transitions between DSA
and FSA. In Fig. 2, solid arrows denote the transitions associated with SRA
users, whereas dashed arrows denote the transitions associated with MRA users.
The state transitions and transition rates are same with DSA as described in (5)
and Fig. 1, respectively.

Fig. 2. State transition diagram of extended MDEL model under (a) DSA and (b)
FSA, when CT = 4 and N = 2

3 Performance Evaluations

3.1 Blocking Probability

Let the probability of the number of total users in the network be πj , and then
it is computed as follows:

πj(γ,ρ) =
∑

c∈Sj

p(c1,··· ,cN )(γ,ρ), (8)
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where Sj =
{
c = (c1, · · · , cN ) ∈ S

∣
∣
∣
∣∀ck ≥ 0,

N∑

k=1

ck = j

}
, k ∈ (1, N), γ =

(γ1, · · · , γN ), and ρ = (ρ1, · · · , ρN ) =
(

λ1
μ1

, · · · , λN

μN

)
. In addition, BP which

is defined as a probability that an arrival user is blocked because a RAT has no
remaining subchannels is derived by using PASTA theorem, i.e.,

BP (γ,ρ) =
∑

c∈SB

p(c1,··· ,cN )(γ,ρ) = πCT
(γ,ρ), (9)

where SB =
{

(c1, · · · , cN ) ∈ S

∣
∣
∣
∣

N∑

k=1

ck = CT

}
.

3.2 Utilization

The expected value of the number of total users in the network is given as

L(γ,ρ) =
CT∑

j=1

j · πj(γ,ρ), and thus utilization is defined as

U(γ,ρ) =
L(γ,ρ)

CT
. (10)

3.3 Processing Time

Assume that a blocked user tries to access a RAT again until the user succeed
in accessing the RAT. Using above BPs, processing time T (γ,ρ) for a user is
derived as follows:

T (γ,ρ) = Pr[c1 /∈ SB ] · Ts(μ)

+
∞∑

n=2

Pr[c2, · · · , cn−1 ∈ SB, cn /∈ SB ] · (Ts(μ) +
n−1∑

m=1

Ti(λ)),
(11)

where cτ represents the state after τ -th state transition, and random variables
Ts and Ti denote service time and inter-arrival time, respectively. Pr[c1 /∈ SB ]
and Pr[c2, · · · , cn−1 ∈ SB , cn /∈ SB ] denote the probability that a user is not
blocked at the first arrival and the probability that a user in not blocked n-th
arrival after (n − 1)-th blocked. In (11), the probability that user is sequentially
blocked is too small, and therefore (11) can be rewritten as follows:

T (γ,ρ) ∼= Pr[c1 /∈ SB ] · Ts(μ) + Pr[c1 ∈ SB , c2 /∈ SB ] · (Ts(μ) + Ti(λ)). (12)

The first term of right-hand side in (12) can be rewritten (1−BP (γ,ρ)) ·Ts(μ),
and then it is also expressed according to which RAT user:

(1 − BP (γ, ρ)) · Ts(μ) =

N∑

k=1

Pr[departure user ∈ RATk] · (1 − BP (γ, ρ)) · Ts(μk)

=
N∑

k=1

μk
∑N

i=1 μi

· (1 − BP (γ, ρ)) · Ts(μk).

(13)
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In addition, Pr[c1 ∈ SB , c2 /∈ SB ] of (12) is expressed as follows:

Pr[c1 ∈ SB , c2 /∈ SB] = Pr[ c2 /∈ SB

∣
∣c1 ∈ SB ] · Pr[c1 ∈ SB ]

= Pr[Rs(μ) of at least one of CT < Ti(λ)] · BP (γ,ρ)
(a)
= (1 − Pr[Rs(μ) > Ti(λ)])CT · BP (γ,ρ)
(b)
= (1 − Pr[Ts(μ) > Ti(λ)])CT · BP (γ,ρ),

(14)

where Rs(μ) represents remaining time of a user. The equality (a) results from
the independent-identically distributed (i.i.d.) condition and (b) results from the
memoryless property of arrival/departure process. Pr[Ts(μ) > Ti(λ)] in (14) can
be expressed according to which RAT user:

Pr[Ts(μ) > Ti(λ)] =
N∑

k=1

N∑

l=1

Pr[Ts(μl) > Ti(λk)] · Pr[arrival user ∈ RATk]

· Pr[departure user ∈ RATl]

=
N∑

k=1

N∑

l=1

λk

λk + μl
· λk
∑N

i=1 λi

· μl
∑N

i=1 μi

. (15)

After some manipulations, distribution of processing time of a user can be pre-
sented as (16) where the number of RATs N is 2. From (16), moment generating
function of T is calculated as follows:

fT (t) =

2∑

i=1

2∑

j=1

[

β01β02

(
α02αij

αijμ2 − α02λi

)2

+

2∑

k=0

2∑

l=1

αijαklωkl

αijμl − αklλi

]

ηije
− λi

αij
t

+

2∑

i=0

2∑

j=1

[

αijωij

(
2∑

k=1

2∑

l=1

αklηkl

αijλk − αklμj

)

+I(i = 0, j = 2)β01β02

⎛

⎝
2∑

k=1

2∑

l=1

αijαklηkl

αijλk − αklμj

· t −
(

αijαkl

αijλk − αklμj

)2

ηkl

⎞

⎠

⎤

⎦ e
− μj

αij
t
,

(16)

where αij =

⎧
⎨

⎩

μ∑2
k=1 μk

(1 − BP (γ, ρ)), i = 0
[
1 −

(
λi

λi+μj
· λi∑2

k=1 λk
· μj∑2

k=1 μk

)Ct
]

· BP (γ, ρ), i �= 0
,

βij = αijμj∏2
k=0,k �=i (αij−αkj)

,

ωij =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(∑2
k=0 αk,j+1βk,j+1

μj
−

2∑

k=1

αk,j+1
2βk,j+1

αk,j+1μj−αijμj+1

)
βijμj

μj+1
, i = 0, j = 1

2∑

k=1

αk,j−1βk,j−1
αijμj−1−αk,j−1μj

, i = 0, j = 2

2∑

k=1

αk,j+1βk,j+1
αijμj+1−αk,j+1μj

αijβij , i �= 0, j = 1

2∑

k=1

αk,j−1βk,j−1
αijμj−1−αk,j−1μj

αijβij i �= 0, j = 2

,
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ηij =

⎧
⎪⎪⎨

⎪⎪⎩

(−1)j+1αijλiλi+1
∏2

m=1 (∑2
n=1 (−1)n+1αmn)

2∑

k=1

(−1)k+1 αi+1,k

αijλi+1−αi+1,kλi
, i = 1

(−1)j+1αijλi−1λi
∏2

m=1 (∑2
n=1 (−1)n+1αmn)

2∑

k=1

(−1)k+1 αi−1,k

αijλi−1−αi−1,kλi
, i = 2

,

i ∈ {0, 1, 2}, j ∈ {1, 2}.

ΦT (s) =
∏

i∈{1,3,5}

(
μ1

μ1 − αis

)
·

∏

j∈{2,4,6}

(
μ2

μ2 − αjs

)
·

∏

k∈{3,4}

(
λ1

λ1 − αks

)
·

∏

l∈{5,6}

(
λ2

λ2 − αls

)
.

(17)

Expected processing time is obtained as follows:

E[T (γ,ρ)] =

∑
i∈{1,3,5} αi

μ1
+

∑
j∈{2,4,6} αj

μ2
+

∑
k∈{3,4} αk

λ1
+

∑
l∈{5,6} αl

λ2
. (18)

4 Numerical Results

The objective of numerical analysis is to examine how MRA users affect the
performance metrics given in terms of BP, utilization, and expected processing
time. For numerical results, the parameter configuration is set as follows: λ1 = 3
[users/s], λ2 = 0.6, 0.8, 1.0 [users/s], μ1 = 1.5 [users/s], μ2 = 1 [users/s], Ct = 6,
N = 2 and γ1 = γ2 = γ.

Fig. 3. Blocking probability of DSA and FSA under different γ
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Figure 3 presents BPs according to the change in γ under DSA or FSA sce-
narios. When traffic loads of RAT2 are low, the BPs are always low in both DSA
and FSA cases. If traffic loads are high, the BPs also grow up regardless of which
scenario. In addition, BPs always decrease as γ becomes large, because MRA
users occupy more subchannels than SRA users at a time. At low γ region, there
is no difference of BPs according to γ under FSA, whereas at high γ region,
the difference of BPs become large. It describes that DSA is more sensitive with
respect to the effects of MRA users than FSA.

Figure 4 shows the utilization of DSA and FSA in accordance with the change
in γ. In FSA scenario, the utilization becomes low when MRA users are densely
deployed. As γ increases, the utilization also increases. This is because an MRA
user need multiple subchannels, whereas an SRA user only needs a subchannel.
On the contrary, there is no considerable change according to γ in the utiliza-
tion of DSA scenario compared to FSA, because DSA takes on a role of load
balancing.

Figure 5 illustrates the expected time of processing a user according to different
γ under DSA and FSA scenarios. In (18), αi, i ∈ {3, 4, 5, 6} can be approximated
by the terms of BP (γ,ρ), therefore expected processing time is given by

E[T (γ,ρ)] ∼= C1 · BP (γ,ρ) + C2, (19)

where C1 = 2
[

1
μ1+μ2

(
1 + μ1

2+μ2
2

μ1μ2

)
+ λ1+λ2

λ1λ2

]
, and C2 = 2

μ1+μ2
. From (19), it

is noticed that E[T (γ,ρ)] ∝ BP (γ,ρ).

Fig. 4. Utilization of DSA and FSA under different γ



164 Y. Kim et al.

Fig. 5. Expected time of procssing a user under different γ

5 Conclusion

In this paper, an effect of MRA users on performance metrics such as the BP,
the utilization, and the expected processing time was analyzed in multi-RAT
networks under DSA and FSA scenarios. For this, an analytic model which is
extended from MDEL model was provided to describe the behaviors of MRA
users. Numerical results verified that DSA gives better performance than FSA
and the BP and the expected processing time are improved as the number of
SRA users increases.
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Abstract. Quality of experience (QoE) of a secondary spectrum user is mainly
governed by its spectrum utilization, the energy consumption in spectrum
sensing and the impact of channel switching in a cognitive radio network. It can
be enhanced by prediction of spectrum availability of different channels in the
form of their idle times through historical information of primary users’ activity.
Based on a reliable prediction scheme, the secondary user chooses the channel
with the longest idle time for transmission of its data. In contrast to the existing
method of statistical prediction, the use and applicability of supervised learning
based prediction in various traffic scenarios have been studied in this paper.
Prediction accuracy is investigated for three machine learning techniques, arti-
ficial neural network based Multilayer Perceptron (MLP), Support Vector
Machines (SVM) with Linear Kernel and SVM with Gaussian Kernel, among
which, the best one is chosen for prediction based opportunistic spectrum
access. The results highlight the analysis of the learning techniques with respect
to the traffic intensity. Moreover, a significant improvement in spectrum uti-
lization of the secondary user with reduction in sensing energy and channel
switching has been found in case of predictive dynamic channel allocation as
compared to random channel selection.

Keywords: Machine learning � Dynamic spectrum access � Prediction �
Spectrum utilization � Channel switching

1 Introduction

With the ever-increasing need for spectral resources, it becomes necessary for a sec-
ondary user (SU) to smartly and efficiently access the resources of idle channel primary
radio systems without creating harmful interference to the licensed users, which is
possible through Cognitive Radio (CR) technology. However, random spectrum
sensing by an SU can result in a bad channel selection, as the channel might be heavily
used by the existing primary user (PU) during sensing. Moreover, it might result into
multiple unnecessary channel switch which would create delay in the SU data trans-
mission [1]. Therefore, conservation of spectrum sensing energy and reduction in
channel switching become really important for efficient dynamic spectrum access
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(DSA) and better QoE of SU, thereby improving the spectrum utilization of a CR user
(terms, CR user and SU, are used interchangeably in this paper). This in turn suggests
the need of spectrum prediction before sensing and channel allocation, where SU
predicts the primary activity and sense only if the primary predicted state is idle. In this
way, SU would perform prediction based sensing, starting with the channel having
longest idle time and if the predicted state is busy, would switch to the next longer idle
time channel for improved opportunistic spectrum access.

Machine learning (ML) proves to be a powerful tool for a CR system opening up
versatile DSA applications viz. spectrum sensing, spectrum occupancy modeling,
spectrum prediction, traffic pattern prediction, spectrum scheduling etc. [2]. The pri-
mary advantage of ML over other statistical models is that it does not require a-priori
knowledge of the distributions under consideration. In the context of CR, ML tech-
niques are generally used for signal classification, feature extraction, spectrum pre-
diction [3–5] etc. For CR, mainly artificial neural networks (ANN) and Support Vector
Machines (SVM) have been investigated in case of supervised ML [6]. But application
specific work in reference to DSA and channel allocation based on learning has not
been explored in sufficient detail in the existing literature. Moreover, most of the
mentioned papers are restricted to one possible traffic model only.

Tumuluru et al. [7] has done the spectrum prediction based on MLP in Poisson
traffic and has shown some improvement in SU spectrum utilization and reduction in
sensing energy but the essence of channel switching has not been considered. In this
paper, we have analyzed the performance of three supervised ML techniques e.g.
artificial neural network based Multilayer Perceptron, Support Vector Machines with
Linear Kernel (LSVM) and SVM with Gaussian Kernel (GSVM), for the prediction of
primary activity as governed by several well known network traffic models namely,
Poisson, Interrupted Poisson (IP) and Self-similar (SS) traffic. These traffic models
reasonably capture the traffic characteristics that exist in most of the types of the
wireless networks. The performance analysis of the prediction techniques is done in
accordance with the statistical variation of the primary user data traffic. ML technique
with highest prediction accuracy in estimating the average length of OFF period of
primary in a single channel, is chosen for predicting the primary activity in multiple
channel scenario. SU spectrum utilization, spectrum sensing energy and channel
switching have been taken into account for claiming better QoE of CR user.

The paper is organized as follows: Sect. 2 discusses about the system model and
methodology. A brief description of traffic models and various ML techniques are
provided in Sect. 3. The performance analysis and the results are discussed in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 System Model and Methodology

In our model, for simplicity, we assume initially, one SU, targeting a single channel of
PU whose channel state information (CSI) is used by the system for learning based
prediction of future primary activity with three ML techniques in different network
traffics. This model is subsequently used in the scenario of multiple PU channels where
the CR would utilize the information of the average length of the OFF period LOFF

� �
of
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PU activity, predicted by an accurate ML technique. This process is repeated for the
available channels and the channel having longest LOFF is chosen, thereby resulting in
an improved prediction based CR sensing-transmission strategy for DSA. It is also
assumed that the sensing information is highly accurate. The channel allocation
methodology has been explained by the flow graph in Fig. 1.

Fig. 1. Channel allocation methodology
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3 Data Traffic Models and ML Prediction Techniques

3.1 Data Traffic Models

In this work, we have considered three different traffic models, i.e. Poisson traffic,
Interrupted Poisson (IP) traffic and Self-similar (SS) traffic, for characterizing the
statistics of a PU channel. Poisson traffic is one of the most widely used traffic model
used to model the traditional voice data. The IP traffic is a good representation of data
found in computers, e-mails, etc., i.e., there is heavy traffic for some time and then no
traffic for some time. Self-similarity is a well known feature in the Internet traffic. SS
traffic is characterized by long range dependence of traffic, burstiness and high cor-
relation over varying time scales.

3.2 ML Prediction Techniques

In this sub-section, a brief description of three ML prediction techniques used in the
present study is provided.

3.2.1 Multilayer Perceptron Neural Network Based Prediction
An MLP is a feed-forward network of simple neurons called perceptrons. It consists of
three or more layers (an input and an output layer with one or more hidden layers) of
nodes in a directed graph. Each node excluding the nodes at the input layer is a
computing unit i.e. perceptron. The perceptron computes single output from multiple
real-valued inputs by forming a linear combination of their input weights and then
putting the output through some nonlinear activation function. Mathematically, this can
be written as:

y ¼ u wTxþ b
� � ð1Þ

where y is the output vector, u is the activation function, w is the weight vector, x is the
input vector and b is the bias.

The activation function is often chosen to be the logistic sigmoid or tangent
hyperbolic. The number of hidden layers and the number of neurons in each layer vary
according to the application [7].

MLP networks are typically used in supervised learning problems, that can be
further solved by the back-propagation algorithm (BPA) [8]. The signal flow graph for
MLP is presented in Fig. 2, where the circles in blue, excluding the input layer, denote
neurons.

For the implementation of the MLP algorithm, we have used MATLAB Neural
Network Toolbox with 4 inputs in the input layer, two hidden layers consisting of 15
and 20 neurons respectively and one neuron in the output layer. We have used Tangent
Sigmoid and Purelin as the activation functions respectively for the hidden layer and
the output layer neurons. Both learning rate and momentum constant for the gradient
descent method in BPA are taken as 0.2 and 0.9 respectively. These values are chosen
after rigorous cross-verification for optimality.
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3.2.2 Linear and Gaussian Support Vector Machines Based Prediction
SVM is a maximum margin discriminative classifier which means that, it learns a
decision boundary that maximizes the distance between samples of the two classes,
given a kernel. The distance between a sample and the learned decision boundary can
be used to make the SVM a “soft” classifier. In the present implementation, we have
used linear kernel based SVM and Gaussian kernel based SVM. The training feature
and response vectors can be represented as Z = (Ti, xi) where Ti ∊ {−1, 1}. The two
classes are separated by a hyperplane denoted as H: wTx + b = ε, where w is the
weight vector, b is the bias and e ¼Pm

i¼1 ei is a slack variable vector whose 1-norm is
the penalty term. The hyperplanes which separate the two classes are given by:

Ti ¼ 1 when wTxi þ b[ 1� e
�1 when wTxi þ b\� 1þ e

� �
ð2Þ

With a soft margin, the optimization problem for the SVM can be defined as
follows:

min
ðw;b;eÞ2Rnþ 1þm

1
2

wk k2 þC
Xm
i¼1

e2i

 !
ð3Þ

s:t:Ti wTxi þ bð Þ[ 1� e;
fori ¼ 1; 2; . . .;m:

where C > 0 is a regularization parameter that balances the weight of the penalty termPm
i¼1 ei and the margin maximization term 1

2 wk k2 [9].
For training and testing purposes, we have utilized the widely used software tool

i.e. LIBSVM [10], integrated and compiled in MATLAB, where the algorithm is
iterated until the minimum tolerance value (taken as 0.0001 in this work) is achieved.

Fig. 2. Signal flow graph for MLP
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4 Performance Evaluation, Results and Discussion

For evaluating the performance of the prediction based technique for the reliable
prediction of LOFF estimate for different traffic scenarios, we have used two perfor-
mance measures i.e. probability of error in predicting the busy state, Proberr(busy
state), and the mean square error in predicting the average length of the OFF duration
of primary activity, MSE of LOFF . The significance of Proberr(busy state) lies in the
interference caused by the CR user to PU. More Proberr(busy state) would lead to more
tendency of CR user to violate the interference constraint. However, the overall uti-
lization efficiency of SU with better channel allocation strategy, is governed by MSE of
LOFF . Moreover, the prediction accuracy and MSE of LOFF for all the ML techniques
are calculated and depicted in Table 1. The traffic intensity for an ON-OFF random
data traffic is defined as:

q ¼ TON
TON þ TOFF

ð4Þ

where TON and TOFF are respectively the average time for which the primary user is
busy and idle.

The mean-square error in predicting the average length of the OFF duration of
primary is calculated as:

MSE of LOFF ¼ 1
N

XN
n¼1

LOFF�preðnÞ � LOFF�orgðnÞ
� �2 ð5Þ

where N is the total number of simulation intervals, LOFF�pre nð Þ is the average length of
OFF duration of PU activity in predicted data at the nth simulation interval and simi-
larly, LOFF�org(n) is the average length of OFF duration of PU activity in original data
at the nth simulation interval. The other performance metric, the prediction accuracy
(PA), is defined as:

Table 1. Comparison of ML Techniques for different training lengths and traffic intensities in 3
traffic scenarios.

Percentage of
training data

Traffic
intensity

ML
technique

Poisson IP SS

MSE PA MSE PA MSE PA

30 % 0.5 MLP 2.032e-1 91.558 2.034e-1 87.040 1.195e-1 85.104
LSVM 8.828e-7 92.850 2.233e-6 87.470 5.817e-7 85.398
GSVM 2.012e-1 91.890 2.055e-1 87.290 6.597e-7 85.368

0.8 MLP 5.360e-4 92.645 5.223e-3 89.950 2.140 86.746
LSVM 7.382e-8 92.931 1e-7 90.003 4.082e-7 87.068
GSVM 1.088e-7 92.919 7.330e-7 89.988 8.850e-7 87.054
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PA ¼ 1� Peð Þ � 100 ð6Þ

where Pe is the overall probability of error, i.e. when the busy state is predicted as idle
and vice versa, in the prediction by an ML technique. For prediction analysis, 30 % of
the primary user data is used for training while the rest of the data is utilized for testing
the trained model. The total number of traffic slots for primary data is taken as 50000 in
this work. Moreover, as the characteristics of the particular data traffic might change
with time, we have evaluated the performance of all the considered parameters after
averaging over sufficient number (50 in this work) of simulation intervals.

In a multi-channel scenario, two cases have been analyzed for the performance, i.e.
random sensing, where CR user randomly senses the channels and check the status at
every slot, and prediction based sensing, where CR user predicts the channel status of
all the channels with the help of slot history information. In the second case, the
channels are prioritized in the decreasing order of their LOFF , then the CR user starts
priority based sensing of the channel among the channels with predicted idle status.
Moreover, we have considered 10 licensed channels of different traffic characteristics,
as described in Table 2, and a single SU in the slotted-time mode. It is assumed that at
every slot, SU has the sensing information of all the channels.

The QoE of SU is characterized using three performance measures:

1. Spectrum Utilization Improvement (αimp)
The spectrum utilization (α) is defined as the fraction of slots in the system over a
finite duration of time, for which number of slots are detected as idle by the CR
user. So, spectrum utilization improvement (in %) due to prediction is given by

aimp ¼ aPS � aRS
aRS

� 100 ð7Þ

where αRS and αPS are respectively the spectrum utilizations by CR in the case of
random sensing and prediction based sensing.

Table 2. Different Channels for Primary User System

Channel number Mean inter arrival time Traffic intensity

1 22 0.760
2 20 0.500
3 18 0.700
4 16 0.625
5 12 0.600
6 10 0.700
7 10 0.600
8 20 0.500
9 25 0.525
10 22 0.500
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2 Reduction in Channel Switching (βred)
The percentage reduction in channel switching due to spectrum prediction can be
expressed as

bred ¼
bRS � bPS

bRS
� 100 ð8Þ

where βRS and βPS are number of times CR has to switch the channel in case of
random sensing and prediction based sensing respectively.

3 Reduction in Sensing Energy (ξred)
Sensing energy is reduced in case of prediction based sensing, because in random
sensing, CR user has to sense all the slots while through prediction, it senses only
when the state of the channel is predicted to be idle. Here, we have assumed that
one unit of sensing energy is required to sense one slot. The percentage reduction in
sensing energy is given by

nred ¼
nRS � nPS

nRS
� 100 ð9Þ

where ξRS and ξPS denote the product of unit sensing energy and corresponding
number of idle slots sensed by CR in case of random sensing and prediction based
sensing.

Figures 3 and 4 depict the probability of error in predicting the busy state of the
primary for different traffic types utilizing the three learning schemes. It can be
observed that for all types of data traffics, the probability of error in predicting the busy
state decreases as we increase the traffic intensity. As q increases, the number of times

Fig. 3. Proberr(busy state) vs. ρ for different data traffic using different ML techniques.
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the channel being idle tends to decrease. It may be noted that MLP prediction technique
performs slightly better than the other two in this case.

Figure 5 shows the variation of MSE of LOFF , for Poisson and IP traffic against the
traffic intensity, q. The decreasing nature is attributed from the fact that, there are less
number of transitions from busy state to idle and vice-versa with increase in q. This
leads to more dependency of future states on the present and previous states, thereby
suggesting a decrease in prediction error and an improvement in the prediction

Fig. 4. Proberr(busy state) vs. ρ for SS traffic using different ML techniques.

Fig. 5. MSE of LOFF vs. ρ for different traffic using different ML techniques.
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accuracy. However, in this case, LSVM based prediction turns out to be the best in
terms of LOFF .

With the same reasoning, similar pattern was expected for bursty SS traffic in
Fig. 6. But it is observed that the prediction is not so accurate for high traffic intensity.
This may be due to the heavy burstiness and strong OFF period correlation in the data
traffic. Nevertheless, LSVM is found to perform uniformly and reliably for the SS
traffic.

Table 1 provides a comparison of the performance of ML techniques under various
simulated conditions in terms of the MSE of LOFF and prediction accuracy of the
algorithm under consideration. It is clearly observed that for any data traffic, LSVM
outperforms both the other techniques.

Figures 7 and 8 show the comparison of random sensing and prediction based
sensing on the basis of improvement in spectrum utilization and reduction in channel
switching respectively. It can be seen in Fig. 7 that the number of times a channel used
by a CR user for a duration of time, is far more in the case of prediction based sensing
than that in random sensing. This is due to the fact that through prediction, a CR can
find more idle slots in a channel thereby utilizing it optimally. Moreover, the per-
centage of channel switching would also be decreased as shown in Fig. 8. In prediction
based sensing, CR remains in the best predicted channel, i.e. the channel with longest
LOFF , for more time and switches to the next prioritized channel only when the state of
the present channel is predicted to be busy, unlike in random sensing where CR senses
any channel randomly and is supposed to switch, if it is found to be busy in sensed slot.

Fig. 6. MSE of LOFF vs. ρ for SS traffic using different ML techniques.
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In Table 3, an improvement in spectrum utilization due to prediction ranging from
around 88 % to 146 % considering different number of channels, has been found.
Channel switching is reduced by more than 83 %. Finally, Table 4 shows the reduction
in sensing energy for a channel with q ¼ 0:5 and for different mean inter-arrival times.
Energy is saved in the case of prediction because there is no sensing operation when the
predicted status of the slot is busy.

Fig. 7. SU utilization of a channel in both cases of sensing (Color figure online)

Fig. 8. Comparison of % channel switching in both cases of sensing (Color figure online)
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5 Conclusion and Future Work

In this work, the importance of machine learning spectrum prediction is highlighted in
the context of CR for efficient DSA. LSVM is found to consistently predict the primary
LOFF in data traffics with high accuracy. This technique is further used in multi-channel
CR scenario and prediction based sensing is done over the channels which are prior-
itized on the basis of decreasing LOFF . A significant improvement in spectrum uti-
lization, decrease in channel switching frequency and reduction in spectrum sensing
energy have been found thereby providing improved quality of experience to CR user
for opportunistic spectrum access.

However, this preliminary work needs further extension for multiple SU’s without
assuming perfect detection. Moreover, some advanced prediction algorithms based on
deep belief need to be exploited for further QoE enhancement of the SU in multiple
channel radio access in a CR system.

Acknowledgement. This work has been carried out as a part of the project “Mobile Broadband
Service Support over Cognitive Radio Networks”, sponsored by Information Technology
Research Academy (ITRA), Department of Electronics and Information Technology (DeitY),
Ministry of Communications & IT, Govt. of India.

Table 4. ξred in a channel due to prediction for q ¼ 0:5 and different mean inter-arrival time

Mean inter-arrival time ξred (%)

10 57.1265
12 55.9721
14 55.0063
16 54.2976
18 54.1090
20 53.5461
22 53.2832

Table 3. Comparison of αimp and βred due to prediction for different number of channels

Number of channels αimp (%) βred (%)

3 88.5394 87.4291
5 124.0066 85.1706
7 146.3669 83.9832
9 145.1946 86.7339
10 139.7345 88.1905
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Abstract. This paper describes a low computational complexity semi-
deterministic Inter-Cell Interference (ICI) map construction procedure.
The built Interference Map (IM) gives the ICI level at each pixel of a two-
dimensional area, based on an initialization map and ICI levels measured
by collaborative User Equipments (UEs). In a first step, the initialization
map is obtained with an analytical location-dependent ICI prediction
model based on the Poisson Point Process (PPP) framework, where a
priori deterministic information about the indoor/outdoor UE status can
be injected. The analytical interference map is then updated following a
self-learning approach, after spatially interpolating the gap sensed by the
UEs with respect to analytical predictions in their visited positions. Two
conventional spatial interpolation techniques are thus considered under
regular and irregular sensing grids: Inverse Distance Weighting (IDW)
and kriging, where exponential and Von Kàrmàn variograms are used.
In order to show the benefits of the IM initialization, the performance is
compared to that of traditional approaches (i.e., direct spatial interpo-
lation of the ICI measured values), while varying the density of sensing
positions.

Keywords: Inter-Cell Interference (ICI) · Interference Map (IM) · Self-
learning · Spatial interpolation · Kriging · Long Term Evolution

1 Introduction

The emerging wireless communication standard Long Term Evolution Advanced
(LTE-A) and beyond introduces significant technological enhancements to meet
the ambitious requirements set by the Third Generation Partnership Project
(3GPP) in terms of high data rate and high spectral efficiency.

To satisfy this continuous growth, the network is brought closer to the users
by making the cells smaller [1]. However, a cell densification generates a high
Inter-Cell Interference (ICI) level that should be mitigated in order to preserve
high performance and satisfy the User Equipment (UE) Quality of Service (QoS).
ICI estimation has been identified as a priority research topic in the recent litera-
ture. Some studies assume that the ICI follows a Gaussian distribution (by invok-
ing the central limit theorem) and derive the ICI statistical parameters accord-
ingly, as given in [2]. However, higher layer algorithms (e.g., handover, resource
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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scheduling, coordinated base stations’ transmission activity...) usually require
more accurate channel estimations/predictions. Accordingly, current researches
focus on the construction of refined Interference Maps (IMs) that aim at repre-
senting the ICI level as a function of the UE location in 2D spaces. Such maps
are even more welcome and beneficial in Heterogeneous Networks (HetNets),
which consist of different layers (i.e., macro and micro cells).

IMs can be designed using: (i) fingerprinting techniques (deterministic app-
roach), or (ii) (location-dependent) ICI prediction models (e.g., stochastic app-
roach). The high resolution fingerprinting approach consists in collecting real
ICI levels with a drive test to measure the Received Signal Strength (RSS) at
each location of the considered area [3,4]. This method needs a pre-training step,
which may be too greedy in terms of time, or alternatively, blind crowd-sourcing
(i.e., performing calibration “on the fly” as UEs physically sense and report their
ICI conditions). The latter method requires that a minimum amount of field
measurements are collected to converge properly and ensure uniform coverage.
Thus it may introduce significant latency in the system (e.g., before being able
to take any reliable IM-based decision). To overcome this drawback, low resolu-
tion fingerprinting (where the ICI levels can also be collected from collaborating
UEs that send their locations and RSS measurements to the eNB) is exploited
by estimating the ICI level of the non-visited locations using well-known spa-
tial interpolation techniques [5,6]. The performance thus depends mainly on the
accuracy of the used spatial interpolation technique. However, it may also suf-
fer from similar latency issues under too sparse sensing. Moreover, both high
and low resolution fingerprinting approaches can just account for an instanta-
neous picture of the ICI conditions (most likely, corresponding to distant sensing
epochs) but not for varying base stations activity over time. On the contrary,
ICI prediction models derive an analytical expression for the average ICI level as
a function of UEs locations based on a priori stochastic assumptions (typically,
regarding the spatial distribution of fixed interfering base stations) [2,7]. They
represent a flexible alternative to cope with HetNets complexity. This may come
at the expense of a tolerated mapping accuracy degradation (e.g., local pre-
diction biases), somehow resulting from spatial interference averaging or even
from deliberate approximations made for the sake of tractability (e.g., about
distance-dependent integration bounds) in a few particular proposals [8].

In this study, we introduce a new mixed semi-deterministic method to dynam-
ically build the IM. First of all, interference values are predicted by a stochastic
location-dependent ICI analytical model proposed in our previous work [8] in
a 2D area. Then prediction errors, which account for the deviation between
the previous IM predictions and the deterministic UE measurements at the vis-
ited positions (i.e., at the discret sensing positions), are spatially interpolated
to get a global prediction error surface. The latter can be further used to cor-
rect and update the final IM in a self-learning way (See Fig. 1). In comparison
with classical approaches, where the UE measurements are directly interpolated,
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the proposed solution is expected to converge more rapidly1 towards the actual
ICI conditions under spatially sparse sensing conditions. In the two compared
IM approaches, conventional techniques are considered for the respective spa-
tial interpolation steps, namely the Inverse Distance Weighted (IDW) technique
and the Kriging technique with both exponential and Von Kàrmàn variogram
models [9,10].

Numerical results are provided for illustration, based on deterministic Ray-
Tracing radio simulations in a representative urban scenario and for different
rates of regularly and irregularly drawn active UEs.

Overall, the novelty of this study lies in (i) the practical description of the
IM initialization out of the predictive model in [8], while introducing local par-
titioning of the 2D prediction space around physical sensing positions, (ii) the
coupling of this IM initialization with additional deterministic Indoor/Outdoor
information and finally, (iii) the dynamic IM update depending on sensing posi-
tions through the spatial interpolation of prediction errors.

Fig. 1. Block diagrams of both proposed (a) and conventional (b) sensing-based IM
approaches.

The paper is organized as follows. In Sect. 2 we define the system model. The
semi-deterministic interference map construction steps are detailed in Sect. 3.

1 The so-called “convergence speed” is just intended here in terms of the overall
amount of collected UE measurements, indifferently of their acquisition conditions
(i.e., synchronous measurements at distributed static UEs, asynchronous measure-
ments under UE(s) mobility).
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Section 4 summarizes the simulation parameters and the numerical results.
Finally, Sect. 5 concludes the paper.

2 System Model

Our goal is to build a semi-deterministic interference map, where the IM is first
initialized according to an analytical location-dependent ICI estimation model.
Then a self-learning procedure allows an update of the IM according to the pre-
diction errors obtained regarding the ICI levels sensed by the UEs in the visited
positions. The analytical location-dependent ICI estimation model is based on
stochastic approach, where in K-tier HetNets, the network’s nodes are modeled
according to an independent Poisson Point Process (PPPs). Let K be the total
number of tiers in the network. Thus, the nodes positions of each tier k are mod-
eled with an independent homogeneous PPP ϕk = {y1, y2, . . . }, k = 1, . . . , K
of intensity λk.

The Orthogonal Frequency Division Multiple Access (OFDMA) technique is
considered for resource allocation. Thereby, the intra-cell interference is canceled
and the total interference received by a user u on the downlink is caused only
by the nodes transmitting on the same frequency band. However the macro
and small cell base stations can be allowed to transmit in the same frequency
band (i.e., co-channel deployment), or in separate frequency band. When the
macro and small cell BSs operate in different frequency bands, the ICI is called
a co-tier interference, which means that the interference is generated between
network elements on/belonging to the same layer. The macro cell users and the
small cell users are interfered only by the macro cell base stations and the small
cell base stations, respectively. Unlike the separate frequency band allocation,
in a co-channel deployment, the users are interfered by all the network nodes
without distinction between tiers. In this case, the interference is called a cross-
tier interference.

In [8], both co-tier and cross-tier location-dependent ICI estimation model
are derived. However, in this paper, we focus only on the co-tier interference.
Without loss of generality, the same methodology can be used to apply the
semi-deterministic approach in a cross-tier interference map construction.

The analytical model considers various sources of channel variations. A stan-
dard path loss function that depends on the distance rj = ‖yj‖ between the
user2 and the interfering base station j is used. First (of all) the path loss func-
tion is classically expressed by Pl(rj) = l r−γ

j , where l and γ > 2 are respec-
tively the reference (constant) path loss and the path loss exponent. Their values
depend on the considered scenario (i.e., macro or small cell scenario), and can be
instantiated by using the corresponding model specified in [11,12]. In addition,
Rayleigh fast fading effects of the form h ∼ exp(1) are taken into account. In [13],
it has been shown that shadowing has a considerable impact on the ICI level.
Thus, in our study a log-normal shadowing χ = 10

X
10 such that X ∼ N (μ, σ) is

2 For straightforward mathematical analysis, the user is assumed to be located at the
origin.
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considered while deriving the ICI estimation model. μ and σ are, respectively,
the shadowing mean and standard deviation in dB. We depict as μk and σk the
specific shadowing parameters associated with the kth tier. Based on these radio
environment parameters, a location-dependent analytical model of the downlink
ICI level is given by:

Î(x) =

(
πλ

(e)
k Φ(r,Rob, 4)

2
√

ηerfc−1(0.5)

)2

(1)

where Φ(r,Rob, 4) = arctan(Rob) − arctan(r), r is the true distance between the
UE and the first interfering eNB, Rob � 3r is the radius of the observing area
(i.e., the distance beyond which the interfering signal is considered negligible)
and η = 1

Pk l , where pk is the node’s transmission power of tier k. For more
details regarding this model, please refer to [8].

Using the latter equation as a practical prediction tool in a real system (while
assuming that eNB positions are unknown and/or non-disclosed to the UE), for
any particular occupied position xi of the 2D area of interest, r(xi) could be prac-
tically estimated as r̃(xi) relying on the RSS perceived from the closest interfer-
ing eNB, ˜RSS(xi). Then the set of neighboring positions x̄i around each occupied
position xi defines a region where one can assume in first approximation that
r̃(xi) is an acceptable common distance to the closest interfering eNB, ∀x ∈ x̄i.
For instance, those regions, which do not necessarily coincide with eNB coverage
cells, can be defined in a Voronoi sense around the sensing points (ensuring at
least that any point in the region is closer to the sensing point leading to the
common r approximation). Accordingly, the entire 2D area can be partitioned
into small sub-areas of constant nominal ICI levels depending on the physically
visited positions, as illustrated within the simplified 1D scenario of Fig. 2. Even
under relatively low sensing points density, anyway much lower than the density
simulated hereafter while evaluating the proposed solution, the assumption of
a “common closest interfering eNB per region” has been reasonably validated
by additional simulations (not shown here due to the limited number of pages).
Extra deterministic a priori information, Ch(x) = {Indoor,Outdoor}, regarding
the environment status at any position x can be used to account for lower per-
ceived ICI levels in indoor zones, by adding an extra power penalty on top of the
initial analytical prediction, while assuming Non Line of Sight (NLoS) outdoor
channel parameters by default. Overall, the combination of analytical predic-
tions, space partitioning and deterministic information leads to a piece-wise IM
initialization Î(x), ∀x in the 2D area of interest.

3 Inter-Cell Interference Map Construction and Updates

So as to get more reliable information, the previous IM initialization is updated
following a self-learning procedure. For this sake, one can perform either a statis-
tical shape analysis such as the Procrustes analysis, which defines the required
transformations to be applied to the initial map based on the observed shape
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deviations (i.e., scaling, rotation...) [15], or more simple interpolation techniques.
As defined in the 3GPP standard, the active UEs report their measurements to
the eNB. Accordingly, the observed “gap” between the measured ICI level and
the estimated level can be evaluated at all the visited sensing points xi, as illus-
trated in Fig. 2. Since the active UEs can be sparsely (i.e., under low deployment
density) and/or non-uniformly distributed in the geographic area of interest, the
IM is thus herein updated by spatially interpolating the perceived prediction
errors as follows:

ε(xi) = Î(xi) − I(xi) (2)

where, Î(xi) and I(xi) are respectively the estimated and the observed ICI levels
at the sensing position xi.

Finally, the corrected ICI value Îu(x) is defined by:

Îu(x) = Î(x) − ε̂(x) (3)

where, Î(x) and ε̂(x) are respectively the theoretical ICI level obtained by the
stochastic location-dependent ICI model over partitioned regions and the inter-
polated gap at any position (i.e., including non-visited points).

Fig. 2. Analytical ICI prediction errors based on visited UE sensing positions.

So as to estimate the gap ε̂(x) at any location x, we consider classical spatial
interpolation techniques that are widely used in the context of radio environment
cartography [5,16,17]. More specifically, we focus on the well-known IDW and
Kriging methods. These two approaches rely on a set of neighborhood observed
gap values, through weighted linear combinations.
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For IDW, the ICI gap values at unobserved positions are expressed as:

ε̂(x) =
N∑

i=1

λ(xi)ε(xi) (4)

where

λ(xi) =
d(x, xi)p

∑N
i=1 d(x, xi)−p

(5)

is the Shepard’s weighting function, given according to the distance between the
location of the unobserved gap value x and the location of the observed gap
values xi, N is the number of considered observed gap values, and p is a real
positive power (usually p is set to 4 or 6).

Unlike the IDW technique, the Kriging weights are based on the spatial
correlation between the considered observations, which can be reflected by the
covariance matrix C such that,

C(τ)λ = C(0) (6)

where C(τ) is the covariance matrix between the sensing positions xi, τ =
d(xi, xj) with 1 ≤ i ≤ N and 1 ≤ j ≤ N . and C(0) is the covariance vector
between the interpolation position x and the sensing positions xi.

An alternative way to describe the spatial relationship of the observed val-
ues is the variogram (or semi-variogram). Contrarily to the covariance matrix,
the variogram can be calculated even if the mean of the observation values is
unknown. Thus, the variogram is more convenient to describe the spatial rela-
tionship inside a data set and is described as,

γ(τ) =
1
2
V ar[ε(xi) − ε(xi + τ)] (7)

Under the hypothesis of first and second order stationarity, the semi-variogram
is given as:

γ(τ) = C(0) − C(τ) (8)

The experimental semi-variogram is calculated from the given data and therefore
a discrete and often irregularly sampled function. The experimental variogram
can then be approximated through a continuous parameter model. The most
frequently used in the radio environment cartography are:

– the exponential model defined as:

γ(τ) = n + c(1 + exp(
−3τ

rg
)) (9)

With, n is the nugget, c is the sill and rg is the range of the variogram (i.e.
the correlation length).

– the Von Kàrmàn model defined as:

γ(τ) =
c

2ν−1Γ (ν)
(

τ

rg
)νKν(

τ

rg
) (10)

where Γ is the gamma function, Kν is the modified Bessel function of the
second kind of order 0 ≤ ν ≤ 1 [18].
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4 Simulation Parameters and Performance Analysis

In the following simulations, the active UEs’ ICI measurements (i.e., at visited
positions xi), as well as the true generalized ICI level I(x)∀x, are taken from a
realistic interference map obtained by ray-tracing techniques [14] over a mixed
Indoor/Outdoor urban area of 1 km2. Both the IDW and the Kriging (using
exponential and Von Kàrmàn variogram models) interpolation techniques are
first compared. We consider that the sensing task (i.e., ICI measurements) is
performed by active UEs. Thus, the number of sensing positions is proportional
to the population density and the rate of active UEs in the area. Regular and
irregular sensing positions are considered. We assume that the studied area is
in the city of Paris (France) with a population density of 21564 pop. per km2

[19], which are equipped with mobile phones that can collaborate to the sensing
procedure during their active mode, with an active UE rate of 45 %.

As a first step, comparing the so-called “true” IM over the whole area (i.e.,
obtained by ray-tracing deterministic simulations) with that obtained through
low resolution fingerprinting (i.e., using a spatial interpolation over the deter-
ministic ICI values at the sensing positions) based on the IDW and the Kriging
methods, we obtain the Cumulative Distribution Functions (CDFs) of ICI level
estimation error illustrated in Fig. 3. From the latter, we notice that the ICI
error obtained with regular sensing positions is close to that of irregular sens-
ing positions, whatever the interpolation technique. At the 50-percentile, IDW
generates an ICI error of 6 dB, whereas kriging generates an error of about 2
dB independently of the used variogram model. The better performance of the
kriging method is due to the weighting strategy, which relies on data correlation.
It is worth noting that using the exponential variogram model generates lower
ICI prediction errors. However the performance gap obtained with the two var-
iogram models is very small (in the order of 0.01 dB). Based on this numerical
results, in the following we focus only on the kriging method with the exponential
variogram.

Next, in order to show the benefits from IM initialization, we compare the
performance of the new proposed algorithm (i.e., IM update procedure) with the
conventional low resolution fingerprinting technique that directly interpolates
the sensed ICI values (see Fig. 1). We just assume perfect knowledge of the
distance to the closest eNB at any point of the map for simplicity, considering
the relatively high spatial density of sensing UEs (see the discussion on space
partitioning validity in Sect. 2). The comparison is based on the CDF of ICI
error with respect to the “true” IM (i.e., obtained by ray-tracing deterministic
simulations) (see Fig. 4). As said before, the type of sensing grid has a relatively
low impact on the performance under the considered practical UE density. The
ICI obtained with the regular and the irregular sensing positioning is indeed very
small. However, the performance of the updated IM is higher. At 90-percentile,
the ICI error obtained with the updated IM (i.e., using the theoretical IM at
the initialization step) is about 5 dB, whereas the latter is about 9 dB in case
of low resolution fingerprinting. The a priori information provided by both the
analytical IM and the indoor/outdoor map used in the initialization step allows
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Fig. 3. CDF of ICI error in regular sensing positions

Fig. 4. CDF of ICI error: low resolution fingerprinting and updated IM

to smooth the observed gap values in comparison with the deterministic ICI
values, while capturing even better local spatial correlation effects.
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Fig. 5. CDF of ICI error: updated IM and Low resolution IM vs active UE rate (Colour
figure online)

An active UE rate of 45 % may be high in practice and thus, not sufficiently
realistic. Thus, the performance of the proposed updated IM is also studied with
regards to different values in terms of active UEs rate. It is expected that under
lower spatial density, the performances of both the updated IM and the low
resolution fingerprinting techniques will decrease. We assume an irregular sensing
positioning, where the updated IM and the low resolution fingerprinting IM are
both generated with the kriging method based on the exponential variogram.
Figure 5 shows the CDF of the corresponding ICI errors. The red and black
curves represent the CDFs of ICI error obtained with the updated IM (i.e.,
the proposed algorithm) and the low resolution IM, respectively. The active UE
rates are shown with different line types. We can notice that when the active
UE rate decreases, the ICI error increases independently of the used technique
for the IM construction. However, the updated IM generates a low ICI error
compared to the low resolution fingerprinting technique. In addition, the gap
introduced when the active UE rate decreases is higher in case of low resolution
fingerprinting compared to the updated IM. At 90-percentile, when the active
rate decreases from 40 % to 15 %, the ICI error of the updated IM increases from
5.92 dB to 6.63 dB, whereas the ICI error of the low resolution fingerprinting
increases from 9.17 dB to 11.65 dB. In fact, even at low active UE rates (e.g.,
15 %), the proposed algorithm outperforms the low resolution technique. This
can be explained by the presence of an initialization step and by the update
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Fig. 6. Semi-deterministic IM based on exponential variogram: irregular sensing posi-
tions with active UE rate of 15%

procedure according to the gap between the ICI level observed at the sensing
positions and the theoretical IM at the same positions. It is also worth noting
that this improvement is achieved with relatively low computational complexity.
The additional computation cost inherent to our algorithm is related to the
gap computation at the N sensing positions with a computational complexity
of O(N). However, the complexity of (Eq. 4) can be decreased by considering
only the closest neighboring sensing positions (i.e., choose the sensing positions
within a radius R � 50 m for the closest neighboring sensing positions). Figure 6
shows the resulting IM obtained with the proposed algorithm using the kriging
interpolation with the exponential variogram, where an active UEs rate of 15 %
is considered. The ICI levels are represented with a color code. Since the eNBs
are located outdoor, the IM shows a low generated ICI level in indoor, a higher
ICI level in outdoor, especially in the streets where UEs are exposed to more
than one eNB in Line of Sight (LoS).

5 Conclusion

To build an IM, a stochastic-based location-dependent ICI estimation model that
considers the shadowing, the fast fading and the path loss, was first developed.
However, the analytical IM may be practically challenging to get reliable a pri-
ori information in real systems, due to the possibly low representativeness of the
statistical model parameters in practical operating environments. Combining the
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latter analytical IM with space partitioning and indoor/outdoor deterministic
information enables piece-wise IM initialization when starting from scratch. To
build a reliable IM, we propose an update of the analytical IM in a self-learning
procedure. The update is performed by a spatial interpolation technique based
on the ICI gap observed by collaborative UE at the sensing positions considered
either regular and irregular. Two spatial interpolation techniques are studied:
(i) Inverse Distance Weighting (IDW), and (ii) Kriging where exponential and
Von Kàrmàn variogram model are investigated. The performance analysis shows
that, unlike to the sensing positioning type, where the regular and irregular posi-
tioning sensing give a similar ICI estimation error, the choice of the spatial inter-
polation technique impacts more the ICI estimation performance. The numerical
results show that the IDW is less reliable than the kriging spatial interpolation
technique, since in the latter case the weights are based on the inputs correla-
tions. The best ICI estimation is given with the kriging based on the exponential
variogram. In addition, the performance of the proposed method is studied as
a function of the active UE rate, where the performance of the updated IM
degrades more slowly that for the low resolution fingerprinting method.

Acknowledgement. The research leading to this paper has been supported by the
Celtic-Plus project SHARING (project number C2012/1-8).
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Abstract. The idea of adaptive usage of uplink frequency resources
for other purposes, such as downlink data transmission, has attracted
researchers for many years. This paper discusses the concept of apply-
ing a simultaneous uplink and downlink transmission scheme for flexible
duplexing, where the middle part of the so-called uplink component car-
rier is used for downlink data delivery. The realization of such an idea is
based on the adaptive change of the transmit/reception mask at the base
stations and/or mobile devices. Beside a theoretical analysis, this paper
provides the calculation results of the interference rise in the system.

Keywords: Flexible duplexing · Non-contiguous transmission · Inter-
ference · LTE/LTE-A · 5G systems

1 Introduction

The problem of asymmetric traffic, typical for modern wireless networks, can
be solved in various ways depending on the applied duplexing schemes between
uplink (UL) and downlink (DL) data delivery. In time division duplexing (TDD),
a fragment of the frequency spectrum is utilized in both directions of data trans-
mission (i.e., from base station (BS) to mobile terminal (MT), and from MT to
BS), and the split between UL and DL is done in the time domain. As the wire-
less standards typically provide a very detailed time hierarchy (i.e., transmitted
bits are organized into frames, bursts, chunks, etc.), it can be foreseen that asym-
metric traffic can be easily managed by the application of adaptive allocation
of more time slots to that direction which needs to serve higher traffic. Such an
approach has been discussed in, e.g., [1–4]

Contrarily, in the classical frequency division duplexing mode (FDD), the
data between BS and MT can be delivered continuously in the time domain
in both directions if needed, but the split between UL and DL is realized in
the spectrum domain, i.e., dedicated fragments of the frequency spectrum are
assigned to each transmission direction. In such a case, the problem of asym-
metric traffic can be solved by allowing data transmission in a selected direction
in both bands. In other words, UL band can be utilized for DL transmission
and vice-versa. Some interesting discussion can be found in, e.g., [5,6]. It is also
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worth noticing here that the frequency bands dedicated for UL and DL transmis-
sion are separated by a dedicated frequency gap guaranteeing enough isolation
between the transmit and receive signals. This isolation is required, as the prob-
lem of efficient canceling of strong interference at the reception interface from
the transmit one is not mature enough today, although much progress has been
achieved in the area of wireless full-duplex transmission [7,8]. These observations
have to be considered while realizing the concept of adaptive utilization of both
frequency bands for data delivery only in one direction.

In our work we concentrate on FDD solutions with particular attention given
to LTE/LTE-A systems. Our motivation behind such a selection is to provide
new technological solutions, while keeping the backward compatibility with cur-
rent standards. In other words, one may notice that many of the existing wireless
standards (including practical deployments of LTE) are based on FDD solutions.
Thus, it is highly expected that the existing infrastructure be utilized as effec-
tively as possible, and flexible usage of frequency bands in such a scenario can be
one of the interesting solutions. Moreover, we assume that the amount of traffic in
the DL direction is much higher than in the opposite direction, as this represents
a typical situation in crowded areas where the role of the dominating service is
played by mobile video streaming [9]. Clearly, an opposite situation is also pos-
sible (one can consider mass events where many persons decide to upload the
photos or videos), but it is not as popular as the previous one. Finally, in such a
context, the selection of LTE-based systems is natural, as this is the technology
that permanently supersedes 3G systems in many places in the world. How-
ever, the application of flexible duplexing in FDD-LTE is not straight-forward,
due to the continuous transmission of control signals in PUCCH in the UL band
(PUCCH stands for physical uplink control channel). It means that (potentially)
every time there is a useful signal present in the uplink band and it is not possi-
ble to allocate the whole UL band for downlink transmission without interfering
to the base station.

One of the possible solutions in such a case is to apply the TDD mode in
the uplink band [1]. In other words, the whole DL band is utilized for delivering
data from BS to MT only (so the classic FDD transmission scheme is kept in
the DL band), but the UL band is split in time into equal time slots which
can be adaptively assigned to UL or DL depending on the current traffic in
both directions. In this context, it is worth to mention further developments in
this topic, known as the TDD Enhanced Interference Management and Traffic
Adaptation (eIMTA) [10,11], also standardized in Release 12 of LTE [12]. Here,
the split between the uplink and downlink data is considered to be flexible and
modified adaptively to the observed traffic.

In the approach discussed in this paper, we propose to use the uplink bands
in a highly flexible way, so that the split between uplink and downlink traffic
depends mainly on the current user demands and assumed priorities. We con-
sider simultaneous data transmission in both uplink and downlink directions,
implementing advanced adaptive transmission/reception filtering for out-of-band
attenuation. In general, this technique allows us to utilize the middle part of
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the uplink component carrier for DL transmission. Clearly, such a transmission
scheme results in an interference rise observed inside the serving and all sur-
rounding cells. Thus, in order to evaluate the proposed scheme, we have analyzed
its impact on the interference boost observed by other users (mobile terminals
or base stations). Based on that analysis, we propose to apply simple localiza-
tion techniques for further enhancements in the proposed scheme, as well as we
discuss the backward compatibility of that study. The key idea of the paper is
to check the possibility of utilizing a fragment of all uplink resources for down-
link transmission, even if the rest of these uplink resources are occupied. This
approach is highly flexible, and can be used as a solution for advanced spec-
trum utilization in 5G networks. Moreover, the proposed technique can also
guarantee backward compatibility with 4G systems. Thus, in order to check the
correctness of the proposed approach (i.e., simultaneous uplink and downlink
transmission) and its backward compatibility, we intentionally modeled a 4G-
like scenario where uplink control data are transmitted at the edges of the uplink
band. Nevertheless, this scenario can easily be generalized.

The paper is structured as follows. In the next section, we briefly remind
selected techniques proposed for flexible duplexing, and present a few potential
application scenarios including the key limiting factors of the LTE/LTE-A sys-
tems. We also discuss the main idea of simultaneous data transmission and the
method of pre-calculating the transmit/reception masks. The analysis is followed
by a presentation of the obtained numerical results.

2 Flexible Duplexing for 4G and 5G

2.1 TDD Mode Applied in Uplink Band

The concept of flexible utilization of unused frequency resources in FDD-based
wireless communication systems is one of the immediate solutions that appeared
during the discussion on the effective management of asymmetric traffic in cur-
rent and future networks. As introduced in the previous section, various schemes
have been considered so far (please see the discussion in, e.g. [1]), but the most
focus has been put on TDD-based solutions. In such a case, the UL band is
utilized following the time division duplex mode, where for certain time slots,
the UL channel is used for downlink data transmission. Clearly, such a scheme
results in an interference increase observed by other system users (for example,
by those located in the surrounding cells). In order to minimize the impact of
this phenomenon, quite often, (almost) ideal synchronization between cells is
considered. This issue is illustrated in Fig. 1, where a frame consisting of 10 sub-
frames is shown. In the upper part, the classic case is shown, where the whole
UL band is used only for UL transmission. In such a case, one can ideally assume
the lack of interference between the neighboring cells (in the figure, we used the
names Cell A and Cell B). In the middle part of the figure, some arbitrarily
selected subframes are used for DL data transmission, causing interference to
the adjacent cells. The problem is more severe if there are some synchronization
problems between the cells, as shown in the bottom part of the figure.
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Fig. 1. Examples of flexible duplexing schemes in TDD mode

2.2 Considered Use Cases

There are various practical use cases considered in the context of flexible duplex-
ing that can be found in the literature. In order to illustrate the idea we show
two of them below. First, as discussed in the previous subsection, one can apply
flexible duplexing at the macro-cell level. Thus, it is the macro base station that
decides to assign some of the slots for downlink transmission, and such a trans-
mission scheme is unique within the whole cell. The interference is then observed
in the neighboring cells - please see Fig. 2. Another case includes the presence
of small cells, i.e., there is more flexibility in assigning the subframes for UL or
DL transmission, as this decision can be made either at the macro, or small-cell
level. In the latter case, interference is induced into both serving and neighboring
sites, as shown in Fig. 3. Without a loss of generality, we concentrate on the two
macro-cell scenario, having in mind that the scheme proposed in this paper can
be immediately applied to other cases with few or even no modifications.

Fig. 2. Two macro cell scenario

2.3 Proposed Simultaneous Flexible Duplexing Scheme

Let us now consider an FDD-LTE-based system operating in both macro cells
(hereafter denoted as Cell A and Cell B) with the frequency reuse factor close
to unity; the application of the soft frequency reuse can be considered as well,
but it does not influence the idea investigated here. In such a case, the uplink
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Fig. 3. Two macro cell and one small cell scenario

component carrier is used, broadly speaking, for user data delivery (realized in
PUSCH, standing for physical uplink shared channel) and for uplink control
information transmission (typically performed via PUCCH). It is important to
notice that the PUCCH data are transmitted using small frequency segments
located on the borders of the component carrier. In the considered scenario, we
focus on the case when the UL channel (in Cell B) is used only for conveying
control information, and there are no user data to be delivered to the base
station. At the same time, Cell A is using the middle part of its own component
carrier for downlink transmission, causing some interference rise. The idea is
illustrated in Fig. 4, where the first seven subframes are managed in the way
described above. However, we foresee that the proposed scheme can be extended
to a more flexible situation where the fragment of the UL band will also be used
for user data transmission (as shown in the last four subframes); this is a topic
for further investigation. Please notice that we have also intentionally illustrated
the presence of inference observed within the serving cell (Cell A), as the resource
blocks used for PUCCH delivery in Cell A will be affected by the DL transmission
in the middle of the band. The key concept proposed by us is to apply advanced,
adaptive spectrum shaping algorithms originally considered to be used in non-

Fig. 4. Proposed scheme for simultaneous flexible duplexing
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contiguous multicarrier transmission schemes [13]. These solutions can guarantee
a significant reduction of unwanted out-of-band emission even in a very narrow
frequency band at a reasonable complexity. Moreover, these algorithms can be
applied at the beginning of a frame, allowing for a precalculation of the required
spectrum masks (filter shapes). The moments when the new spectrum masks
have to be changed within the cell are indicated by solid bold vertical lines in
Fig. 4.

2.4 Synchronization Problems

As stated, in the considered scenario, the DL data signal in Cell A will be trans-
mitted adjacently (in frequency) to the UL control signal in Cell B. As such,
there will be some interference between UL (SC-FDMA, single-carrier frequency
division multiple access) and DL (OFDMA), depending on the guaranteed syn-
chronization level between both systems:

– full frequency and time synchronization - there is no inter-carrier interference,
– only frequency or only time synchronization - there is inter-carrier interference.

It is well known that both systems utilize the same subcarrier spacing and cyclic
prefix (CP) length. Both systems could have the same reference oscillator fre-
quency, synchronized using, e.g., GPS. On the other hand, according to LTE
modulation specification, subcarriers in UL (after DFT processing) are moved
by 0.5 subcarrier spacing in comparison to the DL signal in order to obtain
minimum peak-to-average power Ratio (PAPR). As such, DL and UL subcarri-
ers are not orthogonal to each other, i.e., inter-carrier interference occurs. One
solution would be to shift 5G transmission by 0.5 subcarrier spacing to achieve
subcarriers orthogonality and rely on the carrier frequency offset estimation at
the receiver.

Another issue is related to the time synchronization of frames between Cells
A and B. Typically, all mobile terminals attached to Cell B have different tim-
ing advance values (due to different propagation times) in order to synchronize
their UL signal at the Cell B base station. However, in a practical case, DL trans-
mission within Cell A is not synchronized or only partially synchronized with
Cell B UL, and interference occurs. On the other hand the protection of Cell A
UEs (DL) from interference caused by Cell B UEs (UL) cannot be achieved by
means of synchronization (many sources of interference with different propaga-
tion delays). Other solutions have to be considered, such as the above-mentioned
filtering.

2.5 Sources of Interference in Non-orthogonal OFDM/SC-OFDM
Systems

The interference power in the considered scenario at the SC-OFDM receiver
(Cell B base station/eNodeB) comes from two sources [14]:
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– Out-of-band (OOB) radiation of the DL/UL transmitter - this is mostly the
effect of sinc-like subcarrier spectrum. As it has been shown in [14], each sub-
carrier in the time domain can be represented by a complex sinusoid windowed
using a rectangular window. However, there are a number of spectrum shap-
ing methods designed in order to reduce OOB radiation power, e.g., [15,16].
The simplest one is to use so-called guard subcarriers [14] by modulating sub-
carriers closest to the currently utilized spectrum bandwidth with zeros (i.e.,
subcarriers close to the PUCCH band in Cell B are zeroed). Another source
of OOB radiation is the high PAPR of an OFDM transmission carried using
a nonlinear front-end. However, it can be effectively reduced using PAPR
minimization or predistortion techniques [17].

– Limited selectivity of OFDM/SC-OFDM receiver - in a case when there is no
user data transmission in the uplink (only the control channel is present), the
middle part of the UL component carrier is empty, and only the resource blocks
at the border convey useful data. However, the DFT operation is carried at the
receiver on N consecutive incoming samples cut out from a stream of incoming
samples. As such, time-domain windowing with N -length rectangular window
is used. The reception filter characteristic of a single subcarrier has a sinc-
like shape. If there is a DL signal (transmitted as stated above in the middle
of the UL band) observed by the Cell B receiver, high power sidelobes of a
sinc function will cause interference on the used subcarrier (conveying control
information). In order to overcome this problem, time-domain windowing or
filtering should be applied at the receiver.

3 Simulation Results

In order to evaluate the proposed scheme, we would like to measure the impact
of the interference induced to other users due to the application of the proposed
flexible duplexing scheme (i.e., when the advanced spectrum shaping proposed
in [15,16] is implemented). We consider the presence of various receivers in the
system, ones that are equipped with the proposed spectrum shaping algorithms,
and others that can be treated as classical LTE devices (base stations or mobile
terminals). The idea here is to guarantee backward compatibility with the exist-
ing devices.

3.1 Power Spectral Density Analysis

First, SC-OFDM (UL) and OFDM (DL) occupying a maximum of 20 MHz band-
width are considered with IFFT/FFT of size N = 2048. Both systems trans-
mit their signals in dedicated time slots (0.5ms duration each) composed of 7
OFDM/SC-OFDM symbols. While the first symbol in a slot utilizes 160 sam-
ples with CP, the rest are 144 samples long, each. It is assumed that there is no
synchronization, neither in the time, nor in the frequency domain (as it is the
most challenging scenario, as presented in the previous section). According to
[19], the maximal number of Resource Blocks (RBs) in the considered scheme is
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100. In the case of no data transmission in UL, only PUCCH is transmitted on
both ends of the available band, i.e., RBs indexed 50 and -50. In the proposed
scheme, unused resource blocks in the middle can be utilized by Cell A for its DL
transmission. In Fig. 5, normalized PSDs of UL and DL signals are shown using
solid lines. Cell A transmission utilizes RBs with indexes {−48, ...,−1, 1, ..., 48},
i.e., a contiguous band around the DC subcarrier (0th RB is not used). Signals
are normalized to have equal received power per utilized RB. It can be observed
that the OOB radiation of DL transmission in-band of UL transmission equals
about -25 dB (solid, blue line). However, as presented previously, OOB radia-
tion can be decreased by the application of advanced spectrum shaping methods
(like Optimized Cancellation Carriers Selection, OCCS, discussed in [15]). In the
presented plot, 20 OCCS subcarriers have been used, i.e., about 1.8 % out of all
used subcarriers are devoted to OOB reduction. It is visible that a significant
OOB radiation reduction can be obtained (solid, black line).

On the other hand, the values of the effective signal and interference power
observed at the SC-OFDM receiver (i.e. after passing the FFT block) are shown
with dashed lines. It can be noticed that the application of the proposed flexible
duplexing scheme with no dedicated filtering, i.e., where standard receivers (std.
RX) at the Cell B and standard transmitters (std. TX) at Cell A are used, results
in the highest effective interference power, i.e., about -22 dB. The modification
of only one side of the system (either the transmitter using the OCCS method, or
the receiver by applying 256-samples-long Hanning windowing before FFT oper-
ation) does not significantly decrease the interference power. However, if both
methods are combined (dashed, black line) the interference power is decreased
significantly giving about -45 dB.
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3.2 Adjacent Channel Interference Ratio Analysis

In this section we analyze the adjacent channel interference ratio (ACIR) as a
good metric used for the assessment of the ratio of wanted power to the inter-
ference power from the other bands. Mathematically, ACIR is the function of
the adjacent channel leakage ratio (ACLR, used to characterize the transmitter)
and the adjacent channel selectivity (ACS, used to characterize the receiver),
i.e., ACIR = 1

ACLR−1
+ACS−1 . As it has been mentioned, another possibility to

decrease interference power at the Cell B receiver is to use Guard Subcarriers
(GSs) [14]. Turning off DL subcarriers closest to the utilized UL band increases
both ACLR and ACS. Let us note that such an approach is compliant with the
existing LTE TX/RX technology, although it decreases the achievable rate (as
some subcarriers are not utilized). The efficiency of this approach is considered
here. In Fig. 6, ACIR values of the standard and advanced TX/RX technolo-
gies are shown as the functions of frequency separation between the UL and
DL signals. ACIR is defined as the ratio of Cell-A-originated transmitted power
observed at the antenna of Cell B base station to the power of effective interfer-
ence at Cell B RX, i.e., power observed at the utilized subcarriers after the FFT
block (in resource blocks used for PUCCH transmission). It is shown that when
the PDSCH and PUCCH overlaps (frequency separation equal 0), ACIR equals
about 20 dB. The situation changes rapidly when guard subcarriers are used.
Even in the case of a standard transmitter and receiver, the introduction of a
single empty resource block between the UL and DL bands (frequency separation
equal to 2) increases ACIR to 42 dB. In the case of advanced TX and RX utiliza-
tion (with the spectrum shaping algorithms discussed previously), the frequency
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separation of 2 RBs results in ACIR equal to 63.47 dB. It means that by proper
signal processing, e.g., spectrum shaping at the transmitter [15,16] and win-
dowing at the receiver [14] together with the application of guard subcarriers, a
significant ACIR increase can be achieved. It is worth explaining why the curve
representing ACIR for an advanced transmitter and receiver rises steeply for low
frequency separation, and then it falls down. Such behavior is observed due to
the specificity of the OCCS method which reduces the OOB most significantly
in the adjacent subcarriers.

3.3 Influence on Transmission Opportunity in Neighboring Cell

In the most rigorous approach, Cell A can transmit according to the proposed
scheme only if Cell B’s transmission is not deteriorated (in practice, some deteri-
oration should be acceptable). According to Table 8.2.1.1-6 in [20], the minimum
SINR that should allow for transmission using QPSK modulation and 1

3 coding
rate is -0.4 dB. However, PUCCH reception should even be possible for lower
SINR values, namely, -3.8 dB. Assuming the proposed scheme is used when only
PUCCH is transmitted in Cell B’s UL (although in general, other scenarios can
be considered as well), it is visible that interference plus noise power can be
increased by 3.4 dB without decreasing the effective Cell B radius. In order to
evaluate this issue, the effective cell radius has been calculated using the COST
231 model for carrier frequency f = 2 GHz, base station antenna height HA = 30
m, mobile terminal antenna height hUE = 1.5 m, and mobile terminal and BS
gains GUE = 0 dBi and GBS = 18 dBi, respectively (according to [21]). Assuming
the mobile terminal transmit power is PUE = 23 dBm and thermal noise power
in 300 K increased by a Noise Figure (NF) of 5 dB [21], Cell B radius equals
RA = 0.83 km.

For the same system parameters, the interference plus noise power can be
increased by 3.4 dB while transmitting PUCCH (instead of PUSCH), as dis-
cussed above. It can be calculated that the effective interference power from
Cell A TX to Cell B RX should be equal or lower than -93 dBm. In Fig. 7, the
minimum required ACIR value is plotted as a function of distance between the
cell centers for different propagation parameters between these BSs. In the worst-
case scenario, both BSs have the Line-of-Sight propagation condition (received
power decreases with n = 2 power of the distance), and a maximum antenna
gain of 18 dBi at both BSs is assumed. Even in such a case, the required dis-
tance between Cell A BS and Cell B BS equals only about 327 m for ACIR equal
to 78.4 dB (advanced processing at both TX and RX), which is less than the
calculated cell radius.

In the case of some reflections (received power decreases with n = 2.5 power of
the distance), the required distance equals, e.g., 576 m for ACIR=50 dB that can
be achieved even without any improvements at the TX/RX side. If the received
power decreases with the third distance power (n = 3) and because of tilt, the
antennas do not have maximal gains in their directions, i.e., GAB = GBA = 10
dBi, the required ACIR decreases even further.
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Fig. 7. Minimum required ACIR vs distance between Cell A and Cell B BS for different
system parameters.

4 Conclusions

In this work, we have evaluated the possibility of simultaneous UL and DL data
transmission in the flexible duplexing mode by the application of advanced spec-
trum shaping algorithms. Based on the achieved results, one can state that such
a transmission scheme is possible, and the proposed technical solutions guaran-
tee that the assumed maximum level of allowable interference is not exceeded.
In some cases (by the application of guard subcarriers) even backward compat-
ibility can be achieved. It means that the unused frequency resources in the UL
channel can be utilized simultaneously for DL transmission, leading to better
spectrum utilization. As the results are promising, one should consider investi-
gating a situation where not only PUCCH is present in the UL band, but user
data as well.
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Abstract. This paper presents the FTA-MAC (Fast Traffic Adaptive
MAC) protocol, a novel energy-efficient MAC protocol based on asyn-
chronous duty cycling for Wireless Sensor Networks (WSNs). In FTA-
MAC protocol, the communication between the sensor nodes is initiated
by sending a wake-up beacon from the receiving node. The latter fast
adapts its wake-up interval according to the traffic rate in order to reduce
the idle listening of the transmitting nodes, which results in reducing the
energy consumption. FTA-MAC protocol is implemented and evaluated
in OMNeT++/Mixim network simulator. Simulation results show that
FTA-MAC outperforms state-of-the-art protocols under fixed and vari-
able traffic rates and also with multiple concurrent nodes. Thanks to this
better wake-up schedule, the lifetime of a sensor node is increased 1.5 to
2 times.

Keywords: Energy-efficient MAC protocol · Traffic aware · Wireless
sensor networks · Wake-up interval

1 Introduction

Wireless sensor networks (WSNs) received tremendous attention in recent years
because of the evolution of sensor devices as well as wireless communication
technologies. The sensor devices connected to the Internet of Things (IoT) [1]
can be used to enable remote health monitoring, emergency notification or other
observation systems. A problem of such sensor devices is the limited lifetime
because of the limitation of the battery capacity. To tackle this problem, one
solution is to use an energy efficient protocol to control the behavior of each
device in the network. Another challenge in these systems is to deal with variable
traffic that can appear in applications such as remote health monitoring. In this
type of systems, the sensor nodes are used to monitor the patient physiological
parameters such as pulse rate, body temperature, etc., which are periodically
transmitted to the center node (e.g. a smart phone). However when the observed
patient changes its activity, the sensor nodes can also modify their data rate.
Therefore, a new communication management mechanisms are required allowing
these devices to adapt with respect to the variable traffic.
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The Medium Access Control (MAC) layer allows a sensor node to efficiently
share the wireless medium with others in the network. In this layer, the main
causes of energy consumption are the idle listening, the overheads, the overhear-
ing and the collisions [2]. Thus, in order to reduce the energy, these factors need to
be optimized but there are trade-offs between them. For example, reducing idle
listening and collisions requires extra synchronization and overheads, whereas
reducing the synchronization and overheads causes the waste of energy in colli-
sions. In the context of energy-efficient MAC protocols, an important mechanism
for reducing the energy consumption is duty cycling. In this technique, the radio
is turned on periodically, switching between awake and sleeping states.

The recent duty cycling MAC protocols can be grouped into two types: syn-
chronous and asynchronous. While synchronous duty cycling MAC protocols
(such as SMAC [3], TMAC [4]) reduce the energy consumption by synchronizing
the sleep and wake-up times of sensor nodes, asynchronous duty cycling proto-
cols do not require any synchronization period and can be categorized into two
groups: sender initiated (e.g. BMAC [5], XMAC [6], WiseMAC [7]) and receiver
initiated (PW-MAC [8], RICER [9], RI-MAC [10], TAD-MAC [11]). In asynchro-
nous protocols, the receiver/sender sends a Wake-up Beacon (WB) to schedule
a rendez-vous with other nodes for receiving/sending data frames.

While many of these protocols have been proposed to reduce energy con-
sumption, few of them address the case of WSNs with variable traffics. Indeed,
the traffic in WSNs can be variable depending on the requirements of the appli-
cations. The senders can change their traffic rate many times and without any
preview.

In this paper, a new asynchronous duty cycling energy efficient MAC pro-
tocol, called Fast Traffic Adaptive MAC (FTA-MAC) protocol, is presented.
Typically, in a duty cycling protocol, the optimal protocol has the schedule such
that the sender and receiver wake up at same time, as it is the case for synchro-
nous protocols but at the price of less flexibility and extra overheads, leading
to energy waste. To approach this optimal schedule, FTA-MAC protocol adapts
the wake-up interval of the receiver toward the transmission rate of the sender.
To deal with variable traffic, FTA-MAC provides an adaptive mechanism at the
receiver side to quickly reach a steady state value of wake-up interval according
to the new traffic rate of sender.

The contributions of our work are:

– designing of a novel energy-efficient MAC (FTA-MAC) protocol for WSNs
with variable traffics. FTA-MAC minimizes the energy consumption of the
sensor nodes by reducing their idle listening time.

– implementing FTA-MAC in OMNeT++/Mixim network simulator for a star
network topology. The performance of FTA-MAC are compared with TAD-
MAC and RICER under fixed and variable traffic rates.

The rest of this paper is organized as follows. Section 2 describes the related
works on receiver-initiated and adaptive MAC protocols. The main contribu-
tion of the paper is presented in Sects. 3 and 4, which describe the design of
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FTA-MAC protocol and its evaluation through network simulations, respectively.
Finally, the paper ends with the conclusion in Sect. 5.

2 Related Works

One of the early MAC protocols based on duty cycling technique with initiation
by the receiver is RICER proposed in [9]. A receiving node wakes up with a
constant period IWU and initiates the communication by transmitting a short
WB (with a duration Tb) and by monitoring the channel for a fixed duration Tl.
If there is no response, this node goes back to sleep. A source node with data
to transmit wakes up, stays awake and waits for the WB from the destination.
Once receiving a WB, it sends its data frame. The communication ends with
an acknowledgement (ACK ) sends from the destination after correctly receiving
the data frame. Two other versions of RICER were proposed in [12] to avoid
data collisions.

The receiver-initiated mechanism has been also applied to asynchronous duty
cycling in RI-MAC (Receiver-Initiated MAC) [10]. In RI-MAC, the WB is used
to initiate the communication. In some cases, the receiver is already active and
sends WB before the sender wakes up so the latter misses it. An mechanism
called beacon-on-request aims to avoid this bad situation. The sender sends a
special WB which contains the receiver address to specify who is supposed to
receive the following DATA frame. The receiver answers a beacon to enable the
sender to send DATA immediately. RI-MAC works with dynamic traffic load by
increasing or decreasing the number of nodes but does not work for the variable
traffic.

Proposed in [8], PW-MAC (Predictive-Wakeup MAC) aims at optimizing the
idle listening. PW-MAC schedules the rendez-vous for a receiving node and a
transmitting node by using a pseudo-random number generator in each node.
The receiver includes the parameters of its generator in the WB. Based on these
values, the sender can predict the next wake-up of the receiver so that the sender
can wake up shortly before the receiver. Although this mechanism reduces the
idle listening and energy, it is not suitable for networks with variable traffic. If
the sender needs to change its traffic rate, it must buffer the data frame and
waits until the receiver wakes up. The traffic latency will increase and frames
will be dropped if the buffer is full.

One protocol that includes a mechanism for variable traffic is TAD-MAC
(Traffic-Aware Dynamic MAC) protocol, presented in [11]. In TAD-MAC, the
receiver periodically sends a WB and considers the variable traffic by adapting
its wake-up interval to the traffic rate of each individual sender. In order to
be reactive to the traffic change, the receiver wakes up twice more frequently
than the sender. This leads to energy waste due to unnecessary wake-ups of
the receiver. Unlike in RI-MAC, the WB of TAD-MAC contains a specific node
address to identify the destination address. This mechanism allows the reduction
of wireless collisions.

FTA-MAC and TAD-MAC protocols are both based on the Traffic Status
Register (TSR) technique introduced in the next section. However, FTA-MAC
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proposes an algorithm which allows the receivers to estimate the data rate of
senders and to wake up just in time to reduce the idle listening of senders.

3 Fast Traffic Adaptive MAC Protocol

3.1 Traffic Status Register (TSR) Based Protocol

In a network under variable traffic, the traffic estimation is an important part.
With their limited computation capacity, the sensor nodes require a light-weight
mechanism to estimate the traffic. The TSR technique is first introduced in [11]
to store the status information of the traffic. When a receiver wakes up to send
a WB, if it receives a data response, the TSR corresponding to the transmitted
node is filled with a bit 1, in contrast, the TSR is filled with a bit 0. The new
status (either bit 1 or bit 0) is inserted into the TSR at the first index by
shifting left one bit. In a star network, the receiver contains a list of TSR to
track the traffic status of all the potential senders, as described in Fig. 1. This
is a blind way to keep the track of traffic load without any information about
the data rate of the transmitter. This blind estimation is not a quantitative
evaluation of the data rate but rather a relative measure of either the traffic
is increasing (which is represented by multiple consecutive ones in the TSR)
or decreasing (which is represented by multiple zeros in the TSR). In this con-
text, the sequence [10101010. . . ] seems the best trade-off between the optimal
sequence [11111111. . . ] (i.e. each wake-up of the node is followed with a success-
ful data reception), and the too frequent wake-up [10001000...] due to several
reasons:

– Sequence of [11111111. . . ] is an ideal sequence which means that each time
the receiver wakes up, it receives data. Because of the blind estimation, it
always has probability of missing data as soon as the traffic rate increases
(at the transmitter side). The wake-up interval of the receiver will remain at
lower traffic rate.

Fig. 1. Traffic Register Status (TSR) structure.
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– Sequence of [10001000. . . ] is another extreme as the receiver wakes up too
often and wastes energy by sending unnecessary WB.

Thus, [10101010. . . ] sequence is selected as a steady state in TAD-MAC
protocol. The sender periodically wakes up to send data. This period is called
interval of transmission (ITx) and the receiver adapts it wake-up interval (IWU )
according to the ITx of sender. With the sequence [10101010. . . ], the receiver
wakes up twice more frequently than the sender. It means that IWU is equal to
0.5ITx. The sender wakes up and waits for WB from the receiver in a limited
interval of time (tWBmax) and the tWBmax is always less than ITx.
Because of the blind estimation, a drawback of the TSR technique is that the
receiver can converge to a wrong value even if the sequence is still the best trade-
off sequence [10101010. . . ] with the condition that tWBmax is less than 0.5ITx.
This problem is described more clearly in Fig. 2 where the receiver converges to
a wrong value: IWU is equal to 1.5ITx.

Moreover, the speed of convergence depends on the length of the TSR and
the pair values of IWU0 (the initial value of IWU ) and ITx. In some worst case,
the receiver takes a long time to reach the steady state and loses much energy.
The blind estimation without any additional information from the sender nodes
is a good idea but it still has many limitations.

Fig. 2. Wrong convergence of TAD-MAC protocol (IWU converges to 3
2
ITx instead of

1
2
ITx).

3.2 FTA-MAC Protocol Design

FTA-MAC is a novel protocol based on the duty cycling technique. The commu-
nications between the sensor nodes are initiated by the receiving node and the
principle is described in Fig. 3. The figure is divided into two phases: before and
after the convergence. On the one hand, the receiver periodically sends a WB
frame to notify its wake-up to the other nodes. On the other hand, the sender
periodically wakes up with a period ITx which depends on its data rate. Before
sending the data, it waits for the WB from the receiver. This period is called idle
listening time (tidle) which is the most energy consumption activity in receiver-
initiated MAC protocols. Once receiving the WB, the sender sends the data
after sensing the medium channel during an interval of time called tCCA (Clear
Channel Assessment). The communication session ends with an acknowledge-
ment (ACK ) message from the receiver to the sender after successfully receiving
the data frame.
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(a) Before convergence phase.

(b) After convergence phase.

Fig. 3. Behaviour of FTA-MAC protocol.

To reduce tidle, the receiver attempts to wake up according to the ITx of
each sender. The wake-up interval (IWU ) of the receiver is adapted itself to the
data transmission rate of each transmitting node by collecting the statistics of
its data traffic. To this aim, a TSR is used to store the recent history of data
transmission, as for TAD-MAC protocol.

The second phase after convergence indicates that the receiver has adapted
its IWU to the ITx of the senders in such a way that the idle listening time is
reduced. This phase is described in Fig. 3b, where the tidle of the source node
is reduced. The adaptive mechanism of IWU is explained in Fig. 4 and IWU is
calculated by the following adaptive function:

IWU (i + 1) =

{
IWU (i) + n0(i).tref if TSR(i) = 0
∑i

j=k IWU (j)+tidlek−tidlei
NWW+1 if TSR(i) = 1

, (1)

where n0(i) is the number of bits 0 in the TSR, tref is the system clock fac-
tor, i and k indexes stand for the two last moments when the receiving node
received data from the sender, tidlek and tidlei are the sender idle listening time
for the two last times it received a WB and NWW is the number of wake-ups
without receiving WB. The three values tidlek , tidlei and NWW are calculated
at the sender side and sent to the receiver in the data frame, whose structure is
described in the next section.

The variable NWW stores the statistic of the received WB in order to deal
with the TSR wrong convergence problem described in Fig. 2. Each time the
sender wakes up without receiving the WB, the variable NWW is increased. This
information is sent to the receiver at the next data frame and then is reset to 0.
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Fig. 4. Adaptive function to calculate IWU .

In FTA-MAC, the algorithm is designed to converge toward a steady state
value of IWU , where the TSR contains a sequence [11111111. . . ]. This sequence is
the best sequence of the TSR, i.e. each time the receiver wakes up, it receives the
data from the sender. This sequence also specifies that the IWU has converged.
As discussed in Sect. 3.1, the sequence [111111111. . . ] has the latent problem that
the receiver can not detect the increase of traffic rate. But in FTA-MAC protocol,
the adaptive function is provided the essential information (tidle, NWW ) of the
sender so the receiver can detect as soon as the traffic rate changes (either
increases or decreases) and the receiver does not need to wake up more frequently
than the sender.

3.3 Frame Structure

The frame structure proposed for FTA-MAC is described in Fig. 5. The first
byte is used for the frame information in which the 3 first bits specify the type
of frame. In FTA-MAC, there are 3 types of frame: WB (000), DATA (001) and
ACK (010). The next 5 bits are reserved for further utilization. Based on the
type of frame, the 4 or 8 next bytes are used for address information. The WB
frame is broadcast so the destination address does not need to be defined. In
this case, the frame size of WB is 7 bytes and 11 bytes for ACK because these
frames have not data.

Fig. 5. New frame structure of FTA-MAC.
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As discussed in Sect. 3.2 above, the sender will include the 2 variables tidle
and NWW in the data frame. The 2 first bytes in the payload part are reserved
for these variables so the size of the DATA frame is greater than 13 bytes. For
the simulations of the next section, the size of DATA frame is set to 16 bytes.

4 Performance Evaluation

In this section, the evaluation of performance of FTA-MAC protocol is presented.
This protocol is implemented in the OMNeT++ network simulator using the
framework MiXiM for WSNs. For comparison purpose, TAD-MAC and RICER
protocols have also been implemented. This section addresses first point-to-point
communications, then the same simulation framework is used to validate the
protocol for multi-sender communications.

4.1 Simulation Topology

OMNeT++ is an object-oriented modular event network simulator and it pro-
vides the infrastructure for writing simulations with the component architecture.
MiXiM is a modeling framework for wireless network (WSNs, body area network,
ad-hoc network, vehicular network, etc.).

Each sensor node is simulated with a single omni-directional antenna and
using the simple path loss model of radio propagation. Table 1 summarizes the
key parameters which are used to simulate the radio. Most of these parameters
are from the data sheet of CC2420 radio chip [13], which is used in popular
WSN testbed systems such as MICAz [14], TelosB [15] and PowWow [16]. These
parameters are used to calculate the energy consumption in the Physical layer
of MiXiM.

Table 1. Configuration of radio parameters.

Bitrate 250 kbit/s

RX current 18.8 mA

TX current 17.4 mA

Sleep current 0.03 mA

PTx 1mW

4.2 Convergence Speed

In a network with variable traffics, the convergence speed is an important factor
to evaluate the performance of a MAC protocol. The convergence speed corre-
sponds to the number of wake-ups of the receiver needed to converge toward the
good TSR register, i.e. [1111. . . ] for FTA-MAC and [1010. . . ] for TAD-MAC.
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Table 2. Configuration of MAC protocol parameters.

TSR length 4

tWBmax 500 ms

tCCA .5 ms

IWU0 0.1s - 2s

When the receiver reaches the steady state, the tidle of the sender is minimized
such that the faster the receiver converges toward the steady state, the less
energy the sender consumes. In order to evaluate the convergence speed of FTA-
MAC and TAD-MAC, the first simulation scenario is configured with a fixed
traffic rate of 2 frames per second for a point-to-point communication. Table 2
summarizes the MAC protocol parameters which are used in the simulations.
These parameters are the values used for TAD-MAC protocol in [11]. The vari-
able IWU0 is tuned from 0.1 s to 2 s to study the impact of the initial wake-up
interval on the convergence speed of these protocols.

The simulation results in Fig. 6 show that FTA-MAC protocol reaches the
steady state value faster than TAD-MAC and the convergence speed is nearly
independent of the variable IWU0 . The convergence speed is constant when the
value of IWU0 is greater or equal than the traffic rate (ITx=0.5 s for a data rate
of 2 frames/s). On the contrary, the convergence speed of TAD-MAC depends
on the value of IWU0 . Even with the best value of IWU0 (0.3 s) for TAD-MAC,
the latter converges slower than FTA-MAC.

Fig. 6. IWU convergence speed as a function of IWU0 .

4.3 Energy Evaluation for Variable Traffics

One of the advantages of FTA-MAC compared with TAD-MAC is the fast con-
vergence speed toward a steady state value of IWU . This advantage can be tra-
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Table 3. Simulation parameters for variable traffic.

Simulation time 2000 s

Traffic rate 1 frame/s - 10 frames/s

IWU0 (FTA &TAD) 0.3 s

IWU (RICER) 0.05s / 0.1s

Number of changes from 0 to 30

Number of random simulations 100

duced in a significant energy gain for sending and receiving a frame in a network
with variable traffics. The traffic rate changes by increasing or decreasing the ITx

of the traffic generator of the sender. In this simulation, a change corresponds to
a new random value for ITx uniformly distributed between 100 ms and 1000 ms.
The number of changes is varied from 0 to 30 for a simulation time of 2000 s. All
of these parameters are specified in Table 3. The results for variable traffic are
shown in Figs. 7 and 8, where each average value is calculated from the results
of 100 random simulations. FTA protocol is compared with TAD-MAC and also
with the commonly used RICER protocol. RICER has no adaptation mechanism
and is tuned by its wake-up interval IWU .

Figure 7 shows the average energy consumption for sending and receiving
a frame which is calculated at both sender and receiver sides for a successful
transmission. The energy consumption of TAD-MAC is 1.6 to 2 times more
than the one of FTA-MAC and this gain increases with the number of changes
of ITx. The FTA-MAC protocol saves more energy than TAD-MAC because
of the fast convergence speed. For each change of the traffic rate, the receiver
needs to adapt its IWU according to the new steady state value of ITx. The fast
convergence speed reduces not only the energy consumption of the receiver but
also of the sender by reducing the energy wasted during the idle listening period.

Fig. 7. Energy consumption per frame
under variable traffic.

Fig. 8. Average latency of frame under
variable traffic.
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The adaptation of the receiver toward the data rate of the sender allows FTA-
MAC to outperform also RICER protocol not only under the variable traffic but
also with fixed traffic. Indeed, Fig. 7 shows that FTA-MAC uses nearly 7 times
less energy consumption than RICER (IWU = 100 ms) and 9 times less than
RICER (IWU = 50 ms).

The other factor used to evaluate the performance of the MAC protocols is
the frame latency. The results are shown in Fig. 8. Although the RICER sensor
node wakes up more frequently, FTA-MAC protocol has a lower latency. To gain
0.002 s less latency than FTA-MAC at 30 changes of traffic rate, RICER sensor
node with a IWU = 50 ms needs to wake up 10 times more frequently and thus
consumes much more energy (about 9 times more).

4.4 Evaluation for Multi Sender Networks

When the communication is extended to multiple concurrent senders, data col-
lisions can occur and decrease the performance of a protocol. Thus this kind of
networks is also addressed to evaluate the performance of FTA-MAC. A star
topology with a number of senders increasing from 1 to 9 is used and a traffic
rate of 2 frames per second is set for all senders. When increasing the number
of nodes, wake-up collisions will appear more frequently. Simulation results are
given in Figs. 9 and 10, showing the average latency and the energy consumption
of FTA-MAC, TAD-MAC and RICER3 (a version of RICER with a mechanism
to avoid data collision). The latency and the energy consumption of FTA-MAC
slightly increase while these factors for TAD-MAC and RICER3 sharply increase
with the number of senders. In RICER3, the number of slots are set according
to the number of senders to avoid data collision. Thus, when many senders con-
currently send data to the receiver, some nodes will take a long time to wait
their WB (i.e. the tidle is increased). For TAD-MAC protocol, the data collision
increases the time to converge toward the steady state. This issue increases the
latency and the energy consumption in TAD-MAC.

Fig. 9. Average latency of frame with
multiple concurrent senders.

Fig. 10. Energy consumption per frame
with multiple concurrent senders.
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5 Conclusion

In this research, a novel adaptive energy efficient MAC protocol is introduced.
The FTA-MAC protocol presents an algorithm that allows the receiver to adapt
its IWU according to the transmission rates of the sender. With the fast con-
vergence speed, the receiver is well scheduled to wake up closely to the sender
so reducing its idle listening. Thus the energy consumption in a sensor node
is decreased 2 times compared to TAD-MAC protocol and 9 times compared
to RICER protocol. This improvement is even more interesting for communica-
tions with variable traffics and also for a star network topology with concurrent
multi-senders. The further work will extend FTA protocol to multi-hop networks,
where the impact of idle listening on the energy consumption increases with the
number of hops.
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Abstract. In this paper, we have discussed about the performance analysis and
comparison between hard decision (majority rule) logic and soft decision
(maximal ratio combining) logic on cooperative spectrum sensing network using
censoring scheme. We are assuming that both sensing channel and reporting
channel are affected by Rician fading. Due to presence of fading in the channels,
the information received at the fusion center is erroneous. Threshold based
censoring scheme is used to eliminate the heavily faded cognitive radios in
reporting channel. Majority logic and maximal ratio combining (MRC) schemes
are applied individually at fusion center to make final decision about primary
user. Finally, the performance is evaluated in terms of missed detection proba-
bility Qmð Þ &total error probability Qm þQf

� �
using majority logic and MRC

rule at fusion center. Simulations are performed with perfect channel estimation
by varying the network parameters like probability of false alarm Pf

� �
, S-channel

SNR, R-channel SNR, Rician fading parameter (K) and number of CR users (N).
Comparison table between majority logic and MRC rule is provided to know
which fusion rule performs better under Rician fading.

Keywords: Co-operative spectrum sensing � Censoring � Energy detection �
Majority logic � Maximal ratio combining � Rician fading

1 Introduction

The emerging new technologies and applications of wireless communication increase
the uses of radio spectrum. To make good usage of spectrum, unused spectrum band also
should be used in proper manner. Various reports on spectrum utilization have shown
that the spectrum is inefficiently utilized. This means that there is ample opportunity to
find many vacant spaces in the radio spectrum. In [1], to tackle the problem of spectrum
underutilization they proposed a flexible spectrum models rather than fixed spectrum
models. The main aim of the spectrum sensing (SS) is to detect the spectrum holes when
the information about primary signal is unknown. Energy detection (ED) is relevant
detection scheme that is used when the primary signal is unknown, because of most
simple and non-coherent detector [2]. In spectrum sensing, detection performance is
limited due to single cognitive radio (CR) user is present in the network, moreover due
to fading and shadowing present in the environment. To overcome these drawbacks
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D. Noguet et al. (Eds.): CROWNCOM 2016, LNICST 172, pp. 220–231, 2016.
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co-operative spectrum sensing (CSS) [3] concept is introduced, where primary user
(PU) is detected by multiple numbers of CRs, hence, detection probability of PU
increases. These multiple number of CRs senses the PU individually and stores the
information with them using sensing channel (S-channel). Fusion center (FC) collects
the sensing information stored by individual CRs through reporting channel
(R-channel). FC makes final decision about PU using hard decision (majority logic) rule
and soft decision (MRC rule) rule individually [4].

However, most of the literature work exist on CSS is done by assuming noiseless
R-channels [5]. But, in practical situations R-channels may not be noiseless (ideal)
channels. There may be a chance to occur fading effect in R-channel due to this
information passed through the R-channel gets affected and information received at FC
also erroneous. Due to fading effect, the R-channel links gets heavily faded; this type of
radio links has to be eliminated to improve the detection probability and to decrease
system complexity. So, Threshold based censoring scheme is used to eliminate heavily
faded R-channel radio links. The idea of censoring scheme is initiated and implemented
on CSS in cognitive radio network in 2007 [6]. In [7] sensor network with impact of
channel estimation error is described. Threshold-based censoring scheme is applied on
CR users, whose R-channel fading coefficients exceed a pre-determined threshold. In
[8], censoring scheme is used to overcome the drawback of overhead traffic at FC. By

Table 1. Comparison between majority logic and MRC fusion rules with perfect channel
estimation using various network parameters at threshold value Cth = 1.0.

Perfect channel

Parameters Qm Qf Total Error

1. R-SNR = −9 dB (Majority) 0.0512 0.0395 0.0907
R-SNR = − 9 dB (MRC) 0.0288 0.0233 0.0521
R-SNR = −7 dB (Majority) 0.0264 0.0217 0.0481
R-SNR = −7 dB (MRC) 0.0178 0.0127 0.0305

2. S-SNR = 20 dB (Majority) 0.0264 0.0217 0.0481
S-SNR = 20 dB (MRC) 0.0178 0.0127 0.0305
S-SNR = 15 dB (Majority) 0.0753 0.0677 0.1430
S-SNR = 15 dB (MRC) 0.0651 0.0615 0.1266

3. Pf ¼ 0:05 (Majority) 0.0264 0.0217 0.0481
Pf ¼ 0:05 (MRC) 0.0178 0.0127 0.0305
Pf ¼ 0:0005 (Majority) 0.0472 0.0397 0.0869
Pf ¼ 0:0005 (MRC) 0.0395 0.0386 0.0781

4. N = 30 (Majority) 0.0512 0.0395 0.0907
N = 30 (MRC) 0.0288 0.0233 0.0521
N = 15 (Majority) 0.1340 0.0839 0.2179
N = 15 (MRC) 0.0739 0.0743 0.1482

5. K = 6 (Majority) 0.0393 0.0307 0.0700
K = 6 (MRC) 0.0241 0.0127 0.0368
K = 3 (Majority) 0.0512 0.0395 0.0907
K = 3 (MRC) 0.0288 0.0233 0.0521
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using this paper our contribution to the existing literature is that both S-channel and
R-channel are affected by Rician fading and Threshold based censoring scheme is
applied in R-channel to eliminate the heavily faded radio links. Performance com-
parison between majority logic and MRC rule is provided by varying several network
parameters using perfect channel estimation in Table 1. Finally, we have investigated
the performance using Qm and Qm þQf with perfect channel estimation by varying the
network parameters: S-channel SNR, R-channel SNR, false alarm probability Pf

� �
,

Rician fading parameter (K) and number of available CR users (N).
The rest of the paper is arranged as follows. The energy detection (ED) system

model, CSS network, majority rule and MRC logic are discussed in Sect. 2. The
discussion about simulation results are presented in Sect. 3, conclusions are provided in
Sect. 4.

2 System Model

The below Fig. 1 represent the energy detection (ED) block diagram. The signal from
the transmitter is first received i.e. x(t), it passed through the band pass filter (BPF) to
limit the noise variance of the signal, then filtered signal is given to non–linear device
called square law device. Due to filter action the filtered signal is band-limited and
signal has a flat spectral density. The output of the square law device is given to the
integrator block; it measures the energy of the received signal for a particular duration
of time interval (T). Integrator output (Y), is compared with a pre-defined fixed
threshold (λ) to make final decision about the PU [3]. The output of the threshold block
produces two hypothesis H0 & H1 represent the absence and presence of PU. The test
statistics can be given as:

TðyÞ ¼ 1
N

XN
n¼1

yðnÞf g2 ð1Þ

The received signal y(n) can be shown as below:

yðnÞ ¼ w nð Þ H0

h � s nð Þþw nð Þ H1

�
ð2Þ

Where s(n) is transmitted signal, w(n) is the normal distributed Additive White
Gaussian Noise (AWGN) and ‘h’ is fading coefficient of Rician channel.

x(t)               0 1/H HBPF

Fig. 1. Energy Detection block diagram
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The expressions for probability of false alarm Pf and detection probability Pd over
AWGN channels are given respectively [3],

Pd ¼ prðy[ k jH1Þ ¼ Qm

ffiffiffiffiffi
2c

p
;
ffiffiffi
k

p� �
ð3Þ

Pd ¼ prðy[ k jH0Þ ¼
C u; k2
� �
C uð Þ ð4Þ

where C a; bð Þ is the incomplete gamma function [9] and Qm a; bð Þ is the generalized
Marcum Q-function [10].

The ED compares the output of integrator Yk with pre-defined detection threshold
(λ) then decides the presence of PU. The sensing information about the PU is sent to the
FC through R-channel using BPSK signal modulation under Rician faded environment.
The signal from k-th CR user received at the FC is:

yk ¼ mkhk þ nk ð5Þ

where mk represent the bit energy of the each CR, in case of BPSK signal that bit
energy values indicated as (

ffiffiffiffiffi
Eb

p
and −

ffiffiffiffiffi
Eb

p
), corresponding H1 & H0, respectively. We

are considering that R-channel is Rician faded and that fading coefficient hk is modeled
as a zero-mean complex Gaussian random variable with variance, r2, i.e.,
hk �CN 0; r2ð Þ and noise present in the channel is considered as zero-mean complex
Gaussian noise with variance, r2n, nk �CN 0; r2n

� �
. Let us consider that nk & hk are

mutually independent. Fading coefficients hk present in the R-channel are estimated by
minimum mean square estimation (MMSE) strategy, then as follows [11]:

ĥk ¼ E hk = yk½ � ¼ yk

ffiffiffiffiffi
Eb

p
Eb þ r2n

ð6Þ

ĥk ¼ E hk = yk½ � ¼ hk
Eb

Eb þ r2n
þ nk

ffiffiffiffiffi
Eb

p
Eb þ r2n

ð7Þ

In the above equations, ĥk represents the estimated value of fading coefficient hkð Þ
after using MMSE estimation and Eb represents the bit energy of R-channel radio link.

Finally, the channel estimation error hk
�

can be calculated by taking the difference
between the actual fading coefficient and the estimated channel coefficient

i.e.hk
�
¼ hk � ĥk. In case of perfect channel, both actual fading coefficient & estimated

fading coefficient are equal, hence estimation error is zero. So, estimation error does not
show any effect on missed detection probability. Censoring scheme is applied on the
estimated channel coefficients. CRs which are greater than predefined threshold, those
estimated channel coefficients are selected to transmit through the R-channel to the FC.
All these estimated channel coefficients are gathered at FC, it uses majority logic, MRC
rule to know the activity of primary user.
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2.1 Rician Fading

In Fig. 2, we are considering both S-channel and R-channel are affected by Rician fading.
Due to Rician fading effect all the radio links present in the network are follows Rician
distribution. Then fading coefficients can be generated as [3];

hkj j ¼ X1 þ jX2j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
1 þX2

2

q
ð8Þ

X1 �ðv; sigmaÞ X2 �ð0; sigmaÞ

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
K

1þK

r
sigma =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2ð1þKÞ

s
ð9Þ

Where ‘K’ is the Rician fading parameter.
Rician distribution PDF given [3],

fy xð Þ ¼ K þ 1
c

exp �K � Kþ 1ð Þc
c

� 	
� I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kð1þKÞ

c

s !
ð10Þ

Where c is the average SNR. The average detection probability for Rician channel
ðPd;RicÞ, can be obtained as:

PdRic ju¼1 ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Kc

kþ 1þ c

s
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k Kþ 1ð Þ
kþ 1þ c

s !
ð11Þ

                                            Rician faded              
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....  
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S-channel
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Selected to transmit 
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CR1 CR 2 CR P

Primary User       

Fig. 2. Cooperative spectrum sensing network with censoring
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2.2 Majority Logic Fusion Rule

In hard decision fusion rule, FC receives the one bit information (either ‘0’ or ‘1’) from
all CRs. With the aid of censoring scheme in the R-channel, out of ‘P’ number of CR
users only ‘k’ numbers of CRs are received at FC. These ‘k’ numbers of CRs send their
information to the FC through the R-channel. The receive decision denoted by

uk ¼
1 if the received decision is H1

0 if the received decision is H0

(
ð12Þ

where k 2 1; 2; . . .. . .Pf g. Finally, all the information is collected at FC and majority
logic rule can be applied at the fusion center by using below expressions [7];

u0 ¼ Cðu1. . .. . .upÞ ¼
H1 if

Pp
k¼1

uk � P
2 þ 1

H0 if
Pp
k¼1

uk\ P
2 þ 1

8>><
>>: ð13Þ

2.3 Maximal Ratio Combining

In case of soft decision fusion rule all the CRs send their sensing information in the
form of energy values to the FC without performing any local decision. MRC logic can
be obtained by simplifying LRT fusion rule [9]:

^ ¼
YP
k¼1

f yk;d jH1
� �
f yk;d jH0
� � ð14Þ

¼
Yp
k¼1

Pdk þð1� Pdk Þe
�4
ffiffiffi
Eb

p
r2w

Reðyk;dh�kÞ

Pdk þð1� PfkÞe
�4
ffiffiffi
Eb

p
r2w

Reðyk;dh�kÞ
ð15Þ

r2w ¼ Ebr
2
h þ r2n ¼ Ebr2n

Eb þ r2n
þ r2n ð16Þ

If the channel is error free i.e. perfect channel then, r2~h ¼ 0 then above Eq. (16)

reduces to r2w ¼ r2n
taking logarithm on both sides to (15) and after simplification, it reduces to

^1 ¼ logð^Þ ¼ 2
ffiffiffiffiffi
Eb

p
r2w

XK
k¼1

ðPdk � Pfk ÞReðyk;d h�kÞ ð17Þ
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If the selected CRs have identical local performances, ^1 can be simplified further
as follows:

^MRC ¼
XK
k¼1

Re yk;dh
�
k

� � ð18Þ

Where h�k is the complex conjugate of ĥk . At FC decision can be taken in favor of
H0 or H1 by comparing ^MRC with the threshold zero.

3 Threshold Based Censoring

In case of threshold based censoring scheme, a particular CR can be transmitted if the
amplitude of estimated R-channel coefficient is greater than censoring threshold (Cth).
The cumulative distribution function (CDF) of Rician distributed random variable in
terms of Cth can be derived as

FRic Cthð Þ ¼ 1� Q1
v
r
;
Cth

r

� 	
; Cth � 0 ð19Þ

where Q1 is the Marcum-Q function, v ¼
ffiffiffiffiffiffiffiffi
K

1þK

q
,r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
X

2 1þKð Þ
q

and ‘K’ is the Rician

fading parameter. Now the probability of selecting a CR in Rician faded R-channel can
be derived as

pric ¼ Pr ĥk


 

[Cth
� � ð20Þ

1� Fric Cthð Þ ¼ Q1
v
r
;
Cth

r

� 	
ð21Þ

Now by using binomial distribution, the probability of selecting ‘k’ CRs from ‘P’
CRs can be calculated as follows:

P kð Þ ¼ P
k

� 	
pk 1� pð Þ P�kð Þ ð22Þ

In above Eq. (22), P(k) represents the probability of selecting k CRs, P is the total
number of CR users and k is the CRs which are gathered at FC.

4 Results and Discussion

Figure 3 is drawn between the missed detection probability Qm Vs censoring threshold
value Cth with perfect channel estimation using threshold based censoring scheme.
Following network parameters are considered to simulate this graph: number of CR
users N = 30, probability of false alarm Pf = 0.05, S-channel SNR = 20 dB, Rician
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fading parameter (K) = 3 and R-channel SNR = −9 dB & −7 dB in the presence of
Rician fading. As Cth value increases,Qm obtain an optimum value, after that it increases
with Cth, later it attains constant value after reaching a certain value of Cth, this is due to
changing the value of probability mass function with the threshold value for each CR.
We have considered two various values of R-channel SNR (−9 dB & −7 dB), as the
R-channel SNR increases, Qm value decreases in both MRC and majority logic rules
because of fading effect present in the R-channel decreases, so that more number of CR
users get selected and all these selected CRs passes their sensing information to the FC.
After certain value of threshold, Qm became constant in perfect channel because FC
select best R-channel links which are having lowest probability of getting rejected. For a
particular value of Cth = 0.8, R-channel SNR = −7 dB and MRC logic rule is used at
FC instead of majority logic, the Qm value reduced by 31.42 %.

From above lines we can conclude that MRC achieves lower value of Qm than
majority logic. If R-channel SNR increases from −9 dB to −7 dB, Qm value decreases
by 46.7 % with majority logic and it decreases by 25.1 % with MRC rule at Cth = 0.8.

In Fig. 4, comparison between MRC and majority logic with perfect channel esti-
mation is provided for various values of S-channel SNR. Network parameters: N = 30,
Pf = 0.05, R-channel SNR = −7 dB, K = 3 and S-channel SNR = 15 dB & 20 dB are
used to simulate this graph under Rician fading. As the S-channel SNR increases, Qm

value decreases in both majority and MRC logic fusion rule because of fading effect and
noise value in S-channel is decreases. As the fading effect decreases in the S-channel,
CRs sense the PU activity more effectively hence, Qm value decreases. For a particular
value of Cth = 0.8 and S-channel SNR = 20 dB, Qm values with majority logic and
MRC fusion rules are 0.0215 and 0.0144 respectively. MRC logic achieves least value
of Qm compared to the majority logic. When S-channel SNR value is varying from
15 dB to 20 dB,Qm value decreases by 68.2 % with majority logic and it decreases by
76.1 % with MRC rule at Cth = 0.8. For a particular value of S-SNR = 20 dB and
Cth = 0.8, the Qm value reduced by 31.4 % with MRC rule compared to the majority
logic rule.

Figure 5 shows that graph between Qm versus Cth value for various values of
probability of false alarm Pf with perfect channel estimation under Rician fading.
N = 30, R-channel SNR = −7 dB, Pf = 0.05 & 0.0005, (K) = 3 and S-channel
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Fig. 3. Missed detection probability versus censoring threshold for various values of R-channel
SNR with perfect channel estimation using majority and MRC logic rules at fusion center.
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SNR = 20 dB are considered as network parameters to get Fig. 5. In this case, Qm

achieves constant value of 0.5056 for both majority logic and MRC fusion rule after it
reaches Cth = 2.0. As Pf value increases from 0.0005 to 0.05,Qm value decreases in both
majority and MRC logic rule. If Pf value increases (from Eq. (4)), the detection
threshold value ðkÞ is decreases for each CR, it improves the detection probability value.
As Pf increases, there is a possibility of spectrum utilization becomes low and number of
missing opportunities decreases this leads to increases in detection probability. As Pf

value varying from 0.0005 to 0.05, Qm value decreases by 61 % with MRC fusion rule
and it decreases by 49.6 % with majority rule at Cth = 0.8. For a particular value of
Pf = 0.05 and Cth = 0.8, the missed detection probability value is reduced by 31.4 %
with MRC rule compared to the majority logic rule.

In Fig. 6, the performance comparison between majority logic and MRC fusion
strategies are evaluated with perfect channel estimation by varying number of CR users
(N). The performance is evaluated for Pf = 0.05, different values of number of CRs
N = 15 & 30, K = 3, R-channel SNR = −7 dB and S-channel SNR = 20 dB. As the
number of CR users increases, cooperation among the users increases, hence, Qmð Þ
value decreases in both MRC and majority logic rule. As the number of CR users are
increases, the sensing information received from each CR at FC about PU increases,
hence, detection performance is increases. For a particular value of Cth = 0.8 and
N = 15, missed detection probability is more with majority logic (0.1102) compared to
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Fig. 4. Missed detection probability versus censoring threshold for various values of S-channel
SNR with perfect channel estimation using majority and MRC logic rules at fusion center.
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MRC logic rule (0.0496), Qmð Þ value reduced by 54.9 % with MRC rule compared to
the majority logic rule.

Next, we have considered the effect of Rician fading parameter (K) on missed
detection probability Qmð Þ in Fig. 7. The following factors are used to simulate this
graph: N = 30, Pf = 0.05, (K) = 3 & 6, R-channel SNR = −9 dB and S-channel
SNR = 20 dB. As the fading parameter (K) increases, Qm value decreases in both
MRC logic rule and majority logic fusion rule because of fading effect and noise value
decreases in S-channel and R-channel. As the fading parameter increases, the dominant
multipath component power (means line of sight (LOS) wave power) increases, hence,
information received at FC will be more perfect; this will increase the detection
probability. For a particular value of Cth = 0.8 and fading parameter increases from
K = 3 to K = 6, Qm value decreases by 61.5 % with MRC logic rule and it decreases
by 32.4 % with majority logic rule. Here also MRC logic has less value of Qm com-
pared to majority logic. At certain instant, if K = 6 and Cth = 0.8, Qmð Þ value reduced
by 71.8 % with MRC rule compared to the majority logic.

In Fig. 8, Rician fading parameter (K) and number of CRs (N) are considered as
variable parameters to evaluate the performance of total error probability Qm þQf

� �
.

As ‘K’ value is increases from 3 to 6 & ‘N’ value is decreases from 30 to 15,
Qm þQf
� �

decreases by 61.2 % with majority logic and it decreases by 62.2 % with
MRC rule with perfect channel estimation at Cthð Þ = 1.0. Though ‘K’ value increases
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Fig. 6. Missed detection probability versus censoring threshold for various number of CRs with
perfect channel estimation using majority and MRC logic rules at fusion center.
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Threshold Based Censoring of Cognitive Radios 229



and ‘N’ value decreases, Qm þQf
� �

value increases because of cooperation among the
users are decreases. MRC achieves lower value of total error compared to majority
logic. For a particular case, for K = 3, N = 30 and MRC rule is used at FC instead of
majority rule, Qm þQf

� �
value reduced by 42.5 % at Cth = 1.0.

The above Table 1 shows that missed detection probability Qmð Þ,false alarm
probability Qf

� �
and total error probabilities values and comparison between majority

and MRC logic by varying different network parameters like: R-channel SNR,
S-channel SNR, probability of false alarm, CR users (N) and Rician fading value
(K) with perfect channel estimation. All the above tabulated values are considered at
Cth = 1.0 under Rician fading channel. The performance of MRC logic is better in
terms of missed detection and total error probabilities than majority logic fusion rule.
MRC logic achieves lower error values compared to majority logic with perfect
channel estimation.

5 Conclusion

In this paper, censoring of cognitive radios (CRs) under Rician fading using energy
detection has been investigated in CSS. MRC rule and majority logic fusion rules are
applied at FC to decide about primary user activity with perfect channel estimation. The
performance is evaluated using missed detection probability Qmð Þ & total error prob-
ability Qm þQf

� �
. We also observed the effect on Qmð Þ & Qm þQf

� �
by varying the

network parameters like: S-channel SNR, R-channel SNR, probability of false alarm
Pf
� �

and Rician fading parameter (K) with perfect channel estimation. Comparison
between majority logic and MRC rule is provided and also observed that majority logic
is having higher missed detection probability than MRC rule. Finally, we can conclude
that the detection performance is increases by using censoring of CRs. This work is
useful to reduce the complexity of CSS network, useful to eliminate the unwanted CRs
which having lowest threshold value and traffic overhead problem can be avoided.
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Abstract. In this paper, we evaluate the opportunities that Wireless
Network Virtualization (WNV) can bring for spectrum sharing by focus-
ing on the regulatory framework that has been deployed by the Federal
Communications Commission (FCC) for the 3.5 GHz band. We pair this
innovative regulatory approach with another novel arrangement, Wire-
less Network Virtualization, and thus assess the resulting opportunities
from the perspectives of regulation, technology and economics. To this
end, we have established a comprehensive foundation for further explo-
ration and development of virtualized networks that would provide signif-
icant opportunities for enabling and enhancing current sharing arrange-
ments.

Keywords: Wireless Network Virtualization · Spectrum sharing

1 Introduction

The complexity of managing electromagnetic spectrum is not purely technical.
There are crucial economic and regulatory implications that determine whether
an alternative for making more efficient use of this resource would be beneficial
or detrimental. Therefore, we perform an analysis that goes beyond the exist-
ing technical barriers and extends along three axes: regulation, technology and
economics.

In this work, we focus on the 3.5 GHz band and its regulation as well as the
innovative technology of Wireless Network Virtualization (WNV) to explore the
opportunities and challenges in introducing sharing opportunities. Our study
focuses on one particular approach of WNV that is built on resource pooling.
Thus, we will study the characteristics of resource pools, the interaction between
user types (Incumbents, Priority Access and General Authorized Access users)
and how economic considerations drive the definition of networks and the result-
ing types of competition. We expect that this comprehensive analysis will permit
us to solidify the basis for further deployment of an appropriate virtualization
environment for spectrum sharing.

This paper is organized as follows: the regulatory framework for the 3.5 GHz
band is presented in Sect. 2; Sect. 3 includes a description of WNV and the par-
ticular approach that will be considered in this work; Sect. 4 includes a technical
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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analysis, which presents the two models that could be adapted to the opportuni-
ties offered by regulation in the 3.5 GHz band; Sect. 5 analyzes three important
aspects associated with Economics, which target at framing our model within
this context, and finally, Sects. 7 and 8 present our conclusions and future work,
respectively.

2 3.5GHz Band: Current Status

To date, the 3.5 GHz band in the U.S. has been allocated to federal services
(e.g.,DoD radar systems), Fixed Satellite Service (FSS) and, for a finite period,
to grandfathered terrestrial wireless operations in the 3650–3700 MHz band [1].
The Federal Communications Commission (FCC) and the National Telecommu-
nications and Information Agency (NTIA) have made a significant effort toward
opening this band for shared operations between federal and commercial users.
The FCC has referred to this band as an “innovation band,” given that the main
objective is to enable new spectrum access models that allow the use of modern
technologies, thus enabling a move away from legacy spectrum management cat-
egories: Federal vs. Non-Federal; Licensed vs. Unlicensed and Carrier vs. Private
[1]. The basis of this new spectrum sharing scheme is a three-tiered model for
spectrum access, with each tier holding a different level of priority: Incumbent
Access, Priority Access and General Authorized Access (GAA). Some important
characteristics of these tiers include [2]:

– Incumbent users comprise federal services and some legacy satellite and wire-
less operations. These users have superior spectrum rights over Priority Access
and GAA users at all times and in all areas.

– The Priority Access tier consists of seven channels of 10 MHz each, which
can be assigned to Priority Access Licensees. These licensees will have more
predictable spectrum access than GAA users. Nevertheless, Priority Access
Licenses (PALs)1 will be granted as long as the demand is greater than the
supply in the area of interest. If that is not the case, the entire band will be
allocated for GAA use.

– General Authorized Access (GAA) will be granted by rule. In this way, GAA
users could potentially access the entire 150 MHz band in areas where PALs
have not been issued (or are not in use) and up to 80 MHz where PALs are in
use. It is important to note; however, that GAA users will not be protected
from interference from other Citizens Broadband Radio Service (CBRS) users.

Through the aforementioned characteristics, it is expected that this three-tiered
approach will enable the adaption of spectrum use to market and user demands.
Figure 1 illustrates the tentative bandplan, proposed by the FCC, for the 3.5 GHz
band.

1 PALs are defined as an authorization to use a 10 MHz channel in a single census tract
for three years. These licenses will be assigned in up to 70MHz of the 3550–3650
MHz portion of the band [2].
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Fig. 1. Tentative bandplan under the 3.5 GHz sharing framework.

Sharing in the 3.5 GHz band will be enabled by a Spectrum Access System
(SAS). According to [2], “[t]he SAS serves as an advanced, highly automated
frequency coordinator across the band. It protects higher tier users from those
beneath and optimizes frequency use to allow maximum capacity and coexistence
for both GAA and Priority Access users”. In other words, the SAS is an entity
that will be in charge of authorizing spectrum access to CBRS users in any
frequency and location. Additionally, the SAS is in charge of providing Priority
Access Licensees and GAA users with alternative spectrum when they have
been displaced by users with higher priorities [3]. In general terms, the SAS
should fulfill the automated frequency assignment task that will enhance the
band management flexibility pursued with this sharing scheme. With the flexible
access model developed for this band, the FCC aims at creating a versatile band
which will permit to adapt to market as well as technological opportunities [2].
Figure 2 summarizes some important details regarding this three-tiered sharing
framework.

Fig. 2. Three-tier sharing framework

3 Wireless Network Virtualization: The Technology of
Choice

From the regulatory approach presented in the previous section, we infer that
flexibility for innovation is a key policy objective. Nevertheless, for innovation
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to be successful we should not only contemplate regulatory flexibility; in fact,
we also require that technology allows for adding such flexibility to the net-
work. Along these lines, we find that there is a significant link between Wireless
Network Virtualization (WNV) and adding technical flexibility to networks and
systems.

Through virtualization, different components of the network are partitioned,
combined, sliced and abstracted to create virtual instances of the network. Fur-
ther, each type of partition, combination or abstraction will yield distinct types
of virtual networks giving us the impression that we are working with a new net-
work, different from the original [4]. For benefit to be extracted, the virtualiza-
tion process should be transparent to the users of a virtual network, thus making
them oblivious to the underlying virtualization process. As a result, multiple vir-
tual networks operate on one single network, each serving specific purposes and
utilizing distinct technologies. Furthermore, co-existing virtual networks may be
different from each other [5,6], or as stated in [8], Mobile Network Virtualization
“promises multiple personality network elements in terms of virtual ownership
by multiple operators. That means multiple networks running virtually (i.e., log-
ically) and concurrently within one physical network equipment or hardware”.
Notably, this would call for an important degree of isolation embedded in the
virtualized systems, which will permit a sound co-existence of virtual entities.

With the adequate application of virtualization technologies, we would be
able to devise improved alternatives for the use, sharing and assignment of
existing resources [7]. This could provide a degree of flexibility that would aid
in maximizing the spectrum access and management options on the operator
side. Several alternatives for the application and deployment of WNV have been
explored. However, given the characteristics of the new sharing framework for the
3.5 GHz band, we consider virtualization from the perspective of resource pool-
ing. This approach requires multiple entities/providers to share their resources
in a pool and then make them accessible to alternative users/providers. To elab-
orate on the resource pooling concept, the authors in [9,10] have compared it to
the Cloud (in a computer science context), given that, in principle, it gives us
the illusion of an infinite amount of resources, which are available on demand
without the need to incur in high upfront commitments and actually permitting
users to pay for them on a short-term basis or as needed. Focusing on the idea
of access on demand, we could expect that the users who have access to the pool
will be allowed to choose the resources that are most suitable for a particular
service, but which may belong to different incumbents or access tiers.

Centering our attention on spectrum, the objective of pooling this resource
is to “enhance spectral efficiency by overlaying a new mobile radio system on an
existing one without requiring any changes to the actual licensed system” [11].
Thus, the deployment of spectrum pools would imply a different resource alloca-
tion system, where the existing and new hardware can be operated transparently,
or in other words, as if there were no other system concurrently present in the same
frequency range [11]. In this manner, we can merge the key concepts behind WNV
and the creation of resource pools and present them as important alternatives for
providing enhanced spectrum access and sharing opportunities [10–13].
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4 Technical Design

In this section, we aim at providing a technical overview of the creation of
spectrum pools. We will present a local and a global architecture construct,
which will permit us to illustrate some of the benefits that can be derived from
virtualization.

Local Approach. In the local approach, we point out potential benefits of the
construction and operation of a resource pool within the 3.5 GHz band only.
From the regulatory approach presented in [2] and as shown in Fig. 1, the assets
available for conforming the resource pool are the following:

– 3550–3650 MHz band: 0–70 MHz for PALs and 30–100 MHz for GAA
– 3650–3700 MHz band: 50 MHz for GAA

For the design of this approach we have explored the actual responsibilities
of the SAS. Note that, at the basis, the SAS is in charge of the automated
allocation of resources (i.e., spectrum access management). Nevertheless, in a
virtualized environment, we consider the option of the SAS outsourcing part
of its spectrum pool management duties to an external entity known as the
Virtual Network Builder (VNB). The VNB is an intermediate entity in charge of
aggregating spectrum (and perhaps additional network resources) and offering
it to its own customers (i.e., Service Providers). For aggregating spectrum, the
VNB should negotiate access with the SAS, and at the same time, it should be
aware of the expected demand of the SPs with whom it works. In this context,
the SAS would treat the VNBs as large spectrum users or operators. As such,
VNBs would auction for PALs from the SAS and compete with other Priority
Access and GAA users under the same rules. In a broad sense, this is consistent
with the notion of polycentric governance described in [24]. This structure is
portrayed in Fig. 3.

Given that the VNB should account for the resources to serve the aggregate
requirements of its customers, the demand from the VNB should be significantly
larger than that of individual entities. When posting bids for PALs, the VNB
operations could lead to two important consequences: (1) the VNB can compete
with other large stakeholders (e.g., Verizon, AT&T) in terms of the amount
that the latter are able to pay for obtaining a license; (2) it is likely that the
‘demand greater than supply’ constraint for PAL assignment will be met given
the aggregate demand that the VNB carries. In this light, this local approach
provides opportunities for enhancing the sharing arrangements.

As shown in Fig. 3, there is a certain hierarchy among the different entities
that belong to this type of network. Indeed, we could associate specific tasks and
behaviors to each layer: The SAS would be considered as the regional spectrum
access coordinator. It is in charge of the automated process of assigning licenses
to the entities in the layer below and, in turn, it is accountable to the regulator
(i.e., the FCC) and incumbents in the layer above. The next layer consists of the
VNBs or large Network Operators who will negotiate spectrum access directly
with the SAS. These will be entities that require larger spectrum assignments
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Fig. 3. Virtual network builders as part of the sharing scheme in the 3.5 GHz band

than smaller SPs. The final layer of the hierarchy will be composed of individual
SPs who will require spectrum from VNBs or from large Network Operators (as
in the case of Mobile Virtual Network Operators (MVNOs)).

We could expect this localized approach to evolve into a virtualized one,
especially if we consider pooling resources that belong to multiple providers and
we make them available to additional SPs. This type of arrangement can be
explained through our global approach, where the virtualization options can be
further explored.

Global Approach. A global approach represents a more complex arrangement
that targets at adding flexibility to the network and incrementing the opportu-
nities for new entrants. In this scheme, we envision the resources of the 3.5 GHz
band as one of the multiple inputs to the resource pool. Hence, we would have
various frequency bands, licensed and unlicensed, available in the pool, which
would represent more possibilities for the VNB to aggregate resources and thus
satisfy the service requirements of a larger range of users.

The changes in the architecture under the global approach are shown in Fig. 4.
In this case, multiple resource providers (RPs) make their resources available to
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the pool, which is managed by the VNBs. At the other end, we have various SPs
requesting resources from the pool via interactions with the VNBs. Note that
the VNBs have also access to the 3.5 GHz band via interactions with the SAS.

The virtualization process in this scenario would be complete when we envi-
sion the pool as a set of spectrum and infrastructure resources which can be
seamlessly accessed by the RPs and SPs. For this purpose, through WNV, RPs
could be utilizing the same infrastructure as the one they are making available
in the pool, just on different virtual slices/partitions. If virtualization is prop-
erly deployed, we could fully exploit the pooled resources given that we would
have the illusion of higher virtual availability while preserving the fixed physi-
cal resources. The VNB would be in charge of aggregating resources upon SPs’
demand, which will in turn depend on the specific service that each SP intends
to provide. Note that at the basis we would still have physical resources, which
are partitioned in different forms. In this way, we would expect the SPs to be
compatible and capable of using the virtualized resources offered by the VNB.

These local and global approaches permit the incorporation of WNV, redis-
tribute tasks among different network entities and rely on their interactions to
enhance the overall sharing environment. In the section that follows, we look
into relevant economic aspects that could help us further evaluate the feasibility
of the virtualized approaches.

Fig. 4. Generalized approach for sharing and virtualization.
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5 Economic Evaluation

5.1 The Innovative Architecture from an Economics Perspective

Innovation has driven significant changes, not only in the technological field, but
also on the markets developed to sustain and spread that innovation. In order to
place our virtualization ideas within the appropriate context, we would like to
point out some significant similarities between our study and the work developed
by Hagel and Seeley-Brown in [14].

From the various proposals presented in [14], we find an important similar-
ity between our virtualized approaches and the concept of reverse markets. In
such markets, customers can seek the greatest possible value from a broad set of
providers which are available at an appropriate time and place. Reverse markets
have further led to the design of process networks, which are in charge of mobi-
lizing “highly specialized companies across more than one level of an extended
business process” [14]. Process networks adopt a pull model “where resources
are flexibly provided in response to a specific market demand” [14]. When the
network needs cannot be easily determined in advance, operators and providers
could create platforms permitting them to mobilize their resources readily. This
model further suggests a different means to deal with uncertainty given that it
can “help people come together and innovate by drawing on a growing array
of specialized and distributed resources” [15]. In this light, the ultimate benefit
from process networks and pull systems, in terms of uncertainty, would be the
possibility of not seeing it as a threat, but as an opportunity to innovate [15].

In this context, we could also associate the characteristics of the VNB with
that of a process orchestrator, which is an entity in charge of organizing and man-
aging process networks. Some of its duties include determining the eligibility of
an entity to participate in the process network; defining the role of each partic-
ipant in particular process implementation and ensuring that each participant
performs as expected and is rewarded accordingly [14]. The orchestrators should
focus on expanding the range of participants and creating strong relationships
among them. In this way, more specialized skills are accessible, and at the same
time, the collaborating parties can build their capabilities faster [15].

To summarize, the local and global models we present in this work adapt to
the pull system studied in [14], given that it explores the possibility of generat-
ing supply from the aggregation of (specialized) resources belonging to different
entities. Additionally, it aims at managing local resource assignment by means
of a general orchestrator, which in our models corresponds to the Virtual Net-
work Builder. Since we are dealing with a framework in which different entities
(SPs) are providing a service with the aggregation of resources belonging to
other operators (RPs), we envision a service-based type of competition. In this
way, it is important to shed some light on the nuances, opportunities and chal-
lenges of switching from a traditional facility-based competition to service-based
competition.
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5.2 Facility-Based vs. Service-Based Competition

When we analyze facility (or infrastructure)-based competition and contrast it
with service-based competition, we are not facing a “black or white” type of
situation. Instead, we can find a wide range of possibilities and arrangements
between these two poles. This has important implications in terms of the com-
plexity of the strategies adopted by incumbents and entrants and the regulatory
schemes that are optimal.

At the core of these competition decisions, we have a set of trade-offs that
incumbents and entrants should take into account. Indeed, each user will decide
to enter in either arrangement depending on the level of profitability that it
represents. For instance, incumbents should evaluate the benefit from investing
in their own infrastructure and share it with new entrants versus the possible
threat of competing with new market entrants who possess their own market
infrastructure. New entrants, on the other hand, should determine how lim-
ited their competitiveness will be in the market if they are subject to the lease
arrangements provided by the incumbents, and at the same time, they should
contrast those limitations with the investment required for deploying their own
infrastructure (i.e., opportunity cost of technology adoption) [16,17].

Referring to a traditional view of networks, we find that it widely favors
facility-based competition and sees service-based competition as the stepping
stone for the rise of the first. Nevertheless, if we adopt the process networks per-
spective presented in Subsect. 5.1, we could envision models and systems that
successfully operate under service-based competition. Furthermore, when adapt-
ing our virtualization considerations, a wider array of resource usage models can
be considered, which not only represents additional service opportunities for the
new entrants, but also decreases the threat that these users can pose to the
incumbents, e.g., threat caused by new entrants providing the same service as
the incumbent. Moreover, the aggregation and assignment activities of the VNB
could make the negotiation process easier for entrants and incumbents, thus
reducing the associated costs. In this way, we would obtain positive conditions
for a successful switch toward service-based competition.

5.3 Value Chains vs. Value Networks

According to [12], “[t]he value chain includes all the activities that exist as a
direct result of usage of the cellular network. The purpose of creating the chain is
to understand where the costs are incurred and the revenue is generated”. Gener-
ally, a value chain is associated with a particular network operator or incumbent,
and it will help to determine the activities that will be more profitable. Due to
the significant changes in spectrum sharing arrangements, technology use and
service availability, we can expect that the traditional value chain will shift to
new perspectives in which, not only an incumbent’s view on how to derive value
from its resources and make profits is considered; instead, we might be inter-
ested in a new approach which encompasses the interactions of multiple users
for generating valued services.
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We have already evidenced examples that portray significant changes in the
structure of value chains, such as the appearance of MVNOs, the evolution of Wi-
Fi which has turned its hotspots into important complements of regular mobile
networks, and also the creation of over-the-top services. From these examples,
one can notice that different parts of the value chain that generate revenue, can
be actually controlled by entities different from those that have deployed and
control the parts associated with the highest costs [12]. In this way, as value
chains continue to evolve, it is possible to observe how various value chains
become intertwined for the creation of more complex networks where different
entities are simultaneously involved in more than one value chain. We can refer
to these as value networks.

A value network presents multiple entry and exit points, which increase the
complexity of operations for all the members involved [20]. Additionally, it is
expected that this network will be formed by “different actors drawn form a
range of industries that collectively provide goods and services to the end users”
[20]. For this purpose, these industries should show a higher level of specialization
in particular activities, instead of managing the overall production of services.
Furthermore, the companies involved are expected to dynamically evolve and
perhaps specialize and gain expertise in additional areas. Hence, for the final
service provision, relationships among multiple, specialized companies should be
established [20].

This new notion of specialization and interaction among entities, calls for the
modification of the boundaries of a company, which is evidently accompanied by
a corresponding trade-off: value of specialization versus the transaction costs
associated with external suppliers [20]. In this light, for setting their boundaries,

Fig. 5. Similarities between process and value networks.
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firms should consider a balance between facing low transaction costs from inter-
nal production of services, thus lower agency costs and the economies of scale
derived from obtaining resources from external entities [20].

Ultimately, the interaction of multiple users proposed by the value network
approach permits us to study a firm’s relationship with other network members
and thus understand where value lies in the network and how it is created by
multiple parties; how the activities of a firm will affect the network and how
other members are likely to respond [21].

From the concepts presented in this section, we can find the relationship
between value networks and process networks, which are illustrated in Fig. 5.
Both mechanisms envision the aggregation of specialized entities to provide val-
ued services, targeting at the deployment of service-driven networks and the
accompanying type of competition.

6 Putting Things Together

Analyzing the network presented in Fig. 4, as a whole, we can point out important
details that map to the concepts presented throughout this paper.

The entities in this network may have different degrees of specialization in
multiple areas. In turn, these entities share their resources with others, thus pro-
moting the development and provision of additional, perhaps more specialized
services. This creates intertwined value chains as there is greater value extracted
from a set of resources initially owned and used by a reduced group of incum-
bents or RPs. Additionally, this translates in a wider array of services provided
throughout the network, which defines it as a service-based competition envi-
ronment.

From the perspective of the RPs, there are increased opportunities for ana-
lyzing whether participation in the pool results in a profitable arrangement. This
presents them with options to continue to participate, increase their participa-
tion or exit the network. The SPs at the other end of the network will generate a
dynamic demand, dependent on the type of service that lies at the core of their
business model. This represents less restrictions in terms of resource access and
thus definition of the service to provide.

In a traditional system-based competition model, each SP would need to
negotiate with every RP from which it requires resources. This is not a practical
solution in terms of transaction costs, and possible restrictions in the establish-
ment of leasing agreements with RPs. In the network we study, both RPs and
SPs will negotiate resource access with a single entity: the VNB. In fact, the
VNB will aggregate the required type and amount of resources based on the
demand of the SPs, which is expected to be service-specific and dynamic. At the
same time, the VNB should be in charge of providing the appropriate compen-
sation to the RPs and/or negotiating with the SAS depending on the type of
resources accessed.

Note that the flexible management of the resources belonging to the pool
responds to the utilization of an enabling technology such as wireless network
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virtualization. In this way, the co-existence of multiple RPs and SPs would be
ensured. It is evident that there is a greater degree of flexibility stemming from
this network when compared with traditional system-based or facility-based com-
petition arrangements. In the case of the latter, we can expect higher transaction
costs associated with negotiations, given that specific leasing agreements should
be developed among particular RPs and SPs, on a one-to-one basis. In the virtu-
alized case, the negotiation is done through the VNB, which reduces the resulting
overhead and allows for the seamless negotiation with multiple entities at a time.
However, when designing the negotiation mechanisms between the VNBs and the
SPs, we should take into account a framework that reduces agency costs, thus
deterring strategic behaviors which could affect the overall welfare in the system.

7 Conclusions

We propose the incorporation of WNV to the sharing framework defined by the
FCC for the 3.5 GHz band. The analysis we present does not reflect regulatory
and technical considerations only, it also explores additional economic factors,
which play a key role for the deployment of successful sharing models.

The studied fields pose important challenges and opportunities for the shar-
ing model we devise. In this way, we have been able to find some benefits that
could stem from embedding virtualization as the technical enabler for sharing
approaches. Indeed, WNV would permit to add technical flexibility to the net-
work, which is required to accomplish the regulatory flexibility that the current
regulation seeks. Additionally, we have pointed out how the addition of a new
entity, the Virtual Network Builder, could allow for the distribution of the func-
tionality that has been assigned entirely to the SAS. In the model we propose,
it is likely that smaller entrants will have higher opportunities to access spec-
trum. This results from having a VNB in charge of aggregating the demand
from multiple users and posting bids for spectrum access. In this way, the VNBs
could be better competitors in the market than smaller entities alone, and their
possibilities to win resources in an auction may be significantly enhanced.

We found several similarities between the characteristics and objectives of
process networks and those of value networks. When adapting these concepts
to our model, we expect virtualization to allow for a seamless aggregation of
resources from multiple entities thus permitting to exploit the specialization of
network entities at their edge. This would provide an avenue for achieving com-
mon or service-differentiated business objectives, which could lead to appealing
service-based competition opportunities taking place in current telecommuni-
cations market scenarios. Overall, our analyzed framework suggests that in an
environment where multiple users with varied levels and areas of specialization
come together to innovate, we could actually derive opportunities instead of
threats from the uncertainty of sharing.
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8 Future Work

In our efforts to extend our work, we consider it important to delve into details
regarding how rights are adapted to these novel sharing schemes and, how social
concepts and constructs influence the deployment of accurate models. Follow-
ing the study presented in [22], we expect bundles of rights to be redefined in
virtualized scenarios, which will in turn have a significant impact on the model
design, outcomes and evaluation.

From a social perspective, our analysis of process and value networks has
shed light on the interaction of multiple entities in order to achieve common and
service-differentiated business objectives. In turn, these entities will be sharing
assets, which could be mapped to the common-pool resource definition2. Keeping
this in mind, and as explored by Ostrom in [23], we could expect collective-action
problems to arise under our virtualization scenarios. As pointed out by Ostrom,
a possible solution is the adoption of polycentric governance approaches, which
implies the development of systems of governmental and non-governmental orga-
nizations working at multiple scales. The authors in [24] have already explored
the inclusion of CPR concepts and polycentric governance to the design of the
SAS and how this would help define facilitating conditions for the development
of successful systems. In this way, we consider that analyzing CPR and Polycen-
tric governance notions would provide us with a richer view on how to design
our virtualization system.
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Abstract. In this paper, a distributed approach to topology control
(TC) is proposed where the network topology is established considering
interference and routing constraints. This optimization problem how-
ever involves link scheduling and power assignment under SINR con-
straint, which is an NP hard problem. Opting for heuristics rather than
exact approach, the proposed algorithms in the literature, either cannot
guarantee the quality of the solution, or approximate the interference
(protocol interference model) rather than using realistic SINR models.
There is also lack of distributed exact/approximation approaches which
can reduce complexity and provide practical solutions. Here, we propose
a distributed approximation algorithm using column generation (CG)
with knapsack transformation on the SINR constraint. Particle Swarm
Optimization (PSO) is integrated with CG, to provide robust initial fea-
sible patterns. The results show that, DCG-PSO with knapsack trans-
formation increase the solvable instances three fold in terms of number
of nodes, in comparison to the state-of-art approaches. The links are
scheduled with less power, shorter scheduling lengths and reduces the
computation time at lower penalty cost.

Keywords: Topology control · Scheduling · SINR · Approximation ·
Distributed

1 Introduction

Wireless Multihop networks have wide range of application in todays world [1,2]
such as the military field communication and hot-spots for daily use. These net-
works can be deployed independently or can also co-exist with fixed infrastruc-
ture. Thus forming an integral part of the structure for future networks, which
is considered a large dynamic mesh network. While the application of such net-
works is increasing with the advent of new applications, the three fundamental
aspects: energy efficiency, connectivity and receiver centric interference mitiga-
tion are becoming more and more important. In order to address these fundamen-
tal challenges many solutions have been proposed in the literature, such as, power
aware MAC layers [3] and location based routing for connectivity [4]. Despite the
considerable amount of work in these directions, the proposed approaches not
only increase the complexity of the layers but are also not able to accommodate
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effectively all three fundamental challenges. Here we have considered topology
control (TC) [1,2]. TC addresses these challenges on the link layer level and
reduces the complexity of other layers such as MAC and routing layer. Gener-
ally, TC mainly comprises of power control [5] and/or scheduling [6,8] at the link
layer. Here, we have considered scheduling with power control to implement the
optimization framework. The proposed approach is a distributed approximation
algorithm, providing fault tolerance, energy efficiency and mitigating interfer-
ence. The interference is based on SINR rather than protocol model thus giving
a realistic measurement of interference [9,11,12] and fault tolerance is attained
by subjecting to the explicit k-vertex connectivity constraint [10,15], that con-
nects each node to k other nodes. Here, the complexity of finding the solution is
due to the SINR constraint which makes the problem NP complete [7,13]. While
the maximum number of nodes cannot exceed six in order to find the optimal
solution with SINR constraint [14], the approximation approaches in literature
are also confined to a maximum of 18 to 30 links [19,20]. In most cases, either the
SINR approximations such as node degree [13] or protocol model are used or the
heuristics are opted instead of exact solutions. Although heuristic approaches
offer less computation time and larger solvable instances than exact solutions,
unlike the optimal (exact) approaches, heuristics cannot guarantee the quality
of the solution: that is to remain within upper and lower bounds. On the other
hand, the approximation approaches offer better overall solutions, by adhering
to the lower or upper bound by a constant or dependent factor. s Here, mixed
integer linear programming (MILP) is used with distributed CG method [16].
All the transmitters run the distributed algorithm simultaneously while utilizing
the local information only. Depending on the network a centralized entity can
provide the global information however the algorithm can run without it too.
The proposed method provides a distributed topology with links offering min-
imum scheduling length with power control for Spatial Time Division Multiple
Access (STDMA) multihop networks. In summary, our main contributions are
as follows.

• We present a novel MILP formulation to minimize the scheduling length and
total power of the network under routing, power and k connectivity con-
straints.

• A novel distributed approximation algorithm based on CG, DCG-PSO is pro-
posed, where we transform the SINR constraint to knapsack problem and
solve the pricing problem in two stages, which reduces the complexity of the
problem. The feasible link set is increased and interference set is decreased
while the upper and lower bounds are made efficient in each iteration.

• As CG performance is influenced by the initialization, instead to random
initialization which may effect the stabilization of CG, we integrate distrib-
uted Particle Swarm Optimization (DPSO) to provide better initial feasible
solutions.

The proposed DCG-PSO results in a 5 times increase in the number of nodes
than the state of the art [18,19], less computation time and better solutions.
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The resulting topology consists of links with less scheduling length, less power
consumption and more spatial reuse. The DCG-PSO is the first approximation
algorithm to the best of our knowledge that can solve up to 80 nodes, while
supporting simultaneously k-connectivity, minimum transmit power and receiver
centric interference mitigation.

The rest of the paper is organized as follows. At first, the network model is
explained in Sect. 2. In Sect. 3, the formulation of optimization framework and
algorithm is illustrated. The evaluation and results are given in Sect. 4, followed
by conclusions in the Sect. 5.

2 Network Model

We consider a multihop STDMA wireless network consisting of N nodes with
(i, j)εL directed links. The free space model is used for the channel gain Gij

calculation. The Gij = ϕ.d−α
ij where, dij is the distance between two nodes i

and j, α is the path loss exponent and ϕ is the uniform random perturbation. P i

is the power of a node i while the value of the power can be continuous or integer
value. The following formulation can be applied to CSMA given the respective
changes are made in formulation.

2.1 Feasible Access Patterns

The feasible pattern is a subset of links transmitting simultaneously subjected
to the given constraints. Here, for the links L in the network, a set of links S ⊆ L
that are simultaneously active such that no links share a node is called matching.
If the links in a matching S are concurrently activated such that the minimum
SINR requirement is met, then such a matching is called feasible matching or
pattern. Here, the minimum SINR requirement, i.e given the SINR is provided
by (1), the links within a matching satisfy the specified SINR threshold. In (1),
γ is the SINR threshold and no is the noise The SINR threshold can be different
for each link, here for simplicity purposes we have assumed same threshold for
all links.

PiGij

no +
∑

j,i�=m(PmGjm)
≥ γ (1)

The power of a link needs to be high enough to meet the minimum k connectivity
and data rate requirement such that QoS does not get effected. Scheduling can
be defined in a number of ways. Here, schedule Q is the index collection such
that Q = (Sq, τ q, qεQI), the scheduling length is measured in terms of number
of slots as well as total duration in seconds. The length of schedule is τ q ≥ 0,
and represents the duration in the matching S, while QI ⊆ Z+ is a large and
finite set. The traffic demand vector is fij for the link (i,j) and is given in mbps.
Each transmission frame length is divided into slots qεQI and the within each
slot the matching is active for the duration τ q. The given demand is completely
transferred in the frame length.
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The flow conservation balance is the multihop routing constraint here. Flow
conservation is applied per session cεC, where one session c comprises of a source,
a destination and the demand. In the demand flow constraint, the fc

ij is the
demand flow for link i, j and session c. The fc

i = k when i node is the origin of
session c, fc

i = −k if i is destination of c and zero otherwise. It means all the
relaying nodes have fc

i = 0.

3 Optimization Framework

3.1 Centralized Algorithm: Column Generation (CG)

The centralized algorithm is based on CG, it takes global information about the
network into account and executes centralized knapsack algorithm for the for-
mulation. The CG comprises of a master and a pricing problem, and it reduces
the complexity of the problem by focusing on the variables that can have poten-
tial in improving the existing solution. CG is an iterative approach where it
attempts to search for reduced cost variables in each iteration. In order to do
so, the master problem (MP) solves its constraints and passes the dual variable
to the pricing problem (PP) which comprises of constraints with exponential
complexity. If a variable with reduced cost is found it is added to the optimal
solution. The following is the MP formulation.

minimize
∑

1≤q≤|Q|
τ q (2)

subjected to: ∑

jεN

fc
ji −

∑

iεN

fc
ij = fc

i (3)

∑

iεN

fc
ij ≤ 1 (4)

fc
ijε(0, 1) (5)

∑

1≤q≤|Q|
uijτ

q ≥ fij (6)

τ q > 0 (7)

Here, the master problem of CG consists of the flow conservation constraint with
the objective function of minimizing the scheduling length. The flow conserva-
tion and disjointed node is ensured by (3) and (4) respectively. The capacity
constraint is (6) where uij is the Shannons capacity. Among all possible feasible
solutions of an optimization problem, only a subset of such solutions/variables,
known as basic variables participate in getting the optimal solution while the
rest of non-basic variables can be discarded. The master problem (MP) is thus
transformed into a restricted master problem (RMP) which considers a subset
of initial feasible scheduling patterns. The set of all possible feasible matching
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is Q while its subset is Y ⊆ Q. The RMP consisting of (8)(9) and (3-5)(7) is
provided below.

minimize
∑

qεY

τ q (8)

subjected to:

Constraints (3),(4),(5),(7)
∑

qεY

uijτ
q ≥ fij (9)

3.2 Distributed Algorithm

The CG as described above is a centralized approach thus providing solution
based on global information. Such techniques can result in high computational
complexity and significant overhead. In order to provide a solution which can be
implemented in small to large multi hop networks here we provide the distributed
approach for CG. Although every node is capable to decide on the local informa-
tion only, however in the presence of a centralized entity such as access points in
mesh networks or base stations in case of multi hop cellular networks the global
information is used for better efficiency. The distributed RMP (same formula-
tion as centralized RMP), takes into account the local information and runs at
each transmission node simultaneously. While the pricing problem is executed
as per individual nodes situation. The pricing problem (PP) from (10)–(16) con-
sists of mainly the constraints with exponential complexity, which is the SINR
constraint here. The objective of the PP is to maximize the reduced cost and
upon finding a reduced cost, the new pattern is added to RMP to contribute in
finding the optimal solution.

maximize(i,j)εEuijvijxij (10)

subjected to:

PiGijxij + M(xij − 1) − γ
∑

j,i�=m

(PmGjmxjm) ≥ γno (11)

∑

iεN

xij +
∑

j �=i,jεN

xji ≤ 1 (12)

xijε(0, 1) (13)

0 ≤ Pi ≤ PmaxiεN (14)
∑

iεN

xi ≤ k − 1 (15)

xiε(0, 1) (16)
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The objective of PP is (10), where vij is the dual variable of the constraint (9)
in RMP that is provided to PP. The inequality in (11) is the SINR constraint
where M is a large integer which linearises the constraint. This method is known
as Big M method. The constraint (12) ensures that each node either transmits or
receives at a time, here xij is a decision variable representing an edge such that
xij = 1 if link (i, j) is active, otherwise xij = 0. The k connectivity constraint
(15) is ensuring minimum of k − 1 links to provide fault tolerance.

In case of power control, Pi also becomes the decision variable with an addi-
tional constraint on the values of power (14). These constraints on the value of
power depends on the nature of value i.e. continuous or integer. The M is a large
integer which linearises the SINR constraint, this method is known as the ’big
M approach. However in an attempt to calculate an individual value for each
link, here the value of M is taken as:

Mij = γ

⎛

⎝ηo +
∑

m �=i,j

PmGmj

⎞

⎠ (17)

The distributed algorithm is executed at all transmitters simultaneously.

3.3 SINR Transformation

Although the big M approach makes unnecessary constraints redundant, its val-
ues are not optimized, as it introduces numerical discrepancy in linear formula-
tion. Here, we first transform the explicit SINR constraint to knapsack problem.
This allows minimization of the time required to reach the convergence point
and avoids the numerical complexity related to M. The generalized form of a
knapsack problem with objective (18) and constraint (19) is as under:

maximize
∑

iεN

aixi (18)

subjected to: ∑

iεN

cixi ≤ B (19)

Such that xi can have binary or finite integer range. The ai is profitable cost
while ci is the weight and B is simply a constraint constant. Given that link
(i, j) is active, upon applying the knapsack transformation, the SINR constraint
can be represented as following.

PiGij − γ
∑

j,i�=m

(PmGjmxjm) ≥ γηo (20)

∑

j,i�=m

(PmGjmxjm) ≤ PiGij/γ − ηo (21)

Here, i, jεN . If, we take PmGjm = cjm and PiGij/γ − ηo = B then by tak-
ing uij = aij , we can transform PP to knapsack. Here, the transformation to



252 M. Riaz et al.

knapsack simplifies the problem as it eliminates the explicit SINR constraints
(11) removes the numerical discrepancies induced by big M method and repre-
sents the problem at hand as set cover. The set cover removes the unnecessary
constraints and converges towards the optimal more effectively.

3.4 Algorithm Description

The algorithm starts by running RMP problem and call the algorithm for pric-
ing problem in each iteration. Here in RMP algorithm, at first the transmitting
node broadcasts its power and data demand. After establishing the neighbour-
hood information, PSO provides initial feasible patterns Y and power values Pi.
The RMP problem is solved by each transmitting node simultaneously and the
dual variable vij associated with each link is then provided to PP. The algo-
rithm for PP returns the new column variable and power values. This loop run
till the cost uijvij ≤ 1. The pricing problem is solved by two main sub-functions
such that end results impacts the bounds and optimal feasible results. For the
PP algorithm the dual of primal formulation is considered. As, the dual of the
knapsack problem is the covering problem, so by transforming the primal pric-
ing problem with knapsack constraint as stated above is converted to covering
problem. Here, the vertex set is formed based on the nodes in violation of SINR.
The number of nodes in the interference set is decreased by adjusting the power
and allowing the subsets of links that can be tolerated for simultaneously trans-
mission. As a result the cardinality of interference set and feasible set decreases
and increases respectively. The optimal k connectivity is calculated. The vertex
cover number serves as the high priority to SINR and allow to choose optimal
k per node where k ≥ 2. The final scheduled links form the network topology
where the link is removed as its demand is met and new links are added. Tra-
ditionally, the topology control is triggered when a link vanishes or added, here
the link demand is the main criteria.

3.5 Initial Feasible Solutions: DPSO

CG is usually initialized by a set of feasible solution/pattern which is taken as a
single link in the network. As the performance of CG is significantly influenced
by the initial settings, here distributed particle swarm optimization (DPSO)
is chosen to provide better initial feasible pattern and initial power levels. It
not only provides various patterns but also reduces the number of iterations
to provide stable solution. The DPSO is executed by each transmitter and in
take only the local information. The formulation of DPSO involves defining the
particle of the population, velocity and position update technique. Here, the
particles represent nodes in the network, while forming a matrix that represents
the power allocated to each node forms. If we represent the particle as xi,j , where
(i, j)εL, then vt

i,j and dt
i,j is the particle’s velocity and distance at iteration t.

The local and global best are calculated, represented as xlo
i,j and x∗

i,j respectively.
The velocity and position update equations are provided here. In the formulation
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below, ςsocεR
+ and ςcogεR

+ are acceleration coefficients for social and cognition
effect while winε[0, 1] is the inertia coefficient that controls the velocity.

vt+1
i,j = winvt

i,j + ςsoc(xlo
i,j − dt

i,j) + ςcog(x∗
i,j − dt

i,j) (22)

xt+1
i,j = vt+1

i,j + dt
i,j (23)

4 Evaluation and Results

In this section, we evaluate the efficiency of the proposed optimization frame-
work which provided additional insights on topology control. Here, we have used
MATLAB, together with CPLEX 12.5v as an optimal LP solver. The nodes
are uniformly distributed, forming an initial random topology and the weight
of the link Gij is calculated where α = 3 and ϑ = [0.8, 1.2]. The values for k
is [2, |N | − 1]) here, although the values can be used within the 2 ≤ k ≤ 20
range. The SINR threshold is set to 10, noise is set at 10(−6) and the maximum
power is 0.1 Watts. Here, none of the links share a common node as stated in
Sect. 2. The STDMA based network with varying number of nodes from 5 till 80
nodes are taken into consideration. In total of 5 instances of each network size
are considered and 250 monte carlo simulation are run for the results.

4.1 Approximation Solution

In this section, we discuss the performance of proposed DCG-PSO knapsack
algorithm in terms of average transmission length in terms of number of slots as
well as total length in seconds. This discussion is followed by the analysis of the
approach with and without power control, computational complexity and then
the system level analysis of the algorithm in comparison to similar state of the
art techniques. First we determine the minimum transmission length needed to
fulfil a given traffic demand over the links. The transmission length is calculated
in terms og number of slots, however, the transmission length in seconds can be
calculated. At first the proposed distributed algorithm DCG-PSO is compared
with centralized version CG-PSO in Fig. 1. As the Fig. 1 shows that the distrib-
uted approach provides transmission length with almost a constant gap from the
centralized approach. It is observed that the gap can increase slightly at higher
number of links, due to the fact that accumulative interference in presence of
multicast scenario can increases thus requiring more number of slots to fulfil the
traffic demand.

The comparison of DCG-PSO in terms of average transmission length with
state of the art is shown in Fig. 2. In this comparison the probing based algorithm
[17], ε bounded approach [18] and CG distributed based approach in [19] is
compared to DCG-PSO. The transmission length provided by DCG-PSO is very
low. While the transmission length provided by probing is the largest, the rest
of the approaches computed almost the results as DCG-PSO. However all the
approaches except DCG-PSO cannot compute for higher number of links. It is
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[ht] s

Fig. 1. Average transmission length by centralized and distributed algorithm

[ht]

Fig. 2. Comparison of proposed distributed algorithm in terms of average transmission
length with state of the art

due to the exponentially increasing computational complexity in terms of run
time and number of iterations to converge. In order to compare the convergence,
the number of iterations required by each algorithm is illustrated in Fig. 3. The
number of iterations is highest in case of [19] while other approaches cannot find
convergence at relatively higher number of links as illustrated in Table 2.

The spatial reuse is one in case of TDMA which means only one link is
activate in one time slot, in case of STDMA spatial reuse can be greater than
or equal to one. The analysis and comparison of DCG-PSO with centralized
approach shows that relatively less power is needed while improving the spatial
reuse as shown in Fig. 4. The comparison shows that spatial reuse is much closer
to centralized approach when distributed algorithm (DCG-PSO) with power
control is executed. The increasing spatial reuse is because the total sum of power
of the network decreases significantly in case of power control and less power is
needed as the number of nodes increases, resulting in increase in simultaneous
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[ht]

Fig. 3. Comparison of number of iterations of proposed distributed algorithm DCG-
PSO and state of the art

[ht]

Fig. 4. Spatial Reuse of proposed centralized and distributed approach with and with-
out power control

activation of the links. However, the power control formulation has higher run
time and is significant if the density of node is relatively higher, as illustrated in
Table 1. This is because, the power control formulation involves extra decision
variables and spares networks usually need higher power for connectivity while
having larger margin to avoid interference. In Table 1, the average computational
time is illustrated for solving a network of 25 nodes and total of 250 instances
are simulated. In the Table 2 below the total power of the network for DCG-PSO
in comparison to state of the art is provided.

As our CG procedure is initialized by particle swarm instead of greedy and/or
single link configuration, the number of iterations to attain the objective value
has been reduced and better objective values are obtained. This is due to the fact
that CG is sensitive to initial values which can then affect algorithm stability
upon each iteration. The average percentage cost penalty, which is defined as
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Table 1. Column generation objective values and run time

Technique Average computational Solved
time instances

DCG-PSO 21.1 s 245

DCG-PSO w/o PC 11 s 248

ε- approximation 200 s 180

Distributed CG 587 s 178

Probing 11.12 s 239

Table 2. Total power of the network by DCG-PSO, ε approximation and distributed
CG approaches

No. of Avg. No. DCG-PSO DCG-PSO e approximation CG distributed
Nodes of Links w/o PC w PC

10 18 45.0 32.50 31.4 59.40

30 87 82.51 60.90 62.41 No solution found

50 280 502.95 410.61 No solution found No solution found

80 650 731.52 698.01 No solution found No solution found

the difference between the optimal Oopt and the findings of the algorithm Oalgo,
that is: (Oalgo − Oopt)/Oopt, reduces as the bounding interval and reduced in
range. The penalty cost of DCG-PSO is 20 percent at most in worse case. This
reduction is due to PSO based initialization and the knapsack transformation,
which allows for solving the pricing problem through solving inequalities. The
cost penalty also shows that: with increasing search space, the greedy based
approach tends to have higher cost penalty than PSO based. The lower bound
of RMP is calculated by finding the dual variables di and vijof constraint (3)
and (9) If D is a traffic demand vector for the links in Y and optimal value is
z then LB = di.D/1 − z. The upper bound is also calculated at each iteration,
thus contributing into fast convergence.

5 Conclusion

We have considered the problem of network topology based on minimum schedul-
ing length with power control for STDMA multihop network, subject to SINR
based interference. We opted for distributed approximation algorithm based on
CG. The SINR constraint is transformed such that it reduces complexity. Thus
DCG-PSO can solve larger instances, that is at least three fold increase in solv-
able instances in terms of number of nodes as compared to literature. DCG-
PSO provide network topology with shorter scheduling length and minimum
power consumption, it has a profound effect on spatial reuse and has minimum
penalty cost. Thus, to the best of our knowledge DCG-PSO is the first approxi-
mation algorithm to provide the solution for 80 nodes while considering SINR,
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k -connectivity and power consumption. The evaluation of proposed algorithm
with realistic propagation models, CSMA, effect on throughput and routing is
part of our future work.
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Abstract. In Low Power Wide Area networks, terminals are expected
to be low cost, low power and able to achieve successful communica-
tion at long range. Communication should be low rate compared to cel-
lular mobile networks. Most of the current technologies dedicated to
Machine-to-Machine communication rely on the use of a spreading fac-
tor to achieve low levels of sensitivity. To contain power consumption at
the terminal side, the cost of complexity should be paid by the receiving
side. We propose to use turbo processing schemes as potential physical
layers. We compare these schemes to a standard and an industrial solu-
tion, and show that a significant gain in sensitivity can be achieved, and
very energy efficient scheme can be designed by mixing turbo processing
and orthogonal modulation concepts.

Keywords: Low Power Wide Area · LPWA · Internet of Things · PHY-
layer · FSK · Turbo Code · Low rate · Low SNR · Machine-to-Machine

1 Introduction

The Internet-of-Things (IoT) is a vast concept, where every object is expected
to be connected. Amongst the foreseeable applications for these Machine-to-
Machine (M2M) communications, many require the design of a new Low Power
Wide Area (LPWA) network [1]. While recent advances (3G, 4G) sought for
higher data rate and spectral efficiency, this kind of network is expected to be
low rate, low power and long range. Packet sizes should be from a few bytes
to hundreds maximum. Terminal power consumption and sensitivity working
levels are critical issues, relying on the choice of an efficient and robust physical
layer. We consider a star network topology, where each node is connected to a
base-station. We focus on the uplink communication.

To achieve low sensitivity levels, a widely used technique is the low complexity
repetition code. Indeed, repeating the information by a Spreading Factor (SF)
λ at the transmitter can offer a gain of 10 log10(λ) dB in sensitivity at the
receiver side. This technique offers a good compromise between sensitivity and
complexity and many systems rely on it, as for instance in Direct Sequence
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Spread Sprectrum (DSSS). Another natural choice for low data rate and low
power applications is the use of M -ary orthogonal modulation. Increasing the
size of the alphabet gives a gain in energy efficiency, while reducing the spectral
efficiency [2]. This property can be extended to Orthogonal Sequence Spread
Spectrum (OSSS), and using high orders of alphabet can bring low levels of
sensitivity.

Some solutions have been proposed to answer the need of a new LPWA
network. A recent proposal [3,4] is based on the combination of OSSS with a
low complexity block code. Also, efforts have been made to design the standard
802.15.4k using the DSSS technique combined with a convolutional code [5],
which can be considered for LPWA networks. These two schemes are low com-
plexity and straightforward solutions. However, since low power consumption is
expected mainly at the terminal side, the cost of complexity can be paid by the
receiver side, i.e. the base station. More elaborate decoding schemes can then
be used, such as turbo processing [6], and lead to a better energy efficiency of
the system. We consider the widely known Turbo Code (TC) standardized by
the Universal Mobile Telecommunications System (UMTS) [7,8] combined with
a common modulation and a SF as a potential physical layer for LPWA. Our
recent work [9] pointed out that if the repetition scheme allows a decrease of
the required Signal-to-Noise Ratio (SNR) of a specific modulation, it does not
increase the energy efficiency of the system (which can be expressed in terms
of energy per bit to noise spectral density ratio, denoted Eb/N0). This is a
consequence of the information rate reduction implied by the use of the SF.
Redundancy should be used more efficiently by the receiver, by means of turbo
processing. The scheme proposed in [9], dedicated to LPWA networks, combines
orthogonal modulation with turbo processing, and achieves very promising level
of performance.

In this paper, we propose a comparison of four different schemes: the
802.15.4k standard [5], OSSS with a Hamming code, the TC UMTS from [7,8]
with a common modulation (Binary Phase Shift Keying (BPSK) or M -ary
orthogonal modulation), and the Turbo-FSK scheme proposed in [9]. All of them
perform at a low spectral efficiency, aim a high energy efficiency, and would be
suitable for uplink communication in the context of LPWA networks. We focus
on the physical layer, and assume perfect synchronization and Additive White
Gaussian Noise (AWGN). All architectures are described, and simulations are
performed. To the best of our knowledge, comparison of these potential LPWA
networks have never been done. Also, the use of the UMTS Turbo Code and a
modulation have never been considered before as a potential uplink scheme for
LPWA.

The paper is organized as follows. The different schemes and their architec-
tures are introduced Sect. 2. Performance comparison are presented Sect. 3. In
Sect. 4, results are discussed and Sect. 5 concludes the paper.
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2 System Model

This section is dedicated to the description of the four conceivable physical
layers previously mentioned. For each one, a short introduction is followed by
the presentation of the block diagram of the transmitter. As receivers is rarely
standardized, a receiver scheme has been proposed for each physical layer.

2.1 IEEE 802.15.4k

The IEEE 802.15.4k is a standard for local and metropolitan area networks,
and is part of the Low-Rate Wireless Personal Area Networks (LR-WPANs)
[5]. It aims at low energy critical infrastructure monitoring networks. This stan-
dard supports three physical layer (PHY) modes: DSSS with BPSK or Offset-
Quadrature Phase Shift Keying (O-QPSK), or Frequency Shift Keying (FSK).
DSSS with BPSK modulation is adapted to more constrained situations, and
will be presented here. Standard specifications allow the use of a spreading fac-
tor value λ from 16 to 32768.

Block diagrams for transmitter and receiver are given in Fig. 1. The trans-
mitter is composed of a Forward Error Correction (FEC) block, defined to be the
convolutional code of rate 1/2, with generators polynomial [171 133] (in octal)
and constraint length k = 7. After encoding, interleaving is done to ensure diver-
sity at the reception side. Differential encoding is applied, and encoded data is
“repeated” by the use of a binary direct sequence of size λ. BPSK modulation is
then used to transmit the signal through the channel. The normalized spectral
efficiency of the physical layer, expressed in bits/s/Hz, is

η1 =
1
2λ

. (1)

The receiver executes the reverse operations of the transmitting side. After
despreading the signal (executing the mean weighted by the elements of the
binary direct sequence), we use a soft differential BPSK decoder. Knowing how
data was interleaved at the transmitter side, the deinterleaving operation allows
the soft input Viterbi decoder to decode the data and to finally retrieve the
information bits.

Convolutional
FEC Interleaver Differential

Encoder
Spreading Factor BPSK

(a)

Spreading Factor
Recombination

Soft Differential
BPSK Decoder

Deinterleaving Soft input
Viterbi Decoder

(b)

Fig. 1. Standard IEEE 802.15.4k: (a) transmitter architecture, (b) receiver architec-
ture.
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2.2 Orthogonal Modulation with Block Code

It is a known fact that orthogonal modulations reach channel capacity for large
size of alphabet [2]. An original solution relies on the use of orthogonal mod-
ulations with a simple channel code [4,10]. Spreading operation is replaced by
increasing the alphabet size, thus lowering the spectral efficiency but also increas-
ing the energy efficiency. As we assumed ideal synchronization and AWGN chan-
nel, performance does not depend on the orthogonal alphabet choice (e.g FSK,
OSSS, Pulse Position Modulation, . . . ).

The transmitter and receiver architectures are given in Fig. 2. After apply-
ing a simple Hamming (7, 4, 3) block code, coded bits are interleaved and then
mapped to an orthogonal alphabet of size λ. The spectral efficiency is defined as

η2 =
log2(λ)

λ

4
7
. (2)

At the receiving side, soft demodulation is performed. The output is the log
likelihood ratio (LLR) of the bits. It is defined as

L(bn) = log
p(bn = 1)
p(bn = 0)

. (3)

The principle of soft decoding is to compute the A Posteriori Probabilities
(APP) of the codewords, i.e. for each codeword the probability of having a given
codeword knowing the observation, and then compute the LLR of the informa-
tion bits, knowing the APP for all the possible codewords. The elements of the
orthogonal alphabet are denoted ci with i ∈ [0, λ−1] and ci = [ci

0, . . . c
i
λ−1]. For

each ci, the associated information word is denoted bi = [bi
0, . . . b

i
log2(λ)−1]. We

consider one noisy received codeword y, and d its associated decoded information
word. The APP can be expressed as

p(ci|y) =
p(y|ci) p(ci)

p(y)
, (4)

after applying Bayes’ law. p(ci) is the a priori probability of having the code-
word, which here is equal to 1/λ. As y and ci are vector with λ elements, the
APP becomes:

p(ci|y) =
1

λp(y)

λ−1∏

m=0

p(ym|ci
m). (5)

Considering the complex AWGN case,

p(ym|ci
m) =

1
2πσ2

exp
{

− 1
2σ2

‖ym − ci
m‖2

}
, (6)

where σ is the noise variance and ‖.‖ is the Euclidean norm. ym and ci
m are

complex numbers, hence (5) can be expressed
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Fig. 2. Orthogonal modulation and Hamming code: (a) transmitter architecture, (b)
receiver architecture.

p(ci|y) =
C

λp(y)
exp

{
1
σ2

λ−1∑

m=0

Re
(
ym.ci

m

)
}

, (7)

where C is a constant that will be canceled out in further computations, and
ci
m the complex conjugate of ci

m. LLR of the information bits can be computed
using the expression

L(dn|y) = log
λ−1∑

i=0,
bin=1

p(ci|y) − log
λ−1∑

i=0,
bin=0

p(ci|y), (8)

where the index bi
n = 1 (resp. bi

n = 0) for the first sum (resp. the second sum)
signifies that the sum is done over the codewords ci that encode an information
word for which the value of bit bi

n is 1 (resp. 0). The factor before the exponential
in (7) is suppressed at this step.

Once LLR have been computed, deinterleaving is done. Soft Hamming decod-
ing can then be executed to get the decoded information bits.

2.3 Standard Modulation with Turbo Coding

3G and 4G standards both rely on a turbo code for forward error correction [7].
The TC used is a parallel concatenation of two identical recursive systematic
codes of rate 1/2, making the code rate equal to 1/3 (or slightly less when the
termination bits needed to close the trellis are considered). The constituent code
has a constraint length of k = 4, and its feedback and generator polynomials are
respectively [1315] (in octal). This channel code allows any system to achieve
an energy efficiency gain relatively high, thanks to iterative soft decoding at the
receiver side. Complexity at the transmitter side is rather low. We consider this
code combined with a modulation (BPSK or M -ary FSK) as a potential physical
layer for LPWA network, or at least as an interesting element of comparison.

The architecture of the transmitter is depicted Fig. 3. The Parallel-to-Serial
Conversion has three inputs: the information bits, the parity bits of the first
Recursive Systematic Coder (RSC), and the parity bits of the second RSC which
input has been interleaved. After serial conversion, a SF of value λ is applied,
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and then encoded data is modulated. The spectral efficiency of this physical
layer is

η3 =
ηmod

3λ
, (9)

where ηmod is the normalized spectral efficiency of the modulation used, defined as

ηmod =
{

1 if BPSK is used,
log2(M)

M if M -ary orthogonal modulation is used.

The receiver suggested is described Fig. 4. After the noisy channel, the SF
Recombination module averages λ consecutive symbols. Signal is then demodu-
lated, i.e. LLR are computed. Serial-to-Parallel Conversion will give the system-
atic bits (i.e. uncoded information bits), and parity bits of each encoder. Each
decoder is then fed by the systematic bits (which are interleaved for the second
decoder) and parity bits corresponding to each RSC. Maximum A Posteriori
(MAP) rule is used to decode the trellis, using the Bahl, Cocke, Jelinek and
Raviv (BCJR) algorithm [11]. The max-log approximation can be used, imply-
ing a small loss in performance for an interesting reduction of complexity. For
each decoder, the output of the other decoder is used as a priori input after
interleaving. Several iterations of this process are performed, and a decision can
be made at the end of each iteration.
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Fig. 3. Modulation and Turbo Code UMTS: transmitter side.
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Fig. 4. Modulation and Turbo Code UMTS: receiver side.
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2.4 Turbo-FSK

A recent scheme has been proposed, using orthogonal modulations and turbo
decoding at the receiver side [9]. This scheme allows for a better use of redun-
dancy than in pure repetition scheme, and achieves an interesting energy effi-
ciency gain. The transmitter low complexity makes it suitable for uplink com-
munication in the LPWA context.

Transmitter architecture is given in Fig. 5. The structure is composed of λ
stages, each one encoding an interleaved version of the input bits. Information
bits are gathered into P groups of r bits, and Convolutional-FSK encoding is
applied, as described Fig. 6. For every group of r bits, parity is computed and
accumulated in the memory. The r + 1 bits are then mapped to a codeword of
the FSK alphabet, which size is M = 2r+1. Thanks to the accumulator, every
consecutive symbol is linked to the previous one. The output of each encoder is
then a set of P FSK codewords: this scheme mixes coding and modulation in
the same process. A Parallel-to-Serial Conversion is then done to send the FSK
codewords through the channel. The spectral efficiency is defined by

η4 =
log2(M) − 1

λM
, (10)

The receiving side, depicted in Fig. 7, consists of Serial-to-Parallel Conver-
sion, to reconstruct the λ stages emitted at the first place. A Soft FSK Detector
is used to determine the probabilities of each possible codewords. This step can
be done using the Fast Fourier Transform (FFT) algorithm. These probabilities
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Fig. 5. The Turbo-FSK transmitter.
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Fig. 6. The Convolutional-FSK encoder.



268 Y. Roth et al.

are then fed to the APP decoder, which will use them as channel observation,
while output of the other decoders will be used as a priori information. BCJR
algorithm is used to decode the trellis. Orthogonality of the transmitted code-
words is one of the key feature of this scheme, which offers a great performance
gain compared to simple repetition schemes. Detailed explanations about the
transmitter and the receiver’s computations can be found in [9].
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Fig. 7. The Turbo-FSK receiver.

3 Simulation Results

To perform a comparison between the schemes presented in Sect. 2, we perform
simulations for the AWGN channel, with coherent reception. Random inter-
leavers are used, except for the TC UMTS where the interleaver specified by the
3G standard is considered. Packet size is set to 1024 bits (or 128 bytes), which
is rather small but appropriate for the LPWA context. For iterative schemes,
10 decoding iterations are performed, since performance improvement is rather
small for larger numbers of iterations. MAP algorithm is used.

For the sake of fairness, the different schemes should be compared with an
equal normalized spectral efficiency η. This physical feature can be adjusted
thanks to the definition of the parameter λ, which is related to either a repetition
factor or an alphabet size. The normalized spectral efficiency of a configuration
of the Turbo-FSK (32-FSK with λ = 4 stages, with η4 � 1/32 = 3.125 · 10−2) is
taken as reference. The adjusted spectral efficiencies, the parameters λ, the mod-
ulations, the FEC chosen and the binary code rate are summarized in Table 1.
For the third scheme, two different modulations are chosen: BPSK (physical
layer 3) and 32-FSK (physical layer 3bis), hence the total of 5 physical layers.
To obtain the SNR, we consider the straightforward conversion

SNR = η
Eb

N0
. (11)
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Table 1. Parameters used for comparison. Termination bits for convolutional codes
are considered when computing the normalized spectral efficiency values, implying a
lower value than expected. For Turbo-FSK, no binary code rate can be defined, since
coding and modulation are mixed.

PHY-layer 1 2 3 3bis 4

Modulation DBPSK 128-Orthog BPSK 32-FSK 32-FSK

FEC CC [171 133] Hamming TC [13 15] TC [13 15] Turbo-FSK

Binary code-rate 1/2 4/7 1/3 1/3 -

λ 16 128 11 2 4

η (·10−2) 3.125 3.120 3.019 2.594 3.113

Figure 8 shows the Bit Error Rate (BER) performance versus SNR for the
5 physical layers. All schemes have interesting performance at a very low SNR,
and will work at low sensitivity levels, which was the goal to achieve. Scheme
1 shows the typical performance of a convolutional code. Scheme 2 uses the
Hamming code, which is less powerful than the convolutional code of scheme
1, but offers better performance when combined with a relatively large size of
alphabet (128). Performance clearly shows the gain of turbo processing. Scheme
3, corresponding to the Turbo Code UMTS with BPSK modulation and λ = 11,
achieves a BER of 10−5 for a SNR of −14.2 dB, hence outperforming scheme
2 by 4.5 dB. Scheme 3bis, for which 32-FSK modulation is used, suffers from a
performance loss compared to 3. Scheme 4 outperforms all the other schemes,
showing the beneficial impact of mixing convolutional encoding and FSK mod-
ulation as proposed in [9]. It should be noted that both schemes 3bis and 4 use
the same size of orthogonal alphabet, with yet a gain greater than 1.3 dB at a
BER of 10−4 for the Turbo-FSK scheme.

Packet Error Rate (PER) performance versus the SNR is depicted Fig. 9.
Schemes involving turbo processing are again shown to be far more efficient
than the other schemes, with a gain superior to 3.5 dB for a PER of 10−3.

The ultimate Shannon’s limit [12] is the maximal transmission rate with
arbitrarily small bit-error probability, for a given SNR and a given bandwidth.
Comparing schemes to this limit thus shows how efficiently the channel resource
is used. The limit, expressed in terms of normalized spectral efficiency versus
Eb/N0, is represented in Fig. 10, along with the performance of the 5 physical
layers that are here presented. M -ary orthogonal modulation is also added for
reference. Since we choose a specific value of normalized spectral efficiency, all
performance corresponding to the schemes are approximately on the same hori-
zontal line. Scheme 4 is the closest scheme to the Eb/N0 Shannon’s limit as it is
only 2.3 dB away, showing it to be the scheme with the best energy efficiency. We
also give the performance of scheme 3 but without any repetition (thus λ = 1).
As repetition does not influence performance in Eb/N0, both schemes have the
same energy efficiency (same vertical line). Comparing scheme 4 to the uncoded
M -ary orthogonal modulation, performance shows that turbo processing is a
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Fig. 8. BER performance comparison in SNR. For schemes using turbo processing
(plain curves), 10 iterations have been performed and the block size is set to 1024 bits.
Spectral efficiency is roughly equal to 3.113 · 10−2 bits/s/Hz.
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Fig. 9. PER performance comparison in SNR. Packet size is 1024 bits. For schemes
using turbo processing (plain curves), 10 iterations have been performed and the block
size is set to 1024 bits. Spectral efficiency is roughly equal to 3.113 · 10−2 bits/s/Hz.

way to get closer to Shannon’s limit with a reasonable size of alphabet, hence a
reasonably low spectral efficiency.
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Fig. 10. Performance comparison considering spectral efficiency versus Eb/N0. The
given Eb/N0 values are the ones for which the BER is 10−5. For schemes using turbo
processing, 10 iterations have been performed and the block size is set to 1024 bits.

4 Discussion

As presented in Sect. 3, schemes involving turbo processing have clearly the
potential to reach low sensitivities. All gains presented in the previous section
can be associated to the gain in sensitivity: using scheme 4 instead of scheme 1
with the same bandwidth will lead to the same data rate but sensitivity will be
5 dB lower. Same performance can thus be achieved with a transmitted power
divided by 3.1 (in linear scale) or distance between transmitter and receiver
increased by a factor 1.7 (considering a free space path loss). In an other way, for
a same level of sensitivity, schemes based on repetition will have to use a higher
SF, thus a longer signal for an equivalent bandwidth. This can imply harder
constraints for synchronization, in terms of phase noise or channel coherence
time.

The performance improvements are done at the expense of an increased com-
plexity. However, the cost of complexity of the turbo processing-based schemes
is paid by the receiver side, i.e. the base station, which can be considered to
have unlimited resource. This is not often suggested for the LPWA context, but
more advanced processing can be considered, leading to better performance.

As mentioned in Sect. 1, we assumed perfect synchronization. Since every
communication system needs to be synchronized to work properly, this aspect
must be taken into account. This is one of the major issues concerning low SNR
communication, that still needs to be solved.
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5 Conclusion

The design of a new LPWA network is a major issue addressed in the context
of the IoT. The uplink scheme is critical, as terminals must have low power
consumption and high reliability. We compared several schemes as potential
candidates, and have shown that if repeating the information is a good way to
lower the sensitivity, more complex systems can allow for higher energy efficiency
gain. Simulation results show that turbo processing is an efficient way to achieve
a gain in sensitivity. Amongst the studied turbo schemes, Turbo-FSK is the
most efficient, and demonstrates the positive impact of mixing turbo processing,
M -ary orthogonal modulation and low spectral efficiency. However, synchroniza-
tion for this ranges of SNR and complexity remain open questions.
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Abstract. As traditional spectrum sensing approaches in cognitive
radio network unable to deal with the contradiction between accuracy
and complexity, a novel sequential spectrum detection based on phase
difference (SPDD) is proposed in this paper to achieve good performance
with less complexity. The variance of phase difference of signal is utilized
as the statistics to detect the signal under a realistic Rayleigh fading
channel. Moreover, a variable sample size of proposed algorithm is con-
ducted to minimize the complexity while maintained an acceptable per-
formance. Simulation shows that our SPDD method yields about 2 dB
gain over the conventional sequential energy detection. In addition, when
the cutoff sample number is set to 1000, a substantial efficiency improve-
ment is obtained compared to the fixed sample detection scheme.

Keywords: Cognitive radio · Spectrum sensing · Phase difference ·
Sequential detection · Gaussian noise

1 Introduction

With the increasing scarcity of spectrum resources, measurement shows the aver-
age utilization rate of current spectrum below 3 GHz is merely 5.2 %, which
unveils that the spectrum resources are heavily underutilized [1]. Cognitive Radio
(CR) is proposed to sense radio environment and utilize vacant spectrum to
improve the spectrum utilization [2]. The most important function in CR is to
determine whether the primary user (PU) is present or not, which is called spec-
trum sensing. If CR determines the PU is absent, then the secondary user (SU)
can access the licensed bands. The process of detection of spectrum holes is the
key enabler for efficient spectrum utilization in CR.

Various spectrum sensing approaches have been proposed in previous lit-
eratures, such as energy detection (ED) [3], cyclostationarity based detection
[4], matched filter detection [5], multitaper spectrum estimation [6] and sequen-
tial energy detection [7]. Matched filtering detection has the optimal perfor-
mance while detailed information of PU signal such as pulse shaping is required.
In practice, it is generally impractical to get priori feature information of PU.
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Cyclostationarity based detection does not require detailed information of PU
signal and has robust performance under the low signal to noise ratio (SNR).
However, the high computational complexity restricts its widespread usage on
energy-constrained devices. For the simplicity of energy detection (ED), it was
popularized in the context of IEEE 802.22 cognitive radio networks [8]. How-
ever, a longer length of samples of ED is necessary to maintain an acceptable
performance at a low SNR. There implements a sequential approach to energy
detection to deliver a significant improvement compared with the fixed sam-
ple size detection, which is called sequential energy detection (SED) [7]. Since
the thresholds setting of SED cannot determined without noise power, we must
estimate the noise in advance. Thus it will bring complexity increase and perfor-
mance deterioration because of the noise uncertainty. Moreover, it also suffers
from huge performance degradation at low SNR. In [9] we have proposed a phase
difference sensing method, which improves the detection performance compared
to energy detection. Simultaneously, it needs a large fixed number samples for
detection and thus the complexity increases inevitably.

To solve the contradiction between complexity and accuracy, this paper for-
mulates a novel sequential phase difference detection method (SPDD). In [10,11]
R.F. Pawula and F. Adachi have derived the phase difference distribution of the
noise-perturbed signal. We have known that there is a obvious difference in the
phase difference distribution between noise-perturbed signal and Gaussian noise
through plenty of researches [9]. The sequential test sensitivity to the primary
signal phase difference addressed in this paper can obviously yield great perfor-
mance improvement and have a promising future. In addition, compared to the
conventional sequential energy detection, the SPDD sensing scheme is immune
to the noise uncertainty because the noise power is not required to set the thresh-
olds.

The rest of the paper is organized as follows. In Sect. 2, we formulate the
model of spectrum sensing and phase difference distributions of the noise-
perturbed signal and Gaussian noise. The algorithm of SPDD is described and
the corresponding performance is analyzed in Sect. 3. We provide the simulation
results in Sect. 4 and conclude in Sect. 5.

2 System Model and Phase Difference

2.1 System Model

The spectrum sensing problem can be formulated as per Eq. (1) for n = 1, 2...

H1 : r(n) = hs(n) + w(n)
H0 : r(n) = w(n). (1)

where, r(n) is the received signal, h is the instantaneous channel gain, s(n) is
the transmitted signal of PU, and w(n) is the Additive White Gaussian Noise
(AWGN). H1 represents that the PU signal is present while H0 indicates that
there is only noise. It is assumed that s(n) is independent identically distributed
and s(n) and w(n) are mutually independent.
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Instead of the amplitude squares of the received signal as test statistics in con-
ventional sequential energy detection, we focus on the phase difference between
two adjacent samples of received signal. We propose a Sequential Probability
Ratio Test (SPRT) formulation of the phase difference for detection. Unlike
the most sensing method which always have a fixed number of samples to be
received before calculating the test statistic, here the samples will be received
sequentially, and the likelihood ratio T (Δ̃θn) can be calculated as

T (Δ̃θn) =
f(Δ̃θn|H1)

f(Δ̃θn|H0)
, (2)

where Δθn means phase difference between two adjacent samples, Δ̃θn =
[Δθ1Δθ2...Δθn]. As Δθi is independent identically distributed under H1 and
H0 hypotheses, we can deduce

T (Δ̃θn) =
n∏

i=1

f(Δθi|H1)
f(Δθi|H0)

. (3)

The explanation for the independence of the Δθi will be given later.

2.2 Phase Difference

In [9] the phase θn of the received signal r(n) can be calculated as

θ′
n =

{
arctan Im(r(n))

Re(r(n)) , Re(r(n)) ≥ 0

arctan Im(r(n))
Re(r(n)) + π, Re(r(n)) < 0,

(4)

θn = θ′
n mod 2π. (5)

Where Re(r(n)) and Im(r(n)) mean the real and imaginary part of r(n) respec-
tively, and (•) mod 2π can make the phase θ fall between 0 and 2π. Then, the
phase difference Δθ mentioned in Eq. (2) can be obtained as

Δθn = (θn+1 − θn) mod 2π. (6)

2.3 Phase Difference Distribution

We know that the phase θn of Gaussian noise follows a uniform distribution,
which means θn ∼U(0, 2π). According to our assumption, the instantaneous
phases of Gaussian noise are all mutually independent and also identically dis-
tributed. Then Δθ′

n = θn+1 − θn follows a triangular distribution from −2π to
2π, which can be shown that

fΔθ′
n
(Δθ′

n) =

{
1
2π + Δθ′

n

4π2 , − 2π ≤ Δθ′
n < 0

1
2π − Δθ′

n

4π2 , 0 ≤ Δθ′
n ≤ 2π.

(7)
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Fig. 1. Distribution of phase difference for Gaussian noise

Since Δθn = (Δθ′
n)mod2π, we can express the distribution of phase difference

of Gaussian noise fn
Δθn

(Δθn) as

fn
Δθn

(Δθn) = fΔθ′
n
(Δθn) + fΔθ′

n
(Δθn − 2π) =

1
2π

. (8)

As shown in Fig. 1, it indicates the phase difference Δθ ∼ U(0, 2π). It seems
that Δθn+1 and Δθn may be correlated because both of them refer to θn+1, but
the correlation between them can be eliminated after (•)mod. So we assume Δθi

is independent identically distributed, and this assumption matches very well
with our simulation results. The phase difference cumulative distribution of the
signal perturbed by Gaussian noise has been given as formula (17) in [11], the
formula can be written as

FΔθn
(Δθn) =

1
4π

∫ π/2

−π/2

e−E

[
W sinα

E
+ Q

]
dt, (9)

where,
E = U − V sin t − W cos β cos t

U =
1
2

(SNRn+1 − SNRn)

V =
1
2

(SNRn+1 + SNRn)

W =
√

SNRn+1SNRn =
√

U2 − V 2

Q =
ρ sin Δθn − λ cos Δθn

1 − (ρ cos Δθn + λ sin Δθn) cos t

α = (Δφn − Δθn)mod2π

Δφn represents the phase difference between nth and (n + 1)th sampling
point, ρ + λi means complex correlation of Rayleigh fading signal and noise. It
should be noted that SNRn is the instantaneous SNR of the nth received sam-
pling signal, and SNRn will not change for phase modulation through amplitude
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and QAM modulation. The received sample signal is considered to be constant,
thus we can assume SNRn+1 = SNRn = γ.

In addition, the phase difference can be assumed to be independent with
each other just as noise. For received continuous wave, if the Gaussian noise
is without fading, Q = 0. Here we discuss the case of Rayleigh fading, thus
ρ + jλ =

√
ρ2 + λ2ejΔφn = γejΔφn

γ+1 . The performance of SPDD algorithm
shows significant improvement in comparison to the conventional algorithm at
extremely low SNR, then we derive e−E ≈ 1. Therefore, the form of FΔθn

(Δθn)
can be rewritten as

FΔθn
(Δθn)

= 1
4π

∫ π/2

−π/2
[ sinα
1−cosα cos t + γ sinα

γ(1−cosα cos t)+1 ]dt

= sinα
π|sinα| arctan

∣
∣cot α

2

∣
∣

+ sinα

π
√

(1+ 1
γ )2−cos2α

arctan
√

(γ+1)+γ cosα
(γ+1)−γ cosα .

(10)

After simplifying, we have

Fα(α) =
1
2

+
α

2π
+

sin αG(α)
2πH(α)

, (11)

in which,

G(α) =
π

2
+ arcsin

γ cos α

γ + 1

H(α) =

√(
1 +

1
γ

)2

− cos2 α

Since α = (Δφn − Δθn) mod 2π, we can use the formula Eq. (11) to get the
derivation. Finally, the distribution of phase difference of the received signal
perturbed by Gaussian noise can be obtained as

fs
Δθn

(Δθn) = 1
2π + cosαG(α)

2πH(α) − cosαsin2αG(α)
2H3(α)

− γsin2α

2π(γ+1)H(α)

√

1− γ2cos2α

(γ+1)2

. (12)

Here Δφn = π
2 , which means that sampling rate is set to four times of the

residual carrier frequency. It is obvious that the phase difference distribution
of the received signal perturbed by Gaussian noise is quite different with that
of noise, which can be utilized to detect PU signal sequentially. As shown in
Fig. 2, the curves represent the phase difference distribution when SNR is 0 dB,
−5 dB, −10 dB. With the decrease of SNR, the distribution of phase difference
of pure signal converges to linear distribution 1

2π , which is the distribution of
phase difference for Gaussian noise. This indicates the proposed SPDD is not
only reasonable in theory but also feasible in practice.
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Fig. 2. Phase difference distribution (Color figure online)

3 SPDD Algorithm and Analysis

3.1 SPDD Algorithm

Through the description above, the distribution of phase difference between sig-
nal perturbed by noise and Gaussian noise is completely different. Therefore, we
propose a novel SPDD algorithm to improve detection efficiency. It is assumed
that the received signal is perturbed by noise and signal Rayleigh fading is slow,
then using formula (3), (8), (12) we rewrite the likelihood ratio T (Δ̃θn) as

T (Δ̃θn) =
n∏

i=1

fs
Δθi

(Δθi)
fn

Δθi
(Δθi)

= (2π)n
n∏

i=1

fs
Δθi

(Δθi). (13)

where, fs
Δθi

(Δθi) denotes the distribution of phase difference when the PU signal
is present while fn

Δθi
(Δθi) indicates that of only noise. The proposed SPDD

calculates the likelihood ratio T (Δ̃θn) sequentially, and thus the statistic test
T (Δ̃θn) is compared with two thresholds, the upper threshold B and the lower
threshold A. If the likelihood radio is above B then PU is present, if it is below
A then the PU is absent, else accept new samples. The decision rule can be
given as

D =

⎧
⎪⎨

⎪⎩

H1, T (Δ̃θn) ≥ B

Accept New Sample A < T (Δ̃θn) < B

H0, T (Δ̃θn) ≤ A.

(14)

where D means the sensing decision, and the SPDD algorithm is described as
the following Algorithm 1.

We can iteratively update the T (Δ̃θn) as

ln T ( ˜Δθn+1) = (n + 1) ln(2π) +
n+1∑

i=1

ln fs
Δθi

(Δθi)

= n ln(2π) +
n∑

i=1

ln fs
Δθi

(Δθi) + ln(2π) + ln fs
Δθn+1

(Δθn+1)

= lnT (Δ̃θn) + ln(2π) + ln fs
Δθn+1

(Δθn+1).

(15)
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Algorithm 1. Sequential Phase Difference Detection Algorithm
Require: The decision threshold A and B
Ensure: D ∈ H0, H1

1: Calculate the distribution of phase difference of the received sample signal using
the formula(12);

2: Calculate T (Δ̃θn) to get the decision D by the formula (13), (14);

3: if T (Δ̃θn) ≥ B then
4: H1 ← D,declaring PU is present;
5: else
6: if T (Δ̃θn) ≤ A then
7: H0 ← D,declaring PU is absent;break
8: else
9: Accept new sample, go to step1 and update T (Δ̃θn);

10: end if
11: end if

The formula (15) provides a natural simplification for SPDD implementation
and avoids approximations caused by the threshold setting and others. The com-
putational complexity to update T (Δ̃θn) can be reduced substantially by using
this iterative method as well.

3.2 Threshold Setting

These thresholds A and B are calculated by using the Wald approximations.
[12] has proved that the SPRT has the minimum average expected sample size
amongst the class of all sequential and fixed size likelihood ratio for a given fixed
Pd and Pf , which provides a theoretical basis for our algorithm.

A =
1 − Pd

1 − Pf
& B =

Pd

Pf
. (16)

The Pd and Pf used to set the thresholds mean the detection probability
and false alarm probability are called Design Values, which are set to fixed
values before detection. The thresholds and the likelihood radio T ( ˜Δθn+1) are
determined without the demand of noise power because the distribution of phase
difference of noise is uniformly distributed despite of noise power. Therefore, the
proposed SPDD is completely immune to the noise uncertainty problem, which
means considerable superiority over the sequential energy detection.

3.3 Performance Analysis

The stopping sample size of the sequential phase difference detection is a random
variable, and the relative performance gained by SPDD can be characterized
by comparing the detection duration with the conventional fixed sample size
detection. In the case of the hypotheses H1, we can derive from [12] the following
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lower bounds for the expected values of the termination time as (18) where
β = 1 − Pd,

P [lnT (Δ̃θn |H1 ) ≤ ln A] = β,

P [lnT (Δ̃θn |H1 ) ≥ ln B] = 1 − β.
(17)

Let ξ = fs
Δθ(Δθ)

fn
Δθ(Δθ) , with the assumption of negligible overshoot of the test sta-

tistic, then the expectation of the average sample number can be approximatively
given as

E [N |H1] =
1

E[ln ξ|H1]

(
A(B − 1)
B − A

ln A +
B(1 − A)
B − A

ln B

)
. (18)

Similarly, in the case of the hypotheses H0,

E[N |H0] =
1

E0[ln ξ|H0]

(
B − 1
A − 1

ln A +
1 − A

B − A
ln B

)
. (19)

Using (8) and (12),

E[ln ξ |H1 ] = 2πE[ln fs
Δθ(Δθ) |H1 ],

E[ln ξ |H0 ] = 2πE[ln fs
Δθ(Δθ) |H0 ]. (20)

Unfortunately, as the complicated formulation of fs
Δθ(Δθ), an exhaustive

mathematical formulation of the average sample size of SPDD is intractable.
But we can get that the distribution of the stopping sample size depends on the
Pd, Pf and the SNR of our sensing system. In practical detection, it may occur
the situation that the sample size is too excessive to degrade the performance
at extremely low probability. In order to avoid this situation, we set a cut-off
number M , which is much larger than the average sample number. The result
of SPDD will be decided as H0 when the system sample number comes to M
and the decision has not been made. Otherwise, SPDD only needs to store N
samples. Thus the computational complexity is O(N), which is a great advantage
compared to other more sophisticated schemes such as cyclostationary detection.

4 Simulation Analysis

In this section, Monte Carlo Simulation is conducted to analyze the performance
(2000 experiments for each point) of the proposed scheme. The influence of SNR,
different kinds of modulated signals and Design Values on the performance of
SPDD are analyzed carefully and rigorously here.

Figure 3 shows the relationship of detection probability Pd of SPDD with
SNR for several basic modulation signals, when the Design Values Pd = 0.9, Pf =
0.01 and the cut-off sample number is set to 1000. It can be observed that the
SNR of Sine Wave, BPSK, 16QAM and 2FSK are −9.3 dB, −9.2 dB,−9.2 dB and
−8.5 dB correspondingly when the actual detection probability is 0.9. The Pd

curves for kinds of modulated signals are similar, which demonstrates that SPDD
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Fig. 3. Detection probability Pd for Sine Wave, BPSK, 16QAM and 2FSK (Color figure
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is robust with respect to modulation mode. Generally, the sample symbols in one
modulation are independently distributed and occur with an equal probability.
Therefore, the opposite influence on phase difference of the sequences r(i)r(j)
and r(j)r(i) can be offset by each other.
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Fig. 4. Detection probability Pd for different design values (Color figure online)

Figure 4 illustrates the receiver operating characteristic (ROC) curves of sine
wave for different design values, where shows the effect of SNR on the actual Pd

obtained via Monte Carlo simulation for increasing design values Pd and Pf . It
can be seen that the proposed SPDD matches its design specifications upto a
SNR of −10 dB, below which the actual detection probability Pd precipitously
declines. Also, the actual Pd is influenced by thresholds setting, which are deter-
mined by design values Pd and Pf .



282 S. Liu et al.

−15 −14 −13 −12 −11 −10 −9 −8 −7 −6 −5
0

0.2

0.4

0.6

0.8

1

SNR(dB)

Pd

ED

SED

SPDD

Fig. 5. Detection probability Pd for SPDD, SED and ED (Color figure online)

−16 −14 −12 −10 −8 −6 −4 −2 0
0

200

400

600

800

1000

SNR(dB)

Sa
m

pl
e 

Si
ze

SPDD
SED
ED

Fig. 6. Sample size for SPDD, SED and ED (Color figure online)

Figure 5 compares the ROC curves of SPDD, conventional sequential energy
detection(SED) and energy detection (ED), where the design values of SPDD,
SED Pd = 0.9, Pf = 0.01 and the signal used is continuous carrier. Moreover, the
corresponding stopping sample number are compared in Fig. 6, where the cut-off
sample number of SPDD, SED is set to 1000. It shows substantial performance
improvement in the SPDD by analyzing the distribution of phase difference.
The actual Pd equals 1 till SNR =−7 dB and the Pd is still > 0.9 upto −9 dB.
Meanwhile, SPDD can achieve 2 dB gain compared with conventional SED and
ED, which demonstrates that SPDD has a significant performance improvement.
The ratio of the average sample size of SPDD test to the sample size of fixed
sample ED test reaches 0.5 while the ratio between SPDD and SED reaches
about 0.95 when the actual Pd are both 0.9. It is obvious that the proposed
SPDD is more efficient and flexible.
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5 Conclusions

In this paper, the novel SPDD spectrum sensing scheme based on phase differ-
ence has been shown to deliver substantial efficiency gain over the conventional
detection methods based on fixed sample size and amplitude statistics, which
are susceptive to the noise uncertainty and inefficient. Through careful analysis,
the distribution of phase difference between two adjacent received signal sam-
ples of signal perturbed by noise and Gaussian noise can be utilized to sense
signal. Moreover, the Iterative Probabilistic Update method proposed above has
been developed to robustly evaluate the likelihood ratio and thus bring signifi-
cant performance improvement. Meanwhile, the detection thresholds setting of
SPDD are free from noise power, therefore the proposed scheme is immune to
noise uncertainty.
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Abstract. Scaled Largest Eigenvalue (SLE) detector stands out as the
best single-primary-user detector in uncertain noisy environments. In
this paper, we consider a multi-antenna cognitive radio system in which
we aim at detecting the presence/absence of a Primary User (PU) using
the SLE detector. We study the distribution of the SLE as a large num-
ber of samples are used in detection without constraint on the number
of antennas. By the exploitation of the distributions of the largest eigen-
value and the trace of the receiver sample covariance matrix, we show
that the SLE could be modeled as a normal random variable. Moreover,
we derive the distribution of the SLE and deduce a simple yet accurate
form of the probability of false alarm. Hence, this derivation yields a
very simple form of the detection threshold. The analytical derivations
are validated through extensive Monte Carlo simulations.

Keywords: Scaled largest eigenvalue detector · Spectrum sensing ·
Wishart matrix

1 Introduction

In Cognitive Radio (CR) networks, Spectrum Sensing (SS) is the task of obtain-
ing awareness about the spectrum usage. Mainly it concerns two scenarios of
detection: (i) detecting the absence of the Primary User (PU) in a licensed
spectrum in order to use it and (ii) detecting the presence of the PU to avoid
interference. Hence, SS plays a major role in the performance of the CR as well
as the performance of the PU networks that coexist. In this context, an extreme
importance for a CR network is to have an optimal SS technique with high
probability of accuracy in uncertain environments. The Scaled Largest Eigen-
value detector (SLE) is an efficient technique that is proved to be the optimal
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detector under Generalized Likelihood Ratio (GLR) criterion and noise uncer-
tainty environments [1,2].

SLE is among the detectors that use the eigenvalues of the receiver sample
covariance matrix. Such detectors are known as the eigenvalue based detectors
and includes, in addition to SLE, other detectors like the Largest Eigenvalue
detector (LE) and the Standard Condition Number detector (SCN) [3–7]. In
a scenario with perfect knowledge of the noise power, the LE detector is the
optimal detector [5]. However, in practical systems the noise power may not be
perfectly known. In this case, the SLE and SCN detectors outperform the LE
detector due to their blind nature. Moreover, the SLE is proved to be the optimal
detector under GLR criterion [1,2] and outperforms the SCN detector.

Even with its importance, existing results on the statistics of the SLE, defined
as the ratio of the largest eigenvalue to the normalized trace of the sample covari-
ance matrix, are relatively limited. These results are based on tools from random
matrix theory [2,8,9] and Mellin transform [9–11]. SLE was proved, asymptot-
ically, to follow the LE distribution (i.e. Tracy-Widom (TW) distribution) [2].
However, a non-negligible error still exists and new form is derived based on TW
distribution and its second derivative [8]. Using Mellin transform, The distribu-
tion of the SLE was derived by the exploitation of the distribution of LE and the
distribution of the trace [9–11]. The complexity in the form of SLE distribution
in these results motivated us to find a simpler form.

In this paper, we are interested in finding a simple form for the Cumulative
Density Function (CDF) and Probability Density Function (PDF) of the SLE.
We consider the following hypotheses: (i) H0: there is no primary user and the
received signal is only noise; and (ii) H1: the primary user exists. Our work is
concentrated under the H0 hypothesis which is common to all CR systems, i.e.
there are no constraints on the PU signal, number of PUs and the channel con-
ditions. Probability of False-alarm (Pfa), defined as the probability of detecting
the presence of PU when it does not exist, is also considered. We prove that
the SLE can be modeled as a normal random variable and a simple form of the
detection threshold is derived. In the following, we summarize the contributions
of this paper:

– Derivation of the distribution of the trace of a complex sample covariance
matrix.

– Derivation of the distribution of the SLE detector.
– Derivation of a simple form for the correlation coefficient between the largest

eigenvalue and the trace.
– Derivation of a simple form for the Pfa and the threshold for detection.

The rest of this paper is organized as follows. Section 2 studies the system
model. In Sect. 3, we recall the distribution of the LE and we derive the distri-
bution of the trace of sample covariance matrix. The distribution of the SLE is
considered in Sect. 4. We derive its distribution and formulate the correlation
coefficient between the LE and the trace. The false alarm probability and the
threshold are also addressed. Theoretical findings are validated by simulations
in Sect. 5 while the conclusion is drawn in Sect. 6.
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2 System Model

Consider a multi-antenna cognitive radio system and denote by K the number of
received antennas. Let N be the number of samples collected from each antenna,
then the received sample from antenna k = 1 · · · K at instant n = 1 · · · N under
the two hypotheses is given by

H0 : yk(n) = ηk(n), (1)
H1 : yk(n) = s(n) + ηk(n), (2)

with ηk(n) is a complex circular white Gaussian noise with zero mean and
unknown variance σ2

η and s(n) is the received signal sample including the channel
effect.

After collecting N samples from each antenna, the received signal matrix, Y ,
is given by:

Y =

⎛

⎜
⎜
⎜
⎝

y1(1) y1(2) · · · y1(N)
y2(1) y2(2) · · · y2(N)

...
...

. . .
...

yK(1) yK(2) · · · yK(N)

⎞

⎟
⎟
⎟
⎠

, (3)

Without loss of generality, we suppose that K ≤ N then the sample covariance
matrix is given by W = Y Y † where † is the Hermitian notation. Denote the
eigenvalues of W by λ1 ≥ λ2 ≥ · · · ≥ λK > 0.

Under H0, the received samples are complex circular white Gaussian noise
with zero mean and unknown variance σ2

η. Consequently, the sample covari-
ance matrix is a central uncorrelated complex Wishart matrix denoted as
W ∼ CWK(N,σ2

ηIK) where K is the size of the matrix, N is the number of
Degrees of Freedom (DoF), and σ2

ηIK is the correlation matrix. I and ‘∼’ denote
the identity matrix and ‘distributed as’ respectively.

3 Distributions of the Largest Eigenvalue and of the
Trace

This section considers the distributions of the LE and of the trace under H0

hypothesis. We prove that the LE and the trace follow Gaussian distributions
for which the mean and variance are formulated. Since the SLE does not depend
on the noise power, we suppose, in this section, that σ2

η = 1. Based on results of
this section, we derive the distribution of the SLE in the next section.

3.1 Distribution of the LE

Let λ1 be the maximum eigenvalue of W under H0 and denote the cen-
tered and scaled version of λ1 of the central uncorrelated Wishart matrix
W ∼ CWK(N, IK) by:

λ′
1 =

λ1 − a(K,N)
b(K,N)

(4)
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with a(K,N) and b(K,N), the centering and scaling coefficients respectively,
are defined by:

a(K,N) = (
√

K +
√

N)2 (5)

b(K,N) = (
√

K +
√

N)(K−1/2 + N−1/2)
1
3 (6)

then, as (K,N) → ∞ with K/N → c ∈ (0, 1), λ′
1 follows a Tracy-Widom

distribution of order 2 (TW2) [12]. However, it was shown that, for a fixed K
and as N → ∞, λ1 follows a normal distribution [13]. The mean and the variance
of λ1 could be approximated using TW2 and they are, respectively, given by:

μλ1 = b(K,N)μTW2 + a(K,N), (7)

σ2
λ1 = b2(K,N)σ2

TW2, (8)

where μTW2 = −1.7710868074 and σ2
TW2 = 0.8131947928 are, respectively, the

mean and variance of TW distribution of order 2. This approximation is very
efficient and it achieves high accuracy for K as small as 2 [13].

3.2 Distribution of the Trace

For a fixed K, as N → ∞ the LE converges to a Gaussian distribution. On the
other hand, let T =

∑
λi be the trace then the following theorem holds:

Theorem 1. Let T be the trace of W ∼ CWK(N, IK). Then, as N → ∞, T
follows a Gaussian distribution as follows:

P (
T − NK√

NK
≤ x) =

1√
2π

∫ x

−∞
e− u2

2 du, (9)

Proof. Let us write:

T = tr(Y Y †) =
K∑

i=1

⎡

⎣
N∑

j=1

|yi,j |2
⎤

⎦ (10)

with yij are independent circularly symmetric complex standard normal ran-
dom variables (yi,j ∼ CN (0, 1)). Accordingly, the square of the norm, |yi,j |2, is
exponentially distributed with unit mean and unit variance. Hence, by Central
Limit Theorem (CLT), as N → ∞ the term in the square bracket of (10) follows
Gaussian distribution and T is the sum of Gaussians.

To the best of the authors’ knowledge, the result in Theorem1 is new. Let
Tn = 1

K T be the normalized trace, then Tn, following Theorem 1, is Normally
distributed with mean and variance given respectively by:

μTn
= N, (11)

σ2
Tn

= N/K, (12)
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4 SLE Detector

Let W be the sample covariance matrix at the CR receiver, then the SLE of W
is defined by:

X =
λ1

1
K

∑K
i=1 λi

=
λ1

Tn
(13)

Denoting by α the decision threshold, then the Pfa is given by:

Pfa = P (X ≥ α/H0) = 1 − FX(α), (14)

where FX(.) is the CDF of X under H0 hypothesis. If the expression of the Pfa

is known, then a threshold could be set according to a required error constraint.
Hence, it is important to have a simple and accurate form for the distribution
of X.

4.1 SLE Distribution

Under H0, both the LE and the normalized trace follow the Gaussian distribution
as N → ∞ which is realistic in practical spectrum sensing scenarios. Herein, we
show that the SLE is normally distributed when both the LE and the normalized
trace follows the normal distribution as stated by the following theorem:

Theorem 2. Let X be the SLE of W ∼ CWK(N,σ2
ηIK). Then, for a fixed K

and as N → ∞, X follows a normal distribution with CDF and PDF, respec-
tively, given by:

FX(x) = Φ(
xμTn

− μλ1√
σ2

λ1 − 2xc + x2σ2
Tn

) (15)

fX(x) =
μTn

σ2
λ1 − cμλ1 + (μλ1σ

2
Tn

− cμTn
)x

(σ2
λ1 − 2xc + x2σ2

Tn
)

3
2

φ(
xμTn

− μλ1√
σ2

λ1 − 2xc + x2σ2
Tn

)

(16)
with

Φ(v) =
∫ v

−∞
φ(u)du and φ(u) =

1√
2π

e− u2
2 (17)

where μλ1 , μTn
and σ2

λ1 , σ2
Tn

are, respectively, the mean and the variance of λ1

and Tn given by (7), (11) and (8), (12) respectively. The parameter c = σλ1σTn
ρ

where ρ is the correlation coefficient between λ1 and Tn.

Proof. Let λ1 and Tn be two normally distributed random variables with μλ1 ,
μTn

, σ2
λ1 and σ2

Tn
their means and variances and let ρ be their correlation

coefficient. Denote by g(λ, t) the joint density of λ1 and Tn then the PDF of X

is fX(x) =
∫ +∞

−∞ |t|g(xt, t)dt and the result is found in [14], however, since W is
positive definite then Pr(Tn > 0) = 1 and the CDF of X could be written as:

FX(x) = Pr(λ/t < x) = Pr(λ1 − xt < 0) (18)

and thus, CDF is given by (15) and the PDF is its derivative in (16) [15].
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4.2 Correlation Coefficient ρ

Theorem 2 gives the form of the distribution of the SLE as a function of the mean
and the variance of λ1 and Tn as well as the correlation coefficient ρ usually not
negligible especially for small K. In this section, we will give a simple analytical
form to calculate the correlation coefficient, ρ, between the largest eigenvalue
and the trace of Wishart matrix based on the mean of the SLE. In the following,
we calculate the mean of SLE in two different ways such that a simple form for
ρ could be derived.

Mean of SLE Using Independent Property: Using (13) and the property
that the SLE and the trace are independent as proved in [16], then the mean of
λ1 could be written as:

E[λ1] = E
[
X × Tn

]
= E[X] · E[Tn] (19)

where E[.] stands for expectation operator.
Recall that the mean of λ1 and the mean of Tn are given respectively by (7)

and (11), then based on (19), the mean of the SLE is given by:

μX =
μλ1

μTn

=
b(K,N) · μTW2 + a(K,N)

N
(20)

Mean of SLE Using Its Distribution: Using SLE distribution, it is difficult
to find numerically the mean of the SLE, however, it turns out that a simple
and accurate approximation could be found.

An approximation of the mean of the ratio (u + Z1)/(v + Z2) could be
found where u and v are positive constants and Z1 and Z2 are two indepen-
dent standard normal random variables. It is based on approximating formula
for E[1/(v + Z2)] when v + Z2 is normal variate conditioned by Z2 > −4 and
v + Z2 is not expected to approach zero as follows [15]:

E

[
1

v + Z2

]
=

1
1.01v − 0.2713

(21)

By using the transformation of the general ratio of two normal random vari-
able λ1/Tn into the ratio (u+Z1)/(v +Z2), which has the same distribution, we
have:

λ1

Tn
∼ 1

q
(
u + Z1

v + Z2
) + s (22)

with s = ρ
σλ1
σTn

, v = μTn

σTn
and

u =
μλ1 − ρ

μTn ·σλ1
σTn

(±σλ1

√
1 − ρ2)

(23)

q =
σTn

(±σλ1

√
1 − ρ2)

(24)
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where one chooses the ± sign so that u and v have the same sign (i.e. posi-
tive). Consequently, the left-side and the right-side of (22) have the same mean.
Therefore the mean of the SLE could be approximated as follows:

μX =
μλ1 − δ μTn

θ
+ δ (25)

with δ = ρ
σλ1
σTn

and θ = 1.01μTn
− 0.2713σTn

.

Correlation Coefficient ρ: Using (25), then ρ, after some algebraic manipu-
lation, is given by:

ρ =
σTn

σλ1

· θ μX − μλ1

θ − μTn

(26)

where μλ1 , μTn
and μX are respectively the means of the LE, the normalized

trace and the SLE given by (7), (11) and (20) respectively. σλ1 and σTn
are

respectively the standard deviations of the LE and the normalized trace and are
the square root of (8) and (12) respectively.

4.3 Performance Probabilities and Threshold

Using (14) and (15), then Pfa is given by:

Pfa(α) = Q(
αμTn

− μλ1√
σ2

λ1 − 2αc + α2σ2
Tn

) (27)

where Q(.) is the Q-function. Based on (27), we can derive a simple and accurate
form for the threshold as a function of the means and variances of the LE and Tn

and the correlation coefficient between them as well as the false alarm probability.
That is, for a target false alarm probability, P̂fa, the equation of the threshold
of the SLE detector will be:

α =
μ12 − β2ρσ12 + β

√
mv − 2ρμ12σ12 + β2σ2

12(ρ2 − 1)
μ2

Tn
− β2σ2

Tn

(28)

where μ12 = μλ1μTn
, σ12 = σλ1σTn

, mv = μ2
Tn

σ2
λ1

+ μ2
λ1

σ2
Tn

and β = Q−1(P̂fa)
with Q−1(.) is the inverse Q-function.

5 Numerical Validation

In this section, we discuss the analytical results through Monte-Carlo simu-
lations. We validate the theoretical analysis presented in Sects. 3 and 4. The
simulation results are obtained by generating 105 random realizations of Y .
The inputs of Y are complex circular white Gaussian noise with zero mean and
unknown variance σ2

η.
Table 1 shows the accuracy of the analytical approximation of the correlation

coefficient (ρ) of the SLE in (26). The results are shown for K = {2, 4, 50}
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Table 1. The empirical and approximated value of the correlation coefficient ρ for
different values of K and N .

K × N 2 × 500 4 × 500 2 × 1000 4 × 1000 50 × 1000

ρ-Emperical 0.849 0.6974 0.839 0.6915 0.3353

ρ-Analytical 0.8548 0.6957 0.8623 0.6967 0.3356
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Fig. 1. Empirical CDF of the SLE and its corresponding Gaussian approximation for
different values of K with N = 1000.

antennas and N = {500, 1000} samples per antenna. Table 1 shows that the
accuracy of this approximation is higher as the number of antenna increases,
however, we can also notice that we have very high accuracy even when K = 2
antennas. Also, as expected, it is easy to notice that the correlation between the
largest eigenvalue and the trace decreases as the number of antenna increases,
however, this correlation could not be ignored even if the number of antenna is
large.

Figure 1 shows the empirical CDF of the SLE and its corresponding Gaussian
approximation given by Theorem 2. The results are shown for K = {2, 4, 10, 20}
antennas and N = 1000 samples per antenna. Results show a perfect match
between the empirical results and our Gaussian formulation. The slight difference
in the case K = 2 is due to the use of an approximation for the mean and variance
of the largest eigenvalue as mentioned in Sect. 3.1. If the exact mean and variance
of the LE are used, better results would be expected. However, the results in
this paper combine between accuracy and simplicity.

Figures 2 shows the accuracy of the proposed false alarm form proposed in
(27). We have considered multi-antenna CR with different number of antennas
that aim to sense the spectrum for a time corresponding to N = 500 samples.
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Fig. 2. Empirical probability of false alarm for the SLE detector and its corresponding
proposed form in (27) for different values of K with N = 500 samples.

The considered number of antennas is as small as K = 2 and as large as K = 50.
Simulation results show a high accuracy in our proposed form which increases
as K increases. In addition to the accuracy, the form given in (27) is a simple
Q-function equation.

6 Conclusion

In this paper, we have considered the SLE detector due to its optimal perfor-
mance in uncertain environments. We proved that the SLE could be modeled
as a normal random variable and we derive its CDF and PDF. The false alarm
probability and the threshold were also considered as we derive new simple and
accurate forms. These forms are simple function of the means and variances of
the LE and the trace as well as the correlation function between them. Simple
forms for the mean, the variance and the correlation coefficient are provided.
As a result, this paper provides a simple form for the false alarm probability
and the threshold for the SLE detector under relatively large number of sam-
ples. However, this constraint is always satisfied in spectrum sensing. Simulation
results have shown that the proposed simple forms achieve high accuracy. In
addition, results have shown that the correlation between the largest eigenvalue
and the trace decreases as the number of antenna increases but it could not be
ignored even for large number of antennas. However, the approximation of the
correlation coefficient, derived in this paper, shows high accuracy.
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traleSupélec (France).
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Abstract. The paper focuses on the use of receive beamforming (BF)
for high speed train (HST) scenario under independent Doppler for the
different multipath components in a Rician Fading environment. To com-
bat ICI, we not only null out the ICI in the frequency domain, but do a
pre-processing in the time domain via frequency correction (demodula-
tion) to maximise the signal part at the output of the FFT. To obtain
a suitable demodulation frequency, location aware and location agnostic
approaches are considered. Cyclic prefix (CP) based estimation method is
also considered as part of location information agnostic approach. In the
location-aware approach, a technique that uses both the LoS and dom-
inant scatterer information is also proposed. The paper then provides
the optimal weights for the maximisation of the SINR criterion from a
theoretical and practical perspective. In the case of linear approxima-
tion of the channel variation, the ICI is shown to be a rank 1 interferer
and hence can be nulled out with just 2 receiver antennas. Finally, all
the methods are compared via simulations. We conclude that in an LTE
OFDM system simple, low complex, location agnostic BF schemes are
very effective against ICI even with just two receive antennas.

Keywords: ICI · Doppler · Beamforming · SINR · OFDM

1 Introduction

The current LTE design has been done to support speeds of up to 500 kmph
but this is yet to be seen in practical demonstrations [1]. As is well known, the
high Doppler in these environments violates the orthogonality requirement for
the OFDM, resulting in ICI. While the lower data rate transmissions are not
impacted by Doppler, the higher data rates are severely impacted. An analysis
of the SINR due to ICI is clearly useful to bring out this dependency [2,3]. In
[4], one can clearly see the presence of multipath components with independent
Doppler values. Interestingly, these multipath components appear with the same
delay (based on the sampling rates) and have amplitudes comparable to that of
the LoS path. In [5], the Digital Video Broadcast (DVB) scenario is considered
with multiple LoS paths from adjacent base stations. Here, individual LoS paths
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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are extracted by beamforming on the spatial signatures, and then individually
corrected for the Doppler. The results are shown for strong LoS path. In practice,
the multipath components would also have significant power and would arrive
with their independent Doppler values. In another recent publication [6], ICI is
analyzed using a two path model, but does not attempt to improve the SINR
due to ICI. In [7], Taylor series approximation of the time varying channels
is exploited for Doppler compensation with multiple receive antennas. In this
paper, we consider a Rician fading channel with multipath components, each of
which have individual Doppler frequencies. The optimal beamforming weights
that maximise the SINR in the frequency domain is derived assuming full knowl-
edge of the individual multipaths. It is then shown how the theoretical analysis
can be effectively used to obtain the optimal weights in a practical scenario.

Using the simple time-varying nature of the channel it is shown that to
maximise the SINR, it is important to maximise the signal part at the output of
the FFT at the receiver. Hence, to combat ICI, we not only null out the ICI in
the frequency domain, but do a pre-processing in the time domain via frequency
correction (demodulation) to maximise the signal part at the output of the FFT.
Several criterion are considered to obtain the suitable choice for this frequency.
One of them is to choose a demodulation frequency that maximises the signal
power in the frequency domain. We also derive an approximate expression to
derive this frequency. A well known technique to estimate the carrier frequency
offset in OFDM is to cross-correlate the cyclic prefix(CP) of a symbol with it’s
repeated segment. Intuitively, this technique tries to minimize the time variance
of the channel, and hence we analyze this correlation technique as a candidate to
estimate the demodulation frequency. These methods are contrasted against the
location aided approach of using the LoS frequency. We also suggest a multiple
demodulation approach based on the Doppler frequencies corresponding to the
strongest paths, and derive the SINR expression in this case.

The rest of the paper is organized as follows. We first present the system
model in Sect. 2. Section 3 motivates the need for an optimal demodulation fre-
quency and details the various approaches to obtain an appropriate demodula-
tion frequency. The theoretical SINR analysis and a practical beamformer for
the same is given in Sect. 4.1. Section 4.2 derives the SINR for the case of mul-
tiple demodulation frequencies. In Sect. 4.3 we derive the beamformer weights
when the channel variation due to ICI is approximately linear as in [7–9]. This is
followed by simulation results for multipath scenario in Sect. 5. Finally, conclu-
sions are given in Sect. 6. In the following discussions, an underscore on a variable
indicates that it is a vector. Capital letters are used for frequency domain rep-
resentation.

2 System Model

Consider a single input multiple output (SIMO) system with Nr receive antennas
on a train moving with velocity v. A typical LTE OFDM framework is chosen
with N subcarriers and sampling rate fs. We consider a Rician multipath channel



296 K. Gopala and D. Slock

with all the multipath components appearing in the same time sample as that of
the LoS path. In other words, there is negligible delay spread in the system. Let
L be the total number of paths and θi be the direction of arrival (DoA) of each
path (LoS and multipaths). The Doppler frequency of the individual multipaths
is then given by

fi =
v cos(φi)

c
fc (1)

where c is the velocity of light, fc is the carrier frequency and φi is related to θi

and direction of travel of the train. For every sample index n in the time domain,

y
n

= hnxn + νn (2)

The time varying channel hn can be expressed as

hn =
L−1∑

i=0

Aia(θi)ej2πεi
n
N (3)

where Ai, a(θi) are the amplitudes and the spatial signature of the individ-
ual channel paths. εi refers to the Doppler frequency divided by the subcarrier
spacing of the OFDM symbol.

εi =
fi

fs
N

(4)

Assuming perfect symbol synchronization, the FFT of the received symbol
is taken for each of the antennas.

FFT output for the lth subcarrier, in the frequency domain is

Y l =
L−1∑

i=0

Aia(θi)
1√
N

N−1∑

n=0

xne−j2π(l−εi)
n
N +

1√
N

N−1∑

n=0

νne−j2πl n
N (5)

Let Xl be the data on subcarrier l. i.e.,

Xl =
1√
N

N−1∑

n=0

xne−j2πl n
N (6)

Let G be the weights used on the lth subcarrier to extract the data on that
subcarrier.

X̂l = GHYl; (7)

This can be expanded as,

X̂l = XlG
H

L−1∑

i=0

Aia(θi)Q(εi)+GH
L−1∑

i=0

Aia(θi)
∑

m �=l

XmQ(m−l+εi)+GH ν̂n (8)

The first term in Eq. (8) corresponds to the signal component. For obvious
reasons, we now define

H =
L−1∑

i=0

Aia(θi)Q(εi) (9)
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The rest of the terms in Eq. (8) are the ICI components and the noise. The
loss of orthogonality is captured by the function Q which is defined as

Q(m − l + εi) =
1
N

N−1∑

k=0

ej2π(m−l+εi)
k
N (10)

3 Choice of Demod Frequency

From Eq. (9), it is obvious that the signal power is dependent on the individual
Doppler frequencies. We now provide an alternative argument for the same. The
time varying channel model in the time domain can be expressed as

h(t) = h0 + h1(t) (11)

where h0 is the (time-)average value of h(t) over the OFDM time span, and
h1(t) = h(t) − h0 has average value zero. h0 (a constant signal) and h1(t) (with
zero average) are orthogonal signals over the OFDM symbol duration. Upon
sampling, we obtain

hn = h0 + h1,n (12)

Orthogonality ensures that

N−1∑

n=0

|hn|2 = N |h0|2 +
N−1∑

n=0

|h1,n|2 (13)

FFT output for the lth subcarrier, in the frequency domain is

Y l = h0

1√
N

N−1∑

n=0

xne−j2πl n
N +

1√
N

N−1∑

n=0

h1,nxne−j2πl n
N +

1√
N

N−1∑

n=0

νne−j2πl n
N

(14)
Using Eq. (6),

Y l = Xlh0 +
N−1∑

k=0

XkΨk,l + ν̂n (15)

where

Ψk,l =
1
N

N−1∑

n=0

h1,nej2π(k−l) n
N (16)

Thus, as the mean of h1,n is zero, Ψk,k is zero for all k. Hence, the desired signal
part is a function of h0 and h1,n contributes only to ICI. Thus h0 is a measure of
the signal power and h1,n is a measure of the ICI power. Now, applying a demod
frequency on the OFDM symbol is equivalent to multiplying the time domain
channel in the following manner.

h̃n = hne−j2πε n
N (17)
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As this only impacts the phase of the channel,
∑N−1

n=0 |hn|2 =
∑N−1

n=0 |h̃n|2.
But multiplication with the demod frequency impacts the signal power and ICI
power. In addition, from Eq. 13, when the signal power increases, the ICI power
decreases and vice versa. Thus, the demod frequency can be used effectively to
improve the signal power to ICI ratio.

Let us assume that for every OFDM symbol, the receiver demodulates the
time domain signal by multiplying sample n with a factor e−j2πn

fd
fs . The effective

channel can now be represented as

hn =
L−1∑

i=0

Aia(θi)ej2π(εi−ε) n
N =

L−1∑

i=0

Aia(θi)ej2πέi
n
N (18)

where ε = fd
fs
N

and έi = εi − ε.

Equation (9) also gets modified such that the terms εi get replaced by έ. The
determination of the Demod frequency can be done from a location-aware stand
point or from a location agnostic standpoint. We list different options here and
later compare them in the Sect. 5.

3.1 Signal Power Maximisation

At low SNR, the noise terms would dominate over the ICI. Hence, the beam-
forming weights would reduce to a maximal ratio combiner (MRC) and in this
scenario, that the best ε would be the one that maximises the signal power. Let
this be denoted by εmrc. The results of the following analysis will be used in
simulations section to benchmark other techniques.

max
ε

||H2|| = max
ε

Nr−1∑

p=0

L−1∑

i=0

L−1∑

j=0

AiA
∗
jap(θi)a∗

p(θj)Q(έi)Q∗(έj) (19)

Note that

Q(έi)Q∗(έj) = e−jπέi(1− 1
N )) sin(πέi)

Nsin(π έi
N )

ejπέj(1− 1
N ) sin(πέj)

Nsin(π έj
N )

= e−jπ(εi−εj)(1− 1
N ) sin(πέi)

Nsin(π έi
N )

sin(πέj)

Nsin(π έj
N )

(20)

Thus, only the sinusoid terms involve ε. As the typical values of εi are small,
using the first order Taylor series approximation,

sin(πέi)
Nsin(π έi

N )
=

πέi − (πέi)3/6
N ∗ π έi

N

= 1 − (πέi)2/6 (21)

Thus, (20) becomes,

Q(έi)Q∗(έj) ≈ e(−jπ(εi−εj)(1− 1
N )(1 − (πέi)2/6)(1 − (πέj)2/6)

≈ e(−jπ(εi−εj)(1− 1
N )(1 − (πέi)2/6 − (πέj)2/6)

(22)
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Taking the derivative of (22) with respect to ε gives

∂(Q(έi)Q∗(έj))
∂ε

≈ e(−jπ(εi−εj)(1− 1
N ) (−(π(εi − ε))/3 − (π(εj − ε))/3)

=
π

3
e(−jπ(εi−εj)(1− 1

N )(2ε − εi − εj)
(23)

Using this in (19) and equating to zero,

εmrc,approx =

∑Nr−1
p=0

∑L−1
i=0

∑L−1
j=0 AiA

∗
jap(θi)a∗

p(θj)e−jπ(εi−εj)(1− 1
N )(εi + εj)

2
∑Nr−1

p=0

∑L−1
i=0

∑L−1
j=0 AiA∗

jap(θi)a∗
p(θj)e−jπ(εi−εj)(1− 1

N )

(24)

3.2 Cyclic Prefix Based Estimation

A well known technique to estimate the carrier frequency offset in OFDM is to
cross-correlate the cyclic prefix (CP) of a symbol with it’s repeated segment in
the time domain. Intuitively, this technique tries to minimize the time variance
of the channel, and hence we analyze this correlation technique as a candidate
to estimate the demodulation frequency. The time domain correlation in the
absence of noise is expressed as

Ncp−1∑

n=0

Nr−1∑

p=0

L−1∑

i=0

Aiap(θi)ej2πεi
n+N
N

L−1∑

j=0

A∗
ja

∗
p(θj)e−j2πεj

n
N (25)

where Ncp is the length of the CP.
When the time variance is zero, Eq. (25) becomes real. Hence, the demodula-

tion frequency ε is chosen such that the cross correlation becomes a real number.

3.3 LoS Doppler as Demodulation Frequency

Assuming sufficient number of receive antennas, we can exploit the knowledge of
the Doppler frequency of the LoS component based on the location information.
This method becomes optimal at high SNR, when the ICI becomes the dominant
component compared to noise. In other words, the signal to interference ratio
(SIR) is of interest here. It can be seen that, given sufficient number of antennas
to remove the non-LoS multipath components, the best approach is to fully
compensate for the Doppler of the LoS component. The optimal beamforming
weights would essentially zero force the rest of the multi path components.

3.4 Doppler of LoS Path and Dominant Scatterer as Demodulation
Frequencies

In scenarios where there is a significant LoS and a dominant scatterer with
known Doppler, we propose a receiver with multiple Demod frequencies. Thus,
the input at the receive antennas is first demodulated with the LoS frequency,
then with the frequency of the dominant scatterer. The two sets of demodulated
data are used to perform beamforming. The SINR analysis for this is given in
Sect. 4.2.
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4 Receive Beamformer Design

In this section, we analyze the SINR for different scenarios and also derive the
corresponding optimal beamforming weights.

4.1 Beamformer for Single Demod

The ICI on the lth subcarrier from the mth subcarrier would be HICI
l,m Xm, where

HICI
l,m =

L−1∑

i=0

Aia(θi)Q(m − l + έi) (26)

The overall ICI power from all the subcarriers after weighting with G would be

GH
{ ∑

m �=l

HICI
l,m (HICI

l,m )H}Gσ2
x (27)

where σ2
x = E[|Xm|2]. The SINR for the lth carrier can now be written as

SINRl =
GHHHHGσ2

x

GH
{ ∑

m �=l H
ICI
l,m (HICI

l,m )Hσ2
x + σ2

nINr}G
(28)

where σ2
n is the noise variance and INr is the identity matrix of size Nr

This the well known Rayleigh quotient problem and the optimal weights G
for this scenario are given by

Gopt,l = R−1
l H (29)

where Rl is defined as

Rl =
{ ∑

m �=l

HICI
l,m (HICI

l,m )Hσ2
x + σ2

nINr} (30)

The ICI power in the above equations is dependent on the subcarrier location
due to the presence of guard bands in the LTE symbol structure. For sake of
simplicity, we can assume that all subcarriers of OFDM symbol are occupied.
In that case, it can be easily seen that the impact of ICI is uniform across all
subcarriers and we can drop the subscript l for R and the optimal G. The optimal
SINR is then given by

SINRopt = HHR−1H (31)

From Theory to Practice. The optimal weights were derived assuming full
knowledge of the individual channel paths. However, we can take advantage of
the form of the optimal weights to derive it in a practical receiver which would
not have complete knowledge of all the individual channel taps.

Let us now look at the term Gopt more carefully. The factor {∑L−1
i=0

Aia(θi)Q(έi)} is nothing but the channel value that will be observed on the
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subcarrier minus the impact of ICI and noise. Let Ĥ be the estimated channel
in the frequency domain with P pilot subcarriers. Then

Ĥ = H + H̃ (32)

where H̃ ∼ CN (0, 1
P R). Hence, with sufficient number of pilots, Ĥ becomes a

good approximation for H. Now, if we can estimate R in (29), we would be
able to compute the Gopt. We now look at the relationship between R and
Ryy = E(y

l
yH

l
).

Ryy = HHHσ2
x + R (33)

Now, by the Matrix Inversion Lemma [10], R−1
yy H ∝ R−1H. Hence, Ryy can

readily be obtained by averaging across the subcarriers as follows

Ryy =
1
N

N∑

l=1

y
l
yH

l
(34)

Thus a practical receiver can use the following as optimal weights

Gopt,estimated = R−1
yy Ĥ. (35)

4.2 SINR Analysis with Multiple Demodulation

There would be scenarios when the strength of one of the multi path components
could become comparable to that of the LoS path. Again, with the knowledge
of location, one can have information of both the LoS component as well as
the dominant scatterer at a given location. This motivates using two different
demodulation frequencies corresponding to the LoS component and the strongest
scatterer. Thus, the input at the receive antennas is first demodulated with
the LoS frequency, then with the frequency of the dominant scatterer. We now
analyse this algorithm on the same lines as in Sect. 4.

Let εa and εb be the demodulation frequencies being used for the LoS and
dominant scatterer respectively. Let έi,a = εi − εa and έi,b = εi − εb. For every
subcarrier, we obtain 2Nr number of equations in the frequency domain as
follows
⎡

⎣
Yl,a

Yl,b

⎤

⎦ =

⎡

⎢
⎣

∑L−1
i=0 Aia(θi)

1√
N

∑N−1
n=0 xne−j2π(l−έi,a)

n
N + 1√

N

∑N−1
n=0 νne−j2π(l−έi,a)

n
N

∑L−1
i=0 Aia(θi)

1√
N

∑N−1
n=0 xne−j2π(l−έi,b)

n
N + 1√

N

∑N−1
n=0 νne−j2π(l−έi,b)

n
N

⎤

⎥
⎦

(36)

Following the same steps as in Sect. 4, we see that

H =

[∑L−1
i=0 Aia(θi)Q(έi,a)∑L−1
i=0 Aia(θi)Q(έi,b)

]

HICI
l,m =

[∑L−1
i=0 Aia(θi)Q(m − l + έi,a)∑L−1
i=0 Aia(θi)Q(m − l + έi,b)

] (37)
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The AWGN noise terms across the two sets of demodulation output in the
frequency domain are correlated. The correlation C2Nr is given by

C2Nr = σ2
n

[
INr Q(εb − εa)INr

Q(εa − εb)INr INr

]
(38)

The SINR for the lth carrier can now be written as

SINRl =
GHHHHGσ2

x

GH
{ ∑

m �=l H
ICI
l,m (HICI

l,m )Hσ2
x + C2Nr}G

(39)

The optimal weights G for this scenario is given by

Gopt = R−1H (40)

where R =
{ ∑

m �=l H
ICI
l,m (HICI

l,m )Hσ2
x + C2Nr}

4.3 Beamformer with Linear Approximation for Channel Variation

Equation (16) can be simplified if the channel variations are assumed to be linear.
Several prior publications [7–9] have also done similar approximation.

hn = h0 +
(

n − N − 1
2

)
h1 (41)

Equation (15) can now be modified as

Y l = Xlh0 + h1

N−1∑

k=0

XkΞk,l + ν̂n (42)

where

Ξk,l =
1
N

N−1∑

n=0

(
n − N − 1

2

)
ej2π(k−l) n

N (43)

As Ξk,l is a constant, we see immediately that the ICI is approximately rank
1. Hence Nr = 2 receivers should be sufficient to cancel the ICI. Applying this
to Eq. (29) (as in [7]),

Gopt,linear =

(

h1h
H
1

N−1∑

k=0

|Ξk,l|2 + σ2
nINr

)−1

h0 (44)

Using the matrix inversion lemma, this can be simplified to

Gopt,linear =

⎛

⎝1 −
h1h

H
1

∑N−1
k=0 |Ξk,l|2

σ2
n

1 + hH
1 h1

∑N−1
k=0 |Ξk,l|2

σ2
n

⎞

⎠

−1

h0 (45)



Doppler Compensation and Beamforming 303

5 Simulation Results

Here we consider an OFDM system with 1024 subcarriers and subcarrier spac-
ing of 15 KHz as in LTE. In addition to the LoS, 3 additional multipaths are
considered. The Doppler offsets for all the paths in Hertz are [1080 −1080 758
220]. The relative tap strengths in dB are [0 0 −11 −0.7]. Such a channel with
two equal strength paths but differing Doppler is motivated by the observations
in [4]. Channel estimation is done using pilots with a spacing of 12 subcarriers.
As a flat frequency channel is considered, the channel estimates are averaged
across the pilots.

Figure 1 plots the theoretical SINR for Nr = 2 with CP based Demod fre-
quency offset estimation (Eq. (29)) and compares this against a Maximum Ratio
Combiner receiver that does not factor in the ICI. Also shown is a single antenna
receiver (No BF). The huge performance gap clearly brings out the need for opti-
mal Beam Forming with ICI in the SIMO receiver. The MRC receiver and the
single antenna receiver do not apply the Demod frequency correction.
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Fig. 1. Performance gains with optimum BF for Nr = 2

Figure 2 compares the different approaches to estimate the demodulation fre-
quency over multiple channel realizations at an SNR of 30 dB. The data points
corresponding to “Matlab Search for SINR” are obtained by determining the
demodulation frequency that along with the corresponding optimal weights max-
imises the SINR. This was obtained by performing an exhaustive search in Mat-
lab over the range of possible Doppler values. The data points “Matlab search
for SIG PWR” were obtained by determining the demodulation frequencies that
maximise the signal component in the frequency domain. This was again per-
formed through exhaustive search in Matlab. The same was also obtained using
Eq. (24) and is given by the data points “Approximate freq est”. Finally, the
demodulation frequencies obtained from CP correlation are also given. It can be
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Fig. 2. Comparison of methods to estimate demodulation frequency

seen that the CP based correlation method and the signal power maximisation
method closely match the SINR maximisation criterion. The approximation for
the signal power maximisation is limited by the first-order Taylor series approx-
imation, but is still a useful approach. This establishes the CP based estimation
as a useful practical approach to improve the SINR under ICI.

In Fig. 3, for the same scenario as in Fig. 1, different receivers are compared.
The “Optimal BF” curve implements Eq. (29) with CP based demod frequency
estimation. The “Estimated BF” curve implements Eq. (35) and the demod fre-
quency is estimated using the CP. The “Approx BF” corresponds to the method
in Eq. (45) with CP based demod. The h1 is computed as in [7]. The SINR with
the above mentioned three methods almost overlap. The “Approx BF, no Demod
correction” refers to implementation of Eq. (45) without the application of the
CP based Demod frequency correction to highlight the need for the Demod fre-
quency correction. Also given are the curves with LoS Doppler used for Demod
frequency correction. Clearly, in this scenario, the performance is suboptimal
with this choice as there are scattered paths with significant signal strengths.
The Multiple Demod, though computationally more expensive, performs slightly
better than the optimal receiver with only a single Demod.
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6 Conclusion

The paper focuses on ICI compensation for high Doppler scenarios. The need
for an optimal Demod frequency correction is clearly motivated. This is fol-
lowed by a theoretical analysis of the ICI for a multipath scenario and deter-
mines the optimal weights to maximise the SINR. We then proceed to show
that these theoretical weights can indeed be obtained in a practical scenario and
show the equivalence via simulations. While there have been publications on ICI
for OFDM systems with multiple receivers [7–9], we focus on both the Demod
frequency as well as the beamforming weights. We propose and analyse dif-
ferent approaches for obtaining the optimal demod frequency that include both
location-aware and location information agnostic approaches. As a further exten-
sion, the performance is analyzed when two demodulation frequencies are used
instead of one. It is shown through simulations that CP based Demod frequency
estimation is a very practical way of obtaining the near-optimal Demodulation
frequency. With the help of the simulations, we conclude that for a typical LTE
OFDM scenario, good performance can be achieved with low complexity beam-
forming techniques even at 450 kmph in the presence of significant scatterers
with independent Doppler frequencies with just Nr = 2 receivers.

Acknowledgements. EURECOM’s research is partially supported by its industrial
members: ORANGE, BMW, SFR, ST Microelectronics, Symantec, SAP, Monaco Tele-
com, iABG, by the EU FP7 NoE NEWCOM# and H2020 projects ADEL, HIGHTS.



306 K. Gopala and D. Slock

References

1. Merz, R., Wenger, D., Scanferla, D., Mauron, S.: Performance of LTE in a high-
velocity environment: a measurement study. In: 4th Workshop on All Things Cellu-
lar: Operations, Applications and Challenges (co-located with ACM SIGCOMM),
August 22, Chicago, IL, USA, pp. 47–52. ACM, New York (2014). http://doi.acm.
org/10.1145/2627585.2627589

2. Faulkner, M., Wilhelmsson, L., Svensson, J.: Low-complex ICI cancellation for
improving doppler performance in OFDM systems. In: IEEE Vehicular Technology
Conference, September 2006

3. Peng, Y., Wenbo, W., Kim, Y.I.: Performance analysis of OFDM sytem over time-
selective fading channels. In: IEEE Wireless Communications and Networking Con-
ference, April 2009

4. Kaltenberger, F., Byiringiro, A., Arvanitakis, G., Ghaddab, R., Nussbaum, D.,
Knopp, R., Berbineau, M., Cocheril, Y., Philippe, H., Simon, E.P.: Broadband
wireless channel measurements for high speed trains. In: ICC 2015, IEEE Interna-
tional Conference on Communications, 8–12 June 2015, London, United Kingdom.
ROYAUME-UNI, London, June 2015. http://www.eurecom.fr/publication/4464

5. Yang, L., Ren, G., Zhai, W., Qiu, Z.: Beamforming based receiver scheme for DVB-
T2 system in high speed train environment. IEEE Trans. Broadcast. 59, 146–154
(2013)

6. Zhang, C., Fan, P., Xiong, K.: Downlink resource allocation for the high-speed
train and local users in OFDMA systems. In: IEEE Wireless Communications and
Networking Conference (WCNC), March 2015

7. Serbetli, S.: Doppler compensation for mobile ofdm systems with multiplereceive
antennas. In: 2012 IEEE 19th Symposium on Communications and Vehicular Tech-
nology in theBenelux (SCVT), pp. 1–6. IEEE (2012)

8. Mostofi, Y., Cox, D.: ICI mitigation for pilot-aided OFDM mobile systems. IEEE
Trans. Wirel. Commun. 4(2), 765–774 (2005)

9. Schellmann, M., Thiele, L., Jungnickel, V.: Low-complexity doppler compensation
in mobile SIMO-OFDM systems. In: 2008 42nd Asilomar Conference on Signals,
Systems and Computers, pp. 1015–1019, October 2008

10. Henderson, H.V., Searle, S.R.: On deriving the inverse of a sum of matrices. SIAM
Rev. 23, 53–60 (1981)

http://doi.acm.org/10.1145/2627585.2627589
http://doi.acm.org/10.1145/2627585.2627589
http://www.eurecom.fr/publication/4464


Frequency Agile Time Synchronization
Procedure for FBMC Waveforms
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Abstract. Access to multiple non-contiguous spectrum bands for non-
synchronous users is foreseen as essential by some transmission scenarios
of the 5th generation of cellular networks (5G). Filterbank Multicarrier
modulation (FBMC) has been envisaged because of its ability to give an
efficient answer to these requirements. This paper introduces and evalu-
ates the performance of a frequency agile time synchronization solution
adapted to FBMC asynchronous transmission on fragmented spectrum.
The detection of the start of burst is solely made in the frequency domain
assuming that the fast Fourier transform of the receiver is not synchro-
nized. The proposed algorithms have a particular interest for real time
implementation when Machine Type Communication applications are
considered. This latter scenario is sometimes considered as one of the
most challenging for 5G.

Keywords: FBMC · OFDM · Synchronization

1 Introduction

The current generation of cellular physical layers such as used by Long Term Evo-
lution (LTE) and LTE-Advanced have been optimized to deliver high bandwidth
pipes to wireless users but require the orthogonality between users within a sin-
gle cell. More precisely, in case of Orthogonal Frequency Division Multiplexing
(OFDM), users should be synchronized in time to avoid inter-user interference.
As a consequence LTE networks rely on Timing Advance (TA) value adjustment
procedure to manage the synchronization between users.

The expected explosion of Machine-Type-Communication (MTC) is posing
new challenges. Fast dormancy necessary for this type of service to save bat-
tery power has resulted in significant control signaling growth especially for the
TA procedure. Furthermore, as the availability of large amounts of contiguous
spectrum is getting more and more difficult to guarantee, the aggregation of
non-contiguous frequency bands has to be considered to increase the efficiency
of the network.

Therefore relaxed synchronization and access to fragmented spectrum are
key parameters for future generations of wireless networks [1]. This require-
ment of spectrum agility has encouraged the study of alternative multicarrier
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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waveforms such as Filterbank Multicarrier (FBMC) to provide better adjacent
channel leakage performance without compromising spectral efficiency [2]. Fre-
quency Division Multiple Access (FDMA) schemes have already been considered
for FBMC modulations [3], and access to fragmented spectrum has been envis-
aged [4]. When licensed spectrum access is considered, fragmented spectrum is
often a consequence of dynamic access to the frequency block. The phenom-
enon is expected to be further exacerbated when noncontiguous asynchronous
dynamic access is considered particularly when messages get shorter as is some-
times the case for MTC applications.

When flexible asynchronous transmission on fragmented spectrum is con-
sidered, time synchronization of the multicarrier symbol is not straightforward.
Time domain processing is usually considered for multicarrier receivers [5,6]. A
signal a priori known to the receiver is initially sent to synchronize the packet.
A preamble built on a known sequence (e.g. Zadoff-Chu LTE) or alternatively a
training symbol sequence that is repeated n times [6] can be used. When multi-
ple users access the same resource each preamble should be orthogonal to each
other. For FDMA, frequency orthogonality usually applies. However, if the syn-
chronization is performed in the time domain, it is difficult to guarantee orthogo-
nality between the users with a reasonable level of complexity, particularly in the
considered fragmented spectrum scenario. It requires a per-user filtering process
during the synchronization procedure making the time synchronization process
ill-adapted to flexible asynchronous fragmented access.

A frequency agile time synchronization solution adapted to the context
is investigated in this paper. We propose a frame format associated with a
frequency-domain time-synchronization processing particularly adapted to flex-
ible multiuser scenario on fragmented spectrum. Section 2 describes the system
model, the frame format and the block diagram of the proposed receiver. In
Sect. 3 we derive a time synchronization algorithm and performance is evaluated
and discussed. Section 4 concludes the paper.

2 System Model

2.1 FBMC and Proposed Receiver Architecture

A multicarrier system can be described by a synthesis/analysis filter bank, i.e.
a transmultiplexer structure. The synthesis filter bank is composed of a set of
parallel transmit filters. The analysis filter bank consists of the parallel matched
receive filters. The most widely used multicarrier technique is OFDM, based
on the use of the inverse and forward Fast Fourier Transform (FFT) for the
analysis and the synthesis filter banks. The prototype filter of OFDM is a rec-
tangular window whose size is equal to the duration of the FFT. At the receiver,
perfect signal recovery is possible under ideal channel conditions thanks to the
orthogonality of the prototype filters. Nevertheless under more realistic multi-
path channels, a data rate loss has to be paid with the mandatory introduction of
a Cyclic Prefix (CP), longer than the impulse response duration of the channel.
FBMC waveforms utilize a more advanced prototype filter designed to give a
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better frequency localization of the subcarriers. The prototype filter used in this
paper is based on the frequency sampling technique [7]. This technique gives
the advantage of using a closed-form representation that includes only a few
adjustable design parameters.

The most significant parameter is the duration of the impulse response of the
prototype filter also called overlapping factor, K. The impulse response of the
prototype filter is given by [7]:

h(t) = GP (0) + 2
K−1∑

k=1

(−1)k
GP (k) cos

(
2πk

KN
(t + 1)

)
(1)

where GP (0..3) =
[
1, 0.97195983, 1√

2
, 1 − GP (1)2

]
for an overlapping factor of

K = 4 and N is the number of carriers. The larger the overlapping factor K,
the more localized the signal will be in frequency. Adjacent carriers significantly
overlap with this kind of filtering. In order to keep adjacent carriers orthogonal,
real and pure imaginary values alternate on successive carrier frequencies and
on successive transmitted symbols for a given carrier at the transmitter side. In
order to maximize spectral efficiency of the Offset QAM (OQAM) modulation
the symbol period T is halved. The well-adjusted frequency localization of the
prototype filter guarantees that only adjacent carriers interfere with each other.
This allows for a more flexible operation than OFDM for FDMA access, i.e.: non
synchronous flexible frequency division multiple access.

In [4], the authors describe a high performance receiver architecture denoted
FS-FBMC (Frequency Spreading FBMC). One advantage of this architecture is
that frequency domain time synchronization may be performed independently
of the position of the FFT [4]. This is realized by combining timing synchroniza-
tion with channel equalization. The proposed receiver architecture is depicted in
Fig. 1. A free running FFT of size KN is processed every blocks of N/2 samples

Fig. 1. Block diagram of the proposed receiver based on FS-FBMC principle. The time
domain synchronization is performed in the frequency domain(box labelled “Synchro
time FD”).



310 J.-B. Doré and V. Berg

generating KN points, i.e. if rm is the mth received vector, a KN -point FFT
is computed for samples k = (n + m × N/2) with n = 0, 1, . . . , NK − 1. These
successive KN points are stored in a memory unit.

Assuming that the detection of a start of burst is then achieved on the fre-
quency domain (i.e. at the output of the FFT) using a priori information from
the preamble. The channel coefficients may be estimated on the pilot subcar-
riers of the preamble. Once the channel coefficients are estimated on all the
active subcarriers, a one-tap per subcarrier equalizer is applied before filtering
by the FBMC prototype filter. Demapping and Log-Likelihood Ratio (LLR) com-
putation complete the inner receiver architecture. A soft-input Forward Error
Correction (FEC) decoder finally recovers the original message.

The asynchronous frequency domain processing of the receiver combined with
the high stop-band attenuation of the FBMC prototype filter provides a flexible
receiver architecture that allows for multiuser asynchronous reception. FFT and
Memory Unit are common modules, while the remaining of the receiver should
be duplicated as many times as the number of parallel asynchronous users the
system may tolerate. The originality of this paper lies in the fact that the time
domain synchronization procedure is performed in the frequency domain and
well adapted to this flexible scenario.

2.2 Burst Format

In order to keep a flexible frequency and time block allocation, a preamble based
burst approach is considered. Synchronization and channel estimation is per-
formed using a training sequence known to the receiver. Its structure has been
defined and is illustrated in Fig. 2. It is composed of a preamble of duration
P -FBMC symbols (P is set to 4 in Fig. 2). The preamble has been designed to
accurately detect the start of the burst and gives an estimate of the channel

Fig. 2. Considered FBMC burst structure. (Color figure online)
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frequency response while preserving the localization properties of the FBMC
signal. It is mainly composed of pilot carriers spaced every D active carriers for
the whole duration of the preamble (D is set to 4 in Fig. 2). The pilot carri-
ers are designed so that the signal transmitted on each pilot carrier is constant
for the duration of the preamble. Synchronization carriers are added on the
first multicarrier symbol. These are designed to accurately estimate the start
of burst as we will see after. By implementing at the receiver all the baseband
signal processing functions in the frequency domain, the proposed scheme may
be extended without loss of generalization to the aforementioned multiuser asyn-
chronous environment.

In the following section, we will propose and evaluate signal processing algo-
rithm for the detection of burst.

3 Time Synchronization

Time synchronization is the process by which the start of the burst is identified.
In the proposed architecture, all the receiver signal processing operations are
realized in the frequency domain. Consequently, the synchronization procedure
should inform the other components of the receiver which block of samples, at
the output of the FFT, corresponds to the beginning of the burst. Based on the
structure of the preamble, a two-steps algorithm is realized. A coarse synchro-
nization is performed followed by a fine synchronization procedure designed to
accurately detect the start of the burst.

3.1 Coarse Time Synchronization

In this section, the metric for coarse frame detection in the frequency domain
is introduced. A measure of the energy on the filtered carriers at specific carrier
location is proposed. The decision metric is expressed as follows:

DF (m) =
∑

k∈Ωs

|y(k,m)|2 (2)

where Ωs is the subset of carriers used for coarse synchronization and y(k,m) is
the received sample after prototype filtering at carrier index k and symbol m.
The proposed algorithm is based on a classical hypothesis testing. We introduce
the following two hypotheses:

– H0 : only noise is received
– H1 : signal plus noise is received

The decision whether a burst has been detected or not is realized on the rule:

DF (m) > T (3)

where T defines a threshold value. When this rule is true, the index m gives the
reference time for the beginning of the burst. Two measures are usually studied



312 J.-B. Doré and V. Berg

for the characterization of such an algorithm: the probability of false alarm Pfa

and the probability of detection Pd. The probability of false alarm informs about
the probability of a burst detection when only noise is received. The probability
of detection gives the probability that a burst is detected when hypothesis H1

occurs. The probability of false alarm is evaluated by analyzing the probability
density function of the decision metric when H0 occurs.

The analytic derivation of the false alarm probability as a function of the
noise variance σ2

n and the cardinal of ΩS , M , is well known and is given by [8]:

Pfa(T,M, σ2
n) =

Γ
(
M, T

σ2
n

)

Γ (M)
(4)

where T is the threshold and Γ (x, y) is the upper incomplete gamma function:

Γ (x, y) =
∫ +∞

y

tx−1e−tdt (5)

This expression assumes independent noise following a normal distribution.
A closed form expression for the probability of detection can be derived as [8]:

Pd(T,M, σ2
s , σ2

n) = QM

(√
σ2

s

σ2
nM

,

√
T

σ2
n

)

(6)

where σ2
s is the power of the useful signal. Q(x, y) is the generalized Marcum-Q

function.
We have evaluated the receiver operating characteristics (ROC) for the pro-

posed detector when M = 32 and for various Carrier to Noise (C/N) ratio
(= σ2

s/σ2
n). The size of the FFT is set to 256, and the synchronization pream-

ble is built with 32 actives carriers. Simulations have been done assuming an
AWGN (Additive white Gaussian Noise) channel. The C/N varies with a step
of 1 dB starting from −5 dB. Due to the proposed receiver architecture and the
synchronization process that is realized in the frequency domain, the FFT win-
dow is not synchronized with the emitted signal. Simulations have been done
for a FFT position mismatch of N/4 samples. This is the worst case scenario as
the signal energy leakage between consecutive FFT block is at its peak [4]. The
coarse detector performance is given in Fig. 3. The probability of false alarm and
the probability of misdetection are less than 10−2 for a C/N of 1 dB.

The main issue in classical detection problem resides in the determination of
the decision threshold. The bottom graph in Fig. 3 illustrates the variation of the
false alarm probability (resp. the misdetection probability) for various decision
threshold values and for various C/N. For any given C/N a specific threshold
that leads to the targeted false alarm probability can be derived (similarly for
the misdetection probability).

In practice, it is not straightforward to compute the decision threshold as no
information about hypothesis H0 or H1 is available. In order to propose a simpler
practical realization, we modified the decision metric. We suggest computing
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Fig. 3. Top: ROC curves for the proposed energy detector when M = 32 and for various
SNR (resp C/N). The C/N varies with a step of 1 dB and starts at −5 dB. Bottom:
variation of the false alarm probability and the misdetection probability in function of
the threshold. (Color figure online)

on the same FFT block two physical observations in parallel. Energy level is
computed at some carrier locations while an estimation of the noise is performed
on other (null) carrier locations. Based on these two observations, we propose to
build a metric by computing a likelihood ratio. We divide the power estimation
at the carrier location by the power estimation at the null carrier positions.
When H0 occurs, the metric should tend to 1, and when H1, the metric should
be much greater than 1. The proposed metric can be defined as:

DR(m) =
|Ωn|
|Ωs|

∑
k∈Ωs

|y(k,m)|2
∑

k∈Ωn
|y(k,m)|2 (7)

where Ωn is the set of null carriers and |Ωn| (resp. |Ωs|) is the number of element
of the set Ωn (resp. Ωs) with Ωs = M . The analytic computation of a threshold
is not straightforward to determine in this case because the metric is a division of
chi-squared distribution. Consequently, simulations have been done to estimate
the performances of the proposed receiver.

Here again, results have been simulated for the worst case scenario, i.e. a
FFT misalignment of N/4 samples. Active carriers of the preamble are equally
spaced every 4 carriers. The estimation of the noise is realized at the center of
two successive synchronization carriers. We depict in Fig. 4 (a) the ROC curves
when M = 32 and for various C/N.

Compared to the classical energy detection algorithm, the proposed scheme
exhibits worse performance. This can be explained by the nature of the statistical
test. The results show that for a C/N of 4 dB, the probability of false alarm and
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Fig. 4. (a) ROC curves for the proposed normalized energy detector using when M =
32 and for various C/N. The C/N varies with a step of 1 dB ans starts at −4 dB.
(b) Variation of the false alarm probability and the misdetection probability for the
proposed normalized energy detector using when M = 32 and for various C/N. The
C/N varies with a step of 1 dB starting at −4 dB. (Color figure online)

the probability of misdetection is of around 10−2. The advantage of this metric
is depicted in Fig. 4 (b). The variation of the probability of false alarm and the
probability of misdetection for various C/N as a function of a threshold is given.
Here again a FFT with a misalignment of N/4 samples (worst case) is assumed.

We remark that thanks to the normalization, the decision threshold hardly
depends on the SNR level (the variation is very small). For any C/N, a threshold
equal to 2, leads to a false alarm probability smaller than 3.10−3. The corre-
sponding misdetection probability is lower than 10−2 for a C/N greater than
3 dB. Even if this metric suffers from a performance loss compared to the clas-
sical energy detection, the simplicity of the threshold determination makes this
algorithm particularly interesting for practical realization of the coarse detection.

The evaluation of the performance has been done assuming an AWGN chan-
nel. In practice, fading channel affects the carrier. The knowledge of the fading
positions are not available at the synchronization step: It is possible that at a
given carrier position, only noise is present. Consequently when the number of
active carriers is small performance of the proposed detectors is not sufficient.

The first improvement for the proposed algorithm consists of allocating more
synchronization carriers. We illustrate in Fig. 5 the probability of misdetection
when the false alarm probability is equal to 10−2 for various C/N values and
various number of synchronization carriers. When we increase M , the number of
synchronization carrier involved into the decision metric, performance is better.
It should be mentioned that, in such a case, the threshold depends on M .

As dynamic spectrum usage is envisaged and possible multifrequency frag-
ment, M can vary. Therefore it is interesting to establish a relationship between
M and the synchronization threshold. We depict in Fig. 6 the variations of the
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Fig. 6. Threshold values for a false alarm probability of 10−2 as a function of the
number of synchronization carriers. (Color figure online)

threshold when the false alarm probability is set to 10−2 for different values of M .
The threshold is a decreasing function of the number of synchronization carriers.
It is useful for a flexible receiver to dynamically determine the threshold value
according to the considered bandwidth for transmission. Under the assumption
that the number of carriers dedicated to synchronization is in the range [32 128],
we approximated the threshold value by a cubic function as follows:

T = −0.00000068M3 + 0.000218M2 − 0.024M + 2.358 (8)
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Fig. 7. Block diagram of the proposed coarse synchronization module.

This approximation allows for a simple and flexible computation of the threshold
depending on the spectrum configuration.

The previous results have demonstrated that when the number of synchro-
nization carriers is relatively small, performance is not really acceptable, espe-
cially if a margin on the C/N should be added to allow for performance over
fading channels. If only a small fragment of spectrum is available for the trans-
mission it is not possible to combine an important number of synchronization
carriers (we have to keep in mind that null carriers without interference are
required for noise estimation). The algorithm can be enhanced by exploiting
the structure of the preamble and more precisely the repetition of the pilot
carrier over time. The accumulation of different observations leads to better
performance; this is effectively equivalent to increasing parameter M by time
diversity.

The block diagram of the proposed synchronization module is depicted in
Fig. 7. After the filtering in the frequency domain by the prototype filter, the
power of each FFT block at synchronization (resp. null) carrier position is esti-
mated and accumulated over successive blocks (Acc module). The two metrics
are then compared using the decision threshold T to identify a coarse estimation
of the start of the burst.

During the coarse detection, all the active carriers could be used for the
energy estimation. More precisely, if we refer to the burst structure depicted in
Fig. 2, the combination of the pilot and synchronization carriers may be used
for the initial synchronization process. The coarse synchronization procedure is
followed by a fine synchronization step designed to precisely identify the start
of the burst.

3.2 Fine Time Synchronization

Fine time synchronization gives a refined position of the start of the burst. This
step is essential for the signal processing operations that follow in the receiver
chain such as channel estimation or equalization.

The proposed algorithm for fine time synchronization is based on the same
principle as the one for the coarse time synchronization. The principle is to
detect a power signature located at the beginning of the burst. While coarse
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Fig. 8. (a) Example of an energy signature for fine time synchronization. (b) Error
probability of the proposed detector for various C/N. (Color figure online)

synchronization relies on the pilot carriers, only the synchronization carriers
are used for fine synchronization (Fig. 2). Coarse synchronization is indeed opti-
mized for misdetection and false alarm, while fine synchronization evaluates the
most probable for the start of burst event instant. An example of the energy
signature of a fine preamble sequence build on equi-distributed positions of the
synchronization carriers is given in Fig. 8 (a).

Once coarse synchronization is acquired, we propose to lock the synchro-
nization on the position corresponding to a maximum of energy. Therefore, we
propose to evaluate the signal energy at the synchronization carrier location (see
Fig. 2) using the following rule:

z(m) =
∑

k∈ΩSync

|y(k,m)|2 (9)

m̂ = max
m∈W

z(m) (10)

where W is the set of position to test and ΩSync is the set of synchronization
carriers indexes. It should be mentioned that the fine time synchronization can
be directly applied. However, the use of a robust coarse synchronization based
on a higher number of observations (the number of pilot carrier is higher than
the number of synchronization carrier) gives better performance.

The performance of the proposed detector has been evaluated by simulation
over an AWGN channel. We depict in Fig. 8 (b) the error probability for various
C/N. An error is assumed when the position at the output of the detector is not
correct. These results show that the size of the window (W ) has a limited impact
on the performances especially at high C/N region. When the number of carriers
used for the energy detection increases, performance also increases. Maximizing
the number of synchronization carriers while maintaining orthogonality between
the pattern is crucial to guarantee good performance.
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4 Conclusion

In this work, a frequency agile time domain synchronization algorithm adapted
to dynamic fragmented spectrum scenarios in a multiuser context has been
addressed. The detection of the start of multicarrier frame algorithm is based on
detecting the power signature of a preamble sequence. The procedure is divided
into two steps, a coarse followed by a fine acquisition step. Performance and
practical realization have been discussed and evaluated. An efficient architecture
with an associated threshold determination method adapted to the dynamic sce-
nario has been proposed. The method not only performs well for low C/N but
is also very adapted to dynamic access per user as its decision threshold can be
efficiently predicted according to the amount of occupied spectrum.
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CEA Leti, Minatec Campus, 17 rue des Martyrs, 38054 Grenoble, France
dominique.noguet@cea.fr

http://www-leti.cea.fr

Abstract. White space communications have attracted a particular
interest after some national regulators have authorized TVWS unli-
censed secondary usage. The IEEE 1900.7 working group has defined
a specific air interface tailored to these applications. The standard, is
based on an Filter Bank Multi Carrier (FBMC) physical layer and a
CSMA-CA MAC sublayer. In this paper, the Modulation and Coding
Schemes (MCS) of the IEEE 1900.7-2015 are considered to assess sim-
ulated expectations on throughput and coverage under various typical
TVWS deployment scenarios: Fixed Long Range Access, campus WLAN
(in Fixed Urban/Suburban environments), Indoor Femtocells (a TVWS
low power transceiver for WLAN-like applications). Expected rate and
coverage maps are provided for these scenarios.

Keywords: IEEE 1900.7-2015 · TV white space (TVWS) · Dynamic
spectrum access · Physical layer · FBMC

1 Introduction

In the recent years, there has been a worldwide concern related to spectrum
shortage. As an example, in June 2010, the White House issued a Presidential
Memorandum stating that the National Telecommunications and Information
Administration (NTIA) shall collaborate with FCC to make available a total
of 500 MHz of Federal and non-federal spectrum over the next 10 years, suit-
able for both mobile and fixed wireless broadband use. One of the means to
make new spectrum available is through sharing, and the Digital Switch Over
(DSO) in TV bands, which has resulted in making the so-called TV White Space
(TVWS) UHF spectrum available, was the first actual example where such a
mechanism has been allowed. TVWS availability depends on TV broadcast fre-
quency usage profile, thus changing across time and space. TVWS usage relies
on unlicensed secondary Dynamic Spectrum Access (DSA) under the principle
on a non-harmful interference with incumbent users [1].

In the USA, the FCC proposed rules for the Unlicensed Operation in the
TV Broadcast Bands [2], with the final set of rules in 2009 [3] and an additional
memorandum in 2010 [4], along with a notice in 2011 [5]. In Japan, MIC has
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published rules for secondary operation in TV white space [6]. In Europe, the
Ofcom UK was the first regulator to establish rules for TVWS usage [7,8]. Sub-
sequently, Ofcom organized a nation-wide trial where several technologies were
tested [9]. Following up the approval of the European Parliament and Council
the first Radio Spectrum Policy Programme (RSPP) in March 2012 [10], the
European Commission released a Communication [11] in which shared use of
TV White Spaces in the 470–790 MHz band is identified as a major opportu-
nity. Then, regulatory actions have taken place in this area. In a first report,
European Regulation (CEPT) has defined technical considerations for TVWS
operation in Europe [12]. Then, ECC Report 159 established technical and oper-
ational requirements for the possible operation of cognitive radio systems in the
“white spaces of the [470–790] MHz band” [13]. CEPT thoroughly addressed the
way forward in European TV White Spaces, assessing both geolocation database
and spectrum sensing as enabling technologies and setting out technical require-
ments for the use of TVWS. Finally, ETSI established some requirements for
TVWS equipment in answer to the R&TTE Directive and delivered the Harmo-
nized EN 301 598 [14].

Alongside these regulatory harmonization initiatives, a set of standardiza-
tion bodies developed technology standards to facilitate the implementation of
TVWS radios. First, the CogNea consortium developed the ECMA 392 TVWS
standard for WLAN-like application [15]. Then, IEEE 802.22 [16], and more
recently IEEE 802.11af [17] issued standards for WRAN and WLAN appli-
cations respectively. Finally, IEEE 802.15.4m has been developed to address
WPAN operation in the TVWS [18].

All broadband TVWS standards (ECMA 392, IEEE 802.22, IEEE 802.11af)
are based on Cyclic Prefix - Orthogonal Frequency Division Multiplexing (CP-
OFDM) physical layer (PHY), often inherited from previous standard devel-
opments such as IEEE 802.16e or IEEE 802.11a. These standards have been
adapted to make them suitable for TVWS operation. Although this approach
was the best to guarantee fast market readiness, it had some difficulties to face
the TVWS specific requirements in terms of interference control [1]. For this
reason, IEEE DySPAN Standards Committee (formerly known as SCC41) cre-
ated an ad hoc group on White Space (WS) Radio in March 2010 “to consider
interest in, feasibility of, and necessity of developing standard defining radio
interface (medium access control and physical layers) for white space radio sys-
tem”. Subsequently, the 1900.7 working group on “Radio Interface for White
Space Dynamic Spectrum Access Radio Systems Supporting Fixed and Mobile
Operation” [19] was created.

The IEEE 1900.7-2015 standard [20] is the result of a clean slate technology
analysis where the working group tried to identify the most suitable technology
to TVWS requirements. The chosen technology is based on a Filter Bank Multi
Carrier (FBMC) PHY and a contention based CSMA-CA MAC, in order to cover
the scenarios described in [21]. The technology benefits of the IEEE 1900.7-2015
FBMC PHY vs classical OFDM approached have been addressed in a recent
paper [21].
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In this paper, our focus is to put the performance of the IEEE 1900.7-2015
PHY into the perspective of typical TVWS scenarios as identified by the Euro-
pean QoSMOS project in [22], namely Rural Broadband Access and indoor
TVWS Femtocells. The paper investigates the standard modulation and cod-
ing schemes (MCS) and express throughput and coverage for these scenarios.

2 Scenarios and Path Loss Models

2.1 TVWS Rural Broadband Access

In this scenario, a fixed base station serves customer premises equipment (CPE)
to deliver content access (cf. Fig. 1). This is the first scenario associated to TVWS
as this was the first use case considered in standardization pioneering work, such
as the one of IEEE 802.22 wireless regional area network (WRAN). The good
propagation properties of sub-GHz UHF frequency and the authorized EIRP for
fixed TVWS stations by the FCC (4 W) provide TVWS with good assets for this
scenario as illustrated in Fig. 1.

Fig. 1. Rural broadband access (left) and campus (right) scenarios

From a technical viewpoint this scenario also encompasses the campus WLAN
use case. For long range communication in UHF bands, the ITU-R P.1546 [24]
propagation model used by broadcasters is appropriate. However, in order to use
closed form expressions in the path loss model, [23] suggests using the Okamura-
Hata model with antenna hights correction that fits the empirical model of ITU-
R P.1546 quite well. This will simplify the performance evaluation provided
hereafter. Hence, under this scenario we consider the light urban scenario for
which the path loss (PL) model is given by:

PLUrban(d) = 9.55 + 26.16 log f − 13.82 log hB −CH + (44.9 − 6.55 log hB) log d
(1)

Where f is the central frequency (in MHz), hB is the antenna height of the fixed
base station, d the distance between the base station and the CPE, CH is a
correction factor depending on the receiver antenna height hM defined by:

CH = 0.8 + (1.1 log f − 0.7)hM − 1.56 log f (2)
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Where hM is the height (in meters) of the CPE antenna. In the case of suburban
deployments, PL shall be corrected as:

PLSuburban(d) = PLUrban(d) − 2(log(f/28))2 − 5.4 (3)

2.2 TVWS Indoor Femtocell

This scenario considers an indoor access point such as in classical WLAN sce-
narios for homes of larger buildings. UHF good propagation conditions makes it
possible to expect indoor to outdoor coverage as illustrated in Fig. 2.

Fig. 2. Indoor scenario with indoor to outdoor coverage

In this case ITU-R recommendation P.1238 [23] is more suitable than the
Okamura-Hata model.

PLIndoor(d) = 20 log f + N log d + Lf (n) − 28 (4)

Where N is the power loss coefficient. In the LOS case, N = 20. In the case
of inner-wall penetration, N shall be increased and we will use N = 35 as
recommended in [22]. Propagation through floors is modelled using the floor
penetration loss factor Lf (n), which is recommended to be 9, 19 and 24 dB for
one, two and three floors, respectively, at 900 MHz. Although it is expected that
TVWS frequencies experience lower penetration losses, these values will be used
as a conservative estimate.

3 IEEE 1900.7-2015 PHY Layer

3.1 Overview

The IEEE 1900.7-2015 PHY uses an FBMC modulation, which has been pre-
ferred to CP-OFDM, due to superior behavior with regards to adjacent channel
leakage ratio (ACLR) and flexibility performance [21,24]. FBMC was introduced
in the 60 s by [25,26]. It is a multi-carrier approach, but unlike CP-OFDM where
the sinc kernel filter ensures subcarriers orthogonality with respect to the FFT
operator, FBMC uses a prototype filter that filters each sub carrier. A proper
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Table 1. IEEE 1900.7-2015 PHY modes

Mode N Intercarrier spacing 2 MHz channel 8 MHz channel

4K 4096 3.75 KHz 504 (1.86 MHz) 2016 (7.56 MHz)

1K 1024 15.00 KHz 124 (1.86 MHz) 504 (7.56 MHz)

0.5 K 512 30.00 KHz 64 (1.92 MHz) 252 (7.56 MHz)

0.25 K 256 60.00 KHz 32 (1.92 MHz) 124 (7.44 MHz)

design of the prototype filter enables to trade time and frequency localization,
and thus to control ACLR [27]. Because the prototype filter’s response spreads
each subcarrier over several adjacent subcarriers, another dimension is used to
maintain orthogonality. In the framework of IEEE 1900.7-2015, the offset QAM
(OQAM) approach is used. OQAM consists in a complex to real conversion where
real and imaginary parts of each complex symbol are multiplexed in consecutive
time samples into Pulse Amplitude Modulation (PAM) symbols. In order for
this pre-processing not to impact data rate, the PAM symbols are up-sampled
by a factor of 2. Then, the output real numbers are multiplied by an offset QAM
sequence to form a new complex symbol: hk,l = (−1)k.l(j)k+lek,l. These symbols
are then filtered through a polyphase network. The IEEE 1900.7-2015 standard
specifies two different sizes for the prototype filter: K = 3 or K = 4 governing the
level of protection of adjacent channels. Also, for the sake of flexibility, several
modes are proposed (Table 1). They consider different number of carriers, and
two channelization modes (2 or 8 MHz). Thus, IEEE 1900.7-2015 can be used in
any country authorizing TVWS operation and can cover medium to broadband
channels with flexible bandwidth (2, 4, 6, 8, 10... MHz). Of course the use of
non-contiguous fragments is possible also.

The block diagram of the IEEE 1900.7-2015 transmitter is shown in Fig. 3.
The transmitter architecture is composed of two main elements: forward error
correction block and data mapping and modulation block. Forward error correc-

Fig. 3. IEEE 1900.7-2015 PHY transmitter block diagram
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Table 2. MCS parameters

MCS Modulation Coding rate Peak throughput Peak throughput
(2 MHz) [Mbps] (8 MHz) [Mbps]

0 BPSK 1/2 0.93 3.78

1 QPSK 1/2 1.86 7.56

2 QPSK 3/4 2.79 11.34

3 16QAM 1/2 3.72 15.12

4 16QAM 3/4 5.58 22.68

5 64QAM 2/3 7.44 30.24

6 64QAM 3/4 8.37 34.02

7 64QAM 5/6 9.30 37.80

tion (FEC) is implemented using a standard convolutional encoder. The code
may be punctured to support variable encoding rates. The convolutional code
is segmented by blocks of fixed size. The trellis is closed at the beginning and
the end of each FEC block. The output of the encoder is forwarded to a bit
interleaver of size multiple of the output length of the encoder.

The second block maps and modulates the encoded bits to the multicarrier
modulation. The coded data are mapped to QPSK, 16QAM or 64QAM modu-
lation symbols, depending on the desired data rate. Symbols are then padded to
make the transmitted burst length an integer multiple of multicarrier symbols.
The generated block of QAM symbols is mapped to active carriers and modu-
lated to an offset-QAM before being transformed into a time domain signal using
FBMC waveform. A modulation and coding scheme (MCS) index is defined to
describe the combination of the modulation and coding schemes that are used
when transmitting data (Table 2. Summarizes the possible MCS and the associ-
ated peak throughput (Mode 1K), where sampling rate is set to 15.36 Msps and
subcarrier spacing is set to 15 KHz as in LTE.

3.2 Receiver Architecture

Most of the published FBMC receiver architectures are based on PolyPhase Net-
work (PPN) receivers [28]. In this case, the filter bank process is applied in the
time domain before the frequency domain transform (FFT) using a polyphase
filter. It reduces the size of the FFT but makes the receiver less tolerant to large
channel delay spread or synchronization mismatch of the FFT. Therefore, this
strategy is not well adapted to scenarios with large delay spread. In [29] the
authors describe a high performance receiver architecture denoted FS-FBMC
(Frequency Spreading FBMC). One advantage of this architecture comes from
the fact that time synchronization may be performed in the frequency domain
independently of the position of the FFT [30]. This is realized by combining
time synchronization with channel equalization. Moreover, good performance
for channel exhibiting large delay spread is achieved [31]. As suggested in [31], it
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gives flexibility in the choice of the intercarrier spacing to support high Doppler
spread in combination with robustness against fading channel. Finally, it was
shown that FS-FBMC implementation could result in limited extra complexity
compared to its OFDM counterpart [28] (typically 30 % additional computa-
tional logic). Such a receiver architecture will be considered in the following for
performance evaluation.

4 Performance Evaluation

4.1 Parameters and Approach

The evaluation of the cell coverage using IEEE 1900.7-2015 PHY layer is real-
ized assuming the mode 1K, 2 MHz and 8 MHz bandwith, and the parameters
of the draft standard (sampling rate = 15.36 Msps, subcarrier spacing = 15 KHz).
We have first evaluated by simulations the minimal required signal to noise ratio
(SNR) to ensure a 10−3 bit error rate (BER) for all the MCS. The channel
estimation and synchronization are assumed perfect. The performance are given
for an additive white gaussian noise (AWGN) channel and a standardized chan-
nel: the Extended Typical Urban (ETU) channel. This channel model is a 9 tap
channel with a delay spread up to 5us. Taps and associated relative power are
given in Table 3.

Table 3. Extended Typical Urban (ETU) channel

Tap index [sample] 0 1 2 3 4 8 25 35 77

Relative power [dB] −1 −1 −1 0 0 0 −3 −5 −7

Table 4 gives the SNR value for a BER of 10−3 over AWGN and ETU chan-
nels. In the ETU channel case, the resulting BER at the output of the receiver
has been evaluated and averaged for 2000 channel realizations assuming a perfect
synchronization, perfect channel estimation and a “FS based” receiver structure.

Table 4. Required SNR on AWGN and ETU channels for each MCS (@BER = 10−3)

MCS 1 2 3 4 5 6 7

SNRAWGN [dB] 4.2 7.6 10.0 14.2 17.6 20.0 21.2

SNRETU [dB] 7.33 12.76 12.82 18.60 20.92 23.68 36.00
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4.2 Simulation Results

Performance evaluations have been carried out for the scenarios introduced in
Sect. 2. In the case of the rural broadband access, transmit power has been set
to 36 dBm (4 W). The path loss has been computed to maintain the minimal
SNR required in the case of AWGN and ETU channel models. In the following,
channel estimation and synchronization are assumed perfect. One can expect a
typical implementation loss of 1dB in actual implementation. Then the maximal
range has been computed according to Eq. 1 for urban environment and to Eq. 3
for suburban environment. Figure 4 shows these range estimates for a 2 MHz and
a 8 MHz profile. Results are provided for MCS 1 to MCS 7.

In the case of the indoor scenario, the TX power was limited to 20 dBm
(100 mW). Minimal SNR in the AWGN case is considered, bearing in mind that
strong attenuation factors are already introduced in the distance calculation
based on Eq. 4. Figure 5 shows these range estimates for a 2 MHz and a 8 MHz
profile, considering 3 different situations: same floor, through 1 floor, through 2
floors. Results are provided for MCS 1 to MCS 7.

Fig. 4. Max. data rate [Mbps] vs. max. range [m] in rural broadband scenario (Color
figure online)



IEEE 1900.7-2015 PHY Evaluation on TVWS Scenarios 327

Fig. 5. Max. data rate [Mbps] vs. max. range [m] in indoor scenario (Color figure
online)

5 Conclusion

In this paper, communication range are estimated for the 7 MCS of the
IEEE 1900.7-2015 standard. These evaluations are provided for two typical
TVWS scenarios: rural broadband access with 4 W Tx power and indoor femto-
cells with 100 mW Tx power.

Simulations show that in the rural broadband access case, a range of 2 km at
8 Mbps to 23 Mbps depending on channel conditions, with an 8 MHz bandwidth
(equivalent to one single European TV channel) can be reached. This makes
IEEE 1900.7-2015 technology very suitable for this scenario.

In the indoor case, where TX power is limited to 100 mW (similar to the
Tx power of WiFi), range can reach 100 m at 8 Mbps when crossing 2 floors
and 38 Mbps when on the same floor (considering 8 MHz bandwidth), making
IEEE 1900.7-2015 suitable for indoor and indoor to outdoor connectivity, even
in large buidling. This makes IEEE 1900.7-2015 suitable for low CAPEX large
building or campus coverage (e.g. shopping malls, airport, university campus,
libraries).
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References

1. Noguet, D., Gauthier, M., Berg, V.: Advances in opportunistic radio technologies
for TVWS. EURASIP J. Wirel. Commun. Netw. 2011, 1–12 (2011)

2. FCC proposed rule: unlicensed operation in the TV broadcast bands. Technical
report, US Federal Register, vol. 69, no. 117, June 2004

3. FCC final rule: unlicensed operation in the TV broadcast bands. Technical report,
US Federal Register, vol. 74, no. 30, February 2009

4. FCC: In the matter of unlicensed operation in the TV broadcast bands: additional
spectrum for unlicensed devices below 900 MHz and in the 3 GHz band. Technical
report, Second memorandum opinion and order, Septembre 2010

5. FCC notice: Unlicensed operation in the TV broadcast bands. Technical report,
US Federal Register, vol. 76, no. 26, February 2011

6. Harada, H.: Status report on usage of TV white space in Japan. Technical Report
802.11-12/677r0, IEEE 802.11-12/677r0, May 2012

7. OFCOM: Digital dividend: cognitive access, statement on licence exempting cog-
nitive devices using interleaved spectrum. Technical report, OFCOM, July 2009

8. OFCOM: TV white spaces - approach to coexistence. Technical report, OFCOM,
Septembre 2013

9. OFCOM: TV White Spaces Pilot, December 2014
10. Decision no 243/2012/eu of the european parliament and of the council of 14 March

2012 establishing a multiannual radio spectrum policy programme. Text with EEA
relevance (2012)

11. Communication from the Commission to the European Parliament, the Coun-
cil, the European Economic and Social Committee and the Committee of the
Promoting the shared use of radio spectrum resources in the internal market
(COM/2012/0478) (2012)

12. Report: Technical considerations regarding harmonisation options for the Digital
Dividend. Technical report 24, CEPT (2008)

13. ECC Report: Technical and operational requirements for the possible operation of
cognitive radio systems in the “white spaces” of the frequency band 470–790 MHz.
Technical Report 159, CEPT, January 2011

14. ETSI: White Space Devices (WSD); Wireless Access Systems operating in the
470 MHz to 790 MHz frequency band; Harmonized EN covering the essential
requirements of article 3.2 of the R&TTE Directive. Technical report EN 301 598,
ETSI, April 2014

15. ECMA-392 standard: MAC and PHY for operation in TV white space. Technical
report, ECMA (2009)

16. IEEE standard 802.22: Cognitive wireless ran medium access control (MAC) and
physical layer (PHY) specifications: policies and procedures for operation in the
TV bands. Technical report, IEEE, July 2011

17. IEEE standard 802.11af: Wireless LAN medium access control (MAC) and physical
layer (PHY) specifications: television white spaces (TVWS) operation. Technical
report, IEEE, December 2013

18. IEEE standard 802.15.4m: IEEE Standard for Local and metropolitan area net-
works - Part 15.4: Low-Rate Wireless Personal Area Networks (LR-WPANs) -
Amendment 6: TV White Space Between 54 MHz and 862 MHz Physical Layer.
Technical report, IEEE, March 2014

19. IEEE P1900.7 PAR: Radio interface for white space dynamic spectrum access radio
systems supporting fixed and mobile operation. Technical report, IEEE, June 2011



IEEE 1900.7-2015 PHY Evaluation on TVWS Scenarios 329

20. IEEE: 1900.7-2015 - IEEE Standard for Radio Interface for White Space Dynamic
Spectrum Access Radio Systems Supporting Fixed and Mobile Operation (2015).
https://standards.ieee.org/findstds/standard/1900.7-2015.html
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28. Berg, V., Doré, J.-B., Noguet, D.: A flexible radio transceiver for TVWS based on
FBMC. Elsevier J. Microprocess. Microsyst. (MICPRO) 38, 743–753 (2014)

29. Bellanger, M.: FS-FBMC: a flexible robust scheme for efficient multi-carrier broad-
band wireless access. In: Globecom Workshops, pp. 192–196, December 2012
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Abstract. In this paper, a novel non-parametric spectrum sensing
scheme in cognitive radio (CR) is proposed based on robust Goodness
of Fit (GoF) test. The proposed scheme uses likelihood ratio statistics
(LRS-G2), from which goodness of fit test is derived. The test is applied
assuming different types of primary user (PU) signals such as static or
constant, single frequency sine wave and Gaussian signals, whereas dif-
ferent types of channels such as additive white Gaussian noise (AWGN),
block fading and time-varying channels. Considering a real time scenario,
uncertainty in noise variance is also assumed. The performance of the
proposed scheme is shown using receiver operating characteristics (ROC)
and it is compared with energy detection (ED) and prevailing GoF based
sensing techniques such as Anderson-Darling (AD) sensing, Order Sta-
tistic based sensing and Kolmogrov-Smirnov (KS) sensing. It is shown
that the proposed scheme outperforms all these prevailing schemes.

Keywords: Spectrum sensing · Goodness of fit test · Likelihood ratio
statistic · Noise uncertainty · Time-varying channel (AR1)

1 Introduction

The opportunistic spectrum access plays an important role to improve spectral
efficiency in wireless communications. It becomes achievable using cognitive radio
(CR) [1]. One of the most important task in CR is spectrum sensing in which the
presence of licensed user, also known as a primary user (PU), is to be detected.
If PU is absent in the spectrum, then unlicensed user, also known as a secondary
user (SU), can use the spectrum. However, SU has to vacate the spectrum as
soon as PU becomes active. Therefore, spectrum sensing technique should take
less time with higher detection accuracy. However, the spectrum sensing function
is suffered by various factors such as multi-path fading, receiver’s uncertainty,
interference, etc. Hence, design of a spectrum sensing algorithm is a challenging
problem [2,3].

There are two categories for spectrum sensing. First is parametric sensing in
which CR uses some known information of PU to sense its presence. In the second
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category of non-parametric sensing, CR does not have any information about PU.
A latter approach is realistic in the current scenario of wireless communications
as different PU use distinct bandwidth, modulation and coding schemes. In this
category, energy detection (ED) based sensing [4] is the simplest one for spectrum
sensing due to its low complexity. To improve the performance of ED sensing,
antenna diversity [5] or modified ED [6] is used. However, the assumption of
having perfect information about distribution of noise at the CR becomes very
crucial at the low signal-to-noise ratio (SNR) of the PU signal or time varying
nature of wireless channel. In such circumstances, the performance of the ED
degrades drastically and results in SNR wall [7]. Therefore, it is of interest to
develop a non-parametric sensing algorithm, which provides better performance
at low SNR with less number of observations and false alarm probabilities.

Recently, some goodness of fit (GoF) based sensing schemes have been pro-
posed in the category of non-parametric sensing. In this kind of sensing, we
determine cumulative distribution function (CDF) of the received observations.
This empirical CDF is compared with known CDF of noise, or we test the null
hypothesis (H0), where H0 denotes absence of PU. Deviation of empirical CDF
from the known CDF of noise (F0) decides presence of PU or hypothesis H1 [8].
Based on this, [9] has proposed Anderson Darling (AD) sensing, which outper-
forms ED based sensing at low SNR assuming an additive white Gaussian noise
(AWGN) channel. In [10], ordered statistics (OS) based sensing has been pro-
posed. This method outperforms both AD and ED based sensing at low SNR.
Furthermore, based on Kolmogorov-Smirnov (KS) GoF test, [11] has proposed
KS sensing. The KS sensing outperforms ED based sensing in AWGN channel.
In addition to this, based on sequential KS test, [12], has proposed sequential
KS sensing scheme in dispersive MIMO channel. In this paper, we propose new
GoF based sensing scheme called as likelihood ratio statistics (LRS-G2), which
outperforms OS, AD, KS and ED sensing in AWGN channel with Gaussian noise
assumption under H0.

The above-mentioned papers on GoF have assumed PU as a constant signal
in AWGN channel. However, [13] has investigated performance of AD sensing
with different PU signals such as independent and identically distributed (i.i.d)
Gaussian and single frequency sine signals. Under both these PU signals, ED
sensing outperforms the AD sensing. We will show that the proposed LRS-G2

scheme outperforms ED sensing in this condition also.
The assumption of known variance of noise is very crucial in ED sensing. The

change of noise variance deteriorates the performance of ED sensing method. In
[14], blind AD sensing scheme has been proposed in block fading channel with
constant PU signal. This scheme does not require any information about variance
of noise. This blind AD outperforms ED sensing significantly. Our proposed
scheme without having knowledge of variance of noise, we call it as Blind LRS-
G2, outperforms Blind AD and ED based sensing methods.

In [14], GoF based sensing has been used assuming a quasi-static channel.
However, in a practical scenario, the channel is time-varying. Hence, it is of
interest to evaluate the performance of GoF test in a time-varying channel.
We have shown performance of the proposed scheme assuming a time-varying
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channel which is modeled using autoregressive (AR) process. The proposed
scheme shows significant improvement in the performance compared to AD and
ED sensing.

In [15], authors have proposed likelihood ratio test based sensing scheme
under AWGN channel environment. They proposed sensing scheme which out-
performs AD and ED based sensing for the system model proposed in [9]. In
this paper, we propose a GoF sensing based on a robust normality test [16]. The
authors of the paper have used different weighting functions in quadratic equa-
tion of the test statistic, called as Zhang’s statistic (Zc), and proposed powerful
omnibus GoF test for the Gaussian distribution under H0. It gives the highest
statistical power in comparison with the other GoF test such as AD, KS and
Cramer-von-Mises(CvM) tests.

The sampling distribution of the Zhang statistic (Zc), is mathematically
intractable, so it is unattainable to derive the close form expression of the false
alarm probability (Pf ) and probability of detection (Pd). Hence, we use extensive
Monte Carlo Simulations to evaluate the sensing performance of the proposed
scheme. We have shown that the proposed LRS-G2 outperforms all the available
GoF based sensing methods and ED sensing method in various scenarios such
as different structures of PU, different channel conditions and unknown variance
of noise.

The rest of the paper is organized as follows. Section 2 presents the system
model and the problem of spectrum sensing as GoF testing using LRS is for-
mulated in Sect. 3. In Sect. 4, the LRS-G2 sensing algorithm is proposed under
known and unknown assumption of noise uncertainty. The simulation results are
presented in Sect. 5. Finally, the paper is concluded in Sect. 6.

2 System Model

Let y = [y1, y2, ..., yn]T be a vector of n observations of PU, received at CR,
where n ≥ 1. We assume that all the received observations are real as considered
in [9,10,14], and each yi is represented as,

yi =
√

ρhisi + wi, i = 1, 2, 3, · · · · · · n, (1)

where ρ is the received SNR, hi represents the channel coefficient. In (1), wi ∼
N (0, σ2), where 1 ≤ i ≤ n, denotes gaussian noise samples and si denotes symbol
of PU, which can be assumed as constant one or i.i.d. Gaussian as si ∼ N (0, 1)
or single frequency sine signal as defined in [13]. The CDF of wi is denoted by
F0(w). The PU signal as a single carrier frequency (fc) in the discrete version of
sine signal can be represented as,

si =
√

2sin

(
2π

k
i + θ

)
, (2)

where θ is an initial phase and k = fs

fc
is the ratio of the sampling frequency (fs)

to the carrier frequency (fc). The value of k is assumed to be six. Without loss
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of generality, we assume that all n observations are in ascending order. It means
y1 ≤ y2 ≤ ·· ≤ yn.

We assume three different models for channel coefficient hi.

– AWGN channel: In this case, hi is assumed to be one and noise distribution
is Gaussian with mean zero and variance σ2.

– Block fading channel: In this case, hi ∼ N (0, 1), however it remains constant
during a block of n symbols.

– Time-varying channel: In this case, hi ∼ N (0, 1), however it varies with time
in a block of n symbols. This channel is generated using first ordered autore-
gressive (AR1) process,

hi = ahi−1 +
√

1 − a2vi, 0 ≤ a ≤ 1 (3)

where vi denotes i.i.d as Gaussian with mean zero and variance one. In
(3), a indicates correlation coefficient between consecutive symbols i.e. a =
E[h∗

i−1hi], where E[·] represents expectation operator. Here, a = 1 and a = 0
denote a constant (block fading) channel and an independent channel respec-
tively. The value of a is determined using Jake’s autocorrelation function [17]
as a = J0(2πfdTs), where fd and Ts denote doppler frequency in Hz and
symbol time in seconds respectively.

3 Goodness of Fit Based Sensing Using Likelihood Ratio
Statistics (LRS-G2)

In GoF based sensing, we test the received observations whether they are drawn
from null hypothesis (H0) or not. We assume that the CDF of Gaussian noise
under H0 is known and denoted by F0(t). In literature, null hypothesis testing
algorithms are classified in two ways, Pearson’s Chi-squared test and empirical
distribution function (EDF) test. The AD, KS and CvM tests are under the
category of EDF tests. In [18], authors have proposed a new hypothesis test
based on power divergence statistics for null-hypothesis testing as,

2nIλ =
2n

λ(λ + 1)

{

Fn(t)
[
Fn(t)
F0(t)

]λ

+ [1 − Fn(t)]
[
1 − Fn(t)
1 − F0(t)

]λ

− 1

}

(4)

where, λ represents a parameter for selection of goodness of fit test, n and Fn(t)
denote number of received observations and empirical CDF respectively.

By selecting λ = 1, (4) represents Pearson’s Chi-squared test statistics (X2) as,

X
2 =

n[Fn(t) − F0(t)]2

F0(t)[1 − F0(t)]
(5)
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and λ = 0, (4) represents Likelihood Ratio Statistics (LRS-G2) as,

G
2 = 2n

{
Fn(t)log

Fn(t)
F0(t)

+ [1 − Fn(t)]log
1 − Fn(t)
1 − F0(t)

}
(6)

In [16], authors have proposed a parametrization approach to construct a
generalized omnibus GoF tests for a specified distribution (F0) under hypothesis
H0 as normal distribution using different weight functions. They have proposed
general test statistics called as Z statistics using,

Z =
∫ ∞

−∞
zt w(t) dt, (7)

where zt indicates a type of goodness of fit test statistics and w(t) denotes
weighting function. The power of any goodness of fit test depends on these two
parameters zt and w(t).

Let zt = X
2 as shown in (5). Then, (7) can be expressed as

Z =
∫ ∞

−∞

n[Fn(t) − F0(t)]2

F0(t)[1 − F0(t)]
w(t) dt (8)

Substituting the distinct weighting functions w(t) = F0(t), w(t) = n−1F0(t)[1−
F0(t)] and w(t) = F0(t)[1 − F0(t)] in (8), the Z statistics represent AD, KS and
CvM statistics respectively as discussed in [8]. Using these AD, KS and CvM
statistics, different spectrum sensing schemes have been proposed in [9,11,12,19].

The authors of [16] have proposed powerful omnibus tests. To derive such
test, they used LRS-G2 by substituting (6) into (7) in place of zt,

Z =
∫ ∞

−∞
G

2 w(t) dt

=
∫ ∞

−∞
2n

{
Fn(t)log

Fn(t)
F0(t)

+ [1 − Fn(t)]log
1 − Fn(t)
1 − F0(t)

}
w(t)dt (9)

By using different weight functions (w(t)) in (9) as mentioned below, Z pro-
duces Zk, Za and Zc statistics called as Zhang’s omnibus statistics.

For w(t) = 1, Z approaches Zk statistic, which is expressed as

Zk = max
1≤i≤n

((
i− 1

2

)
log

{
i− 1

2

nF0(y(i))

}
+

(
n− i+

1

2

)
log

{
n− i+ 1

2

n
{
1− F0(y(i))

}
})

(10)

For w(t) = Fn(t)−1 {1 − Fn(t)}−1, Z approaches Za statistic, which is
expressed as

Za = −
n∑

i=1

[
log

{
F0(y(i))

}

n − i + 1
2

+
log

{
1 − F0(y(i))

}

i − 1
2

]

(11)
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For w(t) = F0(t)−1 {1 − F0(t)}−1, Z approaches Zc statistic, which is
expressed as

Zc =
n∑

i=1

[
log

{
F0(y(i))−1 − 1

(n − 1
2 )/(i − 3

4 ) − 1)

}]2

(12)

We choose above mentioned statistics and use it for hypothesis testing consid-
ering different conditions for channels and PU. The effect of the different Zhang
statistics [16] on the detection performance of SU are discussed in Sect. 5.

4 LRS-G2 Spectrum Sensing Algorithm

The problem of spectrum sensing as a null-hypothesis testing problem is defined
as [9],

H0 : FY (y) = F0(y)
H1 : FY (y) �= F0(y) (13)

For LRS-G2 sensing, we use statistics defined in (12) to measure distance
between FY (y) and F0(y). Let Fn(y) be the empirical cumulative distribution
function (ECDF) of the received observations which can be expressed as,

Fn(y) =
|{i − 1

2 : yi ≤ y, 1 ≤ i ≤ n}|
n

(14)

where |.| indicates cardinality.

4.1 LRS-G2 Sensing Without Noise Uncertainty

We assume that the noise power is known a priori. The noise under H0 is wi ∼
N (0, σ2). Here, we assume that σ2 = 1.

First, for the detection of PU at the CR, the value of threshold (ξ) is selected
so that the false alarm probability (Pf ) is at a desired level (α) as,

α = P{ Zc > ξ|H0} (15)

To find ξ, it is worth mentioning that the distribution of Zc under H0 is indepen-
dent of the F0(y). Hence, after applying the probability integration transform
(PIT) for available observations,

Zc =
∫ 1

0

2n

{

FZ(z)log
FZ(z)

z
+ [1 − FZ(z)]

× log
1 − FZ(z)

1 − z

}

z−1 {1 − z}−1
dz, (16)
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where z = F0(y) and FZ(zi) denotes ECDF of the transformed observations zi,
where zi = F0(yi) for 1 ≤ i ≤ n. All statistics of observations are independent and
uniformly distributed over [0, 1]. As shown in [9] for AD sensing, the distribution
of A2 is independent of the F0(y). The same is also true for the distribution of
Zc. As given in [16], the value of ξ is determined for a specific value of Pf . For
example, when Pf = 10−3 and n = 50, then the value of ξ is 31.707.

Second, sort all the received observations in ascending order. Then, we get

y(1) ≤ y(2) ≤ ·· ≤ y(n). (17)

Third, calculate the test statistics (Zc) using (12) as,

Zc =
n∑

i=1

[
log

{
u−1

i − 1
(n − 1

2 )/(i − 3
4 ) − 1)

}]2

(18)

where ui = F0(y(i)).
At last, compare the value of (18) with ξ. If Zc > ξ, then reject the null

hypothesis H0 in favor of the presence of PU signal. Otherwise, declare that
the PU is absent. Compute performance metric as Probability of Detection (Pd)
with a given value of Pf . Furthermore, the detection probability (Pd) is computed
theoretically as,

Pd = P{ Zc > ξ|H1}
= 1 − FZc,H1(ξ) (19)

4.2 LRS-G2 Sensing with Noise Uncertainty

In this case, LRS-G2 sensing method is used considering an uncertainty in the
variance of noise, we call it Blind LRS-G2 sensing.

Recently, [14] has proposed the Blind AD sensing method, where noise uncer-
tainty was considered. Authors of the papers have considered the spectrum sens-
ing problem as Student’s t-distribution testing problem. We have used the same
approach by replacing AD test with the proposed Zhang test in LRS-G2 sensing.
The summary of the algorithm is as follows:

Step:1 Select an integer m, where m > 1 and it is a factor of n. Divide all
the samples Y = {yi}n

i=1 into g = n
m groups, where m number of received

observations are there in one group [14].
Step:2 For the jth group (j = 1, 2, 3 · · · · · · g), calculate Tj ,

Tj =
Yj

Sj/
√

m
, j = 1, 2 · · · , g (20)

where Yj is mean and S2
j is variance of the received observations in the jth group,

Yj =
m−1∑

k=0

Ymj−k

m
and S2

j =
m−1∑

k=0

(Ymj−k − Yj)2

m
(21)
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Step:3 Find the threshold ξ for a given probability of false alarm Pf using (15).
Step:4 Sort Tj in ascending order. Hence, we get

T(1) ≤ T(2) ≤ · · ≤ T(g)

Step:5 Calculate the required test statistic Zc for each group as shown in (18)
by replacing y(i) by T(j).
Step:6 If Zc < ξ, then reject null hypothesis H0 i.e. If Tj ∼ N(0, σ2), then Tj

is Student’s t-distributed variable with m − 1 degrees. It shows the absence of
PU. Compute Pd for the fixed value of Pf . Repeat the above-mentioned steps
for other values of Pf .

5 Simulation Results

In this section, we have presented receiver operating characteristics (ROC) i.e.
plot of Pd versus Pf for different values of SNR for the proposed LRS-G2 sensing
method using simulations. We have also presented Pd versus SNR for lower values
of Pf . We have considered three types of channels such as AWGN, block fading
and time-varying channels using auto regressive process (AR1). model. We have
also considered three types of PU such as constant, single frequency sine wave
and i.i.d Gaussian with mean zero.

In AWGN channel environment, Zc, Zk and Za provide similar detection
performance. So, we choose the Zc statistic for taking decision at secondary
user (SU). However, in fading channel, Zk statistic provides better performance
Therefore, we choose Zk statistic for block fading and time varying channel.
Furthermore, we have considered the noise uncertainty and shown its effect on
detection performance by varying SNR.

Finally, we have compared all our results with prevailing GoF sensing such
as AD, KS, OS and ED schemes.

Figure 1 shows the ROC for the proposed LRS-G2 method in comparison
with prevailing GOF sensing schemes at SNR = −4 dB, n = 30 and constant
PU signal. It can be seen that the proposed technique outperforms all under
AWGN channel. To observe the performance of the proposed scheme at lower
value of Pf such as 0.01, we have shown Pd versus SNR with n = 30 under AWGN
channel in Fig. 2. At SNR = −8dB, the detection probabilities of 0.7293, 0.5505,
0.4026, 0.3206 and 0.0195 are achieved for LRS-G2, KS, OS, AD and ED sensing
respectively.

Considering the PU signal as a discrete sinusoidal signal or independent and
identically distributed Gaussian signal [13], Fig. 3 shows ROC for the proposed
scheme along with AD and ED sensing at an SNR of −5dB and n= 30. It can be
seen that the proposed scheme outperforms both the AD and ED sensing in both
the PU signals. Furthermore, it can be seen that the ED sensing outperforms GoF
based AD sensing, however proposed GoF based LRS-G2 scheme outperforms
ED sensing. It proves that the LRS-G2 scheme is robust against the nature of
PU signal.
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schemes in AWGN channel for constant
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So far, we have shown performance of the proposed scheme in AWGN channel
with different PU signals. Further, in Fig. 4, the detection performance of LRS-
G2 is shown under block fading channel with PU signal as single frequency sine
signal with n = 30. We have also presented performance for LRS-G2 sensing tak-
ing all Zhang test statistics as derived in [16]. The ED outperforms AD sensing.
Interestingly, we can observe that the LRS-G2 with Zk, Za and Zc outperform
ED and AD sensing under fading environment.

Now, we consider blind LRS-G2 with uncertainty in noise, i.e. the noise vari-
ance (σ2) is unknown. We assume that the channel (h) is block fading and PU
signal is constant [14]. In Fig. 5, we have shown Pd versus SNR for Pf = 0.05
with m = 4 and n = 32. It can be seen that uncertainty in noise degrades the
performance as expected. We have also presented performance of AD sensing
and blind AD sensing (for m = 4 and m = 2) along with performance of ED
sensing with known variance of noise. It can be seen that the blind LRS-G2

outperforms AD and ED sensing with known variance also. In Fig. 6, we have
shown ROC for the proposed scheme assuming PU signal as a single frequency
sine signal and channel is time-varying modeled by AR1 process. The ROC for
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LRS-G2 sensing is presented for different values of correlation coefficient (a) such
as 1, 0.99, 0.98, 0.95, 0 at n = 30 and SNR of 0dB and −10dB. It can be seen
that performance improves as the value of a increases towards unity. In Fig. 7,
we have shown Pd versus SNR for Pf = 0.05, 0.001 for the same values of n and
a. From the results, shown in Figs. 6 and 7, we can say that LRS-G2 sensing
improves Pd when the channel is block faded (a = 1). However, as the value of
a decreases, the performance degrades as the channel becomes time-varying.

6 Conclusion

In this paper, a novel non-parametric spectrum sensing scheme based on likeli-
hood ratio statistics using goodness of fit test has been proposed. The detection
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performance is presented using ROC assuming various types of primary user
signals as well as different channel conditions. Furthermore, the adverse effect
of noise uncertainty is also shown on the performance. The ROC for ED and
prevailing GoF based sensing schemes such as AD, OS and KS are compared
with the proposed one. The ED based sensing usually outperforms traditional
GoF based sensing schemes when PU signal is not static. However, the proposed
GoF based scheme outperforms ED as well as all these GoF based sensing. In
case of time-varying channel, the performance of the proposed scheme degrades
as the channel changes from slow time varying to fast time varying.
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Abstract. In this work, we analyze a distributed cooperative spectrum
sensing scheme where N secondary users (SUs) of a cognitive wireless
network try to agree about the primary user presence (absence) by itera-
tive interchanging individual opinions (states) over an unreliable wireless
propagation medium. It is assumed that the SUs update their personal
states based on the “K-out-of-N” rule, and the interchange session fails,
if the consensus has not been reached within a fixed number of iterations.
The problem of forming a joint opinion becomes challenging because a
SU makes its personal decision based on local observations distorted by
a wireless propagation medium. This fact may cause a disorder. In this
paper, we formulate sufficient conditions of reaching the agreement on
the basis of local observations.

Keywords: Cognitive radio networks · Distributed spectrum sensing ·
Social wireless networks · Wireless propagation

1 Introduction

Spectrum sensing (SS) is a crucial function of cognitive radio since it provides
secondary users (SUs) information about spectrum availability and preserves
primary users (PUs) from interference coming from unlicensed spectrum users. In
order to improve the SS quality in the wireless medium characterized by fading,
interference, and path-loss effects, cooperative SS (CSS) schemes employing SU
spatial diversity have been proposed [1,2]. A large amount of research has been
devoted to analyzing and designing CSS algorithms, and the most works on the
topic considered centralized schemes where a fusion center makes a joint decision
on the basis of local decisions or/and measurements [3,4]. In [5], a distributed
CSS algorithm was analyzed where the SUs attempted to reach a joint decision
on the PU presence via interchange of their individual measurements, which were
received undistorted at each node.

In contrast to the absolute majority of previous works on CSS, in this paper,
we consider a distributed CSS scheme where the SUs try to reach the agreement
on the PU presence by interchanging their personal binary opinions (yes/no)
via an unreliable propagation medium. Such scenarios are typical in wireless
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networks where the nodes have also social ties, and a dedicated control channel
is used for opinion interchange. Trying to reach the agreement, the SUs update
their personal opinions (states) based on the “K-out-of-N“ rule. But each SU
changes its opinion based on only the local observations of the network state,
which are different for different users since the wireless medium distorts the
transmitted binary signals in a random manner. Therefore the above distributed
procedure may result in a disorder (divergence).

In this paper, we obtain sufficient conditions assuring the stochastic conver-
gence of the presented distributed algorithm.

2 System Model

2.1 Model of Opinion Interchange

We consider a secondary network comprising N nodes operating in a finite area.
The SUs cooperate to form a joint decision on the PU presence. We denote the
network state vector

x(t) = {x1(t), x2(t), . . . , xN (t)} = {+1, . . . + 1
︸ ︷︷ ︸

S+(t)

,−1, . . . − 1
︸ ︷︷ ︸

S−(t)

} (1)

where the random variate (RV) xi(t) corresponds to the opinion of the i th SU
(yes/no) on the PU presence at the t th iteration, 0 ≤ t ≤ T , where T is a fixed
integer. The initial state x(0) is formed based on individual spectrum sensing,
after which the SUs start to update their opinions following the “K-out-of-N”
rule as

xi(t + 1) = Sign

⎡

⎣xi(t) +
∑

j �=i

xi,j(t) + N − 2K

⎤

⎦ (2)

where xi,j(t) is the state of node j observed at node i. Taking into account that
the binary opinion xj(t) can be interpreted either correctly or incorrectly, xi,j(t)
can be represented as

xi,j(t) = wi,j(t)xj(t) (3)

where wi,j(t) is a two-point RV taking on the value +1 with the probability
of correct bit detection Pcdi,j

and taking on the value −1 with the probability
(1 − Pcdi,j

). Obviously, wi,j follows a Bernoulli distribution [6] with the success
probability equal to Pcdi,j

, which can be defined as the probability of correct bit
detection of binary phase shift keying as [7]

Pcdi,j = 1 − Q
(√

2γi,j

)
(4)

where Q(.) is the Gaussian Q function, and γi,j is the signal-to-noise ratio (SNR)
characterizing the transmission path between the nodes j and i.

In this work, we assume that xi(t + 1) = xi(t) if the sum in the brackets in
(2) is zero. The transform x(0) → x(1) → . . . → x(T ) represents the stochas-
tic dynamics of the considered system. We obtain below sufficient conditions
assuring the convergence of x(0) to a consensus in a probabilistic sense.
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2.2 Model of Wireless Propagation

In this work, we model wireless propagation by taking into account fading and
path-loss (PL) effects.Weapply a boundedPLmodel that canbe represented as [8]

γpl =

{
1, R < R0(

R
R0

)−κ

, R ≥ R0
(5)

where R is the transmitter-receiver distance, κ is the path-loss exponent, and
R0 is a path-loss constant.

A gamma distribution models fading effects as

fγf (x) =
xm−1

Γ (m)θm
exp
(
−x

θ

)
(6)

where m and θ are the respective shape and scale parameters, and Γ (.) is the
gamma function. In fading channels, m is inversely proportional to the amount
of fading. This model represents the channel power gains in Nakagami-m small-
scale fading, as well as it is used as a substitute for composite Nakagami-m-log-
normal shadowing fading [9].

3 Convergence to Consensus

In view of (1)–(2), the agreement in the considered network means that the
network state is either x+ = {1, 1, . . . , 1

︸ ︷︷ ︸
N

} or x− = {−1,−1, . . . ,−1
︸ ︷︷ ︸

N

}. From the

point of view of convergence analysis, x+ and x− are equivalent, and we will
concentrate on the convergence to x+, and the convergence will be understood
in the sense of the ε-convergence given by Definition 1.

Definition 1. A state x(0) = {1, 1, . . . , 1
︸ ︷︷ ︸

n

−1,−1, . . . ,−1
︸ ︷︷ ︸

m=N−n

} converges to x+ if the

probability Pr
{∩N

i=1{xi(t) = 1}} ≥ 1 − ε, where ε is a predetermined number.
From the state update Eq. (2), it is seen that there are two reasons that may

affect the convergence to the consensus: the initial state x(0) and statistics of
wi,j . We give below more details about them.

3.1 Distribution of Network Initial State

The network initial state x(0) is defined by results of individual SS. For example,
in the case of energy detection, the probabilities of correct detection Pdi

and false
alarm Pf at node i can be defined as [10]

Pdi
= Qu

(√
2γi,

√
2λ
)

, (7)

and

Pf =
Γ (u, λ/2)

Γ (u)
(8)



On Convergence of a Distributed Cooperative Spectrum Sensing Procedure 345

where u is the product of the observation time and signal bandwidth, Γ (a, x) =
∫∞

x
ta−1exp (−t) dt is the upper incomplete gamma function, Qu

(√
2γi,

√
2λ
)

is the generalized Marcum Q function [11], γi denotes the signal-to-noise ratio
(SNR) at the node i, and λ is the detector threshold.

In the scenario considered in this work, we assume that u and λ are the same
for all SUs, and thus the false probability is the same for all SUs, while the
received SNR γi is obviously defined by the channel gain and distance between
the PU and node i. Then the probability of obtaining less than M indications (I)
of PU presence PI(M) = Pr{I ≤ M} is the probability of less than M successes
in N independent and non-identical (i.n.d.) trials where the success probability
of i th trial is Pdi

. This probability is defined by the cumulative distribution
function (CDF) FBP

(N,p) of the Poisson binomial distribution BP [12], where
p = {Pd1 , . . . , PdN

}. In each interchange epoch, the CDF FBP
(N,p) is random,

and it is defined by a concrete realization of γi, i = 1, . . . , N . PI(M) can be
averaged over the channel and node location statistics.

In Fig. 1, we show simulation results for the complementary CDFs Pr{I >
N/2} and Pr{I > 2N/3} for the SUs uniformly distributed over a circle of
the radius Rmax and PU located at the origin. The network and propagation
parameters are: m = 1.7 and m = 3.5, κ = 2.6, R0 = 0.1Rmax. We assume that
the probability of false detection Qf = 0.1, and the product of the observation
time and signal bandwidth u = 2.

Actually, the estimates in Fig. 1 characterize the average (over the channel
statistics and operating area) CSS performance for either centralized or distrib-
uted scenarios where a decision is made via “K-out-of N” rule on the basis
of perfect (undistorted) SU decisions that, however, are made by taking into
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Fig. 1. Complementary CDF, Pr{I > K} (N = 12, K = N/2 and K = 2N/3), versus
the PU SNR. SUs are uniformly distributed over a circle, and the PU is located at the
origin.
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account imperfections imposed by the wireless propagation medium on individ-
ual SS. Both scenarios correspond to cases of a very high SNR of the control
channel: SNRc → ∞. This condition assures that for ∀ i, j, Pcdi,j

≈ 1, and
even under a distributed scenario, all nodes make decisions on the basis of the
same information. We focus below on distributed scenarios where the wireless
propagation medium distorts the individual opinions.

3.2 Statistical Properties of Node Weights

The node weights wi,j are two-point RVs, and thus their statistical properties
are defined by Bernoulli distribution [6]. We assume that wi,j may differ in dif-
ferent interchange epochs, but they are constants at a fixed interchange epoch.
It is seen that generally wi,j differ for different i and j due to different (ran-
dom) propagation conditions between different node pairs caused by random
fading and node locations. Thus, any sum of wi,j follows the Poisson binomial
distribution. Moreover, we note that

Di =

⎛

⎝
∑

j∈J

wi,j −
∑

k∈K

wi,k

⎞

⎠ d

=

Σi =

⎛

⎝
∑

j∈J

wi,j +
∑

k∈K

w′
i,k

⎞

⎠ (9)

where d
= means equal in distribution, and w′

i,j is a two-point RV: w′
i,j = +1

with the probability (1 − Pcdi,j ), and w′
i,j = −1 with the probability Pcdi,j .

Thus Di also follows the Poisson binomial distribution with the average success
probability

p̄i =
1

|J | + |K|

⎛

⎝
∑

j∈J

Pcdi,j +
∑

k∈K

(1 − Pcdi,j )

⎞

⎠ (10)

3.3 Sufficient Conditions of Convergence

We introduce node subsets S+(0) = {k : xk(0) = 1} (|S+(0)| = n) and S−(0) =
{k : xk(0) = −1} (|S−(0)| = m = N − n). For the sake of simplicity, we omit
below the iteration index t and assume that each SU makes its decision following
the opinion of the majority, that is K = N/2. Also for the sake of simplicity and
without loss of generality, we assume that (N −1) is even (otherwise we had just
to use the corresponding integer parts). We suppose that the control channel is
designed in such a way that Pcdi,j

> 0.5 for ∀i, j since otherwise the probability
of incorrect opinion reception is larger than that of correct reception.

It is seen from (2) that starting from t = 1 the components of x(t) become
dependent RVs. Thus, a question is, which values of n, m, and the success
probabilities Pcdi,j can guarantee the ε-convergence? Sufficient conditions of ε-
convergence can be formulated via Proposition 1.
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Proposition 1. The network is ε-convergent if

n > m, (11)

and for each node xi ∈ S+,

p̄(+) ≥
⎡

⎣
(N − 1)

(
1 − I−1

ε/N [(N − 1)/2 + 2, (N − 1)/2 − 1]
)

n − 1

− (N − n)(1 − p̄
(−)
i )

n − 1

]

, (12)

while for each node xi ∈ S−,

p̄
(+)
i ≥ max

{[
0.5 +

2
N − 1

]
;

⎡

⎣
(N − 1)

(
1 − I−1

ε/N [(N − 1)/2 − 1, (N − 1)/2 + 2]
)

n

− (N − n − 1)(1 − p̄
(−)
i )

n

]}

(13)

where p̄
(+)
i is the average success probability for the neighborhood of node i ∈ S+,

p̄
(−)
i is the average success probability for the neighborhood of node i ∈ S−, and

I−1
r () is the inverse regularized beta function [11].

Proof. Let Ei be the event of xi = 1. Then Pr
{∩N

i=1Ei

}
=1 − Pr

{∪N
i=1Ēi

}
,

where Pr
{∪N

i=1Ēi

}
is the probability that at least one of Ei is not true. By

Boole’s inequality,

Pr
{∩N

i=1Ei

} ≥ 1 −
N∑

i=1

Pr
{
Ēi

}
. (14)

Thus, conditions assuring Pr
{
Ēi

} ≤ ε/N for ∀ i guarantee the ε-convergence.
If xi ∈ S+, then the probability that it will change the opinion is

P+ = Pr

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎝
∑

j∈S+
i ,j �=i

wi,j −
∑

k∈S−
i

wi,k

⎞

⎠

︸ ︷︷ ︸
Σi,i∈S+

< −1

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

, (15)

and the probability that a node xi ∈ S− will not change the opinion is
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P− = Pr

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎛

⎝
∑

j∈S+
i

wi,j −
∑

k∈S−
i ,k �=i

wi,k

⎞

⎠

︸ ︷︷ ︸
Σi,i∈S−

≤ +1

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

. (16)

The RV Σi in (15)–(16) follow the Poisson binomial distribution. Bounds on
the CDF U ∼ BP can be obtained due to Hoeffding as [12]

Pr {U ≤ M} ≤
M∑

k=0

(
N − 1

k

)
p̄k(1 − p̄)N−1−k (17)

iff p̄ ≥ (M + 1)/(N − 1), where p̄ is the average success probability. On the
right-hand side of (17) we observe the CDF F (N − 1, p̄) of ordinary binomial
distribution with the parameters (N − 1) and p̄ defined as [6]

FB(N − 1, p̄) = I1−p̄(N − 1 − M,M + 1) (18)

where Ir(a, b) is the regularized beta function [11].
Then using (15) and (17)–(18) as well as taking into account that Pcdi,j >

0.5 and p̄ = (n − 1)p̄(+) + (N − n)(1 − p̄(−)), we conclude that P+ ≤
FΣi

((N − 1)/2 − 2) ≤ ε/N if (11)–(12) hold.
Similarly, one can show that P− ≤ ε/N if (11), (13) hold. In this case,

M = (N − 1)/2 + 1 in (17), and p̄ = np̄(+) + (N − n − 1)(1 − p̄(−)).

It is possible to formulate stricter sufficient conditions of ε-convergence for both
xi ∈ S+ and xi ∈ S−.

Corollary 1. The network is ε-convergent if for ∀ xi, i = 1, . . . , N , (11) holds
and

p̄
(+)
i > max

{[
(N − n)p̄(−)

i + n − N+1
2 + 2

n − 1

]

;

⎡

⎣
(N − 1)

(
1 − I−1

ε/N [(N − 1)/2 − 1, (N − 1)/2 + 2]
)

n − 1

− (N − n)(1 − p̄
(−)
i )

n − 1
.

]}

(19)

Proof. Aiming at formulating joint convergence conditions for all nodes, we note
that Σi for i ∈ S+ defined by (15) is the sum of (n − 1) i.n.d. Bernoulli RVs,
each with the success probability larger than 0.5 and m i.n.d. Bernoulli RVs, each
with the success probability less than 0.5. In Σi for i ∈ S− specified by (16),
the number of the i.n.d. Bernoulli RVs with the success probability larger than
0.5 is n, and the number of the i.n.d. Bernoulli RVs with the success probability
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less than 0.5 is (m − 1). This is due to (9)–(10) and Pcdi,j > 0.5. Then it is
easy to show that under other equal conditions (that is under equal Pcdi,j

),
conditions assuring Pr {Σi, i ∈ S+ ≤ +1} ≤ ε/N guarantee also that P+ < ε/N
and P− ≤ ε/N .

The validity of (11)–(13) and (19) is defined by many factors such as the cardinal-
ity N of the node set, shape and size of the operating area, node distribution in
the area, control channel reliability (that is the SNR and coding used). In Fig. 2,
we show graphs presenting the probability Pr(Pε) that (19) holds at the first
iteration. The operating area and parameters of wireless propagation medium
are described in Subsect. 3.1. The results presented in Fig. 2 show that the wire-
less propagation medium affects significantly the validity of sufficient conditions.
At the same time, we emphasize that (11)–(13) represent sufficient conditions of
ε-convergence, and (19) (valid for ∀ xi) represents rather strict conditions.
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Fig. 2. Graphs of probability of validity of (19) under considered scenario versus the
SNRc of the control channel. The PU SNR = 30dB.

4 Conclusion

In this work, we analyzed a distributed cooperative spectrum sensing algorithm
where the SUs tried to reach an agreement about the PU presence/absence by
interchanging their personal opinions via an untrustworthy propagation medium.
Such scenarios are typical in scenarios where the SUs have also social ties imple-
mented via a dedicated control channel. Under conditions that the SUs can make
their decision only on the basis of local observations that can be misinterpreted,
we obtained sufficient conditions of convergence to the consensus. Our numerical
results showed that propagation conditions affect significantly the validity of the
derived sufficient conditions.
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Abstract. Standard condition number (SCN) detector is a promis-
ing detector that can work effectively in uncertain environments. In
this paper, we consider a Cognitive Radio (CR) with large number of
antennas (eg. Massive MIMO) and we provide an accurate and simple
closed form approximation for the SCN distribution using the general-
ized extreme value (GEV) distribution. The approximation framework
is based on the moment-matching method and the expressions of the
moments are approximated using bi-variate Taylor expansion and results
from random matrix theory. In addition, the performance probabilities
and decision threshold are also considered as they have a direct relation
to the distribution. Simulation results show that the derived approxima-
tion is tightly matched to the condition number distribution.

Keywords: Standard condition number · Spectrum sensing · Wishart
matrix · Massive MIMO

1 Introduction

Cognitive Radio (CR) is being the technology that provides solution for the
scarcity and inefficiency in using the spectrum resource. For the CR to operate
effectively and to provide the required improvement in spectrum efficiency, it
must be able to effectively detect the presence/absence of the Primary User (PU)
to avoid interference if it exists and freely use the spectrum in the absence of the
PU. Thus, Spectrum Sensing (SS), being responsible for the presence/absence
detection process, is the key element in any CR guarantee.

Several SS techniques were proposed in the last decade, however, Eigenvalue
Based Detector (EBD) has been shown to overcome noise uncertainty challenges
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and performs adequately even in low SNR conditions. It presents an efficient
way for multi-antenna SS in CR [1,2] as it does not need any prior knowledge
about the noise power or signal to noise ratio. EBD is based on the eigenvalues of
the received signal covariance matrix and it utilises results from random matrix
theory. It detects the presence/absence of the PU by exploiting receiver diversity
and includes the Largest Eigenvalue detector, the Scaled Largest Eigenvalue
detector, and the Standard Condition Number (SCN) detector [1–6].

The SCN is defined as the ratio of maximum to minimum eigenvalues. The
SCN detector compares the SCN of the sample covariance matrix with a certain
threshold. This threshold was set according to Marchenco-Pastur law (MP) in
[1], however, it is not related to any error constraints. In [2], the authors have
provided an approximate relation between the threshold and the False-Alarm
Probability (Pfa) by exploiting the Tracy-Widom distribution (TW) for the
maximum eigenvalue while maintaining the MP law for the minimum eigenvalue.
This work was further improved in [3,4] by using the Curtiss formula for the
distribution of the ratio of random variables. In these two cases, the threshold
could not be computed online and Lookup Tables (LUT) should be used instead.
The exact distribution of the SCN was, also, derived in [5] for 2 antennas and
in [6] for 3 antennas, however, it is very complicated to extend this work for CR
with more number of antennas.

In this paper, we are interested in finding a simple approximation for the SCN
detector that allows the system to dynamically compute its threshold online. For
this purpose, we propose to asymptotically approximate the SCN distribution
with the Generalized Extreme Value (GEV) distribution by matching the first
three central moments. This approximation yields a simple and accurate closed
form expression for the SCN detector. Accordingly, the threshold could be simply
computed. The main contributions of this paper are summarized as follows:

– derivation of the asymptotic central moments of the extreme eigenvalues.
– derivation of an asymptotic approximated form of the central moments of the

SCN from that of the extreme eigenvalues.
– proposition of a new simple and asymptotic closed form approximation of the

SCN detector using the central moments.

The rest of this paper is organized as follows. Section 2 provides the sys-
tem model, the SCN detector and hypotheses analysis. In Sect. 3, we give the
asymptotic mean, variance and skewness of the extreme eigenvalues under H0

and H1 hypotheses. The asymptotic mean, variance and skewness of the SCN
are derived in Sect. 4. Then, we propose a new asymptotic approximation for the
SCN detector. Theoretical findings are validated by simulations in Sect. 5 while
the conclusion is drawn in Sect. 6.

2 Standard Condition Number Detector

2.1 System Model

Consider a CR equipped by K receiving antennas. After collecting N samples
from each antenna, the received signal matrix, Y , is given by:
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Y =

⎛

⎜
⎝

y1(1) y1(2) · · · y1(N)
...

...
. . .

...
yK(1) yK(2) · · · yK(N)

⎞

⎟
⎠ , (1)

where yk(n) is the baseband sample at antenna k = 1 · · · K and instant n =
1 · · · N .

Two hypotheses exist: (i) H0: there is no PU and the received sample is only
noise; and (ii) H1: the PU exists (single PU case is considered in this paper).
The received vector, at instant n, under both hypotheses is given by:

H0 : yk(n) = ηk(n), (2)
H1 : yk(n) = hk(n)s(n) + ηk(n), (3)

with ηk(n) is a complex circular white Gaussian noise with zero mean and
unknown variance σ2

η, hk(n) is a the channel coefficient between the PU and
antenna k at instant n, and s(n) stands for the primary signal sample modeled
as a zero mean Gaussian random variable with variance σ2

s . Without loss of gen-
erality, we suppose that K ≤ N and the channel is considered constant during
the sensing time for simplicity.

2.2 SCN Detector

Let W = Y Y †, with † denotes the Hermitian notation, be the sample covariance
matrix and denote by λ1 ≥ λ2 ≥ · · · ≥ λK > 0 its ordered eigenvalues. Then
the SCN of W , defined as the ratio of the maximum to minimum eigenvalues,
is given by:

X =
λ1

λK
. (4)

Denoting by α the decision threshold, then the probability of false alarm
(Pfa), defined as the probability of detecting the presence of PU while it does not
exist, and the detection probability (Pd), defined as the probability of correctly
detecting the presence of PU, are, respectively, given by:

Pfa = P (X ≥ α/H0) = 1 − F0(α), (5)
Pd = P (X ≥ α/H1) = 1 − F1(α), (6)

where F0(.) and F1(.) are the Cumulative Distribution Functions (CDF) of X
under H0 and H1 hypotheses respectively. If the expressions of the Pfa and/or Pd

are known, then a threshold could be set according to a required error constraint.
For a given threshold, α̂, the SCN detector algorithm could be summarized as
follows:

1- compute λ1 and λK of W = Y Y †.
2- evaluate the SCN as X = λ1/λK .

3- decide according to X
H1

≷
H0

α̂.
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2.3 Hypotheses Analysis

H0 hypothesis: By considering H0 hypothesis, the received samples are com-
plex circular white Gaussian noise with zero mean and unknown variance σ2

η.
Consequently, the sample covariance matrix is a central uncorrelated complex
Wishart matrix denoted as W ∼ CWK(N,σ2

ηIK) where K is the size of the
matrix, N is the number of Degrees of Freedom (DoF), and σ2

ηIK is the cor-
relation matrix and I denotes the identity matrix. The symbol ‘∼’ stands for
distributed as.

H1 hypothesis: By considering H1 hypothesis, the single PU sample is
Gaussian and the channel is constant during sensing time. Consequently, the
sample covariance matrix is a non-central uncorrelated complex Wishart matrix
denoted as W ∼ CWK(N,σ2

ηIK ,ΩK) where ΩK is a rank-1 non-centrality
matrix1.

Let Σ̂K be the correlation matrix defined as:

Σ̂K = σ2
ηIK + ΩK/N , (7)

and denote by σ = [σ1, σ2, · · · , σK ]T its vector of eigenvalues. Then W , under
H1, could be modeled as a central semi-correlated complex Wishart matrix
denoted as W ∼ CWK(N, Σ̂K) [7]. Since ΩK is a rank-1 matrix, then Σ̂K

belongs to the class of spiked population model with all but one eigenvalue of
Σ̂K are still equal to σ2

η while σ1 is given by:

σ1 = σ2
η + ω1/N , (8)

with ω1 is the only non-zero eigenvalue of ΩK . Denote the channel power by σ2
h

and the signal to noise ratio by ρ = σ2
sσ2

h

σ2
η

, then it can be easily shown that:

ω1 = tr(ΩK) = NKρ. (9)

3 Assymptotic Moments of λ1 and λK

This section considers the statistical analysis of the extreme eigenvalues (λ1 and
λK) of the sample covariance matrix (W ) by considering both hypotheses. Since
SCN is not affected by the noise power, let σ2

η = 1 and define the Asymptotic
Condition (AC) and the Critical Condition (CC) as follows:

AC : (K,N) → ∞ with K/N → c ∈ (0, 1), (10)

CC : ρ > ρc =
1√
KN

. (11)

1 The non-centrality matrix is defined as ΩK = Σ−1
K MM † where ΣK and M are

respectively the covariance matrix and the mean of Y defined as ΣK = E[(Y −
M )(Y − M )†] and M = E[Y ].
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3.1 H0 Hypothesis

Let λH0
1 and λH0

K be the maximum and minimum eigenvalue of W under H0

respectively, then:

Distribution of λH0
1 : Denote the centered and scaled version of λH0

1 of the
central uncorrelated Wishart matrix W ∼ CWK(N, IK) by:

λ′
1 =

λH0
1 − a1(K,N)

b1(K,N)
(12)

with a1(K,N) and b1(K,N), the centering and scaling coefficients respectively,
are defined by:

a1(K,N) = (
√

K +
√

N)2 (13)

b1(K,N) = (
√

K +
√

N)(K−1/2 + N−1/2)
1
3 (14)

then, as AC is satisfied, λ′
1 follows a TW distribution of order 2 (TW2) [8].

Distribution of λH0

K : Denote the centered and scaled version of λH0
K of the

central uncorrelated Wishart matrix W ∼ CWK(N, IK) by:

λ′
K =

λH0
K − a2(K,N)

b2(K,N)
(15)

with a2(K,N) and b2(K,N), the centering and scaling coefficients respectively,
are defined by:

a2(K,N) = (
√

K −
√

N)2 (16)

b2(K,N) = (
√

K −
√

N)(K−1/2 − N−1/2)
1
3 (17)

then, as AC is satisfied, λ′
K follows a TW2 [9].

Central Moments of λH0
1 and λH0

K : The mean, variance and skewness of
λ′
1 and λ′

K are that of the TW2. They are given by μTW2 = −1.7710868074,
σ2

TW2 = 0.8131947928 and STW2 = 0.2240842036 respectively [10]. Accordingly,
using (12), the mean, variance and skewness of λH0

1 are, respectively, given by:

μ
λ
H0
1

= b1(K,N)μTW2 + a1(K,N), (18)

σ2
λ
H0
1

= b21(K,N)σ2
TW2, (19)

S
λ
H0
1

= STW2, (20)

and using (15), the mean, variance and skewness of λH0
K are, respectively, given

by:

μ
λ
H0
K

= b2(K,N)μTW2 + a2(K,N), (21)

σ2
λ
H0
K

= b22(K,N)σ2
TW2, (22)

S
λ
H0
K

= −STW2. (23)
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3.2 H1 Hypothesis

Let λH1
1 and λH1

K be the maximum and minimum eigenvalue of W under H1

respectively, then:

Distribution of λH1
1 : Denote the centered and scaled version of λH1

1 of the
central semi-correlated Wishart matrix W ∼ CWK(N, Σ̂K) by:

λ′′
1 =

λH1
1 − a3(K,N, σ)
√

b3(K,N, σ)
(24)

with a3(K,N) and b3(K,N), the centering and scaling coefficients respectively,
are defined by:

a3(K,N, σ) = σ1(N +
K

σ1 − 1
) (25)

b3(K,N, σ) = σ2
1(N − K

(σ1 − 1)2
) (26)

then, as AC and CC are satisfied, λ′′
1 follows a standard normal distribution

(λ′′
1 ∼ N (0, 1)) [11]. However, if CC is not satisfied, then λH1

1 follows the TW2
distribution of λH0

1 as AC is satisfied [11]. Accordingly, the PU signal has no
effect on the eigenvalues and could not be detected.

Distribution of λH1

K : As mentioned in [12], when Σ̂K has only one non-unit
eigenvalue such that CC is satisfied, then only one eigenvalue of W will be pulled
up. In other words, and as could be deduced from [13, Proof of Lemma 2], the
rest K − 1 eigenvalues of W (λH1

2 , · · · , λH1
K ) has the same distribution of the

eigenvalues of W ∼ CWK−1(N, IK−1) under H0 hypothesis.
Denote the centered and scaled version of λH1

K of the central semi-correlated
Wishart matrix W ∼ CWK(N, Σ̂K) by:

λ′′
K =

λH1
K − a2(K − 1, N)

b2(K − 1, N)
(27)

with a2(K,N) and b2(K,N) are, respectively, given by (16) and (17). Then, as
the AC and CC are satisfied, λ′′

K follows a TW2.

Central Moments of λH1
1 and λH1

K : The mean, variance and skewness of λH1
1

are, due to (24), given respectively by:

μ
λ
H1
1

= a3(K,N, σ), (28)

σ2
λ
H1
1

= b3(K,N, σ), (29)

S
λ
H1
1

= 0, (30)
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and using (27), the mean, variance and skewness of λH1
K are respectively given

by:

μ
λ
H1
K

= b2(K − 1, N)μTW2 + a2(K − 1, N), (31)

σ2
λ
H1
K

= b22(K − 1, N)σ2
TW2, (32)

S
λ
H1
K

= −STW2. (33)

As a result, this section provides a simple form for the central moments of
the extreme eigenvalues. These moments are used, in the next section, to derive
an approximation for the mean, the variance and the skewness of the SCN under
both hypotheses.

4 Approximating the SCN Distribution

This section approximates the asymptotic distribution of the SCN by the GEV
distribution using moment matching. First, we consider both detection hypothe-
ses and we derive an approximation of the mean, the variance and the skewness
of the SCN to be used in the next subsection for the approximation.

4.1 Asymptotic Central Moments of the SCN

The bi-variate first order Taylor expansion of the function X = g(λ1, λK) =
λ1/λK about any point θ = (θλ1 , θλK

) is written as:

X = g(θ) + g′
λ1

(θ)(λ1 − θλ1) + g′
λK

(θ)(λK − θλK
) + O(n−1), (34)

with g′
λi

is the partial derivative of g over λi.
Let θ = (μλ1 , μλK

), then it could be easily proved that:

E [X] = g(θ), (35)

E
[
(X − g(θ))2

]
= g′

λ1
(θ)2E

[
(λ1 − θλ1)

2
]
+ g′

λK
(θ)2E

[
(λK − θλK

)2
]

+ 2g′
λ1

(θ)g′
λK

(θ)E [(λ1 − θλ1)(λK − θλK
)] , (36)

E
[
(X − g(θ))3

]
= g′

λ1
(θ)3E

[
(λ1 − θλ1)

3
]
+ g′

λK
(θ)3E

[
(λK − θλK

)3
]

+ 3g′
λ1

(θ)2g′
λK

(θ)E
[
(λ1 − θλ1)

2(λK − θλK
)
]

+ 3g′
λ1

(θ)g′
λK

(θ)2E
[
(λ1 − θλ1)(λK − θλK

)2
]
, (37)

where E[.] stands for the expectation. Accordingly, we give the following theo-
rems that formulate an approximation for the central moments of the SCN.



358 H. Kobeissi et al.

Theorem 1. Let X be the SCN of W ∼ CWK(N,σ2
ηIK). The mean, the vari-

ance and the skewness of X, as AC is satisfied, can be tightly approximated using
the mean, the variance and the skewness of the λH0

1 and λH0
K as follows:

μX =
μ

λ
H0
1

μ
λ
H0
K

(38)

σ2
X =

σ2

λ
H0
1

μ2

λ
H0
K

+
μ2

λ
H0
1

σ2

λ
H0
K

μ4

λ
H0
K

(39)

SX =
1

√
σ3

X

·
⎡

⎣

√
σ3

λ
H0
1

S
λ
H0
1

μ3

λ
H0
K

−
√

σ3

λ
H0
K

μ3

λ
H0
1

S
λ
H0
K

μ6

λ
H0
K

⎤

⎦ (40)

Proof. The result follows (35), (36) and (37) while considering λH0
1 and λH0

K

asymptotically independent [14]. The mean, the variance and the skewness of
λH0
1 and λH0

K are given in Sect. 3.1.

Theorem 2. Let X be the SCN of W ∼ CWK(N, Σ̂K) where Σ̂K has only one
non-unit eigenvalue. The mean, the variance and the skewness of X, as the AC
and CC are satisfied, can be tightly approximated using the mean, the variance
and the skewness of the λH1

1 and λH1
K as follows:

μX =
μ

λ
H1
1

μ
λ
H1
K

(41)

σ2
X =

σ2

λ
H1
1

μ2

λ
H1
K

+
μ2

λ
H1
1

σ2

λ
H1
K

μ4

λ
H1
K

(42)

SX = −
√

σ3

λ
H1
K

μ3

λ
H1
1

S
λ
H1
K√

σ3
X · μ6

λ
H1
K

(43)

Proof. The result follows (35), (36) and (37) while considering λH1
1 and λH1

K

asymptotically independent [15]. The mean, the variance and the skewness of
λH1
1 and λH1

K are given in Sect. 3.2

4.2 Approximating the SCN Using GEV

Generalized Extreme Value (GEV) is a flexible 3-parameter distribution used to
model the extreme events of a sequence of i.i.d random variables. These para-
meters are the location (δ), the scale (β) and the shape (ξ). In the following
two propositions, we approximate the distribution of the SCN under H0 and
H1 hypotheses respectively, however, the proof is omitted due to the lack of
space.
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Proposition 1. Let X be the SCN of W ∼ CWK(N,σ2
ηIK) with defined skew-

ness −0.63 ≤ SX < 1.14. If AC is satisfied, then the CDF and PDF of X can
be asymptotically and tightly approximated respectively by:

F (x; δ, β, ξ) = e−(1+( x−δ
β )ξ)

−1/ξ
(44)

f(x; δ, β, ξ) =
1
β

(1 + (
x − δ

β
)ξ)

−1
ξ −1e−(1+( x−δ

β )ξ)
−1/ξ

(45)

where ξ, β and δ are defined respectively by:

ξ = −0.06393S2
X + 0.3173SX − 0.2771 (46)

β =

√
σ2

Xξ2

g2 − g21
(47)

δ = μX − (g1 − 1)β
ξ

(48)

where μX , σ2
X and SX are defined in Theorem 1.

Proposition 2. Let X be the SCN of W ∼ CWK(N, Σ̂K) with defined skew-
ness −0.63 ≤ SX < 1.14 and Σ̂K has only one non-unit eigenvalue. If AC
and CC are satisfied, then the CDF and PDF of X can be asymptotically and
tightly approximated by (44) and (45) respectively. The parameters ξ, β and δ
are defined respectively by (46), (47) and (48) with μX , σ2

X and SX are defined
in Theorem 2.

Now, given (5) and (6), Theorems 1 and 2 and Propositions 1 and 2, the
false-alarm probability, the detection probability and the threshold are straight-
forward. For example, for a target false alarm probability (γ̂), the threshold is
given by:

α = δ +
β

ξ

(
− 1 +

[ − ln(1 − γ̂)
]−ξ

)
(49)

with δ, β and ξ given in Proposition 1.

5 Numerical Validation

In this section, we discuss the analytical results through Monte-Carlo simu-
lations. We validate the theoretical analysis presented in Sects. 3 and 4. The
simulation results are obtained by generating 105 random realizations of Y . For
H0 case, the inputs of Y are complex circular white Gaussian noise with zero
mean and unknown variance σ2

η while for H1 case the channel is considered flat
and the PU transmits a BPSK signal.

Table 1 shows the accuracy of the analytical approximation of the mean,
the variance and the skewness of the SCN provided by Theorems 1 and 2. It
can be easily seen that these Theorems provide a good approximation for the
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Table 1. The Empirical and Approximated mean, variance and skewness of the SCN
under H0 and H1 hypotheses using Theorems 1 and 2 respectively.

K ×N Empirical Proposed App.

mean variance skewness mean variance skewness

H0 50 × 500 3.3946 0.0117 0.2639 3.3975 0.0114 0.1652

H1 12.3363 0.4006 0.1710 12.3139 0.3906 0.0291

H0 100 × 500 6.3076 0.0386 0.2992 6.3126 0.0367 0.1740

H1 34.6345 3.2246 0.1618 34.5387 3.1154 0.0306

H0 50 × 1000 2.3386 0.0026 0.2339 2.3396 0.0026 0.1619

H1 9.6702 0.1205 0.1177 9.6612 0.1184 0.024

statistics of the SCN, however, it could be noticed that the skewness is not
perfectly approximated. In fact, the skewness is affected by the slow convergence
of the skewness of λK that must converge to −STW2 (i.e. −0.2241) as AC is
satisfied. For example, when K = 50, the empirical skewness increases from
SλK

= −0.1504 to SλK
= −0.1819 as the number of samples increases from

N = 500 to N = 1000. Comparing these results with SCN results in Table 1, one
can notice that the empirical and approximated SCN skewness become closer
as λK skewness converges to that of TW2. Accordingly, Theorems 1 and 2 are
good approximations for the mean, the variance and the skewness of the SCN
under both hypotheses. It is worth noting that one could approximate the SCN
moments using second order bi-variate Taylor series to get a slightly higher
accuracy, however, this will cost higher complexity and it is not necessary as
shown in Table 1 and Figs. 1 and 2.
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Fig. 1. Empirical CDF of the SCN and its corresponding proposed GEV approximation
for different values of K and N under H0 hypothesis (i.e. false alarm probability).
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Fig. 2. Empirical CDF of the SCN and its corresponding proposed GEV approximation
for different values of K and N under H1 hypothesis (i.e. detection probability).

Figure 1 shows the empirical CDF of the SCN and its corresponding
GEV approximation given by Proposition 1. The results are shown for K =
{10, 20, 50, 100} antennas and N = {500, 1000} samples per antenna. Results
show a perfect match between the empirical results and our proposed approx-
imation. Also, it could be noticed that the convergence of the skewness does
not affect the approximation and thus the skewness in Theorem 1 holds for this
approximation even though the convergence of the skewness of λK is slow. From
SS perspective, the Pfa is in direct relation with this CDF and hence the Pfa is
perfectly approximated.

Figure 2 shows the empirical CDF of the SCN and its corresponding GEV
approximation given by Proposition 2. The results are shown for K = {20, 50}
antennas and N = {500, 1000} samples per antenna and SNR = −10dB. Results
show high accuracy in approximating the empirical CDF. Also, the difference in
the skewness shown in Table 1 does not affect the approximation. Consequently,
it could be concluded that the Pd is perfectly approximated.

Finally, it could be noticed that due to the large number of antennas consid-
ered in this paper, the proposed SS approximation could be directly applied to
the Massive MIMO environment, a potential candidate in 5G.

6 Conclusion

In this paper, we have considered the SCN detector for large number of antennas
and/or massive MIMO cognitive radios. We have derived the asymptotic mean,
variance and skewness of the SCN using those of the extreme eigenvalues of the
sample covariance matrix by means of bi-variate Taylor expansion. A new sim-
ple closed form approximation for the false-alarm and the detection probabilities
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was, also, proposed. This approximation is based on the extreme value theory
distributions and uses results from random matrix theory. In addition to its sim-
ple form, simulation results show high accuracy of the proposed approximation
for different number of antennas.
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Abstract. Full-Duplex (FD) transceiver has been proposed to be used
in Cognitive Radio (CR) in order to enhance the Secondary User (SU)
Data-Rate. In FD CR systems, in order to diagnose the Primary User
activity, SU can perform the Spectrum Sensing while operating. Making
an accurate decision about the PU state is related to the minimization
of the Residual Self Interference (RSI). RSI represents the error of the
Self Interference Cancellation (SIC) and the receiver impairments mitiga-
tion such as the Non-Linear Distortion (NLD) of the receiver Low-Noise
Amplifier (LNA). In this manuscript, we deal with the RSI problem by
deriving, at the first stage, the relation between the ROC curves under
FD and Half-Duplex (HD) (when SU stops the transmission while sensing
the channel). Such relation shows the RSI suppression to be achieved in
FD in order to establish an efficient Spectrum Sensing relatively to HD.
In the second stage, we deal with the receiver impairments by proposing
a new technique to mitigate the NLD of LNA. Our results show the effi-
ciency of this method that can help the Spectrum Sensing to achieve a
closed performance under FD to that under HD.

Keywords: Full-Duplex · Self-Interference Cancellation · Non-Linearity
Distortion · Spectrum Sensing · Cognitive Radio

1 Introduction

Recently, the Full Duplex (FD) transmission has been introduced in the con-
text of Cognitive Radio (CR) to enhance the Data-Rate of the Secondary (unli-
censed) User (SU). In FD systems, SU can transmit and sense the channel at
the same time. Classically, Half Duplex (HD) was used, therefore the SU should
stop transmitting to sense the status of the Primary (licensed) User (PU). Recent
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advancements in the Self-Interference Cancellation (SIC) make the application
of FD in CR possible. Due to many imperfections, a perfect elimination of the
self-interference cannot be reached in real world applications [1,2]. In CR, the SU
makes a decision on the PU status using a Test Statistic (TS) [3]. This TS depends
on the PU signal and the noise. Any residual interference from the SU signal can
affect the TS norm and leads to a wrong decision about the presence of PU.

In wireless systems, the FD is considered as achieved if the Residual Self
Interference (RSI) power becomes lower than the noise level. For that an impor-
tant SIC gain is required (around 110 dB for a typical WiFi system [2]). This
gain can be achieved using the passive suppression and the active cancellation.
The passive suppression is related to many factors that reduce the Self Interfer-
ence (SI) such as the transmission direction, the absorption of the metals and
the distance between the transmitting antenna, Tx, and the receive antenna,
Rx. The active cancellation reduce the Self-Interference (SI) by using a copy of
the known transmitted signal. The estimation of channel coefficients becomes
an essential factor in the active cancellation process. Any error in the channel
estimation leads to decreasing the SIC gain.

Experimental results show that hardware imperfections such as the non-
linearity of amplifiers and the oscillator noise are the main limiting performance
factors [2,4–6]. Therefore, the SIC should also consider the receiver imperfec-
tions. The authors of [2] modify their method previously proposed in [7] to esti-
mate the channel and the Non-Linearity Distortion (LND) of the receiver Low
-Noise Amplifier (LNA). Their method requires two training symbol periods.
During the first period, the channel coefficients are estimated in the presence of
the NLD. The non-linearity of the amplifier is estimated in the second period
using the already estimated channel coefficients. It is worth mentioned that the
estimation of the NLD parameters in the second phase depends on the one of
the channel coefficients done in the first phase. However the estimation of the
channel coefficients in the first phase can be depending on unknown NLD para-
meters. To solve the previous dilemma, we propose hereinafter an estimation
method of the NLD in such way that the estimation of the channel cannot be
affected by the NLD.

[8–13] deal with the application of FD in CR. In [8–10,12], the RSI is mod-
eled as a linear combination of the SU signal without considering hardware
imperfections. In [10,13] the Energy Detection (ED) is studied in FD mode and
the probability of detection, (Pd), and false alarm, Pfa, are found analytically.
According to our best knowledge, there was no analytic relationship between the
RSI, Pd and Pfa for both HD and FD mode.

This paper deals with the Spectrum Sensing in real world applications. At
first we analytically address the impact of the RSI power on the detection
process. For that objective, we derive a relation between the RSI power, the
probabilities of detection and false alarm under HD and FD modes. Secondly,
we analyze the NLD impact on the channel estimation and the Spectrum Sens-
ing Performance. Hereinafter, a novel method is proposed to suppress the NLD
of LNA without affecting the channel estimation process. Further, our proposed
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method outperforms significantly the method proposed in [2]. In addition, using
our method, the receiver requires only one training symbol period to perform
the estimation of the channel and the NLD estimation.

2 System Model

In the spectrum sensing context, we usually assume two hypothesis: H0 (PU sig-
nal is absent) and H1 (otherwise). In our works, we assume that PU signal and SU
signals are wideband signals such as OFDM. Throughout this paper, uppercase let-
ters represent frequency-domain signals and lower-case letters represent signals in
time-domain. By focusing only on the additive receiver distortion which is domi-
nated by the NLD of the LNA [2], the received signal can be modeled as follows:

Ya(m) = HS(m) + W (m) + D(m) + ηX(m) (1)

H is the channel between the SU transmitter antenna Tx and the SU receive
antenna Rx, S(m) is the SU signal, W (m) is an Additive White Gaussian Noise
(AWGN), D(m) represents the NLD of the LNA, X(m) is image of the PU signal
on Rx and η ∈ {0, 1} is the PU indicator (η = 1 under H1 and η = 0 under H0).

After the SIC and the circuit imperfections mitigation, the obtained signal,
Ŷ (m), can be presented as follows;

Ŷ (m) = ξ(m) + W (m) + ηX(m) (2)

Where ξ(m) is the RSI and is defined as ξ(m) = (H − Ĥ)S(m)+D(m)− D̂(m).
Ĥ and D̂(m) are the estimated channel and the NLD respectively.

Ideally Ĥ = H and D̂(m) = D(m), therefore Eq. (2) becomes: Ŷ (m) =
W (m)+ ηX(m), which corresponds to an HD mode. Any mistake in the cancel-
lation process may lead to a wrong decision about the PU presence.

3 The RSI Effect on the Spectrum Sensing

In order to decide the existence of the PU, the Energy Detector (ED) compares
the received signal energy, T , to a predefined threshold, λ.

T =
1

N

N∑

m=1

|Ŷ (m)|2
H1

�
H0

λ (3)

By assuming the i.i.d property of ε(n), w(n) and x(n), then ξ(m), W (m) and
X(m) become i.i.d. (See Appendix (A.1)). In this case, the distribution of T
should asymptotically follow a normal distribution for a large number of samples,
N , according to the central limit theorem. Consequently, the probabilities of
False Alarm, PF

fa, and the Detection, PF
d , under the FD mode can be obtained

as follows (See Appendix (A.2)):

P F
fa = Q(

λ − μ0√
V0

) = Q

(
λ − (σ2

w + σ2
d)

1√
N

(σ2
w + σ2

d)

)

(4)

pF
d = Q(

λ − μ1√
V1

) = Q

(
λ − (σ2

w + σ2
d + σ2

x)
1√
N

(σ2
w + σ2

d + σ2
x)

)

(5)



366 A. Nasser et al.

Fig. 1. Classical SIC circuit for OFDM receiver

Fig. 2. The number of samples required to reach Pd = 0.9 and Pfa = 0.1 (Color figure
online)

Where μi and Vi are the mean and the variance of T under Hi respectively,
i ∈ {0; 1}, σ2

d = E[|ξ(m)|2] represents the RSI power, σ2
w = E[|W (m)|2] and

σ2
x = E[|X(m)|2]. The SNR, γx, is defined as: γx = σ2

x

σ2
w

. If the SIC is perfectly
achieved, i.e. σ2

d = 0, PF
fa and PF

d take their expressions under the HD mode.
Figure (2) shows the required number of samples to reach Pd = 0.9 and

Pfa = 0.1 under the HD and FD modes for different values of SNR. In FD
mode, we set σ2

d = σ2
w as the target values of σ2

d in digital communication.
Figure (2) shows that the number of required samples slightly increases under
the FD modes. For example if γx = −5 dB, then 85 samples are enough to reach
the target (Pd;Pfa) under the HD mode while under FD mode, around 300
samples are needed.

Let us define the Probability of Detection Ratio (PDR), δ, for the same
probability of false alarm under FD and HD modes, as follows:

δ =
P F

d

P H
d

with P F
fa = P H

fa = α (6)
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Where PH
d and PH

fa are the probabilities of detection and false alarm under HD
respectively, 0 ≤ α ≤ 1 and 0 ≤ δ ≤ 1. As with an excellent SIC, the ROC
can mostly reach in FD the same performance of HD. In order to show the effect
of RSI on δ, let us define the RSI to noise ratio γd as follows:

γd =
σ2

d

σ2
w

(7)

Using (4) and (6), the threshold, λ, can be expressed as follows:

λ =

(
1√
N

Q−1(α) + 1

)

(σ2
w + σ2

d) (8)

By replacing (8) in (5), γd can be expressed as follows:

γd =
(1 + γx)Q−1(δP H

d ) − Q−1(α) +
√

Nγx

Q−1(α) − Q−1(δP H
d )

(9)

If δ = 1, then we can prove that γd becomes zero, which means that the SIC is
perfectly achieved. Figure (3) shows the curves of γd for various values of PDR,
δ, with respect to the SNR, γx, for PH

d = 0.9 and α = 0.1. This figure shows
that as δ increases γd decreases. To enhance the PDR, the selected SIC technique
should mitigate at most the SI. In fact, for γx = −5 and a permitted loss of 1%
(i.e. δ = 0.99), γd is about −15 dB.

Fig. 3. Evolution of γd with respect to γx for various values of δ, (P H
fa ; P H

d ) =
(0.1 ; 0.9)

4 The Effect of the Amplifier Distortion on Spectrum
Sensing

In real world applications, the full duplex transceiver seems hard to be achieved
due to hardware imperfections: the non-linearity of the amplifiers, the quanti-
zation noise of the Analog to Digital Converter (ADC), the phase noise of the



368 A. Nasser et al.

oscillator, etc. The NLD of LNA is an important performance limiting factor
[2,4–7]. According to NI 5791 datasheet [14], the NLD power is of 45 dB below
the power of the linear amplified component. A new efficient algorithm is pro-
posed in this section, it shows more reliable performance than that proposed in
[2] and make the channel estimation performed without the influence of NLD.

4.1 Estimation of the Non-linearity Distortion of LNA

The LNA output can be written as an odd degrees polynomial of the input signal
[15]. The NLD stands for the degrees greater than one. By limiting to the third
degree and neglecting the higher degrees power [16], the NLD component can be
written as follows:

d(t) = βy3(t) (10)
Where β is the NLD coefficient. The estimation of β can be helpful to suppress
the LNA output. In this case, the channel estimation is no longer affected by the
NLD. The overall output signal of the LNA, ya(t), can be expressed as follows:

ya(t) = θy(t) + βy3(t) (11)

θ and y(t) are the power gain and the input signal of the LNA respectively. To
estimate θ and β, by a and b respectively, one can minimize the following cost
function:

J = E

[(

ya(t) − (ay(t) + by3(t))

)2]

(12)

By deriving J with respect to a and b we obtain:

∂J
∂a

= 0 ⇒ aE[y2(t)] + bE[y4(t)] = E[ya(t)y(t)] (13)

∂J
∂b

= 0 ⇒ aE[y4(t)] + bE[y6(t)] = E[ya(t)y3(t)] (14)

Using Eq. (13) and (14), a linear system of equations can be obtained:
[

a
b

]

= A−1B (15)

Where:

A =

[
E[y2(t)] E[y4(t)]
E[y4(t)] E[y6(t)]

]

; B =

[
E[ya(t)y(t)]
E[ya(t)y3(t)]

]

(16)

Once the non-linearity coefficient, β, is estimated, the non-linearity component
can be subtracted from the output signal of the amplifier.

4.2 Numerical Results

Figure (4) shows the residual power of the NLD cancellation. The NLD power is
fixed to 45 dB under the linear component [14]. This power is reduced to less than
−300 dB after the application of our method. The method of [2] reduces the NLD
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Fig. 4. The effect of the number of training symbols on the NLD residual power (Color
figure online)

power by around 50 dB. β is estimated using various number of training symbols,
Ne. In this simulation, OFDM modulations are used with 64 sub-carriers and
a CP length equal to 16. The received power is fixed to −5 dBm and the noise
power to −72 dBm [14]. As shown in Fig. (4), the residual power of NLD decreases
with an increasing of Ne when the method of [2] is applied. However our method
keeps a constant value of this power. Our technique outperforms significantly the
method proposed in [2]. To show the impact of NLD on the channel estimation
and the RSI power, Fig. (5) shows the power of Ŷ (m) obtained in FD under H0.
The channel is estimated according to the method previously proposed by [17]
as follows:

ĥ = IDFT

{
1

Ne

Ne∑

k=0

Y k
a (m)

Y k(m)

}

and Ĥ = DFT{ĥ(1, .., ntap)} (17)

Where IDFT stands for the inverse discrete Fourier transform and ntap is the
channel order. The number of training symbols, Ne, is fixed to 4 symbols. To
deal with a practical scenario, the number of sub-carrier is 64, the transmitted
signal is of −10 dB (i.e. 20 dBm), and the noise floor is −102 dB (i.e. −72 dBm)
[14]. The transceiver antenna is assumed to be omni-directional with 35 cm sep-
aration between Tx and Rx, so that a passive suppression of 25 dB is achieved
[1]. According to the experimental results of [1], in a low reflection environment,
2 channel taps are enough to perform the SIC when the passive suppression is
bellow 45 dB. Furthermore, the line of sight channel is modeled as Rician chan-
nel with K-factor about 20 dB. The non-line of sight component is modeled by
a Rayleigh fading channel.

Figure (5) shows that our method leads to mitigate almost all the self inter-
ference, so that the power of Ŷ (m) becomes very closed to the noise power.
However, with the method of [2], the RSI power increases with the NLD power
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Fig. 5. The power of Ŷ (m) under H0 obtained after applying: (1) our proposed method,
(2) the method of [2] is applied and (3) under HD mode

Fig. 6. The ROC curve after applying the proposed technique of NLD suppression
(Color figure online)

because the NLD power is a limiting factor of the channel estimation which leads
to a bad estimation of the channel.

To show the impact of the NLD on the Spectrum Sensing, Fig. (6) shows the
ROC in various situations under γx = −10 dB. The simulations parameters in
this figure are similar to those of Fig. (5), only the NLD power is 45 dB under the
linear component according NI 5791 indications [14]. The method of [2] leads
to a linear ROC, which means that no meaningful information about the PU
status can be obtained. By referring to Fig. (5), the RSI power is of −82 dB for
a NLD power of −45 dBc, which means that γd in this case is about 20 dB. This
high RSI power leads to a harmful loss of performance (see Fig. (3)). From the
other hand, our method makes the ROC in FD mode almost colinear with that
of the ROC of HD mode, which means that all SI and receiver impairments is
mitigated.
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Figure (7) shows the PDR for a target α = 0.1 and PH
d = 0.9. The ratio

δ increases with the SNR. At a low SNR of −10 dB, δ becomes closed to 1, so
that a negligible performance loss is happen. As the SNR decreases the detection
process in FD mode becomes more sensitive to the RSI power.

Fig. 7. The gain ratio: δ =
PF
d

PH
d

for different values of SNR

5 Conclusion

In this paper, we address the impact of the Residual Self Interference on the Spec-
trum Sensing for Full-Duplex Cognitive Radio. An analytic relation is derived
relating the residual self interference with the probabilities of detection and false
alarm under Full-Duplex and Half-Duplex modes. Furthermore, a new method is
proposed to mitigate an important receiver impairment, which is the Non-Linear
Distortion of the Low Noise Amplifier. This method shows its efficiency, leading
the Spectrum Sensing performance in Full-Duplex mode to be closed to that
under Half-Duplex mode.

A Appendix

A.1 i.i.d. property in Frequency Domain

Let r(n) be an i.i.d. time-domain signal. The DFT, R(m), of the r(n) is defined
as follows:

R(m) =
L∑

n=1

r(n)e−j2πm n
L (18)

Where L is the number of samples of r(n). According to the Central Limit
Theorem (CLT), R(m) follows asymptotically a Gaussian distribution for a
large L. Based on [18], two normal variables are independent iff they are
uncorrelated.
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Let C(m1,m2) the correlation of R(m1) and R(m2) ∀ m1 �= m2.

C(m1, m2) = E[R(m1)R
∗(m2)

= E

[
L∑

n1,n2=1

r(n1)r
∗(n2)e

−j2π
n1m1−m2n2

L

]

=
L∑

n1=n2=1

E

[

|r(n1)|2
]

e−j2π
(m1−m2)n1

L

+
L∑

n1 �=n2=1

E

[

r(n1)r
∗(n2)

]

︸ ︷︷ ︸
=0, since r(n) is i.i.d.

e−j2π
(n1m1−n2m2)

L

= E
[|r(n1)|2

] L∑

n1=1

e−j2π(m1−m2)
n1
L

︸ ︷︷ ︸
=0

= 0 (19)

C(m1,m2) = 0 ∀ m1 �= m2, therefore R(m1) and R(m2) are uncorrelated and
they become independent because of their Gaussianity distribution.

A.2 Probility of Detection and Probability of False Alaram

As by our assumption ξ(m), W (m) and X(m), are asymptotically Gaussian
i.i.d., then Ŷ (m) is also Gaussian and i.i.d.. Therefore the TS, T , of Eq. (3)
follows a normal distribution according to CLT for a large N. Under H0 (i.e.
X(m) does not exist), the mean, μ0, and the variance, V0 of T can be obtained
as follows:

μ0 = E[T ] = E

[
1

N

N∑

m=1

|ξ(m) + W (m)|2
]

= σ2
w + σ2

d (20)

V0 = E[T 2] − E2[T ] =
1

N2
E

[(
N∑

m=1

|Ŷ (m)|2
)2 ]

− (σ2
w + σ2

d)2

=
1

N2
E

[
N∑

m1=m2=1

|Ŷ (m1)|4
]

+
1

N2
E

[
N∑

m1 �=m2=1

|Ŷ (m1)|2Ŷ (m2)|2
]

− (σ2
w + σ2

d)2

=
1

N2

N∑

m1=m2=1

E

[

|Ŷ (m1)|4
]

− 1

N
(σ2

w + σ2
d)2 (21)

Since Ŷ (m) is Gaussian, then its kurtosis kurt(Ŷ (m)) is zero.

kurt(Ŷ (m)) = E[|Ŷ (m)|4] − E[Ŷ 2(m)] − 2E2[|Ŷ (m)|2] = 0 (22)
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Assuming that the real and the imaginary parts of Ŷ (m) are independent and
of the same variance then E[Ŷ 2(m)] becomes zero. Therefore: E[|Ŷ (m)|4] =
2E2[|Ŷ (m)|]2 = 2(σ2

w + σ2
d)2. Back to Eq. (21), the variance, V0 becomes:

V0 =
1

N
(σ2

w + σ2
d)2 (23)

By following the same procedure, μ1 and V1 can be obtained as follows under
H1 (X(m) exists):

μ1 = σ2
w + σ2

d + σ2
x (24)

V1 =
1

N
(σ2

w + σ2
d + σ2

x)2 (25)
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Abstract. Diversity reception schemes are well-known to have the abil-
ity to mitigate the adverse effects of multipath wireless channels. This
paper analyzes the performance of an energy detector with generalized
selection combining (GSC) over a Rayleigh fading channel and compares
the results with those of the conventional diversity combining schemes
such as, maximal-ratio combining (MRC) and the selection combining
(SC). Novel closed-form expressions have been derived for the aver-
age detection probability over the independently, identically distributed
(i.i.d) diversity paths. Receiver operating characteristics (ROCs) and
average detection probability versus SNR curves have been presented
for different scenarios of interest.

Keywords: Cognitive radio · Spectrum sensing · Energy detection ·
Diversity combining · Generalized selection combining

1 Introduction

Cognitive radio has been well-recognized to offer smart solutions to meet the
increasing bandwidth demands of emerging wireless services and communica-
tion devices by utilizing the licensed / license-free radio spectrum. Spectrum
sensing is the key technology for the realization of opportunistic spectrum access
(OSA), as it enables the secondary users (SUs) to reliably detect the white spaces
and ensures the effective use of the vacant bands without causing any delete-
rious effect to the primary incumbent [10]. Among different spectrum sensing
methods including energy detection, matched filtering, cyclostationary detector
etc., energy detection is the most popular approach owing to the non-coherent
structure as well as low computation and implementation cost. However, the per-
formance of energy detector is highly susceptible to the variation of the detection
threshold due to noise uncertainty and interference level [5]. The performance of
energy detector based spectrum sensing system degrades further in the multipath
fading and shadowing scenario.
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Diversity combining schemes are known to have the distinct ability to miti-
gate the above harmful effects. A detailed analysis of the performance of energy
detection based spectrum sensing for diversity reception has been presented in
[3], for the composite shadow fading channel (K and KG channels) where, the
MRC based detector has been shown to outperform the SC based detector at
the cost of increased system complexity. A moment generating function (MGF)
based approach for the performance evaluation of energy detector with diversity
reception in generalized fading channels (including η-μ, κ-μ, α-μ, K, G and KG

channels) has been presented in [1], where the authors have analyzed three dif-
ferent diversity combining schemes namely the MRC, the square law combining
(SLC) and the square law selection (SLS) receivers, in which the MRC based
receiver has been shown to provide the optimal detection.

One major deficiency of the MRC combining scheme is its sensitivity to chan-
nel estimation error which tends to be more vulnerable when the instantaneous
SNR is low. In addition, the SC scheme makes the use of only one path out of L
resolvable multipaths and hence fails to exploit the full diversity offered by the
wireless multipath channel. In order to bridge the gap between the two extreme
schemes (SC and MRC), the generalized selection combining (GSC) has been
suggested [2], which is an adaptive combining scheme that selects Lc strongest
resolvable paths (in terms of SNR) among the total L available paths and then
coherently combines these Lc paths using the MRC scheme. The error probability
analysis of GSC in different fading channels has received much research interest
in the past years [6,7,9], and it has now been well-established as an alternative
to both MRC and SC in terms of complexity and performance respectively. To
the best of author’s knowledge, the performance analysis of GSC in the context
of spectrum sensing is still missing in the open literature.

In the present paper, we endeavor to analyze the performance of energy detec-
tion based spectrum sensing system using GSC in a Rayleigh fading channel.
A closed-form expression for the average detection probability has been derived
and the receiver operating characteristic (ROC) has been obtained by evaluating
both the integral and the closed form expressions in order to verify the validity
of the obtained results.

The rest of the paper is organized as follows: Sect. 2 briefly discusses the
system model for energy detection with no diversity and with GSC and gives
the tractable solution for the case of GSC. Numerical results have been presented
in Sect. 3, followed by conclusions in Sect. 4. Appendix A, B and C are provided
at the end of the paper in order to illustrate the derivation of the closed-form
expression.

2 System Model

The received signal sample at a sensing node can be expressed as:

y[n] =

{
w[n], H0

h[n]s[n] + w[n], H1

(1)
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where, y[n], h[n], s[n] and w[n] denote the nth sample of the signal received,
channel fading coefficient, transmitted sample and the zero-mean additive white
Gaussian noise (AWGN) with variance σ2

w respectively at the sensing node. H0

and H1 denote the null and the alternate hypotheses respectively, corresponding
to the absence and the presence of the primary user (PU). At the sensing node
the energy of the received signal is measured for a predefined bandwidth Ω over
a period of time τ , provided N = Ωτ ∈ Z

+, with Z
+ being the set of positive

integers. The received energy per sensing event is given as:

Λ =
N−1∑

n=0

[|y[n]|2] (2)

The decision rule can be adopted as:

H0 :Λ < λ

H1 :Λ ≥ λ
(3)

Λ is also termed as the test statistic for the energy detector and follows a central
chi-square distribution with 2N degrees of freedom under H0 hypothesis, or a
non-central chi-square distribution with 2N degrees of freedom under hypothesis
H1. λ in (3) is the predefined threshold. In order to analyze the performance of
the sensing scheme, the probability of false alarm Pfa and the probability of
detection Pd need to be evaluated. The parameters are defined as:

Pfa = P [H1|H0]
Pd = P [H1|H1]

(4)

where, P [·|·] denotes the conditional probability.

2.1 Energy Detection with No Diversity

For the case of energy detection without any diversity, Pfa and Pd are defined
as [3]:

Pfa =
Γ (N,λ/2)

Γ (N)

Pd = QN

(√
2γ,

√
λ
) (5)

where, Γ (·) is the Gamma function, Γ (s, x) =
∫ ∞

x
ts−1 exp(−t)dt is the upper

incomplete Gamma function, QN (·, ·) is the generalized Marcum-Q function and
γ is the received SNR for the target signal. The expression for Pd in (5) represents
the detection probability for the AWGN case. In the case of fading channel, where
the fading coefficient varies, the average detection probability Pd is obtained by
averaging Pd(γ) over the statistics of the instantaneous channel SNR γ, i.e.,

Pd =
∫ ∞

0

Pd(γ)f(γ)dγ (6)

where, f(γ) is the probability density function (PDF) of the channel SNR, with
γ = |h|2Es/σ2

w (SNR per received symbol) and Es being the transmission energy
per received symbol.
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2.2 Energy Detection with GSC

In the case of energy detector with GSC scheme, the energy detector compares
the received energy after combining the signals from Lc i.i.d. branches against a
predefined threshold [3]. The nominal expressions for the instantaneous Pfa and
Pd in this case remain the same at the output of GSC as for the AWGN channel as
(5). The instantaneous SNR of the combiner output can be expressed as [2, (8)]:

γGSC =
Lc∑

i=1

γi:L (7)

where, γi:L is the instantaneous SNR of the ith received diversity path and γ1:L ≥
γ2:L ≥ . . . ≥ γL:L. The nominal expressions for the instantaneous false-alarm and
detection probability in this case remain the same at the output of GSC as for the
AWGN channel as (5) with γ replaced by γGSC. To get the average detection proba-
bility for the case of fading channel, Pd (γGSC) should be averaged over the statistics
of the channel SNR, γGSC. Assuming that γ1:L = γ2:L = . . . = γLc:L = γ, where,
γi:L is the average SNR of the ith received branch, the PDF of γGSC considering the
i.i.d. Rayleigh fading diversity channels can be given as [2]:

f(γGSC) =
(

L

Lc

)[
γLc−1

GSC e−γGSC/γ

γLc(Lc − 1)!
+

1
γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1

· e−(γGSC/γ)

(

e(−lγGSC/Lcγ) −
Lc−2∑

m=0

1
m!

(−lγGSC

Lcγ

)m
) ]

(8)

The average detection probability for the energy detector based spectrum sensing
with GSC in the fading case is obtained as:

PGSC
d =

∫ ∞

0

Pd(γGSC)f(γGSC)dγGSC

=A1 + A2 + A3 (9)

where,

A1 =
∫ ∞

0

QN

(√
2γGSC,

√
λ
) (

L

Lc

)
γLc−1

GSC e−γGSC/γ

γLc(Lc − 1)!
dγGSC (10)

A2 =
∫ ∞

0

QN

(√
2γGSC,

√
λ
)(

L

Lc

)
1
γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1

· e−(γGSC/γ)e(−lγGSC/Lcγ)dγGSC (11)

A3 = −
∫ ∞

0

QN

(√
2γGSC,

√
λ
)(

L

Lc

)
1
γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

) (
Lc

l

)Lc−1

· e−(γGSC/γ)
Lc−2∑

m=0

1
m!

(−lγGSC

Lcγ

)m

dγGSC (12)
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Exact infinite series for (10) was proposed in [4, (9)], which does not qualify the
conditions for a tractable solution. In the present paper, we derive the closed
form solutions for A1, A2 and A3. With the aid of Appendix A, the solution for
(10) can be derived as:

A1 = 2
(

L

Lc

)
1

γLc(Lc − 1)!

[

GN−1+
Γ (Lc)

(
λ

2

)N−1

exp
(

−λ

2

)

2(N − 1)!
(

1 +
1
γ

)Lc

1F1

(
Lc;N ;

λ

2
γ

1 + γ

) ]

(13)

where, 1F1(·) is the confluent hypergeometric function. The solution for (11) is
obtained as [see Appendix B]:

A2 = 2
(

L

Lc

)
1
γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1
[

DN−1+

(λ/2)N−1 exp
(

−λ

2

)

2(N − 1)!
[

1
γ

(
1 +

l

Lc

)
+ 1

] 1F1

(

1;N ;
λ

2
γ

1 + l
Lc

+ γ

) ]

(14)

In a similar fashion, the solution for (12) can be derived as [see Appendix C]:

A3 = − 2
(

L

Lc

)
1
γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1 Lc−2∑

m=0

1
m!

( −l

Lcγ

)m

·
[

JN−1 +
Γ (m + 1)

(
λ

2

)N−1

2(N − 1)!
e(−λ/2)

(
1 + γ−1

)m+1 1F1

(
m + 1;N ;

λγ

2(1 + γ)

)]

(15)

3 Numerical Results

The performance behavior of the energy detection based spectrum sensing sys-
tem with the generalized selection combining is presented for different scenarios
of interest by depicting the receiver operating characteristics (ROC) and PGSC

d

vs. γ curves.
Figure 1 shows the comparison of ROCs for L = 4, Lc = 3 and N = 1 with

different values of γ. For the verification of the derived closed-form expressions,
the curves are drawn through integration as well as through the closed form
expression. Furthermore, as expected, with the increase in average SNR per
branch (γ), the detection probability increases.
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Fig. 1. ROCs for N = 1, L = 4, Lc = 3 and different values of γ.

Figure 2 shows the effect of the chosen value of Lc on the overall detection
performance. The value of L is taken as 6 and ROC plots have been shown
for Lc varying from 1 (i.e., SC) to 6 (i.e., MRC). It is interesting to note that
although Lc = 6 provides the best detection performance, the degradation in the
performance with Lc = 5 as compared to the case Lc = 6 is almost negligible.
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Fig. 2. ROCs for N = 1, L = 6, γ = 0 dB and different values of Lc.

In Fig. 3, the variation of the detection probability versus the average SNR γ
has been shown for three different values of target false alarm probability 0.01,
0.05 and 0.1.

Figure 4 shows the variation of the detection probability versus the average
SNR for L = 6 and for different values of Lc varying from 1 to 6. It is important
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Fig. 3. Variation of detection probability versus γ with N = 1, L = 4 and Lc = 3.
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Fig. 4. Variation of detection probability versus γ with N = 1, L = 6 and Pfa = 0.05.

to note that for a lower value of the target Pfa (0.05 for the case), the detection
performance for Lc = 5 and 6 are almost identical.

4 Conclusions

We study the performance of energy detector with generalized selection combin-
ing under the Rayleigh fading channel. Novel closed-form expressions are derived
for the average detection probability. Numerical evaluation both through integra-
tion and the closed-form expression have been provided to validate the expected



382 D.C. Kandpal et al.

accuracy of the expression and to illustrate the behavior of the energy detec-
tor with GSC. The results confirm that the GSC receivers perform very well as
compared to the MRC receivers for spectrum sensing, with a reasonable value
of Lc and the associated reduction in system complexity.

Acknowledgments. The work has been carried out under the project, “Mobile
Broadband Service Support over Cognitive Radio Networks,” sponsored by Information
Technology Research Academy (ITRA), Department of Electronics and Information
Technology (DeitY), Govt. of India.

A Appendix

Evaluation of A1 in (10)

Using [8, (5)], A1 can be written as:

A1 =
(

L

Lc

)
1

γLc(Lc − 1)!

∫ ∞

0

[

1 − exp
(

−2γGSC + λ

2

) ∞∑

n=N

( √
λ√

2γGSC

)n

· In

(√
2γGSCλ

)
]

γLc−1
GSC exp

(
−γGSC

γ

)
dγGSC (16)

where, In(·) is the modified Bessel function of order n. Using transformation and
change of variable, (16) can be written as:

A1 =2
(

L

Lc

)
1

γLc(Lc − 1)!

∫ ∞

0

QN

(√
2γGSC,

√
λ
)

γ
(2Lc−1)
GSC exp

(
−γ2

GSC

γ

)
dγGSC

=2
(

L

Lc

)
1

γLc(Lc − 1)!
· GN (17)

From [8, (29)], the above equation becomes equal to (13) where, G1 can be
defined as [8, (25)]:

G1 =
2Lc−1 (Lc − 1)!

(2/γ)Lc

(
γ

1 + γ

)
exp

(
− λ

2 (1 + γ)

) Lc−1∑

k=0

εk

(
1

1 + γ

)k

· Lk

(
− λγ

2 (1 + γ)

)
(18)

where,

εk ≡
⎧
⎨

⎩

1; k < Lc − 1

1 +
1
γ

; k = Lc − 1
(19)

and Lk(·) is the Laguerre polynomial of degree k.
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B Appendix

Evaluation of A2 in (11)

From (11), A2 can be given as:

A2 =

(
L

Lc

)
1

γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1 ∫ ∞

0

[

1 − exp

(

−2γGSC + λ

2

)

·
∞∑

n=N

( √
λ√
2γ

)n

In
(√

2γGSCλ
)
]

exp

[

−γGSC

γ

(

1 +
l

Lc

)]

dγGSC

=2

(
L

Lc

)
1

γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1 ∫ ∞

0

QN

(√
2γGSC,

√
λ
)

· exp

[

−γ2
GSC

γ

(

1 +
l

Lc

)]

γGSCdγGSC

=2

(
L

Lc

)
1

γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1

· DN (20)

From [8, (29)], the above equation becomes equal to (14) where, D1 can be
defined as [8, (25)]:

D1 =
(γLc)

2

2 (l + Lc) (l + Lc + γLc)
exp

(
− λ (l + Lc)

2 (l + Lc + γLc)

)
·
[ (

1 +
l + Lc

γLc

) ]

(21)

In the above equation, it is important to note that the value of Laguerre poly-
nomial for order 0 becomes 1.

C Appendix

Evaluation of A3 in (12)

Following the same analogy as in Appendix A, (12) can be written as:

A3 = − 2
(

L

Lc

)
1
γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1

·
Lc−2∑

m=0

1
m!

( −l

Lcγ

)m

·
∫ ∞

0

QN

(√
2γGSC,

√
λ
)

exp
(−γ2

GSC/γ
)
γ2m+1

GSC dγGSC

= − 2
(

L

Lc

)
1
γ

L−Lc∑

l=1

(−1)Lc−l+1

(
L − Lc

l

)(
Lc

l

)Lc−1

·
Lc−2∑

m=0

1
m!

( −l

Lcγ

)m

· JN

(22)
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From [8, (29)], the above equation becomes equal to (15) where, J1 can be defined
as [8, (25)]:

J1 =
2mm!

(2/γ)(m+1)

γ

1 + γ
exp

(
− λ

2 (1 + γ)

) m∑

k=0

φk

(
1

1 + γ

)k

Lk

(
− λγ

2 (1 + γ)

)

(23)

where,

φk ≡
⎧
⎨

⎩

1; k < m

1 +
1
γ

; k = m
(24)
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Abstract. A multicarrier signal can be seen as a Gabor family whose
coefficients are the symbols to be transmitted and whose generators are
the time-frequency shifted pulse shapes to be used. In this article, we
consider the case where the signaling density is increased such that inter-
pulse interference is unavoidable.

Such an interference is minimized when the Gabor family used is a
tight frame. We show that, in this case, interference can be approximated
as an additive Gaussian noise. This allows us to compute theoretical and
simulated bit-error-probability for a non-coded system using a quadra-
ture phase-shift keying constellation. Such a characterization is then used
in order to predict the convergence of a coded system using low-density
parity check codes. We also study the robustness of such a system to
errors on the received bits in an interference cancellation context.

Keywords: Multicarrier modulations · Faster-than-Nyquist signaling ·
Linear system · Optimal pulse-shapes · Gabor frames · Interference
analysis · Interference cancellation · Low-density parity check codes

1 Introduction

In most of current communication systems, the linear part allows for perfect
symbol reconstruction: the synthesis and analysis families used in the trans-
mitter and the receiver form biorthogonal frames (also known as Riesz bases).
In a single-carrier bandlimited scenario, this requires the Nyquist criterion to
be respected [7]. In other words, the transmission rate must be lower than the
bilateral bandwidth of the transmitted signal.

With an increasing need of spectral efficiency driven by overcrowded fre-
quency bands, the main strategy relies on an increase of constellation size while
keeping a constant transmission power, bandwidth and symbol rate (below the
Nyquist limit). This choice induces a decrease of the distance between symbols,
and the transmitted signal becomes more sensitive to noise, thus increasing bit-
error-probability [5].
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A more unusual way to improve spectral efficiency is to increase the symbol
rate until the Nyquist criterion is overridden, leading to unavoidable inter-pulse
interference (IPI). This idea has been proposed by J. Mazo under the denomina-
tion “faster-than-Nyquist” (FTN) [6]. He showed that an increase up to approx-
imately 25 % of the Nyquist symbol rate keeps the minimal distance between
symbols unchanged. As a consequence, considering the work of G.D. Forney on
the optimal detection in presence of inter-symbol interference, one can preserve
an acceptable bit-error-probability at the price of a greater computational com-
plexity at the receiver side [5] (e.g.: maximum likelihood approaches...).

FTN transmission techniques can be extended to multicarrier modula-
tions [9]. In this case, denoting F0 the inter-carrier spacing and T0 the mul-
ticarrier symbol duration, it can be shown that if ρ = 1/(F0T0) > 1 then the
synthesis and analysis families, respectively used for transmission and reception,
can no longer be biorthogonal but can still form overcomplete frames [3]. This
leads to IPI both in time and/or frequency. Numerous studies focus on the real-
ization of coded multicarrier FTN systems using, in particular, series or parallel
concatenations [10] as well as turboequalization techniques [4]. Studies of these
latter systems over additive white Gaussian noise (AWGN) channels show great
performance, confirming their relevance, even if their intrinsic complexity makes
their design and performance comparison particularly demanding in terms of
simulation time.

In this article, we study a linear multicarrier system operating with over-
complete Gabor frames (i.e.: a generalization of an FTN system), as it plays a
fundamental role in practical systems, including decision feedback and iterative
structures (e.g.: turboequalizers). Our work includes guidelines for the design
of such systems over an additive white Gaussian noise (AWGN) channel, only
based on the linear part of the system. First of all, we focus on the determina-
tion of the expression of the bit-error-probability of our linear system provided
that tight frames are used, as prescribed in [11] in order to maximize the signal
to interference plus noise ratio (SINR). Secondly, we investigate the behavior
of interference cancellation receivers in this context. Finally, we show how the
bit-error-probability closed-form expression of the linear system can be used to
guide the design of more complex structures (including iterative receivers such
as turboequalizers).

This article is constructed as follows. Section 2 details the input-output rela-
tions of the system in presence of noise, based on the frame theory. This theoretical
framework allows for the determination of the SINR and the theoretical bit-error-
probability, based on the assumption of normality of the interference. Section 3
first aims for the study of the statistical properties of the interference in an empir-
ical way, as to confirm the relevance of its Gaussian approximation. We then
present bit-error-rate (BER) simulations aiming at the verification of our theoret-
ical results, and an example of how our closed-form expression of the error prob-
ability can predict the performance of a coded system is presented through the
simulation of a non-linear system using low-density parity check (LDPC) codes.
The last simulation scenario analyzes the relevance of interference cancellation
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techniques in this communication context. Finally, conclusions and insights are
presented in Sect. 4.

2 System Model

2.1 Input-Output Relationship in Presence of White Gausssian
Noise

Let us denote c = {cm,n}(m,n)∈Λ ∈ �2(Λ) with Λ ⊂ Z2, a sequence of zero-
mean, independent and identically distributed coefficients. Its variance is σ2

c .
The multicarrier signal is then written as:

s(t) =
∑

(m,n)∈Λ

cm,ngm,n(t), t ∈ R (1)

with g = {gm,n}(m,n)∈Λ a Gabor family, with parameters F0, T0 > 0 and whose
elements are given by the generator filter (also known as prototype) g(t) ∈ L2(R)
such as:

gm,n(t) = g(t − nT0)ej2πmF0t. (2)

As a result, the information carried by c is regularly spread in the time-frequency
plane (Fig. 1) with a minimum distance F0 in frequency and T0 in time.

t

f

T0

F0

Fig. 1. Representation of a transmitted signal in the time-frequency plane. Here, the
generator filter g and the parameters of the lattice allow for a separation in the fre-
quency domain, but not in the time domain.

In a real case scenario, we usually have Λ = {0, . . . , M − 1} × {0, . . . , K − 1}
where M,K are strictly positive integers representing respectively the number
of subcarriers and the number of multicarrier symbols to be transmitted. Such
a restriction to a finite signaling set induces the convergence of the sum in (1).
Nevertheless it can still contain a large amount of terms, so it is important to
make it stable. Denoting Hg = Vect(g) the closure of the linear span of the
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family g1, the stability of (1) is guaranteed when g is a Bessel sequence, which
means that we can find an upper bound Bg > 0 such as:

∑

(m,n)∈Λ

| 〈gm,n, x〉 |2 ≤ Bg ‖x‖2 , ∀x ∈ Hg (3)

where 〈·, ·〉 and ‖·‖ are the usual inner product and norm defined ∀x, y ∈ L2(R)
by

〈x, y〉 =
∫ +∞

−∞
x∗(t)y(t) dt, ‖x‖ =

√
〈x, x〉 (4)

respectively, with x∗ the complex conjugate of x. In order to retrieve the data c
from the knowledge of s(t), it is furthermore necessary (and sufficient) for g to
be a linearly independent family. Hence g is a Riesz basis of Hg, in other words
a family for which we can find 0 < Ag ≤ Bg such that:

Ag ‖x‖2 ≤
∑

(m,n)∈Λ

| 〈gm,n, x〉 |2 ≤ Bg ‖x‖2 , ∀x ∈ Hg. (5)

In this case, the density ρ of g is necessarily lower than or equal to one: ρ =
1/(F0T0) ≤ 1. On the contrary, in order to increase the spectral efficiency of
the system (for a fixed number of bits per symbol), this article focuses on the
case where ρ > 1. Thus, this increase in spectral efficiency is counterbalanced by
an induced interference. In a linear receiver, this interference can be considered
as an noise leading to an increased error probability. Indeed, when ρ > 1, g is
necessarily a linearly dependent Gabor family, but it may be an overcomplete
frame of L2(R), i.e. a family for which (5) is valid not only for x ∈ Hg, but for
every x ∈ L2(R). In this case, (1) is always stable and Hg = L2(R). However, g
cannot be a basis of L2(R).

A linear receiver is considered as a first stage of a more complete FTN system
(necessarily non-linear in order to yield acceptable performance). In this context,
the estimated symbols ĉ = {ĉp,q}(p,q)∈Λ are given by

ĉp,q = 〈ǧp,q, r〉 , ∀(p, q) ∈ Λ (6)

where ǧ = {ǧm,n}(m,n)∈Λ is a reception family, r(t) = s(t)+n(t) is the signal seen
by the receiver and n(t) is a zero-mean white complex circular noise independent
from the symbols, and whose bilateral power spectral density is γn(f) = 2N0 for
f ∈ R : E(n(t)) = 0 and E(n∗(t)n(t′)) = 2N0δ(t − t′), with E(·) the expectation
operator.

1 The closure of a normed vector space E contains all the elements of E, together with
its limit elements. For example, the closure of the set of the rational numbers is the
set of the real numbers.
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2.2 Interference and Noise Analysis

By rewriting (6), we can clearly identify the interference and noise terms:

ĉp,q = cp,q 〈ǧp,q, gp,q〉︸ ︷︷ ︸
c̃p,q :useful signal

+
∑

(m,n)∈Λ\{(p,q)}
cm,n 〈ǧp,q, gm,n〉

︸ ︷︷ ︸
ip,q :interference

+ 〈ǧp,q, n〉
︸ ︷︷ ︸
np,q :noise

. (7)

We already showed in [11] that the SINR is maximized when ǧ and g are dual
canonical (Ag = 1/Aǧ and Bg = 1/Bǧ) tight (Ag = Bg and ǧ = g/Ag) frames.
This leads to the following expressions:

Es =
1
2
σ2

c ‖g‖2 =
σ2

cAg

2ρ
, (8)

σ2
i = E(|ip,q|2) = (ρ − 1)σ2

c , (9)

σ2
n = E(|np,q|2) = 2

ρ

Ag
N0 (10)

with Es the per-symbol energy, σ2
i the variance of the interference and σ2

n the
variance of the filtered noise. The SINR is then written as

SINR =
1

ρ − 1 + N0
Es

. (11)

We can see that the interference term ip,q is a random variable independent from
the noise and corresponding to the sum of a large number of random variables
c̃m,n which are zero-mean, independent, following the same type of law but with
different variances σ2

c̃m,n
:

c̃m,n = cm,n 〈ǧp,q, gm,n〉 and σ2
c̃m,n

= σ2
c | 〈ǧ, gm−p,n−q〉 |2. (12)

All the conditions for applying the central limit theorem are thus not fulfilled
but, as shown by our simulations in Subsect. 3.1, the Gaussian approximation is
accurate for the sake of error-probability estimation. That is why in the following,
we will assume the interference ip,q to be a normal zero-mean random variable
independent from the noise. This is analogous to a case where the symbols would
have been transmitted through an AWGN channel characterized by a signal-to-
noise ratio given by (11). It is interesting to note that the noise term np,q is
zero-mean and Gaussian, but not necessarily white.

2.3 Theoretical Error Probability

We now restrict our analysis to the case where the symbols c are taken from a
quadrature phase-shift keying (QPSK) constellation. In that case, given the fact
that both the noise and the interference are considered Gaussian, the bit error
probability for a transmission through an AWGN channel is given by

Pe = Q
(√

SINR
)

= Q

(√
1

(ρ − 1) + N0
2Eb

)

(13)
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where Q(·) is the complementary cumulative distribution function of a standard
normal distribution and Eb = Es/2 the per-bit energy.

3 Simulations

3.1 Empirical Study of the Interference Term

In this part, we discuss the relevance of the Gaussian approximation of the inter-
ference. To this extent, we measure 3.6 × 106 realizations of the interference ip,q

term by performing a transmission of M = 64 subcarriers over K = 50000 mul-
ticarrier symbols for different values of ρ, using a QPSK constellation and tight
frames. The variance of the obtained samples is then normalized thus giving
standardized versions of ip,q depending on ρ, whose empirical probability den-
sity functions and cumulative distribution functions (CDF) are comparable. The
behavior described here has been observed to be similar with both the real and
the imaginary part of ip,q, and for various prototypes forming tight frames.

Considering a transmission over a noise-free perfect channel (SINR =
1/(ρ−1)), zero-mean, independent and identically distributed bits, and denoting
Fi,ρ(x) the complementary CDF (CCDF) of the interference given a density of
ρ, we can express the bit-error-probability as

Pe(ρ) = 1 − Fi,ρ

(√
SINR

)
= 1 − Fi,ρ

(√
1

ρ − 1

)
. (14)

In order to assess the Gaussian approximation, we compare the values of the
functions Pe(ρ) and Q

(√
1

ρ−1

)
for various ρ on Fig. 2. Even though the inter-

ference cannot be characterized by a Gaussian distribution, we can see that
the relative approximation error is negligible, except for ρ close to one, in this
context of error probability estimation. Our simulations furthermore revealed
that the Gaussian approximation then constitutes an upper bound for the bit-
error-probability. This result ensures that the Gaussian approximation can be
safely used for multicarrier FTN communication system design and engineering,
provided that tight frames are used.

3.2 Linear System Performance

The simulations presented in this part consist in the transmission of K = 5000
multicarrier symbols over M = 128 subcarriers with a QPSK constellation. They
were run for various prototypes. The prototypes maximizing the time-frequency
localization (TFL) and minimizing the out-of-band energy (OBE) [8] form tight
frames, as shown in [11] thanks to the Wexler–Raz theorem [3, Theorem 9.3.4]. It
is as well the case for the square-root-raised-cosine (SRRC) with roll-off factor
α = ρ − 1 and the T0-width rectangular (RECTT0) prototypes. When such a
prototype is used both in transmission and reception, it is sufficient to set its
norm to 1/

√
ρ in order to obtain dual canonical tight frames with Ag = 1.
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Fig. 2. Comparison of the real CCDF of the interference varying on ρ and its Gaussian
approximation.

Although the rectangular prototype of width ρT0 and T0 are able to form dual
frames, they are not canonical dual. In addition, the pair of frames produced is
non-tight so that using it in transmission and reception does not lead to a pair
of canonical dual tight frames.

Figure 3 exhibits the perfect prediction of the SINR by (11) when the pro-
totypes used in transmission and reception form a dual canonical tight pair of
frames. In addition, Fig. 4 confirms the accuracy of the expression of the bit-
error-probability (13) and the relevance of the Gaussian approximation of the
interference, although we can see its limits for strong Eb/N0 (≥ 14 dB) and ρ
close to 1 (ρ = 16/15).

In terms of performance, for this kind of non-coded multicarrier FTN system,
Fig. 4 shows that the bit-error-rate (BER) rapidly rises with the density. We can
also see on Fig. 5 that a lower-bound of the BER appears when the power of the
noise becomes negligible compared to the one of the interference. In addition,
and in accordance with the expression of the SINR, the performance gets worse
if the frames used are not tight nor canonical dual. Theses results confirm the
needs to develop non-linear detectors allowing for a more efficient IPI mitigation.

3.3 Use in a Coded System with Iterative Decoding

BER curves of systems using efficient coding schemes such as turbocodes or
LDPC are characterized by a so-called “convergence threshold” [2] which is the
Eb/N0 value from which the coded system achieves better performance than the
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g = ǧ : RECTT0
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Fig. 4. BER as a function of ρ, with Eb/N0 = 20 dB.
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Fig. 5. BER as a function of Eb/N0, with ρ = 16/15.

uncoded one. Given an AWGN channel, it is also possible to characterize the
coded system with a curve presenting the BER at the output of the decoder
(denoted as “output BER” - BERout) varying with the BER at the input of the
decoder (denoted as “input BER” - BERin) as in Fig. 6. On this kind of curve,
the convergence threshold is found at a given input BER. As a consequence, and
thanks to the expression of the error probability (13), it is possible to determine
the optimal density ρ allowing the coded system to converge given an arbitrary
value of Eb/N0.

As an example, Fig. 6 shows that a coded system using the LDPC code of
rate 1/2 specified in the DVB-S2 specification [1] has its convergence threshold
for an input BER of approximately 0.15. On Fig. 7, we can see that when used
with a multicarrier FTN system using tight frames, the coded system converges
as expected when the input BER goes below 0.15, at Eb/N0 = 2 dB.

3.4 Performance with Interference Cancellation

From the expression of the bit error probability (13) it is obvious that the
FTN linear system shows worse performance compared to the orthogonal case.
Besides, from the expression of the received signal (7), one can notice that the
performance of the orthogonal system can be retrieved by removing the interfer-
ence induced by the FTN system, allowing for an improvement of the spectral
efficiency of the transmission while keeping the same BER.

Such an interference cancellation (IC) is usually performed by estimating the
received symbols, then computing the interference term from these estimations
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and substract it to the received signal. Given that this estimation might not be
perfect, it is interesting to assess the behavior of this system in presence of errors
on the estimated symbols. To fulfill that purpose, we implemented the pseudo-
genie receiver depicted by Fig. 8. The difference with a “true genie” receiver is
that its knowledge of the transmitted symbols is corrupted by a binary symmetric
channel inducing an error probability Pe,genie on the bits used to compute the
interference term.

Figure 9 presents the performance of this system, simulated by the trans-
mission of K = 5000 multicarrier symbols over M = 32 subcarriers using a
TFL prototype and a QPSK constellation. We can see that it is quite robust to
the presence of errors on the bits used to compute and cancel the interference,
which gives an insight on how non-linear receivers using interference cancella-
tion (such as decision feedback or turboequalization) could efficiently prevent

Bits → symbols
mapping

Multicarrier
modulation

Multicarrier
demodulation

−
Threshold
comparator

Symbols → bits
mappingEstimated bits

Interference term
computation

Binary Symmetric
Channel

Bits

Noise

Fig. 8. Synoptic of the pseudo-genie IC receiver.
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Fig. 9. BER as a function of Eb/N0, with a pseudo-genie receiver, ρ = 4/3, a TFL
prototype and Pe,genie ∈ {10−1, 10−2, 10−3}.
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inter-carrier interference. Although not presented here, we ran simulations with
other prototypes yielding tight frames, and obtained similar results.

4 Conclusion

Through this article, we specified a linear multicarrier system based on the use
of overcomplete Gabor frames, allowing an increase in signaling density in the
time and/or the frequency domain and leading to a bidimensional FTN system.
Consequently, an increase of the spectral efficiency beyond (bi)-orthogonal sys-
tems (for a given constellation size) yields interference between pulse-shapes.
Such interference can be mitigated by the use of tight frames within the context
of a linear system. Furthermore, we showed that interference cancellation based
on noisy estimates of the transmitted symbols (pseudo-genie receiver) can lead
to the same BER as orthogonal systems, but at a higher bitrate.

The results presented in this article allow the ability to relatively compare the
performance of FTN multicarrier systems based on the parameters of their linear
part (e.g.: time-frequency lattice density, transmission/reception filters...). Sec-
ondly, we showed how the knowledge of this performance can help the design of
more complex receiver structures (e.g.: LDPC/turbodecoders, turboequalizers)
by predicting their behavior.

Future work may consist in the analysis and efficient implementations of
various multicarrier non-linear systems based on tight frames, and transmissions
over more complex channels.
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Abstract. In this paper, we address the problem of power minimization
under rate constraint for a multi-carrier-based underlay cognitive radio
(CR) network. In fact, both primary users (PUs) and secondary users
(SUs) employ either orthogonal frequency-division multiplexing (OFDM)
or filter bank based multi-carrier (FBMC). The problem is formulated
as a non-cooperative interference pricing-based game (NPBG) in order
to circumvent the coupling primary interference constraint and also to
propose distributed solutions. We provide a sufficient convergence con-
dition to a Nash-equilibrium (NE) point for the modified water-filling
algorithm. Moreover, we propose a distributed algorithm that always
converges to a unique NE of the NPBG. Simulation analyses are then
provided to demonstrate the efficiency of our proposed distributed algo-
rithms. Furthermore, the simulations enhance the advantages of using
FBMC as a modulation technique if compared to OFDM.

Keywords: FBMC · OFDM · Cognitive radio · Game theory · Resource
allocation

1 Introduction

New paradigms that can enable efficient spectrum utilization emerge to antici-
pate shortages of radio spectrum in wireless networks that face increasing number
of demand from users. Cognitive radio (CR) is proposed as an appealing technol-
ogy capable of not only improving the spectrum utilization, it can also enhance
efficiency of spectrum sharing in wireless networks. This can be done by dynami-
cally allocate radio spectrum by permitting unlicensed users; the secondary users
(SUs) to access the frequency band of the primary users (PUs).

There exist two paradigms for the operation of CR technology: opportunistic
and concurrent spectrum access [1–3]. In an opportunistic spectrum access sce-
nario, SUs are permitted to communicate only when the PUs are detected to be
inactive. On the contrary, SUs are allowed to transmit simultaneously with the
PUs in a concurrent spectrum access scenario, provided the quality of service
(QoS) of the PUs is not degraded by the activity of the SUs. In this paper, we
mainly focus on the second paradigm.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016

D. Noguet et al. (Eds.): CROWNCOM 2016, LNICST 172, pp. 400–411, 2016.

DOI: 10.1007/978-3-319-40352-6 33



Power Allocation for Asynchronous CR 401

Multi-carrier modulation techniques such as the orthogonal frequency division
multiplexing (OFDM) are eligible for the physical layer of CR networks [4]. For CR
networks that experience asynchronous transmission due to lack of cooperation
among the users, OFDM may sacrifice data rate transmission because of imperfect
time and frequency synchronization. Its high spectral efficiency makes filter bank
multi-carrier (FBMC) an alternative to conventional OFDM for transmission over
CR networks.

For asynchronous multi-carrier-based CR networks, judicious resource allo-
cation is required to mitigate the effect of inter-carrier interference. The problem
of resource allocation for asynchronous underlay CR networks employing FBMC
and OFDM was greatly studied over the past decade [5–7]. In [5], the authors
addressed the downlink resource allocation for a CR network consisting of a sin-
gle PU and a single SU. The same scenario as [5] was investigated in [6], yet by
considering the uplink case. In [7], Shaat et al. proposed a modified water-filling
solution to the problem of downlink rate maximization multi-cell CR network.

In this paper, we investigate the problem of sum power minimization sub-
ject to rate constraint for downlink asynchronous underlay CR networks with
FBMC and OFDM. To the best of our knowledge, no other research group has
addressed this issue. Motivated by [8,9], we formulate the problem as a non-
cooperative interference pricing-based game (NPBG). In order to keep a distrib-
uted resource allocation, the couple primary interference constraint is embedded
into the utility function by mean of pricing. The optimal power allocation strat-
egy for each secondary BS is given by the modified water-filling. We provide a
distributed sufficient convergence criterion for the water-filling algorithm. Fur-
thermore, we theoretically demonstrate that our proposed NPBG converges to
a Nash-equilibrium (NE) point whenever the convergence criterion is met. In
addition to that, we proposed a new distributed algorithm (NDA) to solve the
NPBG game. The NDA always converges to a unique NE point. The efficiency
of the proposed methods is validated through extensive simulations results.

The rest of this paper is organized as follows: in Sect. 2, we describe the
system model together with the problem formulation. In Sect. 3, we introduce
a distributed convergence criterion for the water-filling. The new distributed
approach that converges to a unique NE point is provided in Sect. 4. Numerical
results highlighting some important features of our proposed schemes are given
in Sect. 5. Finally, the work is concluded in Sect. 6.

2 System Model and Problem Formulation

Consider a multi-carrier based underlay spectrum sharing CR network that con-
sists of K active primary users and S active secondary users. Each active PU and
SU is formed by a single transmitter-receiver pair. The total spectrum is divided
into L subcarriers. Each subcarrier has a bandwidth B. We consider a down-
link transmission where all mobile terminals (MT) and BSs are equipped each
with a single antenna. In this configuration, the PUs do not interfere with each
other and have a fixed transmission power scheme regardless of the transmission
strategy used by the SUs.
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The systems that coexist in the network do not cooperate with each other.
Moreover, there exists no synchronization neither between any two secondary
BSs nor between a secondary BS and a primary BS. Lack of cooperation cou-
pled with asynchronism will create inter-carrier interference which may have
detrimental effect on the overall performance of the network. The study of inter-
carrier interference was done in [10] where Medjahdi et al. quantified the num-
ber of subcarriers affected by interference generated from a given subcarrier. It
was demonstrated in [10] that 17 and 3 neighbouring subcarriers suffered from
inter-carrier interference in the case of OFDM and FBMC, respectively. The
interference weight vector that was derived in [10] can be summarized as

V OFDM =
[{705, 89.4, 22.3, 9.95, 5.6, 3.59, 2.5, 1.84, 1.12} × 10−3]

V FBMC =
[
8.23 × 10−1, 8.81 × 10−2] (1)

The interference coefficients will be used throughout this work. In subsequent sections,
the interference weight vector is denoted as V = [V0, . . . , VS ] where S = 1 in the case
of FBMC and S = 8 for OFDM.

Due to the distributed nature of CR network, all secondary MTs use single user
detection i.e., interference caused by other SUs and the PUs are treated as noise. We
assume that channel gains which include path loss and shadowing change sufficiently
slowly to be considered unchanged during each scheduling interval. Perfect knowledge
of channel state information (CSI) is available at each BS. The CSI between secondary
BS and primary MT can be periodically measured by a band manager [11]. Also, the
MTs can estimate the CSI and feed it back to their respective serving BS.

Denote P l
s the power that the sth secondary BS allocates on the lth subcarrier.

Let Ps �
(
P 1

s , · · · , P L
s

)�
be the power allocation vector of the sth secondary BS and

P−s � {Pj}j∈{1,··· ,s−1,s+1,··· ,S} the set of transmit power of all other secondary BSs.
P = (P1, · · · ,PS)� denote all secondary BSs power vector. Gl

s,s is the channel gain
between secondary BS s and its served MT on subcarrier l. Gl

s,j denote the channel
gain between BS of SU s and MT of SU j on subcarrier l while Gl

s,k is the channel gain
between BS of SU s and receiver of the PU k within the lth subcarrier. The achievable
data rate of the secondary MT s is given by

Rs(Ps,P−s) =

L∑

l=1

B log2

(

1 +
P l

sG
l
s,s

N
l
s + Il

s

)

(2)

where

Il
s =

S∑

j �=s

L∑

l′=1

P l′
j V|l−l′|G

l′
j,s, and N

l
s = N0 +

K∑

k=1

L∑

l′=1

P l′
k V|l−l′|G

l′
k,s

N0 denotes the thermal noise on a subcarrier and Gl
k,s, the channel gain between the

kth primary BS and the mobile terminal of SU s.
For underlay CR networks, secondary users can simultaneously with the PUs com-

municate on the same frequency band provided that the degradation induced on the
QoS of the primary users is tolerable. This is captured by preventing the per subcarrier
total interference caused by SUs activity to the kth PU from exceeding a predefined
threshold.

S∑

s=1

L∑

l′=1

P l′
s Gl′

s,kV|l−l′| ≤ Il,max
k , ∀k, ∀l (3)
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The main bottleneck of (3) is that the interference constraint does include the power
of all secondary users. Circumvent this coupling constraint is of great important since
we ought to provide distributed solutions.

In this work, we formulate the transmission strategy of the SUs as a noncooperative
game. Let Ps be the feasible set of the transmission strategy of secondary BS s.

Ps(P−s) �
{
Ps : Rs(Ps,P−s) ≥ R̂s, P l

s ≥ 0, ∀l
}

where R̂s is the rate constraint of the SU s. To deal with the coupling PUs interference
constraint that is not incorporated in the feasible set, we introduce a pricing in the
secondary utility function which is given by

U(Ps; μ) �
L∑

l=1

P l
k +

K∑

k=1

L∑

l=1

μl
k

L∑

l′=1

P l′
s Gl′

s,kV|l−l′| (4)

by rearranging the terms on the left hand side, we have

U(Ps; μ) �
L∑

l=1

P l
s +

L∑

l=1

P l
s

⎛

⎜
⎝

K∑

k=1

Gl
s,k

⎛

⎜
⎝

L∑

l′∈Il
s,k

μl′
k V|l−l′|

⎞

⎟
⎠

⎞

⎟
⎠

where Il
s,k represents the set of subcarrier of kth primary BS that suffers from inter-

ferences generated by the lth subcarrier of the s-th secondary BS. μ = (μ1, · · · , μK)�

where μk = (μ1
k, · · · , μL

k )� represents the vector prices set by the kth PU due to the
activity of SUs. The prices are chosen such that the complementary conditions are
met, i.e.,

μ ≥ 0

μl
k

( S∑

s=1

L∑

l′=1

P l′
s Gl′

s,kV|l−l′| − Il,max
k

)

= 0, ∀k, l
(5)

Clearly, the prices set by the PUs aim to control the interference generated by the sec-
ondary users. It is straightforward to see that the vector of prices will be null whenever
the interference generated by the SU is less than the interference threshold.

Denote G = {S, {Ps}, {Us}}, the non-cooperative pricing-based game (NPBG).
S = {1, 2, · · · , S} represents the index set of the secondary BSs. Us and Ps denote the
utility function and the strategy space for secondary BS s, respectively.

In this paper, each SU selfishly minimizes its utility function while satisfying its
rate constraint. More specifically, the game is formulated as

NPBG : min
Ps∈Ps(P−s)

U(Ps; μ), ∀s ∈ S (6)

For a fixed prices μ�, a strategy profile P� is said to be a pure-strategy Nash equilibrium
(NE) if no single SU has the incentive to unilaterally change its own transmission power
to achieve a lower utility function.

3 Convergence Criterion

For any fixed and non-negative pricing μ and power allocation P−s, the optimal solu-
tion of problem (6) is given by the modified water-filling, i.e.,

P l
s =

⎡

⎢
⎣

νs
B
ln 2

1 +
∑K

k=1 Gl
s,k

(∑L
l′∈Il

s,k
μl′

k V|l−l′|
) − N

l
s + Il

s

Gl
s,s

⎤

⎥
⎦

+

(7)
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where [x]+ � max(x, 0) and νs is the Lagrangian multiplier associated to the rate
constraint. Let ν = (ν1, · · · , νS), (7) can be compactly written as

P = Ξ(ν, μ) − G−1N − G−1GP (8)

where Ξ(ν, μ), G−1, N, G are defined in (9). More specifically, 0s denotes a L × L
zero entry matrix and G is the interference matrix of the entire secondary system.

G = diag
(
G1

1,1, · · · , GL
1,1, · · · , G1

S,S , · · · , GL
S,S

)
,

N = (N
l
1, · · · , N

L
1 , · · · , N

1
S , · · · , N

L
S)�, Ξ(ν, μ) � (ξ(ν1, μ), · · · , ξ(νS , μ))�

ξ(νs, μ) �

⎛

⎜
⎝

νs
B
ln 2

1 +
∑K

k=1 Gl
s,k

(∑L
l′∈Il

s,k
μl′

k V|l−l′|
) , · · · ,

νs
B
ln 2

1 +
∑K

k=1 GL
s,k

(∑L
l′∈IL

s,k
μl′

k V|L−l′|
)

⎞

⎠

�

G �

⎛

⎜
⎜
⎜
⎜
⎜
⎝

01 G12 . . . G1S
G21 02 . . . G2S

...
...

. . .
...

GS1 GS2 . . . 0S

⎞

⎟
⎟
⎟
⎟
⎟
⎠

,

Gj,s =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

G1
j,sV0 G2

j,sV1 . . . GL
j,sV|L−1|

G1
j,sV1 G2

j,sV0 . . . GL
j,sV|L−2|

...
...

. . .
...

G1
j,sV|L−1| G2

j,sV|L−2| . . . GL
j,sV0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(9)

At the nth iteration, for any fixed, μ, the modified water-filling function denoted
as ψ can be expressed as

P(n) = ψ
(
P(n−1), μ(n−1)

)
= Ξ(ν, μ(n−1)) − G−1G − G−1GP(n−1) (10)

Now, we proceed to define the price update.

Definition 1. [9] Let {n
l,t(k,l)
k }∞

t(k,l)=1 of {n}∞
n=1 be a unique subsequence associated

with μl
k, the asynchronous price update is defined as the price update approach in which

each is updated only at time instances {n
l,t(k,l)
k }∞

t(k,l)=1.

By using Definition 1, problem (6) can be solved by iteratively solving (10). The pro-
posed approach is summarized as follow.
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Algorithm 1. Iterative modified water-filling algorithm for solving (6)
1: Input A solution accuracy ε > 0 and a feasible P0.
2: Initialize μ(0),ν(0), set n = 0 and let t(k, l) = 1;
3: repeat
4: n = n + 1;
5: Find Pn by using (10);
6: For each secondary BS s, update ν

(n)
s by using bisection method.

7: Asynchronous update of the interferences prices μl
k, ∀k, l

μ
l,(n)
k =

⎧
⎨

⎩

[
μ

l,(n−1)
k + δ

(
I

l,(n)
k − Il,max

k

)]+
, if n + 1 = n

l,t(k,l)
k

μ
l,(n−1)
k , otherwise

If n + 1 = n
l,t(k,l)
k then t(k, l) = t(k, l) + 1;

8: until n > N or
∣
∣
∣
(
U(P(n)

s ;μ) − U(P(n−1)
s ;μ)

)
/U(P(n−1)

s ;μ)
∣
∣
∣ ≤ ε, ∀s

9: Output Pn.

where
∑S

s=1

∑L
l′ P l′,n

s Gl′
s,kV|l−l′| = Il,n

k and δ ∈ (0, 1) is a coefficient to control the
convergence speed of the price update. The following lemma captures the convergence
of the interference prices. See [9] for the proof.

Lemma 1. The sequence of interferences prices {μ(n)}∞
n=1 generated by Algorithm 1

converges, i.e.,
lim

n→∞
μ(n) = μ�

Now, we provide a sufficient criterion for convergence of the proposed Algorithm 1 to
a unique NE point of the game G. This is done in the following theorem.

Theorem 1. The sequence {P(n)}∞
n=1 generated by the proposed Algorithm 1 converges

to a unique NE regardless of the initial power allocation value if

S∑

j=1,j �=s

∑L
l′=1 V|l−l′|G

l′
j,s

Gl
s,s

≤ 1, ∀s, l (11)

Proof: The proof of Theorem 1 follows the step of the proof of [9, Theorem 4]. Due to
limited space, we leave the details for future publication. �

4 New Distributed Scheme

From Theorem 1, we notice that our proposed Algorithm 1 converges to a unique NE
point only if the sufficient convergence condition is met. In this section, we propose
a distributed algorithm that always convergences to a unique NE point of G. This is
done by providing a new distributed convergence criterion that can be embedded into
problem (6).

The power allocation to solve (6) can be done by

P l
s = γl

s

(
N

l
s

Gl
s,s

+

∑S
j �=s

∑L
l′=1 P l′

j V|l−l′|G
l′
j,s

Gl
s,s

)

(12)
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where γl
s is the signal-to-interference-plus-noise ratio (SINR) for secondary user s on

subcarrier l. (12) can be compactly written as

P = G−1ΓGP + G−1ΓN (13)

where Γ = diag
(
γ1
1 , · · · , γL

1 , · · · , γ1
S , · · · , γL

S
)
. For a fixed SINR Γ, at the nth iteration,

the power allocation function φ is expressed as

P(n) = φ
(
P(n−1),Γ

)
= G−1ΓGP(n−1) + G−1ΓN (14)

Theorem 2. The power allocation scheme (14) converges to a unique fixed point for
any arbitrary starting point if

γl
s

(∑S
j �=s

∑L
l′=1 V|l−l′|G

l′
j,s

)

Gl
s,s

< 1, ∀s, l (15)

Proof: Given an arbitrary initial power P(0), we have
∥
∥
∥P

(n+1) − P(n)
∥
∥
∥ =

∥
∥
∥G

−1ΓG
(
P(n) − P(n−1)

)∥
∥
∥ ≤ ζn+1

∥
∥
∥P

(1) − P(0)
∥
∥
∥ (16)

where κ = max1≤s≤S
1≤l≤L

γl
s

(∑S
j �=s

∑L
l′=1 V|l−l′|G

l′
j,s

)

Gl
s,s

. It follows that for ∀n, M ≥ 0,

∥
∥
∥P

(n+M) − P(n)
∥
∥
∥ =

M∑

m=1

∥
∥
∥P

(n+m) − P(n+m−1)
∥
∥
∥

(b)

≤ ζn

1 − ζ

∥
∥
∥P

(1) − P(0)
∥
∥
∥ (17)

(b) is verified if
γl

s

(∑S
j �=s

∑L
l′=1 V|l−l′|G

l′
j,s

)

Gl
s,s

< 1, ∀l, ∀s. Hence, we obtain a Cauchy

sequence which is a convergent sequence. Moreover, it is straightforward to demonstrate
that φ(·) is a contraction function. Therefore, the power allocation scheme converges

to a unique fixed point [12] P� =
(
I − G−1ΓG

)−1
G−1ΓN. �

Remark 1. First, the criterion in Theorem 2 is a convergence condition per subcarrier.
Secondly, we notice that when l = 1, our proposed sufficient condition (15) coincides
with the convergence criterion given in [13] for the water-filling.

To be able to use (12) as a solution to the NPBG, the value of γl
s, ∀s, l is required.

From (12), we see there exists a one-to-one mapping from P l
s to γl

s, ∀s, l. This one-to-

one mapping is defined by P l
s = γl

sÎ
l
s where

Îl
s �

(
N

l
s +

∑S
j �=s

∑L
l′=1 P l′

j V|l−l′|G
l′
j,s

)

Gl
s,s

Define the following variable

Cl
s � Gl

s,s
∑S

j �=s

∑L
l′=1 V|l−l′|Gl′

j,s

Let Γs = (γ1
s , · · · , γL

s )� be the SINR vector for secondary user s. At the nth round,

Γ
(n)
s can be found by solving the following convex optimization problem
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max
Γs≥0

L∑

l=1

γl
sÎ

l,(n−1)
s

⎛

⎜
⎝1 +

K∑

k=1

Gl
s,k

⎛

⎜
⎝

L∑

l′∈Il
s,k

μl′
k V|l−l′|

⎞

⎟
⎠

⎞

⎟
⎠

s.t. R̂s ≤
L∑

l=1

B log2

(
1 + γl

s

)

γl
s ≤ Cl

s − δ1, ∀l

(18)

The optimal solution of problem (18) is given by

γl�

s =

⎡

⎢
⎣

λs
B
ln 2

Î
l,(n−1)
s

(
1 +

(∑K
k=1 Gl

s,k

(∑L
l′∈Il

s,k
μl′

k V|l−l′|
))) − 1

⎤

⎥
⎦

Cl
s−δ1

0

(19)

Where λs is the dual associated with the rate constraint. In fact, it is important to
notice that without the second constraint, problem (18) is equivalent to problem (6).
The criterion in (15) is embedded into the optimization problem (18) as a constraint
in order to assure the convergence of the algorithm to a fixed point. Notice that an
infinitesimal positive constant δ1 is deducted from the convergence criterion to relax
the constraint. The game G given in (6) is solved by alternately solving problem (18)
and substituting each γl

s, ∀s, l in (12). The proposed new algorithm is summarized as

Algorithm 2. New distributed algorithm to solve (6)
1: Input A solution accuracy ε > 0 and a feasible P0.
2: Initialize μ0, set n = 0 and let t(k, l) = 1;
3: repeat
4: n = n + 1;
5: Obtain Γ(n)

s , ∀s by solving problem (18);
6: Calculate P

l,(n)
s , ∀s, l by using (12).

7: Assychronous update of the interferences prices μl
k, ∀k, l

μl,n
k =

⎧
⎨

⎩

[
μl,n−1

k + δ
(
Il,n

k − Il,max
k

)]+
, if n + 1 = n

l,t(k,l)
k

μl,n−1
k , otherwise

If n + 1 = n
l,t(k,l)
k then t(k, l) = t(k, l) + 1;

8: until n > N or
∣
∣
∣
(U(Pn

s ;μ) − U(Pn−1
s ;μ)

)
/U(Pn−1

s ;μ)
∣
∣
∣ ≤ ε, ∀s

9: Output Pn.

From the structure of the proposed Algorithm 2, we see that it always con-
verges to a unique and fixed NE point of the game G, the solution is given by

P� =
(
I − G−1ΓG

)−1
G−1ΓN. The SINR vector will also converge. Due to space
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constraint, we leave the detailed proof of the SINR convergence for future publica-
tion. In Sect. 5, numerical analysis of the convergence of the SINR together with the
convergence of the interference prices will be provided.

To implement our proposed distributed Algorithms 1 and 2, the secondary MTs
need to measure the noise-plus-interference on each subcarrier at each iteration. This
value is then feeding back to the respective secondary BS. This operation is repeated
until convergence or stopping criterion of both algorithms is reached. Clearly, in terms
of signalling overhead, our proposed algorithms by using only local information need
little signalling overhead.

5 Numerical Results

In this section, the performance of our proposed algorithm is evaluated via numerical
results. All results are conducted using Monte Carlo simulation by averaging over 300
channel realizations. We consider an underlay CR network with 2 PUs and 5 SUs. The
secondary BSs are randomly located at a distance varying from 0.1 km to 0.5 km away
from the primary BSs. Each MT is uniformly located within a 0.5 km radius circle from
its serving BS. There are L = 32 subcarriers having each a bandwidth of B = 15 KHz.

The path loss model for the channel is LdB(d) = 128.1 + 37.6 × log10(d), where
d is the distance between a BS and a MT. The shadowing’s standard deviation is
6 dB and N0 = −174 dBm/Hz. The primary BS has a uniform power transmission
P l

p = Pmax
L

, ∀l with Pmax = 33dBm. The interference threshold Il,max
k is computed

by assuming only 10 % of the PU k interference-free achievable rate degradation is
permitted on subcarrier l, ∀l. Unless otherwise stated, R̂s = 30 Kbits/s. The maximum
number of iterations is N = 40 while δ1 = 10−5 and ε = 10−4.

To evaluate the proposed Algorithms 1 and 2, we also compare with the perfect
synchronization case denoted as PS. In this case, the interference weight is V PS = {1}
We will clearly see that asynchronism lead to a loss of performance. Our Algorithms
are initialized by assuming uniform power on each subcarrier mainly Pmax/L.
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Fig. 1. Average sum secondary power versus rate constraint (Color figure online)
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Fig. 3. Convergence behaviour of the interference price. (Color figure online)

Figures 1 and 2 portray the convergence properties and the performance of our
proposed Algorithm 1 for different multi-carrier modulation scheme. Figure 1 depicts
the evolution of the per secondary BS sum power. From Fig. 1, it can be clearly inferred
that the proposed Algorithm 1 converges irrespective of the modulation method. It is
important to observe the gap between the performance of PS and the one achieved
by OFDM and FBMC. This is the consequence of inter-carrier interference induced by
asynchronism and lack of cooperation.

Figure 2 depicts the performance of our proposed Algorithm 1 in terms of average
sum power versus per BS power rate constraint. We can see that the sum power achieved
by the proposed Algorithm 1 tends to increase as the rate constraint increases. From
Fig. 2, we also observe a gain varying from 21.98 % to 22.70 % between the sum power
with FBMC compared with the sum power achieved with OFDM.
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Fig. 4. Convergence behaviour of the SINR. (Color figure online)

Figure 3 demonstrates the convergence behaviour of the interference update of
Algorithm 2. The convergence of interference prices is only given only for the case
of FBMC. We observe that the interference prices of both primary BSs converge.

In Sect. 4, we stated that the SINR vector sequence {Γ(n)
s }∞

n=1, ∀s converges. We
prove our assertion by means of simulations. Indeed, Fig. 4 depicts the performance
of our proposed Algorithm 2. It shows the convergence behaviour of the SINR vec-
tor. From Fig. 4, we clearly observe that the sequence of the SINR vector converges
regardless of the multi-carrier modulation scheme.

6 Conclusion

In this work, we proposed two distributed algorithms to solve the problem of sec-
ondary sum power minimization for an underlay downlink asynchronous CR network
with OFDM/FBMC. The problem was reformulated as a pricing-based non-cooperative
game. We provide a sufficient convergence criterion to a NE point of the NPBG. More-
over, we provide a new algorithm that solves alternately power vector and SINR vector.
The new algorithm always converges to a unique fixed NE point. Furthermore, we have
through numerical results validated the efficiency of the proposed schemes. The simu-
lation results highlighted the advantages of using FBMC over OFDM for asynchronous
network.
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Abstract. There has been considerable discussion surrounding the bar-
riers to spectrum sharing in the literature. Among those is the ‘trust
gap’ that exists, according to the PCAST report. Trust is a complex
human construct that significantly includes risk. In this paper, we exam-
ine the risks faced by the different user classes proposed by the FCC for
sharing in the 3.5 GHz band. We argue that the “invisible hands” of spec-
trum sharing in this band is the balance between spectrum sharing gain
and associated risks. We find that both gains and risks can be linked to
the distance between incumbents’ systems and Citizen Broadband Radio
Services (CBRS)’ systems. The risk portfolio is linked to spectrum rights
that each tier has, since the rights they have determine risks and risk
mitigation strategies. We further propose a model to calculate spectrum
sharing utilities for different tiers. The optimized utility determines the
distance between incumbents and CBRS systems.

Keywords: Spectrum sharing · 3.5 GHz

1 Introduction

On April 21, 2015, Federal Communications Commission (FCC) released the
Report and Order (R&O) for the 3.5 GHz band [1]. In this document, FCC
describes the creation of “Citizens Broadband Radio Service” (CBRS) for this
band, which will be implemented by allowing non-federal users to share spec-
trum with incumbents. Incumbents include Department of Defense (DoD) Radar
Systems in 3550–3650 MHz band, Fixed Satellite Services (FSS) and grandfa-
thered terrestrial wireless operations in 3650–3700 MHz. The sharing arrange-
ment between federal and non-federal usage will take place under a three-tiered
sharing framework enabled by a Spectrum Access System (SAS). The high-
est tier, incumbent users, receives interference protection from other users. The
CBRS itself contains two tiers: Priority Access Licenses (PALs) and General
Authorized Access (GAA). PAL holders receive interference protection from
GAA applications. GAA users receives no interference protection from other
CBRS users.
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This three tier spectrum sharing arrangement only provides a spectrum shar-
ing framework. It does not promise a future with widely adopted spectrum shar-
ing. Thus, promoting spectrum sharing in 3.5 GHz is an important question after
FCC’s rulemaking. Otherwise, 3.5 GHz may face the same situation as TVWS,
which opened unlicensed access in 2008 but has not been widely utilized [2].

An underlying reason for the slow adoption of spectrum sharing is that there
are risks associated with this approach. Incumbents are understandably con-
cerned about potential interference, so they defend their rights to licensed fre-
quencies. Potential CBRS users are uncertain about the regulation and spectrum
environment (i.e., their usage rights as well as the collective action rights [3]) so
both service providers and device manufacturers may be cautious about spec-
trum sharing in 3.5 GHz1.

In order to promote spectrum sharing in 3.5 GHz, it is essential that risk
management strategies for each usage tier in 3.5 GHz be developed. Since the
rights, missions, applications, etc. vary with usage tier. Spectrum users of each
tier face different risks than users of other tiers and thus need specific strategies
to cope with these risks. To address this, we analyze spectrum sharing in 3.5 GHz
with the specific purpose of clarifying the rights and quantifying risks for each
tier as well as identifying appropriate risk management. Finally, we analyze the
trade off between benefits associate spectrum sharing and costs associate with
risk. This trade off is the invisible hand behind spectrum sharing that determines
the size of exclusion and protection zone, and applications in CBRS.

2 Rights in 3.5GHz

Risks and rights may be closely coupled with one another when rights are poorly
defined. So we begin by introducing the users of 3.5 GHz and their de jure and de
facto rights. We begin by a brief reprise of the rights framework discussed in [3,4]

In her work, the Nobel prize winning economist Elinor Ostrom attended to
the rights and governance of so-called common pool resource systems. These are
systems in which one user’s consumption diminishes another user’s consump-
tion opportunities (i.e., the uses are “subtractible” or “rivalrous”) and in which
exclusion is difficult or costly. [3] argued that spectrum best fits this type of good
under the current technology endowment. They also modified Ostrom’s rights
framework as shown in Table 1. This table describes the rights endowment of five
different user types for five different types of rights. The first two rights (i.e.,
Reception and Transmission) can be considered usage rights because they relate
to the operation of the how the system is used, while the remaining three are
referred to as collective action rights and refer to the design of the rights system.
In particular, management rights refer how the resource is used and managed,

1 In his keynote address to IEEE DySPAN in 2015, Dr. Ranveer Chandra of Microsoft
Research indicated that ASICs for TVWS had been designed, but that their man-
ufacture was deferred until sufficient demand for TVWS devices could be demon-
strated.
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exclusion rights refer the determination of who has access to the resource, and
alienation rights refer to the rights to transfer any of the other rights.

In spectrum sharing systems, interference is inevitable, which introduces risk.
Thus, we briefly discuss interference from the perspective of this framework. In
a prior paper, we examined the possibility of creating a right out of what might
otherwise be considered an “externality2” [5]. Referring to the framework in
Table 1, interference occurs when a signal from one authorized sender impinges
on another authorized receiver.3 In general, this occurs as an unexpected result
of the management regime that was determined through the exercise of collective
action rights, even if it is the result abnormal propagation circumstances.

Table 1. Distribution of rights by user type

Full owner Prop-rietor Auth. claimant Auth. sender Auth. rcvr

Reception X X X X X

Transmission X X X X

Management X X X

Exclusion X X

Alienation X

With this background in mind, we examine the stakeholders in the 3.5 GHz
band.

2.1 Incumbents

The current spectrum allocation in 3.5 GHz band is already very complicated.
Through the collective action processes of the CSMAC and FCC, the entire
3550–3700 MHz was divided into two sub-bands: 3550–3650 MHz and 3650–
3700 MHz. A two tiered hierarchical usage rights scheme was developed for each
sub-band (an exercise of the management rights) that are called primary usage
and secondary usage. Further, both federal and non-federal usage was permitted
under both primary and secondary usage. We begin with primary usage in the
3550–3650 MHz sub-band: The R&O granted primary usage rights to limited
non-federal Fixed Satellite Service (FSS) if they existed prior to the effective
date of the R&O. As well, federal fixed and mobile (except aeronautical mobile)
radar systems were given primary usage rights. The R&O granted subordinate
(i.e., secondary) usage rights to federal Radio Location Services (RLS) and cer-
tain low power non-federal applications.
2 In economics, an externality is a cost or benefit that affects a party who did not

choose to incur that cost or benefit (Source: http://cafehayek.com/wp-content/
uploads/2011/11/Carl-Dahlman.pdf).

3 Rogue transmissions are from unauthorized senders and so fall outside of this frame-
work.

http://cafehayek.com/wp-content/uploads/2011/11/Carl-Dahlman.pdf
http://cafehayek.com/wp-content/uploads/2011/11/Carl-Dahlman.pdf
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3650–3700 MHz is less crowded than 3550–3650 sub-band. Here, primary
usage rights are granted to some federal RLS sites and ships for radar. Sec-
ondary usage rights are granted to wireless broadband services.

Superior (i.e. primary) usage rights imply the right to receive without inter-
ference from authorized suboardinate (secondary) users. Stated differently, this
means that incumbents have the highest priority in spectrum access. But this
classification does not address interference between different rights holders of the
same class. That is, do some users have super-primary rights? Some DoD radar
systems including ground-based, shipborne, and airborne platforms, which are
used in conjunction with weapons control systems, may cause interference even
to other primary users. In addition, incumbents with primary usage rights have
the right to deploy both fixed and mobile transmitters that in line with their
mission.

2.2 Citizens Broadband Radio Service

The authorization of CBRS rights is limited by inferiority to the primary users’
rights. Further, the R&O envisions two further tiers: PALs, and GAA. In the
framework of Table 1, PAL usage rights are superior to GAA usage rights.

Both classes of users have collective action rights through the FCC process. Of
these, management rights are the most dynamic since the licensing procedures for
PALs addresses exclusion rights. One important challenge ex ante in the domain
of exercising management rights is the question of appropriately balancing the
spectrum allocation between PALs and GAA. This must be accomplished ex
ante since PALs will be auctioned (see below). PALs need to be sufficiently
attractive to attract bids while simultaneously fostering a robust GAA ecosystem
for innovation.

Considering the comments and suggestions from different stakeholders, the
FCC concluded that a maximum of 70 MHz, 7 channels (10 MHz each), should
be reserved for PALs in any given license area at any time. In addition, every
PAL can aggregate up to four channels in any given license area to encourage
competition. The remainder of the available frequencies is made available for
GAA usage. The definitions are as follows:

PALs. Any prospective licensee who meets basic FCC qualifications is eligible
for PALs. All applicants for PALs must demonstrate their qualification to
hold an authorization and demonstrate how a grant of authorization would
serve the public interest. Census tracts is the license size for PALs. PALs have
three-year non-renewable license terms - with the ability to aggregate up to
six years up-front. Finally, PALs will be assigned by competitive bidding.

GAA. FCC reasoned that a license-by-rule licensing framework would allow for
rapid deployment of small cells by a wide range of users, including consumers,
enterprises, and service providers, at low cost and with minimal barriers to
entry.
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GAA users may only use FCC certified Citizens Broadband Radio Services
Devices (CBSDs) and must register with the SAS. Consistent with rules gov-
erning CBSDs, devices operating on a GAA basis must provide the SAS with
all information requirement by the rules, including operator identification,
device identification, and geo-location information, upon initial registration
and as required by the SAS. Moreover, only fixed CBSDs are allowed at this
stage.

We now translate this policy into the rights framework of Table 1. According
to the R&O,

“To ensure that essential federal radiolocation systems operating in the
band continue their operations without impact from the sharing arrange-
ments, we are prohibiting CBSDs from causing harmful interference to,
or claiming protection from, federal stations aboard vessels (shipborne
radars) and at designated groundbased radar sites. In addition, autho-
rized users of CBSDs must not claim protection from airborne radars and
airborne radar receivers must not claim protection from CBSDs operating
in the Citizens Broadband Radio Service.”

The notion of “interference protection” in this exerpt from the R&O means that
the transmission rights of CBSDs are subordinate to the receiving rights of the
incumbent users. Furthermore, this management regime does not limit federal
RLS transmission rights in order to preserve CBSDs reception rights. That is,
they do not have the right of interference protection from incumbents. Trans-
mission and reception rights are similarly organized within CBRS so that PALs’
reception rights are superior to GAA’s transmission rights (i.e., they have the
right of interference protection from GAA users); like RLS, GAA users have
no rights of interference protection from incumbent and other Citizens Broad-
band Radio Service users. This management and exclusion regime is encoded in
a Spectrum Access System (SAS), which is a spatial database that is used to
implement the rights regime described the previous paragraph in real time.

3 Invisible Hands Behind Spectrum Sharing in 3.5GHz

In 1776, Adam Smith mentioned “the invisible hand” in his classic book “The
Wealth of Nations” to describe the natural force that guides free market capital-
ism through competition for scare resources. He pointed out that no regulation
of any type would be necessary to ensure the mutually beneficial exchange of
good and services in a free market, since the “invisible hand” (the intent that
each participant tried to maximize self-interest) will lead to the most mutually
beneficial manner.

There is an “invisible hand” in spectrum sharing in 3.5 GHz as well. Although
the exclusion and protection zone is currently determined by incumbents and
regulators, a boundary can be determined voluntarily when considering both
the benefit of spectrum sharing and cost associated with risks. For example, two
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extreme cases may exist: (1) when advanced technology can control all transmit-
ters and monitor spectrum usage in real-time at low cost, the exclusion zone will
be very small if it even exists; (2) when it is difficult to control transmitters and
monitor spectrum usage in a timely manner and cost effective way, the exclusion
zone will be very large.

3.1 Risks in 3.5GHz

According to FCC’s Technological Advisory Council, there are three categories
to evaluate risks: (1) corporate metrics, (2) service metrics, (3) RF metrics.
Coporate metrics include the ability to complete a mission, loss in revenue and
profits. Service metrics measures the availability and quality of the service. RF
metrics measure signal to interference and noise ratios, absolute interfering signal
level, etc. [6].

In this paper, RF metric is evaluated by interference estimation described in
Sect. 3.1, service metrics is evaluated by spectrum access opportunities described
in Sect. 3.1, and the corporate metric is evaluated by profit that gained wireless
service providers described in Sect. 3.2. Moreover, as a wireless service provider,
they do not passively accept risks. Instead, users with different rights have vari-
ous strategies to cope with risks. Section 3.1 describes risk mitigation strategies
for each tier.

Interference Estimation. The primary RF risk for incumbents is that CBSDs
may bring harmful interference to their systems, which negatively impacts their
ability to carry out their mission. Similarly, CBSDs also have risks in receiving
interference. Specifically, PALs may receive interference from incumbents, and
GAAs may receive interference from both incumbents and PALs. We determine
the potential interference that comes from a higher tier to the lower tier. For
example, PALs estimate the interference that comes from incumbents, and GAAs
estimate the interference that comes from both incumbents and PALs.

Although we don’t have the information on transmission power level, we
can follow the reverse engineer the NTIA exclusion zone calculations. First, we
determine the maximum interference level that PALs and GAAs can accept. We
assume that PALs can accept interference level (IP ) up to −20 dBm and GAAs
can only accept interference level (IG) up to −30 dBm. Then, we adopt the same
path loss model Lp that NTIA used for calculating exclusion zones. Finally, the
acceptable incumbent transmission power (XP ) is determined as XP = IP +Lp

and XG = IG + Lp for PALs and GAAs respectively.

Lp = 69.55 + 26.16 log f − 13.82 log hb − a(hm)
+ (44.0 − 6.55 log hb) log d

(1)

a(hm) =
{

3.2(log(11.75hm))2 − 4.97, L City
(1.1 log(f − 0.7)hm − 1.56 log f + 0.8, M/S City (2)
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Fig. 1. Probability of receiving interference from incumbents σ = 10

Therefore, the probability of interference is determined as:

P (Pt > Xi) = 1 − 1
2
[1 + erf(

x − μ

σ
√

2π
)], i = P,G (3)

when we assume the transmission power level (Pt) follows a normal distribution,

Pt =
1

σ
√

2π
e

−
(x − μ)2

2σ2 , with mean μ and deviation σ.

Figures 1 and 2 show the probability of interference for situations with respect
to the distance between transmitters and receivers, CBSDs’ interference thresh-
old, and path loss model in large and medium/small city. We assume that μ = 82
dBm, σ = 10 and σ = 100 in Figs. 1 and 2 respectively. It is clear that when
the distance (d) between transmitters and receiver stays the same, PALs in a
large city (PL) have the lowest probability of interference because PALs have
less sensitivity to interference than GAAs and the path loss in a large city
is more severe than a medium/small city. When the path loss decreases (in
the medium/small city case), the probability of interference increases in PMS.
A similar pattern can be recognized for GAAs. Further, GAAs have higher prob-
ability of interference in the same geographic region than PALs, since GAA’s
interference threshold is higher than PALs. Moreover, the probability of inter-
ference decreases with increases of d, due to the path loss factor. Compare Figs. 1
and 2, when σ increase from 10 to 100, the transmission power is less centralized
to the mean. Therefore, the probability of interference increases.

Spectrum Access Opportunities Estimation. According to the R&O, all
frequency bands that are not occupied by incumbents and PALs can be utilized
by GAAs. In the ideal case, GAAs have at least 80 MHz in any geographic areas
outside the exclusion zones (recall that the total shareable frequency is 150 MHz,
70 MHz is allocated to PALs, so the remaining 80 MHz can be used for GAAs.)
Let us calculate the spectrum access opportunities for GAAs on those 80 MHz. It
is assumed that GAAs can perfectly detect each other and there is no interference
from PALs and incumbents.
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Fig. 2. Probability of receiving interference from incumbents σ = 100

Since GAAs are controlled by a SAS on a FCFS base, we adopt a queue-
ing model to quantify the probability of the spectrum access opportunity. It is
assumed that GAAs arrival process follows a Poisson distribution with mean
λ, and the departure process follows exponential distribution with mean μ. It
is further assumed that the capacity of the system is 8 channels with 10 MHz
bandwidth. Consequently, we adopt M/M/C queue with C = 8.

The most important metric is the probability of waiting (PQ). Thus, the
probability of spectrum is available is (1-PQ).

PQ =
∞∑

i=C

Pi =
(Ca)C

C!
1

1 − a
P0 (4)

where, C is the total number of available channel, a =
λ

μ
and

P0 = (
C−1∑

i=0

(Ca)i

i!
+

(Ca)C

C!(1 − a)
)−1 (5)

In the future, we will tailor this probability according to different applica-
tions’ requirement, such as elastic vs inelastic services by using metrics like mean
waiting time (W ) and probability that waiting time is greater than threshold t
(P (W > t)).

Coping with Risks. Under a subordinate rights structure, spectrum users with
different priority have different risk metrics and risk measurement/protection
methods. Spectrum users with higher priority have the right to protect their
own services. However, spectrum users with lower priority can only estimate
risks and make informed decision accordingly.

Protection. There are many ways to protect the system from interference: geo-
graphic separation, frequency separation, time separation are three dominate
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approaches. Since CBRS shares spectrum with current users, incumbents focus
on geographic and time separation. Here, risk protection starts with the incum-
bents’ own requirements, such as Signal to Noise and Interference Ratio (SNIR).
Then, incumbents determine exclusion (and protection) zone where no one else
can operate based on PALs and GAAs allowable transmission power limits as
well as an appropriate path loss model. Even outside the exclusion zones, CBSDs
can only transmit when incumbents are absent.

PALs have interference protection rights over GAAs and focus on frequency
and time separation. This means that PALs have dedicated frequency bands
where no other CBSDs can operate. The time seperation is implemented by the
SAS through explicit grants of GAA’s transmission rights, which, in turn, is
based on the PAL’s traffic.

Estimation. For CBRS, although they do not have the right of interference
protection from incumbents, they can actively cope with risks by estimating
potential risks before hand and then making informed decisions and using flexible
management. CBRSs may have different goals; for example, hospitals and public
safety provide life critical services that can hardly be measured by money while
commercial services can be evaluated by revenue and customer satisfaction.

Accordingly, we will estimate risks for Citizens Broadband Radio Services
from the QoS perspective and then link it to potential revenue. Two risk metrics
are applied in analyzing QoS.

– Probability of interference. In this metric, spectrum users calculate the prob-
ability that they may be interfered by users with higher priority.

– Probability of getting spectrum without waiting. This risk metric only applies
to GAAs, since they do not have spectrum reservation.

When we link QoS to potential revenue, we assume that the maximum rev-
enue that CBSDs can earn occurs when there is no interference and spectrum
is available all the time. We assume that the potential revenue that CBSDs can
earn linearly decreases with probability of interference and the probability of
waiting for available spectrum.

3.2 Benefit for CBRS

The invisible hands behind the spectrum sharing is to maximize the overall
benefit getting from spectrum sharing in 3.5 GHz. We assume that the benefit
for spectrum sharing with PALs (UP ) is calculated as the maximum benefit per
user (up) times number of users/devices covered by PALs (Np

c ). Moreover, this
maximum value can be achieve when there is no interference from incumbents
(1 − P I(i)) as shown in Eq. 6.

UP = up × Np
c × (1 − P I(i)); (6)

GAA are more poorly situated than PALs, since they accept interference
from both incumbents and PALs. Also, they cannot reserve spectrum, since the
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SAS allocates frequency bands to GAA on a FCFS basis. In other words, GAAs
can provide services when spectrum is available. As a result, there are three risk
metrics for GAAs: the probability of getting interference from incumbents P I(i),
the probability of getting interference from PALs PG(i), and the probability that
a frequency band is not available right away PQ. The benefit of spectrum sharing
in GAA (UG) equals the maximum benefit per user/device (ug) times number
of users/devices covered by GAA (Ng

c ), and this benefit can only be achieved
when spectrum is available without interference (1 − P I(i))(1 − PP (i))(1 − PQ)
as shown in Eq. 7.

UG = ug × Ng
c × (1 − P I(i)) × (1 − PP (i)) × (1 − PQ) (7)

According to NTIA exclusion zone calculation, the population density
decreases with the increase of exclusion zone radius (d). Therefore the Np

c and
Ng

c are a function of exclusion zone radius.

N i
c =

1
d

× πr2i , i = p, g (8)

In order to calculate benefit of spectrum sharing, we need to start by esti-
mating risks in spectrum sharing (illustrated in Sect. 3.1).

4 Numerical Results

In this section, we discuss some representative figures that demonstrate the invis-
ible hands, i.e., the tradeoff between benefit and cost, that determine spectrum
sharing. In Fig. 3, the assumption is that user/device density decreases with
the exclusion zone radius (d). Although the interference also decrease with the
increase of exclusion zone radius, density in this case is the dominate factor in
determining the utility for PALs. Therefore, the smaller the d is, the higher the
utility.

Fig. 3. PALs utility with changing user/device density
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Fig. 4. PALs utility with constant user/device density

Figure 4 assumes the user/device density does not change according to the
exclusion zone radius. Device to Device (D2D) communication networks can be
one example of this scenario. Clearly, users have higher utility when they are
away from incumbents, since the probability of interference from incumbents
decreases. Further, utilities when σ1 is applied is higher than utilities under σ2,
since the interference level in σ1 is higher than σ2. GAAs utility shows the same
trend with lower utility value.

5 Conclusion

There is currently a great deal of interest in spectrum sharing in the 3.5 GHz
band. Success in this band is likely to encourage spectrum sharing in other bands,
so an important challenge is learn how to incentivize spectrum sharing under this
three tier spectrum sharing prototype while protecting spectrum users’ systems
and investment. This is complicated by the presence of risk because the cost-
benefit calculus becomes more complex. In this paper, we sought to identify and
quantify the risks faced by the different classes of users in 3.5 GHz band as a
first step to support users’ decisionmaking. We did not address the impact of
risk mitigation strategies, which change with the rights that different spectrum
users hold.

For Adam Smith, the “invisble hand” guided markets in equilibrium. In the
case of spectrum sharing, the “invisible hand” cautions users from investing
because of the risks they face. These risks loom largest in the absence of expe-
rience, so quantifying and modelling the risks is a first step toward developing
risk mitigation strategies that should cause the “invisible hand” to facilitate
transactions rather than stop them.

Acknowledgement. This work was supported by the US National Science Founda-
tion under grant 1247546.
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Abstract. In this paper, we investigate the cumulative distribution
function (CDF) of the aggregate interference in CSMA/CA networks
measured at an arbitrary time and position. We assume that nodes
are deployed in an infinite two-dimensional plane by the Poisson point
process (PPP). To find the effective active node density we analyze the
distributed coordinate function (DCF) dynamics in a common sensing
area and obtain the steady-state power distribution. The results of a
massive simulation using Network Simulator-2 (NS-2) show a high cor-
relation with the derived CDF.

Keywords: Aggregate interference · CSMA/CA · DCF · Poisson point
proce · NS-2

1 Introduction

1.1 Motivations

Due to the inherent scarcity of frequency spectrum and increasing wireless traf-
fic demands, frequency reuse has become an essential key technological issue
associated with contemporary wireless communication systems. Frequency reuse
intrinsically causes interference between wireless links using the same frequency.
Accordingly, the state of the aggregate interference at an arbitrary position in
the random node topology has become of great importance. Currently, unli-
censed spectrum is considered to be a supplementary spectrum of Long Term
Evolution (LTE) in the license-assisted access (LAA) system in the 3rd Genera-
tion Partnership Project (3GPP). For the system, the main incumbent networks
are wireless local area networks (WLANs) which are based on IEEE 802.11.
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Because of the widespread deployment of WLAN systems, initiation of LTE
operation in the unlicensed spectrum must be done carefully. In this context,
it is necessary to understand the characteristics of the aggregate interference of
IEEE 802.11 networks. Furthermore, the interference can be controlled using the
relationships discovered among the protocol parameters. Such control is useful
in optimizing the operation of densely deployed WLAN and to protect incum-
bent systems against LTE interference for cases in which the system shares
spectrum [1].

In this paper, we are interested in the aggregate interference of random car-
rier sense multiple access/collision avoidance (CSMA/CA) networks that are
based on the IEEE 802.11 distributed coordination function (DCF). We test
and analyze the interference at the protocol level, which reflects the contention
and signaling processes of DCF. Consequently, the goal is to obtain the statistical
inference of the aggregate interference and to verify the results via simulations.
Our analysis tool is the stochastic geometry [2].

Because of the complexity, most of the previous work has focused on ALOHA-
like systems in which the aggregate interference can be analyzed by assuming
that the transmitting nodes have independent locations and behaviors [3]. In a
network of CSMA/CA nodes, every communication entity first senses the ongo-
ing transmission in the channel and then determines when to start transmit-
ting. Consequently, transmission by a node will impact on its neighbors’ channel
access. To reflect the effects, the authors adopt the Matérn approximation on
active node density to derive the optimal carrier sense threshold in a CSMA/CA
network in [4,5]. However, they directly adopt the approximation without veri-
fying the validity of the approximation for a realistic network situation.

To utilize the characteristics of aggregate interference in practical cases, we
would like to find the aggregate interference distribution in practical CSMA/CA
networks, not an ideal CSMA network. Modeling a practical network requires
a hybrid method that considers the both dependent and independent point
processes together. To capture the collision and idle time effects caused by imper-
fect contention of the real-life CSMA/CA operation, we propose modeling the
system using the Poisson Point Process (PPP) with the effective active node
density.

1.2 Summary of Contributions and Organization of this Paper

Our idea is to use the PPP for calculating the aggregate interference of the
CSMA/CA network, but with a new density λ′, called effective active node den-
sity reflecting all the CSMA parameters. Section 3 is devoted to describing how
we obtain λ′, and its verification by massive NS-2 simulations is contained in
Sect. 4. For the readers who are more interested in our results, please directly
jump to Sect. 4. Our paper has the following notable results:

– The effective node density reflecting CSMA/CA MAC layer opera-
tion is derived in Sect. 3.
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– The aggregate interference using our derived effective node den-
sity is verified using the NS-2 and MATLAB simulations in Sect. 4.
The distribution of the CSMA/CA aggregate interference is neither
normal nor log-normal distribution.

2 Point Process for Modeling Random CSMA/CA
Networks

In this section, we focus on determining which type of point process is suitable for
modeling CSMA/CA networks. In the point process, a mark can be assigned to
each point independently, which is useful for modeling node-oriented properties.
In particular, the case in which the number of nodes in a network is Poisson-
distributed and their positions at a given time instant are independent of each
other, is adequately explained by means of the PPP. The method to derive
the aggregate power emitted from points at an arbitrary position under the
independent marked PPP was previously studied as a shot noise field .

2.1 Inappropriateness of PPP and Dependent Point Process

The PPP approach as it currently exists may be insufficient to model the
CSMA/CA. The reason is that it does not reflect the carrier sensing philoso-
phy. In the carrier sensing operation, a sensing node always senses the shared
medium and it delays its transmission once it senses that the medium is busy.
The result is that active nodes are affected by each other, which means that the
process is not independent.

Let us now consider the dependent point process as a possible alternative.
Here, the dependent point process means that some initially deployed points are
discarded or selected by the metric relative to the other points’ marks or loca-
tions. There are two dependent point processes that are most closely related to
the modeling of CSMA/CA networks [3]: the Matérn hardcore (MHC) process
and the simple sequential inhibition (SSI) point process. In [6], the authors
compared the aggregate power distributions of PPP, MHC, and SSI with simula-
tions, and concluded that SSI is most appropriate for modeling CSMA networks.
However, their result is not fully acceptable because they considered neither
the details of practical MAC layer parameters nor the channel characteristics.
A related paper [7] tries to solve the above issue by considering the backoff timer.
However, there is still no consideration of the collision case, and the problem of
underestimating the node intensity has not been fully solved.

2.2 Revisit of PPP with a New Density

In real situations, the concurrent transmission in an exclusion area occurs with
some probability, not with deterministic patterns. This stochastic characteris-
tic of real networks can be appropriately modeled using the independent point
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process. Therefore, we believe that a possible way to model a CSMA/CA net-
work is again to use the independent PPP, but with a new effective active node
density (λ′) reflecting MAC layer operations.

For our analysis, we consider an infinite plane where the transmitting nodes
are deployed randomly at positions specified by a Poisson distribution with inten-
sity λ. Each node transmits with constant power p. The radio channel attenuates
with the pass-loss exponent α = 4 and Rayleigh fading.

3 Effective Active Node Density

In this section, we obtain the effective active node density, which is defined as the
average number of transmitting nodes per unit area. To derive the density, we
first introduce the concept of a mutual sensing area (Sect. 3.1). Then we derive
the probability of a number of active nodes (Sect. 3.2) and the power distribution
of the channel in that area (Sect. 3.3). Lastly, we obtain the effective active node
density (Sect. 3.4).

3.1 Effective Carrier Sensing Range and Mutual Sensing Area

Let us introduce a CS range R such that a sensing node can sense any ongoing
transmission in this range. Then within a disk of radius R

2 , every node senses
each other. We set this disk as the mutual sensing area.

CS is based on the threshold γ, i.e., if the sensed power level at a sensing
node is greater (or lower) than γ, a sensing node regards the channel as busy
(or idle). The definition of R can be also interpreted as a minimum energy
detection boundary. We assume that there is a dominant interferer near the
sensing node because the energy detection is most affected by the strongest
interferer at large CS threshold. Then, the CS probability versus the distance to
this interferer is calculated as follows:

P[Channel is busy] = P[
pi

r4
+ ν ≥ γ], (1)

where pi is a random variable (RV) representing the product of the fading effect and
the constant transmission power from a typical node i, r is the distance between the
sensing node and the interferer, and ν is the receiver noise power. Considering Rayleigh
fading, pi follows Exp(1/p) with a constant transmission power p.

Consequently, with the CS range R, we convert the stochastic CS to a deterministic
one. First, the average residual sensing area is calculated by integrating the parts of
the circumference, of which the radius and the center are r and the sensing node,
respectively. The CS probability of a point on this circumference is from (1):

∫ ∞

0

2πr · P[
pi

r4
+ ν ≥ γ]dr =

∫ ∞

0

2πre
− 1

p
(γ−ν)r4

dr =
π3/2

2
√

γ−ν
p

(2)

Assuming that the deterministic CS region should have the same average residual
sensing area (sensing resolution) as the stochastic CS, we get the CS distance R
as follows:

R =
1√
2

(
πp

γ − ν

)1/4

(3)
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By using this deterministic CS distance, which we will call the effective carrier
sensing range, the interference is regarded as Boolean at a given distance rather
than stochastic.

Let us consider an infinite plane in which the nodes are randomly deployed.
Assume that there is an arbitrary disk having a radius R/2 in the plane (mutual
sensing area), where every node in this area can sense other nodes’ transmissions
according to the definition of the CS range R. By using the PPP, the number
of deployed nodes in the mutual sensing area follows a Poisson distribution with
the parameter λπ(R

2 )2 as follows (Fig. 1):

P[N = n] =
{λπ(R

2
)2}n

n!
exp

(

−λπ

(
R

2

)2
)

(4)

Once we know P[N = n], we derive the probability of the number of active
nodes, Na, in the mutual sensing area P[Na = a|N = n] and the power distrib-
ution at an arbitrary time instant in the mutual sensing area.

3.2 Number of Active Nodes, Na in a Mutual Sensing Area

For the explanation of this section, let us define the following probability first:

Definition 1. pon is the probability that there are ongoing transmissions in a
given mutual sensing area at a certain time.

Consider a given mutual sensing area H. Let the residual sensing area be
defined as the sensing node’s CS area, excluding H. The active node is defined
here as the sensing node that has no ongoing transmissions in its residual sensing
area. The CS results for each sensing node in H are random. Therefore, Na is
an RV that varies within [0, N ].

For a sensing node in H to be active, the CS result sensed from its resid-
ual sensing area must be idle, and that sensed from H must also be idle. We
can find the distribution of Na in H as in (5) when the probability pon of

Fig. 1. If we pick up a certain mutual sensing area, every transmitting node in that
area has its own residual sensing area. If there is no ongoing transmission in its residual
sensing area, that node is the active node.
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Definition 1 is given:

P[Na = a|N = n] =
8∑

η=0

Pn,a,ηpη, a = 0, . . . , n, (5)

where

Pn,a,η =

(
n

a

)
(η

8

)a (
1 − η

8

)n−a

, pη =
8∑

D=0

OD
η pD

on(1 − pon)8−D. (6)

D and η are the discrete variables within [0, 8]. The value of OD
η corresponding

to D and η is given in Table 1. A description of the detailed derivation of (5),
(6) and Table 1 is necessary but due to the space limitation, we only report the
results.

Table 1. OD
η

D

η 0 1 2 3 4 5 6 7 8 Sum(η)

0 0 0 0 8 38 48 28 8 1 131

1 0 0 0 24 24 8 0 0 0 56

2 0 0 12 16 8 0 0 0 0 36

3 0 0 8 8 0 0 0 0 0 16

4 0 0 8 0 0 0 0 0 0 8

5 0 8 0 0 0 0 0 0 0 8

6 0 0 0 0 0 0 0 0 0 0

7 0 0 0 0 0 0 0 0 0 0

8 1 0 0 0 0 0 0 0 0 1

Total 1 8 28 56 60 56 28 8 1 256

3.3 Steady-State Power Distribution in a Mutual Sensing Area

In this subsection, we derive the steady state power distribution in a mutual
sensing area based on the distribution of number of active nodes in the area.
We use the power distribution to obtain pon in the next subsection. As shown
in [8] and subsequent researches, the backoff stage of each node is random at a
certain time, which can be elaborated through a two-dimensional Markov chain.
We have two main quantities for addressing this: pc is the collision probability
for the transmission of each node, and τ is the transmission probability of a node
at a randomly chosen time slot.
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By following the notations of [5], we have the BEB dynamics with a maximum
backoff stage m, a maximum retry limit K (≥ m+2), and an initial window size
W0. The probability τ that a node transmits in a randomly chosen time slot is:

τ =

{
(1 − pc)W0(1 − (2pc)

m)

2(1 − pK
c )(1 − 2pc)

+
2mW0(p

m
c − pK

c )

2(1 − pK
c )

− 1

2

}−1

. (7)

Again, pc is obtained as pc = 1 − (1 − τ)Na−1, where Na is the number of active
nodes. We can solve the system dynamics by solving independent Equations
pc and (7), and the existence of this solution is guaranteed by the fixed point
theorem [8].

Then, the probability that i nodes transmit simultaneously at an arbitrary
time slot, given that Na transmitting nodes are deployed in a mutual sensing
area, is computed as follows:

pa(m) = P[i = m|Na = a] =

(
a

m

)

τm(1 − τ)a−m, m = 0, . . . , a. (8)

Each transmitting node’s operation in a mutual sensing area is synchronized,
since the medium is sensed perfectly and every node uses the inner clock. Idle
time is segmented into multiple slot times (σ). All events (idle, success and
collision) can be distinguished by their own time lengths. At an arbitrary time
slot called the virtual time slot , the medium in the mutual sensing area is in
one of three events, and the virtual time slot has the random duration Tv. We
assume that the payload size is PAY for all nodes. In the basic mode,

Tv =

⎧
⎪⎨

⎪⎩

σ, for idle,

T BAS
s (= PHY + � (MAC+PAY )

Rs
�Ts + SIFS + ACK + DIFS), for success,

T BAS
c (= PHY + � (MAC+PAY )

Rs
�Ts + DIFS), for collision,

where PHY , SIFS, ACK, and DIFS are the durations of the PHY header, SIFS
(short interframe space) time, ACK packet, and DIFS (DCF interframe space) time,
respectively. MAC, Rs and Ts are the MAC header size, symbol rate and symbol
duration, respectively. Besides, superscript BAS denotes the basic mode and RTS
denotes the RTS-CTS mode in this subsection.

Tv has the PMF induced from (8) such as pa(0), pa(1), and 1−pa(0)−pa(1), which
are for idle, successful transmission, and collision, respectively. We derive the mean
virtual time slot, E[Tv], using this PMF for each mode.

E[T BAS
v ] = σpa(0) + T BAS

s pa(1) + T BAS
c (1 − pa(0) − pa(1)),

E[T RTS
v ] = σpa(0) + T RTS

s pa(1) + T RTS
c (1 − pa(0) − pa(1)).

The distribution of the number of concurrent transmissions (which is also
the power distribution) is based on this PMF. In each virtual time slot, the
number of concurrent transmissions varies from 0 to Na because it is possible
that nobody transmits in a certain virtual time slot, even if there are some active
nodes in the mutual sensing area. In the basic mode, nobody transmits during σ.
During SIFS and DIFS in both the successful and collision slot times, nobody
transmits. During the packet transmission time (PHY + � (MAC+PAY )

Rs
�Ts and

ACK) in a successful slot, one node transmits, while multiple nodes transmit
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during PHY + � (MAC+PAY )
Rs

�Ts in a collision slot. In the RTS-CTS mode, the
power density is changed in the same manner. The actual power distribution,
P[jnodes transmit|Na = a] is obtained as follows:

B
BAS
a (j)=

1

E[TBAS
v ]

·

⎧
⎪⎪⎨

⎪⎪⎩

σpa(0)+(SIFS+DIFS)pa(1)+DIFS(1−pa(0)−pa(1)), j = 0

(PHY + � (MAC+PAY )
Rs

�Ts + ACK)pa(1), j = 1

(PHY + � (MAC+PAY )
Rs

�Ts)pa(j), 2 ≤ j ≤ a.

(9)

With (9), the probability of a busy channel in a mutual sensing area pon is
∑a

j=1 B
BAS/RTS
a (j) = 1 − B

BAS/RTS
a (0).

3.4 Effective Active Node Density

So far, we have introduced a mutual sensing area using the spatial boundary of
the Boolean CS operation, and have derived the distribution of the number of
nodes, which is P[N = n] as in Eq. (4) in Sect. 3.1. We derived the probability
of the number of active nodes for a given number of users in the mutual sensing
area, P[Na = a|N = n] as in Equation (5) in Sect. 3.2. Based on the transmission
probability τ , the power distributions in the mutual sensing area can be calcu-
lated as in Eq. (9) in Sect. 3.3. With the results, we can formulate Eq. (10) from
the definition of pon. We can get the value of pon by finding the intersection of
the right and left hand sides of (10) numerically, which we will call p∗

on. In this
section, Ba(j) can be either of BBAS

a (j) and BRTS
a (j) according to the mode

that we consider.

pon =
∑

n,a

a∑

j=1

Ba(j) =

∞∑

n=0

P[N = n]

n∑

a=0

P[Na = a|N = n]

a∑

j=1

Ba(j)

=
∞∑

n=1

{λπ(R
2
)2}n

n!
e−λπ(R

2 )2
n∑

a=1

∑

η

Pn,a,η{
∑

D

OD
η pD

on(1−pon)8−D}
a∑

j=1

Ba(j) (10)

If we obtain p∗
on, the distribution of the number of transmitting nodes in

the mutual sensing area can be derived as in (11), where the number of actual
transmitting nodes (active and non-frozen) in the area is denoted by Z.

P[Z=z]=
∞∑

n=z

(
{λπ(R

2
)2}n

n!
e−λπ(R

2 )2
n∑

a=z

P[Na=a|N =n]

)
Ba(z), for z∈{0, 1, . . . } (11)

Then, the expected number of transmitting nodes is derived from this result:

E[Z] =
∞∑

z=0

z · P[Z = z] (12)

The effective active node density is defined as the average number of trans-
mitting nodes per unit area. Thus, we finally obtain the effective active node
density as follows:

λ′ =
E[Z]

π(R
2
)2

. (13)

This is used in the cumulative distribution function (CDF) and the probability
density function (PDF) of the aggregate interference. We plot the resulting CDF
and PDF and compare these with the simulation results in Sect. 4.
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4 Verification of the Analysis

In this section, we plot the effective node density (λ′) of (13), and the CDF
and PDF of the aggregate interference using λ′. Next, we compare the derived
results with those obtained in the NS-2 and Matlab simulations. In the NS-2
simulation, the MAC/PHY parameters and channel model are given so that the
CS radius R is determined to be 50, 70 and 100 (m).

4.1 Simulation Setup

MATLAB Simulation for MHC and SSI. We deployed the points using
the MHC and SSI processes, as explained in [6], with MATLAB. The exclusion
radius re is given as 70m. For a given number of nodes, the aggregated power was
measured at O, which is the center of ball B with radius RM , RS(= 282m) for
MHC or SSI, respectively. The number of deployed nodes was generated using
a Poisson distribution with the parameter λ|B|, where λ(= 1, 2, 3, 4, 5 ∗ 10−4) is
the initial node density and |B| is the area of ball B. We repeated this procedure
for more than 100,000 iterations.

NS-2 Simulation for PPP. To verify the analysis results, we conducted sim-
ulations using NS-2 [9], which includes wireless PHY and MAC layer patches
for the realistic IEEE 802.11 DCF standard [10]. This enabled us to realistically
simulate the PHY and MAC stacks of the IEEE 802.11 DCF. The simulation
parameters, which are the defaults for IEEE 802.11a PHY and MAC and are
from the previous research.

The simulation conducted in this paper is full-scaled, which takes a long time
to collect meaningful results for two reasons. First, each simulation per geometry
scenario takes a long time. NS-2 traces all of the packet-level transactions with
the received power recorded at every receiver. In the post-processing stage, the
calculation of the received power from all of the ongoing transmissions at a
measuring node takes computation time. Moreover, the simulation time itself
(not the computation time) has to be long enough to reflect the steady-state
behavior, which theoretically requires infinite investigation time. Second, to get
a sound statistical inference of PPP, we repeat the per-geometry simulation 50
times since all of the resulting PDFs of the aggregate interference obtained from
the simulations converge before 30 repetitions. We repeat this process for each
combination of the PHY and MAC layer parameters.

Saturated traffic was assigned to all transmitters so that there was no idle
time by the traffic itself during the simulations. The background grid for all of
the simulation scenarios was always a 500 m by 500 m square. The transmission
times for RTS, CTS, PPDU (PHY+MAC+PAY) with 500 B (or 1000 B) of
payload and ACK were 52, 44, 728 (or 1396), and 44 (μs), respectively.
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4.2 Discussions

Analysis results of pon and λ′. pon in this subsection refers to p∗
on, which can

be found from (10), and is the final solution of pon for simplicity of expression. In
Fig. 2, the values of pon are shown for various combinations of MAC parameters.
The factor that affects pon the most is the effective CS distance R, followed by
λ, which is the initial node density. As λ increases, pon naturally increases due
to the increased congestion level. The pon shows a mixture of linear and log
functions. Within the same R, the combination that has the lowest pon is the
RTS mode and short payload. In general, RTS-CTS mode has a lower congestion
level than the basic mode. With a large payload size, RTS-CTS mode is more
favorable because two reasons: (1) a large payload in the basic mode makes for
a higher congestion level, (2) the ratio of data transmission is large enough to
compensate for RTS-CTS packet overheads.

This pon was used in the new density λ′ (13) and we plotted this as shown
in the second figure of Fig. 2. This figure shows that the smaller R makes for a
higher λ′, which is the opposite of pon. This is understandable, since a smaller R
signifies more insensitivity to the interference. We expected the result of R = 0,
the ALOHA system, to approach the line λ′ = λ in the figure. By showing
the λ′ = λ line and the curves together, Fig. 2 also addresses the size of the
gap between the original node density and effective node density, showing the
effectiveness of CSMA/CA MAC. The bold curves are from the approximated
node density modeled by the MHC. As shown in the figure, the variation of
λ′ is higher than that of MHC for varying λ. The figure shows the gap in the
aggregate interference between simplified MHC and the real situation. As shown
in the next section, our aggregate power distribution adopting λ′ is the most
accurate among the other point processes.

Fig. 2. Pon and new node density λ′ versus λ for all combinations of MAC layer
parameters. The thicker curves are from Matèrn hardcore process. (Color figure online)
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Fig. 3. Probability density and cumulative distribution of aggregate interference in the
condition of RTS mode, 500B payload and R = 70(m).

Comparison of the Resulting Aggregate Interference with the Simu-
lation. The PDF and CDF of the analysis in each node density showed high
correlations with those of the NS-2 simulations as seen in Fig. 3.

Although at first glance they resemble a log-normal distribution, they are
asymmetric based on the main lobe. They are definitely neither normal nor
log-normal distributions. This is notable as some research efforts in the signal
processing field assume that the aggregate interference follows normal (in dBm
unit) or log-normal (in W unit) distributions. For the other features, the higher
the mean of the aggregate power, the lower the probability of that mean value.
Therefore, low-mean high-probability and high-mean low-probability patterns
are shown in all of the results.

Compared with dependent point processes, at any given λ value, our analysis is
the closest one to the simulation results, as depicted in Fig. 4. MHC and SSI do not
have sufficient MAC and PHY layer parameters to reflect the real situation, while
our analysis can model any combination of the system parameters, as in Fig. 5.

Fig. 4. Probability density of aggregate interference when λ is 0.0001 and 0.0005.
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Fig. 5. Probability density of aggregate interference in the case of 500B payload and
R = 70. (Color figure online)

As shown in the figures so far, our model of the aggregate interference has
slightly lower values than that of the simulation in each case, because the simula-
tor allows the capture situation. In our analysis, a collision between transmitters
is regarded as a failure of transmission, and this increases each collided node’s
backoff stage. In contrast, there might be a successful transmission even when
multiple nodes in a CS area are transmitting at the same time. This is because if
the ratio of one incoming signal to the others is higher than a certain threshold,
the stronger incoming signal can be decoded.

From these results, we learned the following lessons: If the network is required
to maintain a lower interference than a certain level, there are multiple combina-
tions of parameters that need to be controlled. Those controllable parameters are
R, the transmission mode, payload size, etc. This can be used for the interference
management in uncontrolled interference limited systems.

5 Conclusion

In this paper, we analyzed the aggregate interference from randomly deployed
CSMA/CA nodes. Due to the imperfection of the CSMA/CA protocol, the trans-
mission of each node in the network is not fully dependent, but is able to be
modeled by independent point process with the new node density.

Our framework derived to find this value reveals the relation of the MAC
parameters and the effective node density. Although the exact closed form
expression of the interference distribution cannot be obtained, quite accurate
interference distribution can be obtained by our methodology responding to the
variation of MAC parameters. Furthermore, the sound simulation using NS-2
certifies that the analysis is enough to be used for optimizing the system para-
meters in uncontrolled WiFi hot spots or to protect incumbent systems in the
case of secondary spectrum access.
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Abstract. In this paper, we model the random multi-user multi-channel
access network by using the well known occupancy problem from proba-
bility theory. Furthermore, we combine this with a network interference
model in order to derive the achievable throughput capacity of such
networks. The mathematical developments and results are illustrated
through various simulations results. The proposed model is particularly
relevant in analyzing the performance of networks where the users are
not synchronized neither in time nor in frequency as it is often the case
in various Internet of Things (IoT) applications.

Keywords: Throughput capacity · Network interference · Occupancy
problem

1 Introduction

The issue of transmitting asynchronous signals on a single channel has been
studied for several decades [1] and it led to some protocols such as ALOHA
(ALOHAnet) proposed by N. Abramson in 1985 [2]. Since then, many solutions
have been proposed in the literature to overcome the distortions induced by the
collisions among the transmitted signals. [3] and references therein provide an
extensive overview of solutions based on packet retransmissions and [4] treats
solutions based on signal coding. More recently, the model has been extended to
the case of random frequency channel access besides random time channel access
[5]. The authors proposed to model the interferences induced by the collisions
of ultra narrow-band signals featuring a random frequency channel access in a
context of the Internet-of-Things (IoT) applications.

In this paper, we propose to further analyze the issue of signal collisions
in the network interference problem [6,7] by considering random multi-channel,
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multi-user access. In other words we extend the analysis to account for ran-
dom behavior along the frequency dimension as well where each user of the
network transmits not only at random times but also on randomly chosen chan-
nels within the band. The random frequency access of Nut users into Nc chan-
nels can be modeled by the occupancy problem used in probability theory [13].
From this model we subsequently derive an analytical expression of the achiev-
able throughput capacity of such a network, i.e. the probability that randomly
transmitted signals are properly decoded at the receiver. To the best of our
knowledge, the occupancy problem is an original approach for modeling a multi-
channel, multi-user access network. Moreover, various simulations illustrate the
obtained theoretical results.

The remaining of the paper is organized as follows: Sect. 2 presents the model
of the considered network, and provides a reminder of the occupancy problem.
The expression of the throughput capacity is derived in Sect. 3, and simulations
are provided in Sect. 4. Finally, Sect. 5 concludes this paper.

2 System Model

2.1 Network Model

In this paper, it is assumed that all the transmitters (called users in this paper)
of the network are distributed in the two-dimensional plane according to an
homogeneous Poisson point process with a given intensity λ (in users per unit
area), whose distribution is given as follows:

fpoi(k) =
λk

k!
e−λ. (1)

As depicted in Fig. 1, base transceiver stations (BTS) are also located in the
plane, in order to pick up the signals from users. For instance considering the BTS
at the center of Fig. 1, we assume it services a cell of radius Rc that contains Nut

users, indicated as small black circles. The users outside this cell (white circles
in Fig. 1) are potential interfering users. It should be noted, however, that the
users may interfere with each other as well. According to the defined parameters,
the intensity λ is equal to Nut/(πR2

c).
The role of a BTS consists in scanning and sampling the band B of bandwidth

B which is regularly subdivided into Nc channels {B0,B1, ..,BNc−1} of width
B/Nc. The considered random multi-channel multi-user transmission model can
be formalized as follows:

– Each user can randomly access, i.e. select, one of the Nc channels with a
probability Pa = 1

Nc
. In that way, a reuse1 of one or many channels may occur,

as shown in Fig. 2-(a). In the following, we denote by R the reuse factor of the
channels, i.e. the number of users sharing the same channel.

1 Meaning that a channel can be selected by more than one user.
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Fig. 1. Poisson point model for the spatial distribution of the users.

– A slotted traffic scheme is assumed for each user (see Fig. 2-(b)). Therefore, an
asynchronous slotted traffic is considered for each channel at the BTS, due to
the independence between users. The probability of transmission of a packet
(or duty cycle2) is denoted by q ∈ [0, 1], and for simplicity, it is supposed that
q is the same for each user. As depicted in Fig. 2-(b), collisions may occur
between packets when at least two users transmit at the same time on the
same channel.

According to the model in [6,10], the power received at the BTS from a user
at a distance R can be defined as

Pr =
PtG

R2c
, (2)

where Pt denotes the transmitted power, and G is a random variable that
depends of the propagation environment. Several models can be used to describe
G, depending on the shadowing (mainly due to large objects), and the multipath
fading (mainly due to the constructive or destructive combinations of the repli-
cas of the transmitted signal). The term 1/R2c is defined as the far-field path
loss, where c depends on the propagation environment and is in the range of 0.8
to 4 [6]. It should be emphasized that the far-field path loss fits the considered

2 Note that duty cycle is sometimes used to refer to the overlapping factor between to
packets, as in [6].
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R > 1

Fig. 2. Frequency and time channel access. (Color figure online)

model, in which the users are supposed to be at least several meters away from
the BTS.

2.2 Occupancy Problem

The random access to Nc channels by Nut users is an instance of the occupancy
problem in probability. This theory provides useful tools to deal with the time-
frequency use of the band B in the considered transmission model. In particular,
two theorems will be used in this paper.

Theorem 1. Let Nut users randomly accessing Nc channel with a probability
Pa = 1

Nc
. Then the probability that b channels are used (at least by one user) is

P(b) =
(

Nc

Nc − b

) b∑

ν=0

(−1)ν

(
b

ν

)(
1 − Nc − b + ν

Nc

)Nut

. (3)

Proof. see [13], Chap. 4.

Theorem 2. Under the same assumptions as in Theorem 1, the probability that
R users access the same channel (0 ≤ R ≤ Nut) is
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P(R) =
(

Nut

R
)(

1
Nc

)R(
1 − 1

Nc

)Nut−R
. (4)

Proof. Let P(j) the probability of the event “the j-th channel is chosen”, and
P(Xj = R) the probability that R users use the j-th channel. As P(j) = 1

Nc
and

P(Xj = R) are equal for any j, then we obtain

P(R) =
Nc∑

j=1

P(j)P(Xj = R) (5)

=
Nc∑

j=1

P(Xj = R)
Nc

(6)

=P(Xj = R). (7)

The reuse factor R can be defined as equal to the sum Xj = R =
∑

k xj,k, where
xj,k is a random variable which counts the number of users in the channel j. Since
the users access to the channels independently of each other, xj,k are the results
of Bernoulli trials with probability 1/Nc to access the channel j. Therefore, the
sum Xj =

∑
k xj,k has the binomial distribution defined in (4).

3 Deriving the Throughput Capacity

This section deals with the analysis of the throughput capacity, whose defini-
tion is given hereafter. In the rest of the paper, we use the so-called physical
interference model [7,8], in which the following condition is imposed:

– a message from a user in the cell is successfully decoded if the corresponding
signal-to-interference-plus-noise ratio (SINR) exceeds a given threshold γp.
Thus, successful decoding for a user k in a given channel n (with reuse factor
R, and 1 ≤ n ≤ NC) requires that:

SINRk,n =
Pr,k,n

Ik,n + σ2
n

≥ γp, (8)

where Pr,k,n is the received power of the k-th probe user in the n-th channel as
defined in (2), and σ2

n is the noise power in the n-th channel. The term Ik,n, using
the general definition in [6], is the interference power that can be written as

Ik,n =
∞∑

i=1
i�=k

PtΔi,nGi,n

R2c
i,n

, (9)

where Δi,n is the overlapping factor between the i-th interfering signal and the
proper signal k. It is assumed that Δi,n obeys a uniform distribution in [0, 1].
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By convention, we consider that the R−1 first terms of the sum in (9) correspond
to the users, and the indexes i > R point out the interfering users that are located
outside the considered cell.

It has been demonstrated in [9] that the interference defined as the super-
position of numerous signals from users distributed according to a homogeneous
Poisson process on a plane can be modeled as a α-stable distribution [11,12],
which can be seen of a generalization of the Gaussian distribution. No analytic
expression of the probability density function (pdf) of the α-stable law can be
derived, but its characteristic function is expressed as

φ(t) = exp(−γ|t|α(1 − jβsign(t)ω(t, α))), (10)

where

ω(t, α) =

{
tan(πα

2 ), if α �= 1
− 2

π ln(|t|), if α = 1
, (11)

and

sign(t) =

⎧
⎪⎨

⎪⎩

−1, if t < 0
0, if t = 0
1, if t > 0

. (12)

According to [6], the parameters α, β, and γ are defined as

α =
1
c

β = 1

γ = πλRC−1
1/cP

1/c
t E{Δ

1/c
k,n}E{Gk,n},

where

Cα =

{
1−α

Γ (2−α) cos(πα/2) , if α �= 1
2
π , if α = 1

, (13)

with Γ (.) the gamma function. It is worth noting that λR is now a variable
function of R, namely λR = R/(πR2

c). The throughput capacity denoted by
TR,n,Rk,n

for a given reuse factor R in the n-th channel, and located at a distance
Rk,n from the BTS, can be defined as

TR,n,Rk,n
= P(transmit)P(no outage), (14)

whereP(transmit) = qR = 1−(1−q)R is the probability that a channel is occupied,
and P(no outage) = P(SINRk,n ≥ γp). The probability P(SINRk,n ≥ γp) can be
rewritten by substituting (9) into (8), and by using the law of total probability as

P(SINRk,n ≥ γp) = E{Gk,n}{P{Ik,n}

(

Ik,n ≤ PtGk,n

γpR2c
k,n

− σ2
n

)∣
∣
∣Gk,n}, (15)
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and hence

P(SINRk,n ≥ γp) = E{Gk,n}{FIk,n

(
PtGk,n

γpR2c
k,n

− σ2
n

)

}

= E{Gi,n}{
∫ PtGk,n

γpR2c
k,n

−σ2
n

−∞

∫ +∞

−∞
φIk,n

(t)e−jtxdtdx}, (16)

where FIk,n
is the cumulative distribution function (cdf) of Ik,n. Several closed-

form of (16) corresponding to different types of shadowing and fading have been
derived in [6,10]. In particular, it should be noted that the expectation in (15)
disappears if the case path-loss only Gk,n = 1 is considered, and

P(SINRk,n ≥ γp) = FIk,n

(PtGk,n

γpR2c
k,n

− σ2
n

)
. (17)

The Rayleigh fading leads to the following expression:

P(SINRk,n ≥ γp) = exp
(
−R2c

k,nσ2
nγp

Pt

)

× exp

(

−
λRC−1

1/cΓ (1 + 1
c )E{Δ

1/c
k,n}

cos( π
2c )

(
R2c

k,nγp

)1/c

)

. (18)

Since the users are homogeneously distributed in the cell, then the distance
Rk,n obeys the uniform distribution denoted by U(0, Rc), and defined as:

fu(x) =

{
1

Rc
, if x ∈ [0, Rc]

0, else
. (19)

The throughput capacity is then obtained by averaging P(SINRk,n ≥ γp)
on the interval [0, Rc] as:

TR,n = qRERk,n
{TR,n,Rk,n

}

= qR
∫ Rc

0

fu(Rk,n)P(SINRk,n ≥ γp)dRk,n. (20)

Note that the bound 0 of the integral in (20) should be replaced by a positive
value according to the far-field model (typically ¿1 meter). Besides, this also
avoids the division by zero if the path-loss only model in (17) is used. Since we
consider a slotted-asynchronous packet transmission, then the value E{Δ

1/b
k,n}

can be derived by following the developments in [10], which lead to:

E{Δ
1/c
k,n} = q2 + 2q(1 − q)

c

1 + c
. (21)
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Since the users are independent and the Nc channels have the same probability
of access Pa, the throughput capacity for the given n-th channel with reuse factor
R is given by:

TR = PaP(R)TR,n, (22)

and the overall achieved throughput capacity considering all the users of the cell
is defined as the following weighted sum:

T =
Nc∑

n=1

Pa

Nut∑

R=0

P(R)TR,n =
Nut∑

R=0

TR, (23)

where P(R) is given in (4). It can be noticed in the developments from (8) to (23)
that at least five parameters have an influence on the throughput capacity value
T : the radius of the cell Rc, the number of users Nut, the number of channels Nc,
the duty cycle q, the threshold γp, and the noise level σ2

n. Note that we assume
σ2

n = σ2 for any channel 1 ≤ n ≤ Nc.

4 Simulations Results

In this section, we present the simulations results related to the throughput
capacity defined as in (23). In all the simulations, the value of c has been arbi-
trarily set equal to 1.2, Nc = 10, and a Rayleigh fading is considered. Therefore
the “no-outage” probability is modeled by (18). Figure 3 depicts T versus: (a)
the radius of the cell Rc (in m), (b) the number of users Nut, (c) the thresh-
old γp, and (d) the duty cycle q. In this first series of simulations, the SNR
defined as Pt/σ2 has been set equal to 30 dB. In Fig. 3-(a), it can be seen that
T values decrease where Rc increases, which reflects the fact that the average
signal power E{Pr,k,n} received at the BTS is lower in large cells than in small
cells. Figure 3-(b) shows that the throughput capacity achieves a maximum for
a given Nut value that we can denote by Nm

ut . We can deduce that in the range
Nut ≤ Nm

ut , T is limited by P(transmit) (i.e. the number of transmitting users
induces a low value of P(transmit)), while in the range Nut ≥ Nm

ut , T is lim-
ited by P(no outage) (i.e. the users which transmit induce a large amount of
interference). In Fig. 3-(c) it is verified that the throughput capacity decreases
where γp increases, according to the network interference model in (8). Similarly
to Fig. 3-(b), we observe in Fig. 3-(d) that T increases with q when Nut = 10,
whereas it reaches a maximum before decreasing for higher numbers of users
(Nut = 100 and Nut = 1000). This phenomenon is due to the presence of the
interferences when either or both Nut and q are high-valued.

Previous results are completed by Fig. 4,which presents T versus SNR, in
the SNR range from 0 to 60 dB. Note that very high SNR values are consistent
with the system model using narrow band signals. The depicted results show
the influence of the interferences which lead to an upper bound of the achievable
throughput capacity in the proposed system.
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Fig. 3. Throughput capacity T versus (a) Rc (in m), (b) Nut, (c) γp, and (d) q.
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5 Conclusion

In this paper, we modeled a random multi-channel multi-user network using
the, well known in probability, occupancy problem. We subsequently derived an
analytical expression of the achievable throughput capacity of such a system.
The mathematical developments and the simulations results revealed that the
throughput capacity values largely depend on the cell size, the threshold used
in the network interference model, the number of users in the network and the
duty cycle of the signals. It is worth noting that the proposed approach can be
used as a basis for the performance analysis of specific networks using random
multi-channel multi-user access, such as in the context of the IoT applications.
Further work will extend the proposed model to a more general case where no
channelization of the band is imposed and the user transmissions may occupy
different bandwidths within the band.
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Abstract. One of the important factors for the successful deployment
of cognitive radio networks is keeping interference levels to minimum
to primary users. The noise is usually expected to be thermal noise
and non-interesting component on understanding a complex interplay
between primary and secondary systems. Moreover, although usually it
is assumed that excess interference is generated by secondary users it is
worth of remembering that also primary systems generate harmonics and
intermodulation components that can harm other primary systems. In
this paper we report results from the measurement campaign that aims
to find out how much there is excess noise over thermal noise floor. The
observed noise levels cast questions on the widely used assumptions that
we need to consider only AWGN thermal noise. We conclude the paper
showing that the observed excess noise levels can have an effect on the
capacity of the primary and secondary systems.

Keywords: Background noise characteristics · Frequency and time
domain measurements · Noise on multiple locations · Interference levels

1 Introduction

There is a considerable body of work in the direction of how to minimize inter-
ference towards primary systems. Surprisingly though the hidden assumption is
that the primary systems experience only thermal noise and any extra interfer-
ence is caused by the secondary systems. However, transceiver chains are not
built from ideally linear components and sharp filters. Thus many byproducts
are still created and there is an open question how much primary systems them-
selves emit noise like components. This is important for both secondary and
other primary access networks since emitted noise byproducts effectively raise
the noise floor and cause reduced capacity. Moreover, the number of the wire-
less systems have tremendously increased, but the existing noise measurement
literature is over 30 years old [1,2].

It is not only that wireless networks proliferated in the 1990 s but also there
has been shift from large cells supporting wireless telephony to small cells data
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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networks. Moreover, the number of services, networks and users has increased
considerably the last twenty years [3].

The current literature on noise levels is very limited and is focusing either on
studying time dynamics of very narrow frequency bands and thus but failing to
capture how noise can be prevalent in wide bandwidths [4]. At the same time the
pulse characteristics seem to be very dependent on devices emitting [5]. Finally,
the available literature is focusing exclusively on specific transceiver technolo-
gies and modulation schemes [6]. All this limits the general understanding on
observable noise levels.

We have recently finalized the first measurement campaign studying noise
with wideband measurements (450MHz to 3000MHz). We have measured both
indoor and outdoor environments trying to highlight the existence of noise on
different representative localities such as city center, indoor office environments,
transmission towers, industrial locations, power transmission lines and streets.

The rest of this paper is structured as follows. In Sect. 2 we describe our hard-
ware configuration and the locations we studied. In Sect. 3 we present and dis-
cuss about the fundamental methodological problems on capturing noise levels,
while not assuming cooperation from license owners. In Sect. 4 the exploratory
data analysis is presented and in Sect. 6 we show how the observed noise levels
can influence typical assumption made in link and network analysis. Finally, in
Sect. 7 we present in details a specific example how noise can reduce the assumed
capacity levels of systems. We conclude in Sect. 7.

2 Hardware Configuration and Locations Studied

We start by describing in details the studied locations and the hardware com-
ponents used.

2.1 Locations Studied

For understanding the variability of noise sources and the shape of radio envi-
ronment one has to do measurements with high spectral and time resolution.
We have focused on large band spanning from 450MHz to 3000MHz and for the
time domain we capture time dynamics on the order of milliseconds. Finally, it
is also important to understand the variability in space. One assumes that noise
changes over different localities and in this paper we report results from nine dif-
ferent locations. This selection is a subset from our larger planned measurement
campaign. The locations captured in this study are summarized below

1. Office area: At this location both indoor (office rooms) and outdoor measure-
ments were conducted.
(a) For the indoor measurements three different types of environments were

chosen:
– Empty office, with no electrical equipment inside it.
– Working office, with a large number of office equipment devices (such

as computers, phones and fluorescent lamps.).
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– Server room, where a large number of computational servers and elec-
tric cooling systems are working constantly.

(b) Office district: The measurement setup was located next to a street with
low to average amount of vehicle traffic. The location itself comprises
mainly R&D companies and university buildings.

2. Street level at a business area: A crossroad with a low traffic intensity, located
nearby the office district.

3. TV tower: The measurement location is in the suburbs of the city, very close
to the main radio and DVB-T tower of Aachen, which makes it a very good
choice for examining the possible transmitted byproducts and out-of-band
emissions in the DVB-T bands.

4. City center: A measurement spot located in the part of the city, next to a
busy road with high vehicle traffic.

5. Power transmission lines: The location is right outside of the city, very close
to a large number of high voltage transmission power lines. The measurement
setup was positioned at around 50–70 meters from the main power lines.

6. Factory: The measurements were conducted in a factory. During the measure-
ment different high technology lasers were used for cutting, bending, sawing,
and welding.

2.2 The Measurement Platform

The most important hardware component used is the high end spectrum ana-
lyzer (SA); the Agilent/Keysight E4440A. The device was selected due to its high
sensitivity levels. The device achieves sensitivities below -125 dBm per 10 kHz for
all the covered frequency spans. The tradeoff here is the power consumption. As
we describe below we had to pay special attention for supporting portable mea-
surements with such a heavy device. For supporting the operation of the SA as
well as deploying our measurement setup on different locations we built a mobile
measurement platform as depicted in Fig. 1 that contains three compartments.
At the bottom there is a large car battery compartment that operates the spec-
trum analyzer when AC power is not available (a power converter was used to
convert the DC power from the battery to AC). At the middle there is the SA
compartment and above it there is the laptop compartment. The laptop controls
the SA and stores the measurement data. The spectrum analyzer was calibrated
by plugging in a 50Ω terminator at the RF input frontend.The last component
of our setup is the high-end antenna (Schwarzbeck SBA 9113) that features very
high degree of omnidirectionality. In some of the locations we had to turn off the
preamplifier to protect the device from overloading. We specify later, in which
locations preamplifier was turned off, leading to slightly lower sensitivity.

For the frequency type of measurements SA operated in sweep mode. Since
an increased frequency resolution was important for spotting very narrowband
signals (i.e. typically byproducts of a transmitter chain before the upconversion
stage) and avoiding compression of those with large bandwidths, we selected to
use a very narrow resolution bandwidth (RBW) of 10 kHz. The achieved time
resolution between the different sweeps were on the order of tenths of seconds.
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Fig. 1. The measurement Platform, a.k.a “Blue Box”. (Colour figure online)
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Fig. 2. Autocorrelation function of uncorrelated time series.

The 200 sweeps for the span of 450MHz–3000MHz last around 5 h and 30 min.
The time domain measurements were conducted in zero span mode. During that
time, the spectrum analyzer locks in to a fixed frequency with a given RBW at
a fixed frequency and acquires the measurements faster than few microseconds.
Both methods are useful but in this paper we focus mostly on frequency domain
results. The frequency domain analysis has a priority as it provides us a baseline
information on the seriousness of extra noise components in different frequency
bands.

3 Tools for Noise Analysis

3.1 Noise Definition

We start by explaining how we define noise in our measurements. We conducted
power measurements, covering wide frequency bands, a large part of which are
licensed and already used for transmission. Therefore, the existence of power
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levels above the noise floor of the device can originate either from licensed trans-
mitters or noisy byproducts. This means that methodologically one can not be
sure if a reception is a noise byproduct or a weak licensed transmission. This is
the reason we first look at the bands that are unlicensed or are used by weak
licensed transmitters. We start by studying frequency bands that are unlicensed
and no transmissions are allowed.

In Germany the Radio Astronomy band (1400MHz to 1427MHz) is a good
example to monitor. Moreover, we included the cellular Guard Bands (Duplex
Gap), such as the GSM, LTE and UMTS ones, as these should also be free from
any intentional transmissions. For simplicity we call these bands as GSM 900,
LTE 800 and UMTS but emphasize here that we are referring to their Guard
Bands. Finally we observed also some licensed bands, most notably DVB-T
digital-TV frequencies. In the commercial bands licenses are typically given with
a specific spectrum mask (for the DVB-T system that is 8MHz in Europe). In
such a case observing very narrow band signalskHz is probably a noisy byproduct
that should be considered as noise and not as part of licensed transmission.

3.2 Analysis Tools

Here we will present briefly the tools we used for processing our data and acquir-
ing the characteristics of noise sources.

The autocorrelation analysis can be used to analyze whether subsequent val-
ues of time series are independent from each other. The normalized autocorre-
lation function (ACF) R for discrete time series XT can be expressed as

R(k) =
E[(XT − μ)(XT+k − μ)]

σ2
, (1)

where the term in the numerator is the autocovariance and σ2 is the variance.
For perfect white noise the ACF is a Dirac pulse. The confidence interval (CI)
of a 95 % significance level is equal to

CI = [μ − 1.96σ/
√

n;μ + 1.96σ/
√

n], (2)

where n is the number of samples. For uniformly distributed white noise (μ = 0
and σ = 1) and n = 200 the confidence interval becomes CI = [-0.1386 ; 0.1386].
Figure 1 shows an example of the ACF of uncorrelated time series with n = 200 ,
including the corresponding confidence interval.

The Shapiro-Wilk (SW) test can be used to show divergence of a data dis-
tribution from the Gaussian one. It is defined as

W =

n∑

i=1

(aizi)2

n∑

i=1

(zi − z̄)2
, (3)

where zi is the i-th order statistic from an ordered random sample
z1 < z2 < ... < zk and z̄ is the sample mean. The coefficients ai are determined
as
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ai = (a1, a2, ..., ak) =
mTV −1

√
mTV −1V −1m

, (4)

where m = (m1 ,m2 , ..,mk )T is the vector of expected values of standard normal
order statistics and V is the corresponding covariance matrix of those statistics.
The value of the statistic W lies between zero and one, with a value of one
indicating that the data has normal distribution.

In order to examine how the radio noise may affect deployed wireless networks
we will have a look at channel capacity and how increased levels of radio noise
could deteriorate it. As per Shannon-Hartley theorem the capacity of a certain
channel can be calculated by

C = B log2(1 + S/N), (5)

where B is the bandwidth of the channel in Hz, S is the average received sig-
nal power over the bandwidth in Watts and N is the average noise over the
bandwidth also in Watts.

Firstly, we have to calculate a reference capacity for the particular technology,
which we can compare with the measurements from the actual environment.
The reference sensitivity needs to be set to the typical level a receiver has. For
example, in the case of GSM the reference sensitivity level varies from -104 dBm
to -87 dBm per 200 kHz of bandwidth for the different types of receivers [7]. The
reference noise level is equal to:

Nref = −174 + 10 log10(B) + NFdBm Hz (6)

where NF is the noise figure of the receiver.

(a) GSM 900 (b) Radioastronomy

(c) UMTS (d) GSM 900

Fig. 3. Spectograms of received power for different bands.
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Fig. 4. Shapiro-Wilk time-frequency plots. (Color figure online)

4 Exploratory Data Analysis

We start by studying the noise characteristics of our measurements. We consider
a typical outdoor scenario at the street level of the Business Area close to a road
intersection. We study at part of the DVB-T and LTE bands to understand
how vehicle traffic can affect the overall noise contribution. The measurement
setup was located right next to the stop sign at the crossroad with the antenna
at around 5m distance from the passing vehicles. We measured the frequency
range before there were any cars present and after different vehicles passed by
our equipment.

Figure 4(a) depicts the results from the measurement when a motorbike
passed by. It can be seen from the figure that a large number of byproducts
appear with power levels of up to -100 dBm/10 kHz. Figure 4(b) shows a second
example of emitted byproducts when a car drove by our setup. One can see
from the Figure that there are a large number of byproducts with levels of up to
-90 dBm/10 kHz, the majority of which is concentrated to a frequency band from
850MHz to 870MHz.
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(a) 825 MHz, TV Tower
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(b) 770 MHz, TV Tower

Fig. 5. Parts of the DVB-T band when different vehicles are passing by the measure-
ment setup. (Color figure online)

We continue by analyzing the Radioastronomy and LTE 800 bands (that
should be free of all man-made transmissions). The results for different location
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Table 1. Mean power level and standard deviation for radioastronomy and LTE 800
guard band relative to the noise floor of the analyzer.

Radioastronomy band LTE800 Duplex Gap

Location rel. mean, dB rel. σ, dB rel. mean, dB rel. σ, dB

Amplifier On:

Empty Office 0 +0.0005 +0.078 +0.0034

Server room +2.695 -0.0001 +7.282 +0.0276

Working Office +1.205 +0.0635 +6.700 +0.3012

TV tower +0.496 +0.0133 +0.047 +0.0249

Amplifier Off:

City center +0.328 -0.0013 +0.166 +0.0023

Office district +0.307 -0.0009 +0.310 -0.0040

Transmission lines 0 -0.0029 +0.402 +0.0480

Working factory +0.293 -0.0011 +0.240 +0.0038

Device Noise mean, dBm σ, dB mean, dBm σ, dB

Amplifier On -127.299 1.7931 -128.184 1.7942

Amplifier Off -114.590 1.7667 -114.255 1.7604

are shown in Table 1. We calculated the mean of the received power for the
whole band. Regardless of the amplifier being off in some of the locations, a
constant positive value was captured. One should note that indoor offices seem
to have clearly persistent and strong excess noise levels. The reader should note
that these results are aggregated statistics and smooth out details. Hence, they
should be only used as a first step on finding the most noisy interesting bands
to study in details.

5 Noise Variability

We continue by studying noise look like inside the different bands. In Fig. 3(a)
the duplex gap of the GSM 900 band at the city center is depicted. The over-
all noise levels are slightly higher than in the other studied environments but
the noise gets visible at the beginning of the band, at around 915MHz that
is concentrated around several frequency bins. It is also interesting that there
is some time variation (sparks) and observerd RX-power goes up to -100 dBm.
Most likely, since this noise is located at the beginning of the band it might be
an adjacent band transmission leaking outside the permitted frequency mask.
One more representative example is shown in Fig. 3(b), for the Radioastronomy
band observed in the working office environment. This is different for, Fig. 3(c),
where the UMTS guard band in the working office is depicted. In the Fig. 3(c)
there is only one constant time noisy byproduct at 2100MHz and a very wide
band one that is time dependent and lasts only for the duration of the sweep
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(around 3 s). Finally, we consider the GSM 900 guard band. The results are
shown in Fig. 3(d), where the noise seems to be existing in the whole band with
different spectral characteristics. Power levels vary also considerably with the
strongest one being -110 dBm at 920MHz. Such high noise levels with such idle
spectrum coverage show that the specific working environment either has lots of
electronic devices or some defective component is causing this behavior.

It is clear from the presented examples that noise varies a lot in frequency
and time domain. As expected we have found that the noise is highly location
dependent. The spatial persistence of noise components vary from few tens of
meters to up to more than hundreds of meters. The aggregated statistics can
make whole bands to look less noiser than what they in reality are.

We will provide one more example to highlight the very rich nature of noisy
byproducts giving an example of the time dynamics. In Fig. 6 we show noise
byproducts that the measurements captured nearby TV-transmission tower. The
measurements were done in zero span mode at two different frequencies, namely
in the 825MHz and 770MHz for the TV Tower environment. In Fig. 6(a), the
captured signal consists interference (noise) bursts that are somehow interleaved
around 800ms or so. In Fig. 6(b) 770MHz band is shown. The time dynamics of
this “noise channel” is much richer and the signal is composed from bursts that
repeat every few ms .

Fig. 6. Results from zero span measurements showing the detailed time domain struc-
ture of the noise.
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6 Gaussianity Assumption

In this section we revisit AWGN channel assumptions [8–10]. Here, we would
focus the Gaussianity characteristics of the AWGN channel and have a look at
the time domain measurements to see if they resemble a Gaussian distribution.
Finally, we study the time independency between samples that are also part of
the AWGN channel.

For the Gaussianity we conducted the Shapiro-Wilk test (per frequency bin).
That allows us to compare our captured data against the normal distribution.
For this analysis we had to collect together multiple time domain measurements
to calculate the Shapiro-Wilk statistic and thus 10 Shapiro-Wilk statistic time
slots are given. Our first example is shown in Fig. 4(a) for the GSM 900 band in
the City Center. The noise components around the 915MHz that were described
in the previous section are clearly seen as strong deviations from the Gaussian-
ity assumption. We continue with Fig. 4(b) showing the Shapiro-Wilk statistics
result for the Radioastronomy Band in the working office environment. The devi-
ations from the Gaussian distribution are now well spread within the band and
the problem is not just concentrated in few frequency bins as before. Finally
in Fig. 4(c) we show results for the UMTS band where a strong deviation is
captured that only lasted for some time before it disappeared. It is interest-
ing though how widely the noise is spread within the band covering more than
12MHz.

We continue by providing two more examples for the Radioastronomy and
the UMTS duplex gap. In Fig. 7(a) the Radioastronomy band for the working
office area is depicted. The corresponding spectogram was already presented
in Fig. 4(b) and the Shapiro-Wilk statistics do a good job capturing what we
have described above. The deviations are spread all over the frequency band.
In Fig. 7(b) the UMTS duplex gap for the TV tower location is shown. The
deviations are not as widespread as before and tend to be concentrated at the
beginning of the band and even more so at the end of the gap.

We finalize this section by analyzing also at the time independency assump-
tion of subsequent samples. We calculated the autocorrelation for the measure-
ment samples and the results are presented in Fig. 8. It is clear that for most of
the captured frequency bins the autocorrelation gives a value which shows that

Fig. 7. Deviation from gaussianity assumption. Shapiro-Wilk tests.
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Fig. 8. Deviations from AWGN in the LTE Band in the working office. (Colour figure
online)

the samples are not independent. The red line shows the limit for values to be
considered independent and most of the values are larger than this threshold.
Similar examples have been also found in other bands. From this set of measure-
ments results it is clear that this large variability (frequency, time and locations)
makes modeling of the excess noise rather difficult if not impossible.

7 Capacity Reduction from Increased Noise Levels

In this section we show how increased noise floor can impact the capacity of a
radio systems. Digital receiver technology has progressed considerably on decod-
ing and we are now able to exploit very weak signals. The sensitivity of receivers
is superior to what they were 20 years ago. Thus, the increased noise levels have
more impact on our system performance as we tend to operate in a low SNR
regime, especially on the cell edges of mobile systems. We present first an exam-
ple that is technology independent in the sense that we do not apply specific
modulation and demodulation schemes. We employ the normalized capacity to
calculate the lost capacity with excess noise. More specifically we evaluate the
relative degradation of the Shannon spectral efficiency log(1 + S/N) for a signal
power S and noise level N for different values of the input parameters derived
from the measurements. We calculate the reference capacity Cref for each band
assuming first only the thermal noise floor. We then repeat the calculation ba
adding the man-made interference to show how access noise components can
have a similar effect as co-channel interference.

Figures 9(a) and (b) show that there is almost no reduction in the capacity
for the empty office and the TV tower locations. However, for the rest of the
locations the results at cell edge conditions can cause high capacity loss of up to
65 % and substantial reductions of up to 20 % even in rather high primary system
power signal conditions, i.e., -80 dBm. The server room and the working office
experience the highest MNP (Mean Noise Power) for the LTE800 and GSM900
duplex gaps compared to the other two locations. It is interesting to observe
that the highest noise levels (that have some strong time domain constant type
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Fig. 9. Capacity reduction with the effect of measured noise.

of behavior) were spotted in the indoor environments. The reader should note
that our measurements in the frequency domain were more prone in capturing
long-time noise sources.

We continue estimating a possible capacity reduction for the LTE800 and
the GSM900 technologies using measured values duplex gaps. In Figs. 9(c) and
(d) we can see that the capacity reduction is a bit higher than in the GSM
case. This is expected since the reference sensitivity for UMTS receivers is lower
than the one for GSM. Situation is also similar for the empty office and the
TV tower environments as before, although this does not necessarily mean that
these locations are in total less noisy than others.

For the above results, we used a constant noise figure of 10 dB for the calcu-
lations of the capacity. Next, we give more examples that are based on today’s
specific receivers noise figures. In the Table 2 we summarize typical values for
several different technologies that were used in our calculations. We produce
3-D plots that allows the interested reader to see exactly how noise can affect
different type of receivers.

Figure 10(a) presents the results when the capacity is calculated with respect
to the GSM technology receiver sensitivities. The capacity reduction in the empty
office has a constant behavior, i.e., equals zero, down to noise figure of 7 dB,
after which it starts gradually increasing. In such case the UMTS and LTE base
stations, which generally have low noise figures as seen from Table 2, might expe-
rience problems. However, for receivers using Bluetooth and ZigBee technology,
which have higher noise figures, as expected will not be affected by these noise
levels.
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Table 2. Typical noise figure for various technologies.

Technology Noise figure, dB

GSM900 7

UMTS:

Base station 2

User equipment 7

LTE:

Base station 5

User equipment 9

802.11 (WLAN) 10

Bluetooth 23

ZigBee 20

(a) LTE duplex gap, Empty Office,
GSM technology

(b) LTE duplex gap, TV tower,
UMTS technology

Fig. 10. Examples of the theoretical capacity reduction.

Finally, Figs. 10(a) and (b) also allow us to compare how the same noise could
affect different technologies. We see from the Figures that for the same locations
and frequencies the capacity reduction for the GSM case is lower compared to
the UMTS one, which is due to the more strict requirements on the reference
sensitivity of the receiver in UMTS.

8 Conclusions

In this paper we reported preliminary results from our high-resolution noise
measurement campaign. We have shown that the noise has very different char-
acteristics in different localities, both in frequency and time domains. Aggregated
statistics at the same time can not represent exact noise levels since they heavily
average out the noisy byproducts.

We were able to observe strong radio noise in all locations at different fre-
quency bins and time scales, which shows that man-made noise level has signifi-
cantly increased. It is at these levels that should be taken into account from con-
temporary designs of new-systems, and particularly be considered by dynamic
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spectrum access community. We show strong deviations from the theoretical
Gaussian model. Whiteness of the noise, time independency, and the Gaussian
structure of noise were found to not hold for many different frequency and time
bands on different localities. Finally we would like to stress that noise measure-
ments are not just new spectrum measurements focusing on the low level signals,
but are a distinct type of characterization of the radio environment with unique
challenges.

Acknowledgment. The authors would like to thank RWTH Aachen University and
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Abstract. The increasing traffic demand will require additional spec-
trum to be used for mobile broadband. Licensed Shared Access (LSA)
is one option for mobile network operators (MNO) to provide access to
spectrum resources of other radio services, which are underutilized for
specific time intervals and location areas, ensuring interference free coex-
istence between the sharing partners, i.e. this utilization of the spectrum
requires decoupling of the resources in spatial or time domain. Indoor
small cell deployments are particularly interesting for such a sharing sce-
nario, due to the additional attenuation from the walls providing addi-
tional decoupling of the two systems. This article analyzes the network
planning feasibility for LSA spectrum usage in indoor small cell scenar-
ios. On basis of real indoor-to-outdoor propagation measurements and
existing propagation models, a minimum decoupling range is determined
where the LSA signal penetrating to the outdoor area falls below a certain
threshold that guarantees interference free operation of the incumbent.

Keywords: Spectrum sharing · Spectrum efficiency · Licensed Shared
Access (LSA) · Authorized Shared Access (ASA) · Indoor small cells

1 Introduction

The tremendous traffic increase observed during the last years, requires that the
Mobile Network Operators (MNO) enhance their network capacities by improv-
ing the radio efficiency of their networks, increasing number of sites, etc. Further-
more, also additional spectrum for Mobile Broadband (MBB) provision will be
required. Spectrum can be considered as the real estate for Mobile Broadband.

Exclusive access is the traditional means of making spectrum available to
MNO. Currently there are around 600 MHz of total spectrum assigned to MBB.
Although exclusive access is the preferred option, the amount of spectrum avail-
able is limited [1].

An alternative option to have access to additional spectrum is the use of
the unlicensed spectrum. However, unlicensed spectrum requires new add-ons
for LTE to provide fair co-existence for LTE with existing technologies [2]. Two
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similar solutions considering unlicensed spectrum are being standardized: LTE-U
in the LTE-U Forum and Licensed Assisted Access (LAA) in 3GPP.

On the other side, getting exclusive sharing rights from other licensed bands,
even though restricted in time and location, is a very efficient mean to boost
operators spectrum resources for MBB use. Mobile networks target to offer pre-
dictable quality of service; therefore it is required that sufficient control mech-
anisms are implemented when applying spectrum sharing. Authorized Shared
Access (ASA), also known as Licensed Shared Access (LSA)1 provides a solu-
tion for bands belonging to other radio services that cannot easily be re-farmed
or totally vacated by their incumbent users but where actual spectrum usage is
underutilized and infrequent [3,4].

Under LSA, a national authority can grant rights to a few LSA licensees to
utilize portions of an incumbent spectrum that are unused, at a given location
and time, for mobile communications provided that it is not creating harmful
interference outside of that spatially and/or temporally defined area.

Due to the popularity of smart phones and tablets, most of the data usage is
indoor, necessitating extensive indoor small cells deployments. Around 80 % of
all mobile broadband traffic is consumed by users located indoor. Indoor small
cells provide the lowest total cost of ownership (TCO) for providing coverage
and capacity in indoor hot spots in enterprises and public buildings [5].

Small cell indoor capacity enhancements by additional use of LSA spectrum
is rather appealing due to the lower transmit power and the attenuation of
the radiation through the walls of the building which helps to minimize the
interference outside the building where the incumbent requires undistorted usage
of its services. On the other hand, the variety of materials, building structures,
wall distributions, windows, etc. increases the complexity to detect and control
the interference from the indoor cells to areas outside of the building.

The next sections of this paper provides a detailed study of interference from
the indoor small cells, and their use of the LSA spectrum. In Sect. 2, the inter-
ference detection in the case of LSA spectrum used by indoor small cells is intro-
duced, in Sect. 3, the field measurements campaign carried out for model valida-
tion is described, and in Sect. 4, based on the results from the previous section,
it is described how the LSA spectrum can be used respecting the requirements
from the sharing arrangements and sharing framework.

2 Interference Detection

For LSA utilization, both parties, the incumbent and the LSA licensee contractu-
ally guarantee protection against harmful interference from both the incumbent
and LSA licensees, thus allowing them to provide a predictable quality of ser-
vice [3].

1 The Radio Spectrum Policy Group (RSPG) and the European Commission largely
adopted and generalized the concept but renamed it to Licensed Shared Access where
ASA is framed within LSA.
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The advantage of lower interference from the indoor small cells deployments,
compared to the outdoor macro cells, is the possibility to use the LSA spectrum
closer to the border of the protected area used by the incumbent, where usage
of the macro cells, due to their higher power and the missing shielding by walls,
would not be possible.

Before the LSA spectrum can be shared among different partners, a sharing
framework must be established with the regulator, and a sharing arrangement
must be established with the incumbent. Once sharing framework and sharing
arrangement are established, the LSA licensee is allowed to use the spectrum
when the conditions defined in both the sharing framework and the sharing
arrangement are fulfilled. These conditions can include technical requirements,
such as interference thresholds in certain areas where the incumbent users may
use the LSA spectrum (protection zones). Hence, the LSA licensee needs a mech-
anism to control its radiation emission, respecting the requirements defined at
the sharing arrangement and sharing framework, while exploiting the maximum
from the transmission.

A previous study [6], described a method to adapt the transmission character-
istics of a MNO macro network such that maximum coverage for LSA spectrum
usage is achieved. In this study, the MNO network using the LSA spectrum
consist of an indoor small cell deployment. Such a deployment requires a more
complex propagation model to estimate the interference from the indoor network
towards outside of the building, considering the penetration losses through the
outer wall of the building as well as walls inside the building. Due to that most
of the existing propagation models are considering outdoor-to-indoor but not
the opposite way from indoor-to-outdoor that is required in this context, field
measurements have been carried out to validate the considered model.

3 Indoor-to-Outdoor Propagation Validation by Field
Measurements

In principle user measurements can be used to detect the interference in forbid-
den areas. However, it cannot always guarantee that there are no areas without
measurements covered by base stations operating with LSA frequencies. There-
fore, in addition to the user measurements, an interference prediction based on
propagation models is also needed. This interference prediction requires infor-
mation known from network planning tools: location of the sites, frequency,
transmit power, orientation and gain of the antennas. If available, user mea-
surements can further enhance the prediction quality. These user measurements
could be obtained, for example, by enabling the functionality Minimization of
Drive Test (MDT) [7].

Most of the propagation models consider basically the outdoor use case [8–
10], and in the case of having also indoor cases, the focus is normally in the
propagation from outdoor to indoor [11,12]. Moreover, in the few cases where a
model from indoor to outdoor is considered, the main purpose is to maximize
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the coverage from indoor cells also outside of the buildings, while for the LSA
use case, the objective is the opposite.

In order to check the feasibility of this model outdoor field measurements
have been carried out from indoor base station deployments and compared with
propagation model predictions.

3.1 Propagation Model

The WINNER II project [13], provides a reasonable model for this study, where
one of the scenarios analyzed is the indoor to outdoor propagation (Fig. 1).

Fig. 1. Indoor to outdoor scenario

According to this model, the total path loss (PL) from indoor to outdoor is
obtained from the sum of three components:

PL = PLb + PLtw + Pin (1)

where:

– PLb are the propagation losses from the transmitter to the receiver location
considering the outdoor model

– PLtw are the propagation losses due to penetration of the outer wall, consid-
ering the angle of penetration (θ), and the losses when the signal is crossing
the wall perpendicularly (We), or tangentially (WGe).

PLtw = We + WGe(1 − cos(θ))2 (2)

– PLin are the propagation losses inside the building, considering the number
of walls (nW ), and the penetration loss per inner wall (LW ):

PLin = nWLW (3)

Table 1 shows the penetration losses parameters considered for the simula-
tions.
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Table 1. Penetration losses

Parameter Value

We Loss through external wall for the perpendicular penetration 18 dB

WGe Loss through external wall for the parallel penetration 15 dB

Lw Loss through the indoor wall 5 dB

3.2 Indoor-to-Outdoor Field Measurements

The measurements took place in the Nokia Campus, in Munich. Due to the
unavailability of equipment for the 2.3 GHz band, typically used for LSA in
Europe, the measurement campaign was done using Wi-Fi access points oper-
ating at 5.4 GHz, which enable easy signal strength measurements by available
tools and further analysis. In principle also the 2.4 GHz Wi-Fi could have been
used, but in our case that was too much interfered by a large number of active
SSIDs.

The access point (AP) was located in one of the meeting rooms in the ground
floor, and the signal strength from this AP, transmitting at 5.4 GHz, was mea-
sured outside the buildings, in the street immediately next to the meeting room
where the AP was located, as well as in the other streets surrounding the build-
ing. The measurements were taken in winter, having snow on the streets.

Fig. 2. Measurements and model prediction results

Figure 2 shows the signal strength measured and the propagation model pre-
dictions results at the measurement points in the campus.

First of all, both simulation and measurement results show that the signal
strength of an indoor cell outside the building is still considerably high. This
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Fig. 3. Histogram of the difference between the propagation model prediction and the
measured signal strength

effect is good when, the purpose of the deployments is to provide certain level
of coverage outside the building. However, in the case of utilization of LSA
spectrum, the purpose of the deployment of the small cells is to provide good
coverage inside the building, but almost no coverage outside the building.

It is also observed that the results obtained from propagation model differ
quite heavily with differences of up to 20 dB in both directions, under and over
estimation.

Figure 3 shows the histogram of the difference between the results from the
model and the measurements. The inaccuracy of the model requires an additional
guard range of about 20 dB for confident interference prediction.

4 Indoor Deployment Options for Utilization of LSA
Spectrum

Once the interference from the indoor small cells is estimated, it can be deter-
mined for which small cell base station depending on their location inside the
building the LSA spectrum can be used.

At this step, the following information from the incumbent is required:

– Protection zone: Area where the incumbent users will use the spectrum
– Interference criterion: Maximum level of interference allowed by the incumbent

spectrum users, that guarantees normal operation of the incumbent services.

Comparable to the LSA macro deployment study, the objective is to find opti-
mal small cell indoor deployment and base station configuration that provides
best LSA spectrum efficiency for allowed area while keeping the interference
within the allowed range, which is investigated for a group of reference points
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Fig. 4. Small cell indoor deployment options

in the protection zone, to compare it with the maximum interference allowed by
the incumbent.

The previously described path loss model has been used to calculate the out-
of-building emission for three different small cell indoor deployment options as
given in Fig. 4. The deployment effecting parameters are Tx power, location of
the base stations and their antenna characteristics. The received signal strength
of the LSA frequency used indoor has been calculated for all reference points
and is obtained summing up the signals from each indoor cell.

The three different deployment options of the small cell base stations inside
the buidling can be classified as following:

(a) Initial scenario: The initial scenario consists of a single floor of a building,
where there are four small cells placed at four different rooms.

(b) Deployment of LSA small cells in inner rooms: This option decreases the
interference by locating the small cells in the inner rooms of the building,
increasing the penetration losses due to the higher number of walls between
the transmitter and the exterior of the building.

(c) LSA small cells with directional antennas: The small cells are located close
to the external walls of the building, but oriented towards the inner part of
the building. Although there will be some backward lobes of the antenna,
the main lobe of the antenna will point to the inner part of the building,
reducing the out-of-building emission received.

Considering the case of the wireless cameras [14,15], with an interference
criterion (acceptable received interference power) of −95 dBm and the Tx power
of 30 dBm of the small cell base stations the maximum interfere distance is
determined, i.e. the further location measured from outer wall of the building.

Figure 5 shows the maximum interfered distance from the building for the
three indoor small cell deployments, which corresponds to the further location
from the outer wall where the signal exceeds the interference criterion.

The use of directional antennas provides the lowest out-of-building emis-
sion and allows the closest location of incumbent operation. For instance, if the
equipment receiving the signal from wireless cameras is at least 40 m away from
the building, the indoor small cells can be used without harming the wireless
cameras communications.
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The so-called heat maps visualizing the interference from all indoor sites are
shown in Fig. 6.

5 Conclusions

LSA gives the mobile broadband operator the opportunity to use additional
spectrum, which is currently licensed to other systems, and which is quite often
unused for certain time intervals in certain locations. The LSA spectrum usage by
small cells in indoor deployment outperforms the usage of outdoor macro cells
since interference-free usage can be guaranteed even quite close to protection
areas. With intelligent indoor small cell deployments the interference distance
can be reduced to below a hundred meters, compared to couple of kilometers in
case of the macro cells.

To determine that distance, network planning methods using empirical
outdoor-to-indoor can be used. Although the match between the measurements
and the model is not completely equivalent, the model can be used to estimate
the areas where the current MNO cells may interfere.
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The indoor small cell deployment option with directional antennas pointing
to the inner part of the building showed the minimum out-of-building emissions.
In case of LSA spectrum usage is planned is recommended to use this option.
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Abstract. The two-user linear deterministic interference channel
(LD-IC) with noisy channel-output feedback is fully described by six
parameters that correspond to the number of bit-pipes between each
transmitter and its corresponding intended receiver, i.e., −→n 11 and −→n 22;
between each transmitter and its corresponding non-intended receiver
i.e., n12 and n21; and between each receiver and its corresponding
transmitter, i.e., ←−n 11 and ←−n 22. An LD-IC without feedback corre-
sponds to the case in which ←−n 11 = ←−n 22 = 0 and the capacity
region is denoted by C(−→n 11,

−→n 22, n12, n21, 0, 0). In the case in which
feedback is available at both transmitters, ←−n 11 > 0 and ←−n 22 > 0,
the capacity is denoted by C(−→n 11,

−→n 22, n12, n21,
←−n 11,

←−n 22). This paper
presents the exact conditions on ←−n 11 (resp. ←−n 22) for observing an
improvement in the capacity region C(−→n 11,

−→n 22, n12, n21,
←−n 11, 0) (resp.

C(−→n 11,
−→n 22, n12, n21, 0,

←−n 22)) with respect to C(−→n 11,
−→n 22, n12, n21, 0, 0),

for any 4-tuple (−→n 11,
−→n 22, n12, n21) ∈ N4. Specifically, it is shown

that there exists a threshold for the number of bit-pipes in the feed-
back link of transmitter-receiver pair 1 (resp. 2), denoted by ←−n �

11 (resp.←−n �
22) for which any ←−n 11 > ←−n �

11 (resp. ←−n 22 > ←−n �
22) enlarges the capac-

ity region, i.e., C(−→n 11,
−→n 22, n12, n21, 0, 0) ⊂ C(−→n 11,

−→n 22, n12, n21,
←−n 11, 0)

(resp. C(−→n 11,
−→n 22, n12, n21, 0, 0) ⊂ C(−→n 11,

−→n 22, n12, n21, 0,
←−n 22)). The

exact conditions on ←−n 11 (resp. ←−n 22) to observe an improvement on a
single rate or the sum-rate capacity, for any 4-tuple (−→n 11,

−→n 22, n12, n21)
∈ N4 are also presented in this paper.
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1 Introduction

Channel-output feedback is an interference management technique that sig-
nificantly increases the number of degrees of freedom (DoF) for the two-user
Gaussian interference channel (IC) in most of the interference regimes [1]. Essen-
tially, in the very strong interference regime, the DoF gain provided by perfect-
channel output feedback can be arbitrarily large when the interference to noise
ratios (INRs) and signal to noise ratios (SNRs) grow to infinity. One of the rea-
sons why feedback provides such a surprising benefit stems from the fact that it
uses interference to create alternative paths to the existing point-to-point paths.
For instance, in the two-user IC, feedback creates a path from transmitter 1
(resp. transmitter 2) to receiver 1 (resp. receiver 2) in which symbols that are
received at receiver 2 (resp. receiver 1) are fed back to transmitter 2 (resp. trans-
mitter 1), which decodes the messages and retransmits them to receiver 1 (resp.
receiver 2). Another metric to determine the benefits of feedback is the number
of generalized DoF (GDoF), see [3] for a discussion on DoF and GDoF, as well as
other metrics. The GDoF gain due to feedback in the IC depends on the topology
of the network and the number of transmitter-receiver pairs in the network. For
instance, in the symmetric K-user cyclic Z-interference channel, the DoF gain
does not increase with K [4]. In particular, in the very strong interference regime,
the DoF gain is shown to be monotonically decreasing with K. Alternatively, in
the fully connected symmetric K-user IC with perfect feedback, the number of
GDoF per user is shown to be identical to the one in the two-user case, with
an exception in a particular singularity, and totally independent of the exact
number of transmitter-receiver pairs [5]. It is important to highlight that the
network topology, the number of transmitter-receiver pairs and the interference
regime are not the only parameters determining the effect of feedback. Indeed,
the presence of noise in the feedback links turns out to be another relevant fac-
tor. As shown later in this paper, in the case in which one transmitter-receiver
pair is in a high interference regime (the interfering signal is stronger than the
intended signal) and the other is in a low interference regime (the interfering
signal is weaker than the intended signal), the use of feedback in the former
does not enlarge the capacity region, even in the case of perfect output feed-
back. Conversely, using feedback in the latter might enlarge the capacity region
depending on the SNR of the feedback link. The exact values of the feedback
SNRs beyond which the capacity region is enlarged depend on all the other chan-
nel parameters: two forward SNRs and two forward INRs. In [6], the capacity
region of the two-user Gaussian IC (GIC) with noisy channel output feedback is
approximated to within a constant number of bits for the symmetric case. These
results are generalized in [11] for non-symmetric cases. However, from the avail-
able descriptions of the capacity regions with and without feedback, identifying
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whether or not the existence of a feedback link with a given SNR enlarges the
capacity region is not a trivial task.

An alternative for dealing with the challenges described above is to study
the GIC via its linear deterministic IC (LD-IC) approximation [7], for which
the capacity region is perfectly known [8,10]. The two-user LD-IC with noisy
channel output feedback (LD-IC-NOF) is fully described by six parameters:
(−→n 11,

−→n 22, n12, n21,
←−n 11,

←−n 22) ∈ N6. There exists a mapping between the
parameters describing the two-user LD-IC and the parameters describing the
GIC. More specifically, there are two forward SNRs (

−−→
SNRi � 1); two forward

INRs (INRij � 1); and two backward SNRs (
←−−
SNRi � 1), with i ∈ {1, 2}

and j ∈ {1, 2} \ {i}. In the LD-IC, the parameters of the GIC are mapped
into the number of bit-pipes between each transmitter and its corresponding
intended receiver, i.e., −→n ii = � 1

2 log2(
−−→
SNRi)�; between transmitter j and receiver

i i.e., nij = � 1
2 log2(INRij)�; and between each receiver and its correspond-

ing transmitter, i.e., ←−n ii = � 1
2 log2(

←−−
SNRi)�. An LD-IC without feedback cor-

responds to the case in which ←−n 11 = ←−n 22 = 0 and the capacity region is
denoted by C(−→n 11,

−→n 22, n12, n21, 0, 0). In the case in which feedback is avail-
able at both transmitters, ←−n 11 > 0 and ←−n 22 > 0, the capacity is denoted by
C(−→n 11,

−→n 22, n12, n21,
←−n 11,

←−n 22).
This paper presents the exact conditions on ←−n 11 (resp. ←−n 22) for observ-

ing an improvement in the capacity region C(−→n 11,
−→n 22, n12, n21,

←−n 11, 0) (resp.
C(−→n 11,

−→n 22, n12, n21, 0,←−n 22)) with respect to C(−→n 11,
−→n 22, n12, n21, 0, 0), for any

4-tuple (−→n 11, −→n 22, n12, n21) ∈ N4. More specifically, it is shown that there
exists a threshold for the number of bit-pipes in the feedback link of transmitter-
receiver pair 1 (resp. 2), beyond which the capacity region of the two-user LD-
IC-NOF can be enlarged, i.e., C(−→n 11,

−→n 22, n12, n21, 0, 0) ⊂ C(−→n 11, −→n 22, n12,
n21, ←−n 11, 0) (resp. C(−→n 11,

−→n 22, n12, n21, 0, 0) ⊂ C(−→n 11,
−→n 22, n12, n21, 0,←−n 22)),

with strict inclusion. The exact conditions on ←−n 11 (resp. ←−n 22) to observe
an improvement on a single rate or the sum-rate capacity, for any 4-tuple
(−→n 11,

−→n 22, n12, n21) ∈ N4 are also presented in this paper. Surprisingly, these
values can be expressed in closed-form using relatively simple expressions that
depend on some of the parameters −→n 11,

−→n 22, n12 and n21.
Based on these results, several relevant engineering questions arise in this

setting. For instance, in which of the two transmitter-receiver pairs must the
feedback link be implemented if the objective is to improve: (a) the individual
rate of the transmitter-receiver pair in which feedback is implemented; (b) the
individual rate of the other transmitter-receiver pair; or (c) the sum-rate of
both transmitter-receiver pairs. In each of these scenarios, the feedback SNR,
either ←−n 11 or ←−n 22, must be bigger than a given threshold for the improvement
to be observed. Interestingly, for each of these scenarios there exists a complete
different answer. As a by-product of the results described above, the exact values
of ←−n 11 or ←−n 22 for which feedback does not enlarge the capacity region are also
identified.
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2 Linear Deterministic Interference Channel
with Noisy-Channel Output Feedback

Consider the two-user LD-IC-NOF, with parameters −→n 11, −→n 22, n12, n21, ←−n 11

and ←−n 22 described in Fig. 1. The parameters −→n ii, nij and ←−n ii with i ∈ {1, 2} and
j ∈ {1, 2}\{i}, are non-negative integers. Parameter −→n ii represents the number
of bit-pipes between transmitter i and receiver i; parameter nij represents the
number of bit-pipes between transmitter j and receiver i; and parameter ←−n ii rep-
resents the number of bit-pipes between receiver i and transmitter i (feedback).
At transmitter i, with i ∈ {1, 2}, the channel-input X(n)

i at channel use n, with

n ∈ {1, . . . , N}, is a q-dimensional binary vector X
(n)
i =

(
X

(n)
i,1 , . . . , X

(n)
i,q

)T

,
with

q = max (−→n 11,
−→n 22, n12, n21) , (1)

and N the block length. At receiver i, the channel-output
−→
Y

(n)
i at channel use

n is also a q-dimensional binary vector
−→
Y

(n)
i =

(−→
Y

(n)
i,1 , . . . ,

−→
Y

(n)
i,q

)T

. The input-
output relation during channel use n is given as follows

−→
Y

(n)
i = Sq−−→n iiX

(n)
i + Sq−nijX

(n)
j , (2)

TX1

TX2 RX2

RX1

←−n 11

←−n 22

X1,1

X1,2

X1,3
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X2,3 X1,4
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Fig. 1. Two-user linear deterministic interference channel with noisy channel-output
feedback. The bit-pipe line number 1 represents the most significant bit.
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and the feedback signal available at transmitter i at the end of channel use n is:

←−
Y

(n)

i = S(q−←−n ii)
+ −→
Y

(n−d)

i , (3)

where d is a finite feedback delay, additions and multiplications are defined over
the binary field, S is a q × q lower shift matrix, and (·)+ is the positive part
operator.

Transmitter i sends Mi information bits bi,1, . . . , bi,Mi
by sending the code-

word
(
X

(1)
i , . . . ,X

(N)
i

)
. The encoder of transmitter i can be modeled as a set

of deterministic mappings f
(1)
i , . . . , f

(N)
i , with f

(1)
i : {0, 1}Mi → {0, 1}q and

∀n ∈ {2, . . . , N}, f
(n)
i : {0, 1}Mi × {0, 1}q(n−1) → {0, 1}q, such that

X
(1)
i = f

(1)
i

(
bi,1, . . . , bi,Mi

)
and (4)

X
(n)
i = f

(n)
i

(
bi,1, . . . , bi,Mi

,
←−
Y

(1)

i , . . . ,
←−
Y

(n−1)

i

)
. (5)

At the end of the block, receiver i uses the sequence Y
(1)
i , . . . ,Y

(N)
i to gener-

ate the estimates b̂i,1, . . . , b̂i,Mi
. The average bit error probability at receiver i,

denoted by pi, is calculated as follows

pi =
1

Mi

Mi∑

�=1

1{b̂i,� �=bi,�}. (6)

A rate pair (R1, R2) ∈ R2
+ is said to be achievable if it satisfies the following

definition.

Definition 1 (Achievable Rate Pairs). The rate pair (R1, R2) ∈ R2
+ is

achievable if there exists at least one pair of codebooks X N
1 and X N

2 with code-
words of length N , and the corresponding encoding functions f

(1)
1 , . . . , f

(N)
1 and

f
(1)
2 , . . . , f

(N)
2 such that the average bit error probability can be made arbitrarily

small by letting the block length N grow to infinity.

Denote by C(−→n 11,
−→n 22, n12, n21,

←−n 11,
←−n 22) the capacity region of the two-

user LD-IC-NOF with parameters −→n 11, −→n 22, n12, n21, ←−n 11, and ←−n 22. Lemma 1
fully characterizes the set C(−→n 11,

−→n 22, n12, n21,
←−n 11,

←−n 22).

Lemma 1 (Lemma 6 in [10]). The capacity region C(−→n 11, −→n 22, n12, n21,←−n 11, ←−n 22) of the two-user LD-IC-NOF is the set of non-negative rate pairs
(R1, R2) that satisfy ∀i ∈ {1, 2} and j ∈ {1, 2} \ {i}:

Ri � min (max (−→n ii, nji) ,max (−→n ii, nij)) , (7a)

Ri � min
(
max (−→n ii, nji) ,max

(−→n ii,
←−n jj − (−→n jj − nji)

+
))

, (7b)

R1 + R2 � min
(

max (−→n 22, n12) + (−→n 11 − n12)
+

,max (−→n 11, n21)

+ (−→n 22 − n21)
+

)
, (7c)
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R1 + R2 � max
(

(−→n 11 − n12)
+

, n21,
−→n 11 − (max (−→n 11, n12) − ←−n 11)

+
)

+ max
(

(−→n 22 − n21)
+

, n12,
−→n 22 − (max (−→n 22, n21) − ←−n 22)

+
)
, (7d)

2Ri + Rj � max (−→n ii, nji) + (−→n ii − nij)
+

+ max
(

(−→n jj − nji)
+

, nij ,
−→n jj − (max (−→n jj , nji) − ←−n jj)

+
)
. (7e)

3 Preliminaries

3.1 Definitions

Let αi ∈ Q be the interference regime of transmitter-receiver pair i, with i ∈
{1, 2} and j ∈ {1, 2} \ {i},

αi =
nij−→n ii

. (8)

For each transmitter-receiver pair i, there exist five possible interference regimes
(IRs): very weak IR (VWIR), i.e., αi � 1

2 , weak IR (WIR), i.e., 1
2 < αi � 2

3 ,
moderate IR (MIR), i.e., 2

3 < αi � 1, strong IR (SIR), i.e., 1 < αi � 2 and very
strong IR (VSIR), i.e., αi > 2 [9]. The scenarios in which the desired signal is
stronger than or equal to the interference (αi � 1), namely VWIR, WIR and
MIR, are referred to as low-interference regimes (LIRs). Conversely, the scenarios
in which the desired signal is weaker than the interference (αi > 1), namely SIR
and VSIR, are referred to as high-interference regimes (HIRs). In the two-user
LD-IC, it is possible to observe up to twenty-five possible interference regimes,
given α1 and α2. However, only twelve cases are of real interest. This is because
the transmitter-receiver pairs can be indifferently labeled and thus, for instance,
studying the case in which α1 � 1

2 and α2 > 2 is the same as studying the case
in which α1 > 2 and α2 � 1

2 .
The main results of this paper are presented using a list of events (Boolean

variables) that are fully determined by the parameters −→n 11,
−→n 22, n12, and n21.

For instance, given the parameters (−→n 11,
−→n 22, n12, n21), the events (9)–(25)

describe some combinations of interference regimes that are particularly inter-
esting. Let i ∈ {1, 2} and j ∈ {1, 2} \ {i} and define the following events:

E1 : α1�1 ∧ α2 � 1, (i and j in LIR) (9)

E2,i : αi � 1
2

∧ 1<αj � 2, (i in VWIR and j in SIR) (10)

E3,i : αi � 1
2

∧ αj>2, (i in VWIR and j in VSIR) (11)

E4,i :
1
2
<αi � 2

3
∧ αj>1, (i in WIR and j in HIR) (12)

E5,i :
2
3

< αi � 1 ∧ 1<αj � 2, (i in MIR and j in SIR) (13)

E6,i :
2
3

< αi � 1 ∧ αj > 2, (i in MIR and j in VSIR) (14)
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E7,i :
1
2

< αi � 1 ∧ αj > 1, (i in WIR or MIR and j in HIR) (15)

E8,i : αi > 1 ∧ αj � 1, (i in HIR and j in LIR) (16)

E9 : α1 � 2
3

∧ α2 � 2
3
, (i and j in VWIR or WIR) (17)

E10,i : αi � 2
3

∧ 2
3

< αj � 1, (i in VWIR or WIR and j in MIR) (18)

E11,i :
2
3

< αi � 1 ∧ αj � 2
3
, (i in MIR and j in VWIR or WIR) (19)

E12 : α1 > 2 ∧ α2 > 2, (i and j in VSIR). (20)

Some other auxiliary events are considered. The event in which the signal from
transmitter i is stronger (resp. weaker) in its intended receiver than in its non-
intended receiver is denoted by E13,i (resp. Ẽ13,i), i.e.,

E13,i : −→n ii > nji, (21)

Ẽ13,i : −→n ii < nji. (22)

The event in which the sum of the number of bit-pipes in the direct links is bigger
(resp. smaller) than the sum of the number of bit-pipes in the cross-interference
links is denoted by E14,i (resp. Ẽ14,i), i.e.,

E14 : −→n 11 + −→n 22 > n12 + n21, (23)

Ẽ14 : −→n 11 + −→n 22 < n12 + n21. (24)

The event in which the number of bit-pipes in the direct link j is bigger than
the sum of bit-pipes in both cross-interference links is denoted by

E15,i : −→n jj > nij + nji. (25)

The event in which the sum of the number of bit-pipes in the direct links is bigger
than the sum of the number of bit-pipes in one cross-interference link and twice
the number of the bit-pipes in the other cross-interference link is denoted by

E16,i : −→n ii + −→n jj > nij + 2nji. (26)

Finally, the event in which the sum of the number of bit-pipes in the direct links
is bigger than the number of bit-pipes in one cross-interference link is denoted by

E17,i : −→n ii + −→n jj < nij . (27)

Combining the events (9)–(27), five main events are identified:

S1,i : (E1 ∧ E13,i) ∨ (E2,i ∧ E13,i) ∨ (E3,i ∧ E13,i ∧ E14) ∨ (E4,i ∧ E13,i ∧ E14)

∨ (E5,i ∧ E13,i ∧ E14) ∨
(
E6,i ∧ Ẽ13,j ∧ E14

)
, (28)

S2,i :
(
E3,i ∧ Ẽ13,j ∧ Ẽ14

)
∨
(
E7,i ∧ Ẽ13,j ∧ Ẽ14

)
∨
(
E1 ∧ Ẽ13,j

)
, (29)
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S3,i :
(
E1 ∧ E13,i

) ∨ (E2,i ∧ E13,i

) ∨ (E3,i ∧ E13,j ∧ E13,i

) ∨ (E4,i ∧ E13,j ∧ E13,i

)
∨ (E5,i ∧ E13,j ∧ E13,i

) ∨ (E6,i ∧ E13,j) ∨ (E1 ∧ E13,j

) ∨ (E8,i) , (30)
S4,i : (E9 ∧ E13,i ∧ E13,j) ∨ (E10,i ∧ E13,i ∧ E13,j ∧ E16,i ∧ E16,j)

∨ (E11,i ∧ E13,i ∧ E13,j ∧ E16,i ∧ E16,j) (31)
S5,i : E12 ∧ E17,i ∧ E17,j . (32)

For all i ∈ {1, 2} the events S1,i, S2,i and S3,i exhibit the property stated by the
following lemma.

Lemma 2. For all i ∈ {1, 2} and for all (−→n 11,
−→n 22, n12, n21) ∈ N4, only one of

the events S1,i, S2,i and S3,i is true.

Proof. The proof follows from verifying that for all i ∈ {1, 2} and j ∈ {1, 2}\{i},
the events (28)–(30) are mutually exclusive. For instance, consider that the event
(E1 ∧ E13,i) in (28) is true. Then, S1,i is true and E2,i, E3,i, E4,i, E5,i, E6,i, E7,i

and E8,i hold false, which implies that S2,i and S3,i hold false as well, since all
events in (29) and (30) hold false. The same verification can be made for all
the remaining events in (28). This proves that if S1,i is true then S2,i and S3,i

hold simultaneously false. The same verification can be done for showing that
when S2,i holds true (resp. S3,i), both events S1,i and S3,i (resp. S1,i and S2,i)
hold simultaneously false. Finally following the same reasoning it can be verified
that if any pair of the events {S1,i, S2,i, S3,i} is false, the remaining event is
necessarily true. This completes the proof. �

For all i ∈ {1, 2} the events S4,i and S5,i exhibit the property stated by the
following lemma.

Lemma 3. For all i ∈ {1, 2} if one of the events S4,i or S5,i holds true, then
the other necessarily holds false.

Proof. The proof of Lemma 3 follows along the same lines of the proof of
Lemma 2. �

3.2 Rate Improvement Metrics

The rate improvements are given in terms of the following metrics [8,10]: (a)
maximum individual rate improvements Δ1 and Δ2; and (b) maximum sum-rate
improvement Σ, with Δi ∈ R+ and Σ ∈ R+ for i ∈ {1, 2}.

Let C1 = C(−→n 11,
−→n 22, n12, n21,

←−n 11,
←−n 22) and C2 = C(−→n 11,

−→n 22, n12, n21, 0, 0)
be the capacity region with noisy channel-output feedback and without feedback,
respectively. In order to formally define Δ1, Δ2 and Σ, consider a two-user LD-IC-
NOF with parameters −→n 11, −→n 22, n12, n21, ←−n 11, and ←−n 22. The maximum improve-
ment of the individual rate Ri, Δi(−→n 11,

−→n 22, n12, n21,
←−n 11,

←−n 22), due to the effect
of channel-output feedback with respect to the case without feedback is

Δi(−→n 11,
−→n 22, n12, n21,

←−n 11,
←−n 22) = max

Rj>0
sup

(Ri, Rj) ∈ C1

(R†
i , Rj) ∈ C2

Ri − R†
i , (33)
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and the maximum improvement of the sum rate Σ(−→n 11,
−→n 22, n12, n21,

←−n 11,
←−n 22)

with respect to the case without feedback is

Σ(−→n 11,
−→n 22, n12, n21,

←−n 11,
←−n 22) = sup

(R1, R2) ∈ C1

(R†
1, R

†
2) ∈ C2

R1 + R2 − (R†
1 + R†

2). (34)

In the following, when feedback is exclusively used by transmitter-receiver
pair i, i.e., ←−n ii > 0 and ←−n jj = 0, then the maximum improvement of the
individual rate of transmitter-receiver k, with k ∈ {1, 2}, and the maximum
improvement of the sum rate are denoted by Δk(−→n 11, −→n 22, n12, n21, ←−n ii) and
Σ(−→n 11,

−→n 22, n12, n21,
←−n ii), respectively. Hence, this notation Δk(−→n 11, −→n 22, n12,

n21, ←−n ii) replaces either Δk(−→n 11, −→n 22, n12, n21, ←−n 11, 0) or Δk(−→n 11, −→n 22, n12,
n21, 0, ←−n 22), when i = 1 or i = 2, respectively. The same holds for the nota-
tion Σ(−→n 11,

−→n 22, n12, n21,
←−n ii) that replaces Σ(−→n 11,

−→n 22, n12, n21,
←−n 11, 0) or

Σ(−→n 11,
−→n 22, n12, n21, 0,←−n 22), when i = 1 or i = 2, respectively.

4 Main Results

4.1 Enlargement of the Capacity Region

In this subsection, the capacity region of a two-user LD-IC-NOF with parameters
(−→n 11, −→n 22, n12, n21), when feedback is available only at transmitter-receiver
pair i, i.e., ←−n ii > 0 and −→n jj = 0, is denoted by C (−→n 11,

−→n 22, n12, n21,
←−n ii)

instead of C (−→n 11,
−→n 22, n12, n21,

←−n 11, 0) or C (−→n 11,
−→n 22, n12, n21, 0,←−n 22), when

i = 1 or i = 2, respectively. Following this notation, Theorem1 identifies the
exact values of ←−n ii for which the strict inclusion C (−→n 11,

−→n 22, n12, n21, 0, 0) ⊂
C (−→n 11,

−→n 22, n12, n21,
←−n ii) holds, with i ∈ {1, 2}.

Theorem 1. Let i ∈ {1, 2}, j ∈ {1, 2} \ {i} and ←−n ∗
ii ∈ N be

←−n ∗
ii =

{
max

(
nji, (−→n ii − nij)

+
)

if S1,i = True
−→n jj + (−→n ii − nij)

+ if S2,i = True.
(35)

Assume that S3,i = True. Then, for all ←−n ii ∈ N, C (−→n 11,
−→n 22, n12, n21, 0, 0) =

C (−→n 11,
−→n 22, n12, n21,

←−n ii). Assume that either S1,i = True or S2,i = True. Then,
for all ←−n ii � ←−n ∗

ii, C (−→n 11,
−→n 22, n12, n21, 0, 0) = C(−→n 11,

−→n 22, n12, n21,
←−n ii) and

for all ←−n ii > ←−n ∗
ii, C (−→n 11,

−→n 22, n12, n21, 0, 0) ⊂ C (−→n 11,
−→n 22, n12, n21,

←−n ii).

Proof. The proof of Theorem1 is presented in [12]. �

Theorem 1 shows that under event S3,i in (30), implementing feedback in
transmitter-receiver pair i does not bring any capacity region enlargement. Alter-
natively, under events S1,i in (28) and S2,i in (29), the capacity region can be
enlarged whenever ←−n ii > ←−n ∗

ii. That is, there exists a threshold on the SNR
of the feedback link beyond which it is possible to observe a capacity region
enlargement.
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An interesting observation is that the threshold ←−n ∗
ii beyond which feed-

back is useful is different under event S1,i in (28) and event S2,i in (29). In
general when S1,i holds true, the enlargement of the capacity region is due
to the fact that feedback allows using interference as side information [13].
More specifically, when feedback is used at transmitter-receiver pair i and
←−n ii > max

(
nji, (−→n ii − nij)

+
)
, transmitter i obtains part of the information

sent by transmitter j. This information can be re-transmitted by transmitter i
to cancel the interference it produced at receiver i when it was first transmitted
by transmitter j. Interestingly, the interference perceived at receiver j due to this
re-transmission can be cancelled given that this information was reliably decoded
when it was first sent by transmitter j. This allows transmitter-receiver pair i or
j to improve its individual rate. Alternatively, when S2,i in (29) holds true, the
enlargement of the capacity region occurs thanks to the fact that some of the
bits that cannot be transmitted directly from transmitter j to receiver j, that
is, those transmitted via the bit-pipes −→n jj + 1, . . . ,max (−→n jj , nij), can arrive
to receiver j via an alternative path: transmitter j - receiver i - transmitter
i - receiver j. For this to be possible at least the

(−→n jj + (−→n ii − nij)
+ + 1

)
-

th (feedback) bit-pipe from receiver i to transmitter i must be noise-free, i.e.,
←−n ii > −→n jj + (−→n ii − nij)

+.

4.2 Improvement of the Individual Rate Ri by Using Feedback
in Link i

Implementing channel output feedback in transmitter-receiver pair i might allow
increasing the individual rate of either transmitter-receiver pair i or j. Theorem 2
identifies the exact values of ←−n ii for which the individual rate Ri can be
improved, given the parameters (−→n 11,

−→n 22, n12, n21) and ←−n jj = 0 in the two-
user LD-IC-NOF.

Theorem 2. Let i ∈ {1, 2}, j ∈ {1, 2} \ {i} and ←−n †
ii ∈ N be

←−n †
ii = max

(
nji, (−→n ii − nij)

+
)

. (36)

Assume that either S2,i = True or S3,i = True. Then, for all ←−n ii ∈ N, Δi(−→n 11,−→n 22, n12, n21, ←−n ii) = 0. Assume that S1,i = True. Then, when ←−n ii � ←−n †
ii, it

holds that Δi(−→n 11, −→n 22, n12, n21, ←−n ii) = 0; and when ←−n ii > ←−n †
ii, it holds that

Δi(−→n 11, −→n 22, n12, n21, ←−n ii) > 0.

Proof. The proof of Theorem2 is presented in [12]. �

Theorem 2 highlights that under events S2,i in (29) and S3,i in (30), the indi-
vidual rate Ri cannot be improved by using feedback in transmitter-receiver pair
i, i.e., Δi(−→n 11,

−→n 22, n12, n21,
←−n ii) = 0. Alternatively, under event S1,i in (28), the

individual rate Ri can be improved, i.e., Δi(−→n 11,
−→n 22, n12, n21,

←−n ii) > 0, when-
ever ←−n ii > max

(
nji, (−→n ii − nij)

+
)
. It is worth noting that under event S3,i
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in (30), the capacity region cannot be improved via feedback (Theorem1) and
thus, none of the individual rates can be improved as suggested by Theorem2.
Alternatively, under event S2,i in (29), the capacity region can be enlarged
(Theorem 1) but the individual rate Ri cannot be improved (Theorem 2). This
implies that the capacity improvement occurs due to the fact that Rj can be
improved. More specifically, in this case: Δi(−→n 11,

−→n 22, n12, n21,
←−n ii) = 0 and

Δj(−→n 11,
−→n 22, n12, n21,

←−n ii) > 0. This implies that using feedback in transmitter-
receiver pair i is exclusively beneficial for transmitter-receiver pair j, as shown in
the following section.

4.3 Improvement of the Individual Rate Rj by Using Feedback
in Link i

Implementing channel output feedback in transmitter-receiver pair i might allow
increasing the individual rate of transmitter-receiver pair i or j; or both indi-
vidual rates. This reveals the altruistic nature of implementing feedback as sug-
gested in [2]. Theorem 3 identifies the exact values of ←−n ii for which the individual
rate Rj can be improved by using feedback in transmitter-receiver pair i, given
the parameters (−→n 11,

−→n 22, n12, n21) and ←−n jj = 0 in the two-user LD-IC-NOF.

Theorem 3. Let i ∈ {1, 2}, j ∈ {1, 2} \ {i} and ←−n ‡
ii ∈ N be

←−n ‡
ii =

{
max

(
nji, (−→n ii − nij)

+
)

if S1,i = True
−→n jj + (−→n ii − nij)

+ if S2,i = True.
(37)

Assume that S3,i = True. Then, for all ←−n ii ∈ N, Δj(−→n 11, −→n 22, n12, n21, ←−n ii) =
0. Assume that either S1,i = True or S2,i = True. Then, when ←−n ii � ←−n ‡

ii, it
holds that Δj(−→n 11, −→n 22, n12, n21, ←−n ii) = 0; and when ←−n ii > ←−n ‡

ii, it holds that
Δj(−→n 11, −→n 22, n12, n21, ←−n ii) > 0.

Proof. The proof of Theorem3 is presented in [12]. �

Theorem 3 shows that under event S3,i in (30), implementing feedback in
transmitter-receiver pair i does not bring any improvement on the rate Rj . This
is in line with the results of Theorem1 that states that under event S3,i in
(30), implementing feedback in transmitter-receiver pair i does not enlarge the
capacity region.

In contrast, under events S1,i in (28) and S2,i in (29), the individual rate Rj

can be improved (Δj(−→n 11,
−→n 22, n12, n21,

←−n ii) > 0) whenever ←−n ii > ←−n ‡
ii. It is

important to highlight that under event S1,i, the threshold on ←−n ii for increasing
the individual rate Ri i.e., (←−n †

ii), and Rj i.e., (←−n ‡
ii), are identical, see Theorems 2

and 3. This shows that in this case, the use of feedback in transmitter-receiver
pair i, with ←−n ii > ←−n †

ii = ←−n ‡
ii, simultaneously improves both individual rates.

Under event S2,i, using feedback in transmitter-receiver pair i, with ←−n ii > ←−n ‡
ii,

exclusively benefits transmitter-receiver pair j, which can improve its own indi-
vidual rate.
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4.4 Improvement of the Sum-Capacity

Implementing channel output feedback in transmitter-receiver pair i might allow
increasing the sum-capacity. Theorem 4 identifies the exact values of ←−n ii for
which the sum-capacity can be improved, for parameters (−→n 11,

−→n 22, n12, n21)
and ←−n jj = 0 in the two-user LD-IC-NOF.

Theorem 4. Let i ∈ {1, 2}, j ∈ {1, 2} \ {i} and ←−n +
ii ∈ N be

←−n +
ii =

{
max

(
nji, (−→n ii − nij)

+
)

if S4,i = True
−→n jj + (−→n ii − nij)

+ if S5,i = True.
(38)

Assume that S4,i = False and S5,i = False. Then, for all ←−n ii ∈ N, Σ(−→n 11, −→n 22,
n12, n21, ←−n ii) = 0. Assume that S4,i = True or S5,i = True. Then, when←−n ii � ←−n +

ii , it holds that Σ(−→n 11,
−→n 22, n12, n21,

←−n ii) = 0; and when ←−n ii > ←−n +
ii ,

it holds that Σ(−→n 11,
−→n 22, n12, n21,

←−n ii) > 0.

Proof. The proof of Theorem4 is presented in [12]. �

Theorem 4 identifies the conditions under which implementing feedback in
transmitter-receiver pair i improves the sum-capacity whenever ←−n ii > ←−n +

ii ,
that is, Σ(−→n 11,

−→n 22, n12, n21,
←−n ii) > 0. Theorem 4 highlights that one of the

necessary but not sufficient conditions for improving the sum-capacity by imple-
menting feedback in transmitter-receiver pair i is that either (a) at least one
transmitter-receiver pair must be in VWIR or WIR; or (b) both transmitter-
receiver pairs must be in VSIR. This follows immediately from observing that
for S4,i or S5,i to hold true, at least one of the events E9, E10,i, E11,i or E12

must hold true. Interestingly, Theorem 4 shows that if at least one transmitter-
receiver pair is in SIR, then the sum-capacity cannot be improved. Finally, note
that the thresholds ←−n +

ii in the events S4,i and S5,i coincide with those observed
in Theorem 1.

5 Conclusions

This paper presented the exact conditions on the feedback parameters ←−n 11

and ←−n 22, beyond which the capacity region of the two-user LD-IC-NOF
can be enlarged for any 4-tuple (−→n 11,

−→n 22, n12, n21) ∈ N4. More specifi-
cally, the exact values of ←−n 11 (resp. ←−n 22) for which C(−→n 11, −→n 22, n12, n21,
0, 0) ⊂ C(−→n 11, −→n 22, n12, n21, ←−n 11, 0) (resp. C(−→n 11,

−→n 22, n12, n21, 0, 0) ⊂
C(−→n 11,

−→n 22, n12, n21, 0,←−n 22)), with strict inclusion. The exact conditions on ←−n 11

(resp. ←−n 22) to observe an improvement on a single rate or the sum-rate capac-
ity, for any 4-tuple (−→n 11,

−→n 22, n12, n21) ∈ N4 were also presented. Interestingly,
there exist conditions in the two-user LD-IC-NOF in which the use of feedback
does not enlarge the capacity region.
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Abstract. A flexible data frame structure adapted to 5G operations
and designed to support high bandwidth pipes or sporadic traffic is
described. The frame structure imposes to consider receiver architectures
that are adapted to orthogonal frequency division mutliplexing (OFDM)
for structured synchronous traffic and alternative flexible asynchronous
waveforms such as filterbank multicarrier (FBMC) for sporadic traffic.
OFDM and FBMC receivers are reviewed and a new flexible receiver
architecture is then proposed and described. The design of the new archi-
tecture is centered on a memory unit complemented with co-processor
units improving the flexibility of the digital signal processing operations
of the receiver. The architecture is particularly adapted to application
specific integrated circuit. The throughput imposed on the memory and
the associated data receiver bus has been evaluated. The evaluation con-
cluded that the throughput is suitable for very large scale integration
implementations.

Keywords: FBMC · OFDM · LTE · 5G · Architecture

1 Introduction

So far, the appetite for broadband service has fueled the development of mobile
cellular networks. Mobile communications started with wireless real time voice
communications in the first and second generations of cellular systems (1G and
2G) to provide reliable voice connectivity everywhere. It was then followed by
internet data connectivity in the third generation (3G) when the adoption of
laptop computers became widespread to bring internet on-the-go. Finally, the
advent of the smart-phone accelerated the demand for high bandwidth with the
world information accessed at the tip of everyone’s finger everywhere at anytime.
Therefore, the aim to deliver high-bandwidth pipes has logically been the main
driver for the current fourth generation (4G) also called Long Term Evolution
(LTE) and LTE-Advanced (LTE-A).

In order to maximize spectral efficiency, strict synchronization and orthog-
onality between users within a single cell is imposed by LTE and LTE-A stan-
dards. However, sporadic traffic has emerged as an important service for future
generations of cellular networks (5G). Machine Type Communications (MTC)
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D. Noguet et al. (Eds.): CROWNCOM 2016, LNICST 172, pp. 487–497, 2016.

DOI: 10.1007/978-3-319-40352-6 40



488 V. Berg and J.-B. Doré

devices of the Internet of Things are expected to inherently generate sporadic
data traffic to the network and should not be forced to be integrated into the
constrained synchronization procedure of LTE-A in order to limit signaling over-
head. Furthermore, a previously unforeseen mechanism designed to save battery
usage of the handset also called fast dormancy has resulted in significant con-
trol signaling growth. This mechanism causes the user equipment (UE) to go
into a deep sleep mode and break any connection to the network. When the
UE changes back to an active state the mobile has to go through a complete
synchronization procedure again. This phenomenon is another significant source
of sporadic traffic on the network [1].

Furthermore, because spectrum is scarce and expensive, its utilization should
be as optimal as possible. However, the nature of the sporadic traffic causes
significant fragmentation. Therefore carrier aggregation will be implemented to
achieve much higher rates by dynamically aggregating non-contiguous frequency
bands [2]. However, legacy LTE-A imposes generous guard bands to other legacy
networks to satisfy spectral mask requirements because of the poor frequency
localization of OFDM.

Therefore relaxed synchronization and access to fragmented spectrum have
been considered as key parameters for future generations of wireless net-
works [1,2]. This requirement of spectrum agility has encouraged the study of
alternative multicarrier waveforms such as filter bank multicarrier (FBMC)to
provide better adjacent channel leakage performance without compromising
spectral efficiency [3].

So far, few studies have been realized to evaluate the architecture trade-offs of
hardware implementations of FBMC transceivers. An implementation of a soft-
ware defined radio platform has been described in [4]. In [5], a complete design
and prototyping flow from algorithm specifications to on-board validation and
demonstration has been evaluated in the context of 5G using FBMC waveforms.
Finally, The authors of [6] demonstrated one of the most achieved concepts with
a real time non-synchronous mulituser FBMC transceiver operating over-the-air
on fragmented spectrum. All these results have demonstrated the feasibility of
prototyping FBMC transceivers with a reasonable level of complexity and are
adapted to today hardware platforms. However, coexistence of new asynchronous
waveforms with legacy systems (e.g. LTE) should be investigated and architec-
tures adapted to new scenarios should be optimised. The objective of this paper
is to propose and evaluate an architecture of implementation suitable to very
large scale integration (VLSI) targets (FPGA, ASIC) that could support both
OFDM and FBMC receivers.

The paper is organized as follows. First, a review of the so called unified
frame structure for 5G is described and the FBMC system model introduced.
A current architecture of an FBMC receiver is then analyzed. Finally, a new
flexible architecture is proposed and evaluated.



A Flexible 5G Receiver Architecture Adapted to VLSI Implementation 489

2 Scenario and Model

2.1 Unified Frame Structure for 5G

In order to provide a uniform service experience to users with the premises of
heterogeneous networking but also higher data rates, the authors of [1] intro-
duced the concept of the unified frame structure for 5G. The idea is to provide
a flexible multi-service solution in an integrated air interface. A frame, divided
into different areas of services has been proposed. Four types of traffic have been
devised to allow for flexible operation. An example of the proposed frame is
shown in Fig. 1: type I and II represent high data rate traffic for video or other
high bandwidth services, type I possibly also carries real-time traffic. Type III
and IV are dedicated to sporadic asynchronous MTC traffic. Different levels of
traffic scheduling have thus been considered: strictly scheduled and organized
traffic as already in place in LTE and LTE-A is dedicated to high bandwidth
data pipes while sporadic traffic uses contention-like based approaches with ran-
dom access designed to efficiently enable MTC type payloads (Type III and IV)
and bring an efficient solution to the fast dormancy issue.

In order to be efficient, this structure clearly demands to revisit the strict
synchronism and orthogonality that prevails in current LTE-A systems. This
new requirement leads to rethink the transmission technique and consequently
the transceiver structure of the 5th generation of cellular networks.

Alternative waveforms such as UFMC [7], GFDM [8] and FBMC have thus
been considered. The motivation of these new waveforms is to keep the flexibil-
ity of multicarrier modulations while the frequency response of each carrier is
controlled by introducing a filterbank centered on every active carrier and based
on the same prototype response. This prototype filter can be selected to min-
imize adjacent channel interference. As the filtering is embedded in the digital
modulation no additional filter is required and more flexibility is obtained.

Fig. 1. 5G unified frame structure proposed by [1] (Color figure online)
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When considering the unified frame structure, a mix of synchronous (high
data rate pipe) and asynchronous traffic should coexist. In this 5G scenario,
considering legacy waveforms (i.e. OFDM) for structured synchronous traffic and
flexible asynchronous waveforms (i.e. FBMC) for sporadic traffic is very likely.
Therefore, an architecture of implementation suitable to VLSI targets (FPGA,
ASIC) adapted to both OFDM and FBMC reception should be evaluated.

2.2 OFDM Receiver Architecture

The definition of architectures of OFDM has been widely investigated in the
literature [9]. A typical architecture of an OFDM receiver is depicted in Fig. 2. A
time domain (TD) synchronization module estimates the start of the multicarrier
symbol. The information is used to align a N -point FFT that is processed on the
received data every N +NGI samples, where NGI is the size of the guard interval
of the OFDM. The N points generated by the FFT are then simultaneously
stored to a memory unit for later processing and used by a frequency domain
synchronization detector to estimate the carrier frequency offset (CFO).

Fig. 2. Typical OFDM receiver block diagram

On the channel estimation datapath, CFO compensation is first performed
in the frequency domain using a feed-forward approach. Then, the channel coef-
ficients are estimated on the pilot subcarriers before interpolation for every
active subcarrier. Once the channel is estimated on all the active subcarriers
the response is stored in a dedicated channel response memory. Depending
on the pilot carrier distribution within the time frequency grid, a time inter-
polation may also be performed. The data buffered in the memory unit are
then processed through a one-tap per subcarrier equalizer. Demapping and Log-
Likelihood Ratio (LLR) computation complete the inner receiver architecture.
A soft-input Forward Error Correction (FEC) decoder finally recovers the orig-
inally sent messages.
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2.3 FBMC Receiver Architecture

FBMCReview. A multicarrier system can be described by a synthesis/analysis
filter bank, i.e. a transmultiplexer structure. The synthesis filter bank is com-
posed of a set of parallel transmit filters. FBMC waveforms utilize a prototype
filter designed to give a good frequency localization of the subcarriers. The proto-
type filter considered in this paper is based on the frequency sampling technique
[10]. This technique gives the advantage of using a closed-form representation that
includes only a few adjustable design parameters.

The most significant parameter is the duration of the impulse response of the
prototype filter also called overlapping factor, K. The impulse response of the
prototype filter is given by [10]:

h(t) = GP (0) + 2
K−1∑

k=1

(−1)k GP (k) cos

(
2πk

KN
(t + 1)

)
(1)

where GP (0..3) =
[
1, 0.97195983, 1√

2
, 1 − GP (1)2

]
for an overlapping factor of

K = 4 and N is the number of carriers. The larger the overlapping factor K,
the more localized the signal will be in frequency. Adjacent carriers significantly
overlap with this kind of filtering. In order to keep adjacent carriers orthogo-
nal, real and pure imaginary values alternate on successive carrier frequencies
and on successive transmitted symbols (Offset-QAM modulation is used) for a
given carrier at the transmitter side. The well-adjusted frequency localization
of the prototype filter guarantees that only adjacent carriers interfere with each
other. This allows for a more flexible operation than OFDM for Frequency Divi-
sion Multiple Access (FDMA), i.e. non synchronous flexible frequency division
multiple access.

Most of the published receiver architectures are based on PolyPhase Network
(PPN) receivers [10]. In this scheme, the filterbank process is applied in the time
domain before the FFT using a polyphase filter. It reduces the size of the FFT
but makes the receiver less tolerant to large channel delay spread or synchroniza-
tion mismatch of the FFT. Therefore, this strategy is not well adapted to the
reception of non synchronous users. In [3], the authors describe a high perfor-
mance receiver architecture denoted FS-FBMC (Frequency Spreading FBMC).
One advantage of this architecture comes from the fact that time synchroniza-
tion may be performed in the frequency domain independently of the position
of the FFT [3]. This is realized by combining time synchronization with chan-
nel equalization. Moreover, good performance for channel exhibiting large delay
spread is achieved [3]. This asynchronous frequency domain processing of the
receiver provides a receiver architecture that allows for multiuser asynchronous
reception particularly adapted to the envisaged scenarios.

FS Based Receiver. FBMC waveforms are expected to be spectrally more
efficient than OFDM when relaxed synchronization between users is consid-
ered. Therefore, a preferred architecture for FBMC receivers should be able



492 V. Berg and J.-B. Doré

Fig. 3. Typical FBMC receiver block diagram [6]

to efficiently demodulate the signal in the frequency domain without a priori
knowledge of the FFT timing alignment (i.e. the location of the FFT block) [6].
A FBMC receiver architecture based on this criteria is given in Fig. 3. A free-
running FFT of size KN is processed every blocks of N/2 samples generating
KN points that are stored in a memory unit for later processing. In paral-
lel a frequency domain synchronization detector detects the start of burst and
directly estimates the CFO at the output of the FFT. On the channel estimation
datapath, CFO compensation is first performed in the frequency domain using
a feed-forward approach. Then, as for OFDM, channel coefficients are estimated
on the pilot subcarriers before being interpolated on every active subcarrier.
Once the channel is estimated on all the active subcarriers the response is stored
for each user in a dedicated channel response memory. The data buffered in the
memory unit is then processed through a one-tap per subcarrier equalizer before
filtering by the FBMC prototype filter. Demapping and Log-Likelihood Ratio
(LLR) computation complete the inner receiver architecture. As far as the LLR
computation is concerned, processing is slightly different for FBMC than OFDM.
Indeed, in case of a FS-FBMC architecture based receiver, the computation of
the LLR associated to a bit from an observation symbol is a function of 2K − 1
channel coefficients [3].

3 Hardware Architecture of a Flexible FBMC
Multicarrier Receiver

3.1 Description

Considering the envisaged scenario for 5G described in Sect. 2, a flexible receiver
architecture should be able to dynamically receive legacy LTE signal and asyn-
chronous 5G waveforms. An architecture adapted to the aforementioned unified
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Fig. 4. Flexible architecture adapted to 5G unified frame structure

frame structure has been depicted in Fig. 4. The proposed architecture considers
dynamic support for both OFDM and FBMC.

A central memory unit dedicated to the physical layer (PHY) is at the core
of the flexible receiver. A set of co-processor units are able to access this central
memory through a high speed PHY receiver data bus. These modules include a
FD synchronization co-processor (Fig. 4), a FFT co-processor (FFT and Active
Carrier selection in Fig. 4), a DSP processor, an Equalization/demapping co-
processor (Equalization, filtering and demapping co-processor in Fig. 4) and an
Outer decoder processor. A control plane dedicated to transfer control informa-
tion has been omitted on purpose in Fig. 4 to improve clarity of the figure. The
information transiting through the control plane is of relatively low throughput.

The sampled signal received at the analog-to-digital converter is first con-
ditioned by the digital front end to the appropriate sampling frequency into a
baseband signal. A TD synchronization processor is at the output of the digital
front end and determines the beginning of the burst when in OFDM mode. The
module runs in parallel to the FFT module that can either be controlled by the
TD synchronization module (when in OFDM mode) or be in free running mode.
Appropriate control sets the size of the FFT (N when in OFDM mode or KN
when in FBMC mode). The FFT module is followed by an active carrier selection
module that selects the active carriers and can write the result to the Memory
unit through the PHY receiver bus. In the case of the 20MHz LTE mode, 1201
carriers are typically selected out of the 2048 points at the output of the FFT.
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A FD synchronization co-processor can then read the blocks of data samples
at the output of the FFT through the PHY receiver bus in order to either
estimate CFO when in OFDM mode or estimate CFO and detect start of burst
when in FBMC mode. FD synchronization output control signals are then shared
through the control plane bus.

Equalization, demapping and LLR computation are hard-wired functions
assuming a data-flow architecture. Compared to classical OFDM processing,
FBMC includes an extra frequency domain filtering module. The module is
therefore bypassed when in OFDM mode. Once the demapping is done, LLR
values are written back to the shared memory for further processing by the
Outer decoder. As mentioned in the previous section although slightly different
demapping follows is very similar process between FBMC and OFDM.

A dedicated digital signal processor (DSP) that can access to its dedicated
cache memory has been considered for processing operations such as defram-
ing, pilot extraction and channel estimation. This choice has been driven by
the amount of control that these operations required which are therefore more
adapted for implementation by an embedded software processing unit. Finally, a
dedicated outer module with its internal (cache) memory completes the receiver.
The output of the outer decoder is connected to the higher layer bus.

The design of such an architecture where the processing data path is cen-
tered on a memory unit has been driven by mainly two motivations. First, the
architecture gives more flexibility to the sequencing of the different co-processing
units, second and foremost it avoids unnecessary duplication of memory banks.
This latter advantage is particularly beneficial for ASIC implementation as large
memory banks scale well when using submicron technologies. The main draw-
back however comes from the constraints that are imposed on the memory and
high speed data bus throughput as all the samples written to or read from the
memory have to go through the same interface (i.e. the PHY receiver bus). The
memory bus throughput has therefore been estimated in the following section to
evaluate the relevance of the proposed architecture.

3.2 Memory Bus Throughput Estimation

In order to estimate the constraints that have been put on the PHY receiver bus,
an analysis of the throughput has been realized for this architecture. Throughput
has been first evaluated analytically for the key modules of the receiver (FFT
and the equalizer) for OFDM and for FBMC reception. The results have been
summarized in Table 1 in samples per second. The following parameters have
been introduced: FCS refers to the frequency spacing between the carrier of the
multicarrier modulation, Na, the number of active carriers, m the modulation
order, γ is the ratio of reference over data signal. In the case of the LTE 20MHz
mode, γ is equal to 4.76% or 0.0476.

At the input of the FFT, the data throughput is the same when the receiver
receives OFDM or FBMC signals and is equal to the carrier spacing times the
number of carriers in samples per second. Typically, for the worst case of LTE,
the 20 MHz mode, carrier spacing is equal to 15kHz and N to 2048 points.



A Flexible 5G Receiver Architecture Adapted to VLSI Implementation 495

Table 1. Analytic sample throughput at the memory bus

OFDM FBMC

FFT Input NFFTFCS NFCS

Output N
N+NGI

NFCS 2KNFCS

Active carriers selection N
N+NGI

NaFCS 2KNaFCS

Equalizer Input N
N+NGI

NaFCS 2KNaFCS

Output filtering N
N+NGI

NaFCS NaFCS

Output demapper (2m-QAM) mNa
N

N+NGI
FCS mNaFCS

DSP Input γ N
N+NGI

NaFCS γ2KNaFCS

Output Na
N

N+NGI
FCS 2KNaFCS

In this case, the input throughput at the FFT is equal to 30.72Msamples/s. For
OFDM, the FFT output average throughput is then divided by the ratio between
N and N + NGI as the guard interval is removed. Then active selection further
reduces the throughput by Na/N . The output of the FFT module is then used
as an input to the equalizer, LLR calculation increases the throughput by the
modulation order m. For FBMC, when FS-FBMC is considered, the FFT output
throughput is however multiplied by 2K and therefore significantly increased.
Similarly to OFDM, active carrier selection reduces the throughput by Na/N .
The output of the FFT module is also used as an input to the equalizer, where
the throughput is divided by 2K once the prototype matched filtering is applied.
Throughput is then increased as per OFDM by the modulation order m after
LLR calculation. The throughput of data processed through the DSP module
essentially consists of the channel estimation and interpolation. The output of
the FFT is read on the pilot tones only and input throughput is therefore equal
to the throughput of the FFT output (after active carriers selection) scaled by
γ for both OFDM and FBMC. Then channel state information is interpolated
and output for every active carriers. Output throughput is thus equal to the
equalizer output throughput of the FFT after active carrier selection.

A numerical application for the LTE 20MHz mode has then been derived
to evaluate the throughput of data at the bus and summarized in Table 2. As
throughput is also dependent on the finite precision of the registers implemented
in the receiver function, the following assumptions have been made: the input of
the FFT is assumed to be a complex 12-bit input signal. Its output is assumed
to be on 16 bits because of the FFT bit growth. Then, input to the equalizer
includes both FFT output and Channel state information on 16 bit registers.
Finally, LLR values are estimated to be sufficient on 6-bit registers. With these
assumptions, For OFDM, the PHY receiver bus should sustain an overall write
throughput of 1682Mb/s and read throughput of 1707Mb/s. Assuming a 32-
bit (resp. 64 bit) transfer bus, this is equivalent to a data bus throughput of
53Mw/s (resp. 26Mw/s) for write operations and 53Mw/s (resp. 27Mb/s) for
read operations. This is relatively low when ASIC submicron implementations
are considered.
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Table 2. Constraint on bus throughput

Input 30,72 30,72 Msamp/s 2 x 12 737,28 737,28 Mb/s

Ouput 28,70 245,76 Msamp/s 2 x 16 918,46 7864,32 Mb/s
Active Carrier 
Selection 16,82 144,00 Msamp/s 2 x 16 538,16 4608,00 Mb/s

Input 16,82 144,00 Msamp/s 4 x 16 1076,32 9216,00 Mb/s

Output Filtering 16,82 18,00 Msamp/s /       /       /
Ouptut (64QAM) 100,91 108,00 MLLR/s 1 x 6 605,43 648,00 Mb/s

Input 0,80 6,86 Msamp/s 2 x 16 25,63 219,43 Mb/s

Output 16,82 144,00 Msamp/s 2 x 16 538,16 4608,00 Mb/s

Outer 
decoder Input 100,91 108,00 MLLR/s 1 x 6 605,43 648,00 Mb/s

1681,75 9864,00 Mb/s

1707,38 10083,43 Mb/s

3389,13 19947,43 Mb/s

52,55 308,25 Mw/s

53,36 315,11 Mw/s

105,91 623,36 Mw/s

26,28 154,13 Mw/s

26,68 157,55 Mw/s

52,96 311,68 Mw/s

DSP

64 bits BUS
Total W
Total R

Total W+R

FBMC 
(20MHz)

FBMC 
(20MHz)

Total W
Total R

Total W+R

32 bits BUS
Total W
Total R

Total W+R

System Quantization
OFDM LTE 

(20MHz)
OFDM LTE 

(20MHz)

FFT

Equalizer

However, for FBMC implementation and when similar quantization levels as
the levels considered for OFDM reception are assumed, the architecture gives
an overall aggregated throughput on the PHY receiver bus that is 5.9 times
larger for write operations and for read operations. When a 32 bit (resp. 64 bit)
data bus is considered, FBMC receptions requires an aggregated throughput of
308Mw/s (resp. 154Mw/s) for read operations and 315Mw/s (resp. 158Mw/s)
write operations. The aggregated throughput assuming a 32-bit data bus seems
to be in the upper limit of the possibilities available for ASIC submicron technolo-
gies, while 64-bit data bus is acceptable. Furthermore, throughput constraints
are well balanced between write and read operations.

4 Conclusion

A flexible data frame structure designed to support high bandwidth pipes and
sporadic traffic introduced by MTC and fast dormancy has been described. This
new requirement imposed by 5G applications has led to consider legacy wave-
forms such as OFDM for structured synchronous traffic and alternative flexible
asynchronous waveforms such as FBMC for sporadic traffic. In order to evaluate
an architecture for a flexible receiver adapted to both OFDM and FBMC recep-
tion for VLSI targets, OFDM and FBMC receivers have been reviewed. A new
type of flexible architecture receiver has then been proposed and described. A
memory block combined with a high speed data bus is at the core of the newly
proposed architecture. The design of an architecture centered on a memory unit
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combined with co-processor units. It improves the flexibility of the digital signal
processing operations of the receiver as the sequencing of the processing opera-
tions is more flexible. Furthermore, the architecture limits the amount of memory
blocks in the design which is particularly beneficial for ASIC implementation.
Finally, the throughput on the memory and the associated PHY receiver bus that
this new architecture imposes has been evaluated. The paper concluded that the
throughput imposed by FBMC reception is almost 6 times bigger for write oper-
ations and for read operations in comparison to OFDM reception. Although the
difference is significantly high, the maximum estimated throughput is adapted
to the constraints imposed by VLSI implementations when a 64-bit bus is imple-
mented even when 20MHz bandwidth scenarios are considered.
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Abstract. In wireless communication systems, high-power transmitters
suffer from nonlinearities due to power amplifier (PA) characteristics,
I/Q imbalance, and local oscillator (LO) leakage. Digital Predistortion
(DPD) is an effective technique to counteract these impairments. To help
maximize agility in cognitive radio systems, it is important to investigate
dynamically reconfigurable DPD systems that are adaptive to changes
in the employed modulation schemes and operational constraints. To
help maximize effectiveness, such reconfiguration should be performed
based on multidimensional operational criteria. With this motivation, we
develop in this paper a novel evolutionary algorithm framework for multi-
objective optimization of DPD systems. We demonstrate our framework
by applying it to develop an adaptive DPD architecture, called the adap-
tive, dataflow-based DPD architecture (ADDA), where Pareto-optimized
DPD parameters are derived subject to multidimensional constraints to
support efficient predistortion across time-varying operational require-
ments and modulation schemes. Through extensive simulation results,
we demonstrate the effectiveness of our proposed multiobjective opti-
mization framework in deriving efficient DPD configurations for run-time
adaptation.

Keywords: Digital predistortion · Multiobjective optimization · Evo-
lutionary algorithms

1 Introduction

In wireless communication systems, I/Q mismatch, power amplifier (PA) non-
linearities, and signal leakage in the local oscillator (LO) are implementation-
related problems that must be addressed before the direct-conversion principal
can be deployed. In the frequency domain of the transmitted signal, the effects of
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these impairments are translated as power leakage into adjacent channels. Digi-
tal predistortion (DPD) is a widely investigated technique (e.g., see [2–4,7,9]) to
counteract such impairments by applying carefully-calculated distortion to the
signal prior to transmission.

A major challenge in deploying DPD architectures for cognitive radio sys-
tems is the dynamic optimization of key DPD parameters subject to time-varying
and multidimensional constraints on system performance. A general approach
to such optimization is to perform efficient search at design time (i.e., off-line)
across alternative DPD configurations, and to then select from the search results
a set of configurations that are Pareto-optimal, and that effectively cover the tar-
geted range of operational scenarios and their trade-offs. These selected, “Pareto-
optimized” configurations can then be stored in memory, and switched across
during system operation based on time-varying changes in communication sys-
tem requirements. Here, “Pareto-optimized” configurations refer to configura-
tions that are Pareto-optimal with respect to the applied search process, while
“Pareto-optimal” configurations refer to configurations that are globally optimal
in a Pareto sense.

In this paper, we develop a novel framework for systematic derivation of
Pareto-optimized DPD system configurations that can be applied to adaptive
DPD implementations. Our framework builds on the methodology of multiob-
jective evolutionary algorithms (e.g., see [12]), and incorporates adaptations of
this methodology to efficiently handle distinguishing characteristics of DPD sys-
tem optimization. We refer to our framework for DPD system optimization as the
framework for Evolutionary Adaptive DPD Implementation (EADI) or (“EADI
Framework”).

We demonstrate the EADI Framework in this paper by applying it to develop
an adaptive DPD architecture, called the adaptive, dataflow-based DPD archi-
tecture (ADDA), where Pareto-optimized DPD parameters are derived subject
to multidimensional constraints to support efficient predistortion across time-
varying operational requirements and modulation schemes. While the ADDA
architecture is used to concretely demonstrate the capabilities of the EADI
Framework, the EADI Framework is not specific to any particular DPD archi-
tecture, and can readily be adapted to work across a variety of parameterized
DPD architectures. Exploring such adaptations is a useful direction for future
work that emerges from the developments of this paper.

The design evaluation metrics (optimization objectives) targeted in our devel-
opment of the EADI Framework and ADDA architecture in this paper are system
energy consumption, adjacent channel power ratio (ACPR), and system accu-
racy. We abbreviate this set of metrics as EAA.

The ADDA is a parameterized architecture that can be configured dynam-
ically to achieve a range of EAA trade-offs. The DPD design space that we
consider consists of three design parameters: the polynomial order, bit-width,
and filter order. This design space is modeled in the EADI Framework, and
optimization results from the framework are used to extract a subset of gener-
ated Pareto-optimized configurations (settings of the DPD parameter values).
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This subset of configurations provides the set of DPD system modes that will
be implemented in the ADDA architecture. The set of DPD modes provided
in the ADDA configuration set is made available during operation such that
predistortion trade-offs can be reconfigured among the different options in the
configuration set based on dynamically changing operational requirements.

To demonstrate and experiment with the ADDA, we apply the lightweight
dataflow environment (LIDE), which is a design tool for dataflow-based design
and implementation of signal processing systems [8]. Dataflow graphs provide
a useful form of model-based design in many areas of signal processing, and
wireless communications (e.g., see [11]). We map the signal flow structure of the
ADDA into actors (dataflow-based signal processing components) in LIDE, and
implement the internal functionality of these actors using the Verilog hardware
description language (HDL).

We demonstrate the effectiveness of the EADI Framework through exten-
sive simulations, and validate the capabilities of the ADDA through hardware
synthesis.

2 Related Work

Unlike earlier DPD architectures (e.g., see [3,5]), the DPD algorithm proposed
in [1] is one of the first DPD techniques that jointly compensates for PA non-
linearities and I/Q modulator impairments. This DPD architecture employs an
extended parallel Hammerstein structure, which decomposes DPD operation into
direct and conjugate predistortion subsystems. Such a decomposed structure pro-
vides additional degrees of freedom in system design. In this paper, we exploit
the decomposed, parallel structure of the DPD method introduced in [1] and we
present new methods to search the design space, and derive Pareto-optimized
realizations for this form of DPD architecture.

In architectures for cognitive radios, adaptive DPD systems that operate
under Pareto-optimized configurations are highly desirable due to the multidi-
mensional space of relevant implementation metrics. However, prior work on
system-level DPD optimization has emphasized single-objective optimization
of ACPR [2,9]. These works employ a form of search technique called genetic
algorithms, which are closely related to evolutionary algorithms, to optimize
DPD ACPR performance. However, the resulting solutions may not be effi-
cient in terms of energy consumption or accuracy. Furthermore, the underlying
design methodology does not produce multiple alternative configurations that
may be employed for dynamic reconfiguration based on time-varying changes in
operational requirements. The methods that we develop in this paper address
these limitations, respectively, through development of the (1) EADI Framework
for multidimensional, Pareto-optimized DPD configuration, and (2) ADDA for
reconfigurable DPD architecture implementation based on configurations that
are derived by the EADI Framework.
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3 Adaptive Dataflow-Based DPD Architecture

The ADDA architecture developed in this paper is based on the algorithm pre-
sented in [1]. This DPD algorithm operates in two stages. In the coefficient
estimation stage, the DPD filtering coefficients are estimated. The estimated
coefficients are then employed in the DPD filtering stage for actual predistortion
of the input signal. Since the first stage is intended for off-line computation,
the ADDA architecture and EADI optimization process are focused only on the
second (filtering) stage.

Figure 1 illustrates the dataflow model of the DPD filtering subsystem that is
employed in the ADDA. Here, the mode selection actor dynamically selects the
DPD operational mode based on the current application scenario (i.e., based on
the current modulation and requirements on EAA) and finds the corresponding
parameter settings for that mode in its local memory, and distributes these DPD
parameter values to the polynomial computation actor and all of the filter actors.
Following [1], we decompose the signal processing for the applied DPD algorithm
into separate direct and conjugate parts.

With the parameters obtained from the mode selection actor, the polynomial
computation actor computes the polynomial basis function defined in [1] for
both the direct and conjugate branches. The computed polynomials are then
sent to their corresponding branches and filtered by the filter actors in those
branches. These filter actors are implemented with integrated use of LIDE and
Verilog, as described in Sect. 1. As shown in Fig. 1, the filtered samples (one
output sample from each filter) are summed to produce a single sample as the
final predistorted output. Based on the analysis in [4], where a similar dataflow
model is constructed for the DPD algorithm in [1], most of the computation
and energy consumption is concentrated in the filter actors. Thus, in this paper,
we map only the filter actors to hardware, and focus our design optimization
processes on the filter actors.

Fig. 1. Dataflow graph model of the predistortion filter.

4 Optimization Metrics and Design Space

4.1 Optimization Metrics

In this subsection, we elaborate on the three objectives in our targeted design
optimization problem. As defined in Sect. 1, we refer to these metrics collectively
as EAA.
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Energy Measurement. As explained in Sect. 3, we focus our energy measure-
ment on the energy consumed by the filtering subsystem, and the figure of merit
that we employ is the filtering energy expended to producing a single output sam-
ple, which is denoted by the energy per sample (eps). To calculate eps, we use the
total power consumption of all FIR filters used in the predistortion subsystem,
which we denote as PFIR. The eps metric is then defined as eps = PFIR × C/F ,
where C represents the average number of clock cycles required by the filter
actors to process a single new input sample, and F represents the clock fre-
quency. In our design, both F and C are fixed for each configuration. Thus, eps
is proportional to PFIR, and we can therefore use PFIR as optimization objective
for our evolutionary algorithm process. Also, we report results for PFIR in Sect. 6
(instead of eps) as our assessment of the energy efficiency of each configuration.

We implement the DPD filtering subsystem using the Altera EP2C35F672C6
FPGA from the Cyclone II family. To facilitate efficient design space exploration
within the EADI optimization process, we model the power consumption as a
function of the design vector [P Q BWT FOT ]T . The definitions of the quantities
P , Q, BW and FO are given in Sect. 5.

Our approach to system-level DPD power estimation starts by first measuring
the total power consumption of a single branch under all valid filter order and
bit-width values using Altera PowerPlay Analyzer. The power consumption for
a specific DPD configuration is then estimated as

Powerest =
∑

p∈IP

Powerp(bwp , fop) +
∑

q∈IQ

Powerq(bwq , foq), (1)

where IP and IQ are the set of direct branches and conjugate branches, respec-
tively; bwx and fox are the bit-width and filter order for branch x, respectively,
and Powerx (bwx , fox ), the power consumed by branch x with bit-width bwx and
filter order fox , is obtained from the aforementioned power measurement process.

ACPR Measurement. ACPR is a metric that is commonly used to assess the
extent of out-of-band energy leakage [7]. ACPR is defined as the ratio of the
mean power centered on the adjacent channel to the mean power centered on
the desired channel, as shown in (2).

ACPR = 10 log10

∫
ωA

S(ω)dω
∫

ωD
S(ω)dω

. (2)

Here, S(ω) denotes the power spectral density of the postdistorter input
signal sn, and ωA and ωD denote the frequency bands of the adjacent channel
and desired channel, respectively.

Accuracy Measurement. We measure the accuracy of candidate DPD designs
by the error vector magnitude (EVM) and symbol error rate (SER). The former
is considered as an optimization objective and the latter as a constraint on the
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derived configurations. The EVM measures the distortion of original symbols
under the influence of non-linearities introduced by the PA and DPD. This
distortion is calculated as

EVM(Pf) = 10 log10

(
1
K

K∑

k=1

|X0(k) − X̂Pf(k)|2
)

, (3)

where Pf represents a certain profile (finite sequence) X0(1),X0(2), . . . , X0(K)
of symbols to be transmitted, and X̂Pf(k) is the kth actual transmitted symbol
under Pf.

SER is measured as the average rate of erroneous symbol transmissions. This
rate is determined as

SER(Pf) =
1
K

K∑

k=1

I(X0(k) − X̂Pf(k)), (4)

where I(x) (the indicator function), has value 1 if x �= 0 and 0 otherwise. We
require that all of the configurations extracted for mapping into the ADDA must
have zero SER.

4.2 Design Space

In this section, we elaborate on the selected DPD parameters that define the
predistorter design space associated with the ADDA.

Polynomial Orders. As mentioned in Sect. 3, the DPD algorithm proposed
in [1] splits its signal processing into a direct part and a conjugate part, which
enables use of different polynomial orders for direct and conjugate signal terms.
For example, a DPD system can be realized with fifth-order for the direct signal
and only third-order for the conjugate signal. We denote the polynomial order for
the direct signal and conjugate signal by P and Q, respectively. Following [1],
only odd values for P and Q are considered. Thus, the number of branches
(or filter actors) that is employed in a specific DPD configuration is given by
Nbranch = (P + 1)/2 + (Q + 1)/2. In our experiments, we set the domain D of
valid values for both P and Q as D = {1, 3, 5, 7, 9}. Thus, there are in total 25
P − Q combinations in our targeted design space.

Bit-Widths. Intuitively, smaller bit-widths for data storage and computation
lead to less energy consumption. However, signal processing accuracy may be
traded off as a consequence. To incorporate this trade-off between energy effi-
ciency and accuracy, we incorporate bit-width as a parameter of ADDA, and as a
design space component of EADI. Considering requirements on system accuracy
and constraints on hardware resources, we set the range of allowable bit-widths
in our experiments as {5, 6, . . . , 15}. Additionally, we allow different branches to
be configured with different bit-widths in the same design. This leads to great
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flexibility in design optimization, and a correspondingly large design space — if
there are m branches used in a specific design, then the total number of valid
bit-width combinations is 11m.

Filter Orders. Similar to the bit-width design, the filter used in each branch
may also have different number of coefficients. We denote this parameter as
filter order. The filter order parameters would also significantly affect the trade-
offs among EAA. The range of filter order in this work is set to be {1, 2, 3, 4, 5}.

According to the above description, our design space is too huge for exhaus-
tive search. As a numerical example, given the aforementioned ranges for the
system parameters, the design space would contain more than 5510 configura-
tions.

5 Multiobjective Optimization Using Evolutionary
Algorithm

As motivated in Sect. 4, the DPD design space addressed in this work is a com-
plex multidimensional space that is too large to be evaluated using exhaustive
search techniques. Therefore, we apply a heuristic search strategy called evo-
lutionary algorithms (EAs), including a particular form of EA, called strength
Pareto EA (SPEA), that is suited for multiobjective optimization [12]. We select
the SPEA approach due to its efficiency and scalability in addressing complex
optimization problems, and its customizability to different kinds of design spaces
and optimization criteria. This latter feature makes the EADI Framework read-
ily adaptable across different kinds of DPD architectures and communication
system constraints.

5.1 Problem Encoding

The parameters involved in the DPD design optimization problem are polyno-
mial orders, bit-widths, and filter orders. Each configuration can be represented
throughout the EA process by a vector, specified as [P Q BWT FOT ]T . Here, P
and Q are the direct and conjugate polynomial order, respectively. As described
in Sect. 4, the maximum number of branches considered in the design space is 10
(at most 5 branches for both the direct signals and the conjugate signals). Thus,
BW is a vector with 10 dimensions representing bit-width settings for up to
10 branches, where each dimension represents the bit-width associated with the
corresponding branch. For the branches that are not used, the corresponding
vector elements are set to zero. Similar conventions are applied to generate the
10-dimensional vector FO of filter order settings.

As discussed in Sect. 1, the objective space of the EADI Framework encom-
passes average power consumption, ACPR and EVM. Thus, the objective vector
can be formulated as [PFIR ACPR EVM] with units (mW, dBc, dB). Here, PFIR

is the power consumption, as estimated by the method discussed in Sect. 4, and
ACPR and EVM are calculated according to (2) and (3), respectively.
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5.2 Optimization Process

The EADI optimization process is executed separately for each modulation type
that is to be supported in the targeted ADDA platform. The resulting Pareto-
optimized configurations for the different modulation types are then collected
and stored in the ADDA memory. This enables the ADDA to dynamically to
select among different modulation types, and among different operational trade-
offs for each modulation type.

As mentioned previously, the work flow of the EADI optimization process
is based on the SPEA methodology for multidimensional search. For details on
SPEA, we refer the reader to [12].

According to SPEA, the population set (set of candidate solutions or indi-
viduals) ρ contains the individuals generated during each SPEA iteration, and
the external set ρ̄ maintains selected non-dominated individuals among all indi-
viduals generated so far up through the current iteration. Here, we say that
an individual x dominates another individual y if x is superior to y in terms
of at least one design evaluation metric, and x is not inferior to y in terms of
any metric. A non-dominated individual is one that is not dominated by any
individual.

We initialize ρ with a well-distributed population across the design space. For
each possible P − Q combination, we generate two design vectors by selecting
the corresponding bit-width and filter order values randomly from their valid
ranges. Thus, the size of ρ, denoted by N, is 50 individuals.

During each iteration, each individual in ρ is evaluated to generate the
objective vector [PFIR ACPR EVM]. The individuals that do not satisfy cer-
tain modulation-specific constraints (defined in Sect. 6) are ignored. Only the
remaining non-dominated individuals are copied to ρ̄. If the size of ρ̄ exceeds a
predefined maximum population size N̄max , a k-means clustering algorithm is
used to classify the members in ρ̄ into N̄max groups. This allows us to limit the
size of ρ̄ while maintaining a diverse population in ρ̄ by retaining a “representa-
tive” individual of each group in ρ̄ [12].

After updating of ρ̄ during an optimization iteration (generation), individu-
als from both ρ and ρ̄ are selected to generate a “mating pool” ρ′. This selection
process is performed randomly in a manner such that the probability of an indi-
vidual’s selection for the mating pool is larger for individuals with smaller fitness
values. Here, “fitness” is a measure of the quality of an individual; smaller fitness
values imply higher quality solutions. The recombination operator selects pairs
of individuals (“parents”) in ρ′, and for each selected pair, two new individuals
(“children”) are generated with probability pr.

Each generated child (from recombination) undergoes a process of random
modification by a mutation operator with probability pm. After all recombination
and mutation operations are completed on the mating pool ρ′, the resulting new
population is assigned as the current population ρ for the next generation. The
individuals that comprise the set ρ̄ after T generations are the Pareto-Optimized
solutions obtained by the EADI Framework. Here, T is a pre-defined number of
optimization iterations that is to be executed by the SPEA.
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The values pr, pm, and T are design parameters of the optimization process
that can be set through experimentation or by selecting commonly-used values
from the literature.

These general concepts of fitness measures, recombination operators, and
mutation operators are standard components of EAs. They are applied to form
an optimization process that has analogies to processes by which living species
evolve. However, these three operators need to be designed specifically for each
optimization context. In the remainder of this section, we discuss how these
operators have been designed in the EADI Framework.

5.3 Fitness Measure

Based on the SPEA approach, each individual i ∈ ρ̄ is assigned a real value
S(i) ∈ [0, 1), which is referred to as the strength of i. If N represents the
number of individuals in the set ρ, then S(i) is calculated as the ratio of (a) the
number of individuals in ρ that are dominated by i to (b) (N + 1). The fitness
of i is equal to S(i). The fitness of an individual i ∈ ρ is calculated by summing
the strengths of all individuals j ∈ ρ̄ that dominate i, and then adding one to
this sum. We add one to the sum here in order to guarantee that members in ρ̄
have better fitness than members in ρ (since fitness is to be minimized).

5.4 Recombination Operator

Recombination is a process of selecting parent solutions and producing child
solutions from them that integrate properties of the corresponding parent solu-
tions. The inputs of the recombination operation are the configuration vectors of
the two selected parents Y1 and Y2, and the outputs are either (a) the same two
parents Y1 and Y2 (with probability (1 − pr)) or (b) the configuration vectors
of two generated children (with probability pr), denoted by C1 and C2.

In the latter case (when children are generated), the process of generating
each child individual Ck, k = 1, 2 from the two parents is summarized as follows:
(i) assign P , Q values (polynomial orders) from Y1 or Y2 to Ck with equal
probability subject to the requirement that the generated pair of P and Q values
for C1 and C2 cannot be identical to each other; (ii) set the bit-width and filter
order values of each child Ck to the corresponding values of an average vector
Yavg : Yavg = γ(Y1, Y2), where γ(Y1, Y2) first computes the average (Y1 +Y2)/2,
and for each component in this average vector that is not integer-valued, the
operator replaces the component by its floor or ceiling with equal probability;
and (iii) set the bit-widths and filter orders of the unused branches in the children
to be zero.

5.5 Mutation Operator

In EAs, mutation operators are employed to help promote diversity from one
generation of a population to the next by randomly modifying selected solution
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components (“genes”) within individuals. In the EADI Framework for ADDA
implementation, the genes for potential mutation are taken to be the vector-
valued settings of BW and FO. The specific gene (BW or FO) to which mod-
ification is to be applied is selected randomly with equal probability, and then
a single component of the selected vector that is to be modified is selected
randomly (with equal probability among all vector components). The mutation
operator replaces the value of the selected vector component with a uniform
random value drawn between the given upper and lower bounds for that com-
ponent.

6 Experimental Setup and Simulation Results

To validate the EADI Framework and ADDA platform, and to demonstrate
their capabilities, we experiment with three LTE modulation schemes — QPSK,
16–QAM, and 64–QAM. The multiobjective optimization process is performed
separately for each of the three modulation schemes, and then the resulting
Pareto-optimized solution sets are integrated into the ADDA as discussed in
Sect. 5. For all three modulation schemes, we employ the following SPEA para-
meter settings: (i) T = 100 (number of generations); (ii) N = 50 (population
size); (iii) N̄max = 20 (maximum size of external set); (iv) pr = 0.8 (recombina-
tion rate); (v) pm = 0.2 (mutation rate). These values for generic SPEA settings
are values that are commonly used in the literature (e.g., see [10,12]).

The constraint on ACPR used in the EADI Framework for all three mod-
ulations is −45.0 dBc. The constraints on EVM are −15.1 dB, −18.1 dB, and
−22.0 dB for QPSK, 16–QAM, and 64–QAM, respectively. The constraint on
SER is that it should be zero.

To help validate the effectiveness of the EADI Framework in deriving high
quality DPD configurations, we apply a partial search (PS) method to solve
the same multiobjective optimization problem. PS involves performing a com-
plete search on a reduced design space. PS is also a widely-applied method for
obtaining Pareto fronts in multiobjective optimization problems (e.g., see [6]).

In our PS approach, we reduce the search space by equalizing the bit-widths
and filter orders of all the filters used in all branches and apply the same valid
parameter value ranges as used in the SPEA process. Thus, the reduced design
space contains 5 × 5 × 11 × 5 = 1375 configurations. We evaluate these 1375
configurations exhaustively with the PFIR, ACPR, SER and EVM computations,
as described in Sect. 4. We then remove the undesirable solutions based on the
same SER, ACPR and EVM constraints as applied in the SPEA. Finally, we
collect all of the non-dominated configurations from the resulting design space
as the Pareto front obtained by the PS.

In the PS process, we estimate PFIR using relevant FPGA design tools (Altera
PowerPlay Analyzer), while in the EADI process, we estimate PFIR using the
power estimator introduced in Sect. 4. The estimator of Sect. 4 enables faster
power estimation (at some expense in accuracy), which is important because very
large numbers of candidate solutions are evaluated during the EADI process.
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For the Pareto-optimized configurations achieved by EADI, we also estimate
PFIR using FPGA tools to obtain more accurate power estimation results for
the derived Pareto front. In the results that we report in the remainder of this
section, the comparison between the quality of the two solution sets (PS and
EADI) is based on the same (more accurate) power estimation method — i.e.,
using FPGA tools.

Fig. 2. Pareto-optimized solutions obtained from the EADI Framework and PS for (a)
QPSK, (b) 16–QAM, (c) 64–QAM.

The Pareto fronts derived by the EADI Framework and PS for the three
selected modulations are shown in Fig. 2(a) to (c). We use coverage of two sets
(Cov) measurements [12] to evaluate the quality of the solution sets produced by
the EADI Framework and PS, which we denote by SEF and SPS , respectively.
Given a multiobjective design space, and two sets α and β of candidate solutions
in this space, Cov(α, β) = dom(α, β)/size(β), where dom(α, β) is the number
of solutions in β that are dominated by at least one solution in α. Coverage
results for each of the three modulation schemes are given in Fig. 2(a) to (c)
along with plots of SEF and SPS . Here, we see that Cov(SPS , SEF ) is uniformly
zero over all three modulations, while the values for Cov(SEF , SPS ) indicate
that significant proportions of the PS solutions are dominated by results from
the EADI Framework.

We also measured that the PS method requires approximately 91 hours to
evaluate the three optimization metrics for the 1375 given configurations, and
extract the Pareto front, while the evaluation and Pareto front extraction by
the EADI Framework takes only about 1 hour. We conclude from these results
involving Cov and optimization time that the EADI Framework significantly
outperforms the PS method in terms of both the quality of the obtained Pareto
fronts and run-time efficiency.

To concretely demonstrate DPD performance trade-offs realized in the pro-
posed ADDA architecture, we first classify the individuals in the Pareto front
obtained by EADI into three groups according to their power consumption levels.
Then we select one representative individual in each group and store it in ADDA
as a DPD working mode. The selected design vectors and their corresponding
PFIR-ACPR-EVM measurements under three modulations in LTE are listed in
Table 1. From this table, we see that for the Pareto-optimized parameter settings
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Table 1. Selected pareto-optimized parameter settings for LTE under different mod-
ulations. The design evaluation metrics are shown in the format (PFIR, ACPR, EVM)
with units (mW, dBc, dB).

Power Level P ,Q BW FO Performance

Direct Conj Direct Conj

QPSK Low 3, 1 12, 9 12 5, 3 4 380.47,−49.99,−43.41

Medium 3, 1 13, 11 12 3, 4 4 387.57,−50.15,−43.75

High 3, 3 15, 10 13, 5 4, 5 4, 1 397.52,−50.14,−44.07

16–QAM Low 3, 1 11, 12 12 4, 4 5 380.96,−48.38,−24.29

Medium 3, 3 12, 12 12, 5 3, 4 5, 3 385.34,−48.15,−30.90

High 5, 3 12, 12, 10 11, 5 5, 4, 2 4, 4 395.11,−46.09,−31.69

64–QAM Low 3, 1 11, 11 10 4, 3 3 382.97,−48.28,−22.89

Medium 3, 1 12, 12 15 4, 3 4 395.76,−48.08,−25.21

High 5, 3 12, 12, 11 14, 11 3, 3, 5 4, 4 409.62,−48.34,−24.71

obtained by EADI, P is always greater than or equal to Q, which validates the
argument in [1] that the higher orders of the conjugate predistorters are weak,
and a smaller Q value is therefore preferred. Also, in general, the branches cor-
responding to the lower polynomial orders are configured with higher bit-widths
and filter orders compared to the branches corresponding to higher polynomial
orders. This results from the higher order signals being relatively weak for both
direct and conjugate parts.

7 Conclusions

In this paper, we have presented a novel framework, called the Evolutionary
Adaptive DPD Implementation (EADI) Framework, for multiobjective optimiza-
tion of digital predistortion (DPD) systems. The targeted optimization objec-
tives include system energy consumption, adjacent channel power ratio (ACPR),
and system accuracy. We apply the EADI Framework to develop an architecture,
called the adaptive, dataflow-based DPD architecture (ADDA), where Pareto-
optimized DPD parameter settings are derived to support efficient, adaptive pre-
distorter operation. Simulation results demonstrate the effectiveness of the EADI
Framework in deriving efficient DPD configurations across time-varying modu-
lation schemes subject to multidimensional constraints. The extracted Pareto-
optimized configurations also help to validate assumptions in the DPD literature
about preferred DPD parameter settings. Finally, the EADI Framework is shown
to significantly outperform a partial search method in terms of both optimization
time efficiency and the quality of the derived Pareto fronts.
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Abstract. Cognitive radio is one of the potential contenders that
address the problem of spectrum scarcity by making efficient use of the
currently allocated spectrum below 6 GHz. A secondary access to the
licensed spectrum is only possible, if the cognitive radio systems restrict
the interference to the primary systems. However, the performance analy-
sis of such a cognitive radio system is a challenging task. Currently, per-
formance evaluation of underlay systems is limited to theoretical analysis.
Most of the existing theoretical investigations make certain assumptions
in order to sustain analytical tractability, which could be unrealistic from
the deployment perspective. Motivated by this fact, in this work, we val-
idate the performance of an underlay system by means of laboratory
measurements, and consequently propose a hardware demonstrator of
such a system. Moreover, we present a graphical user interface to pro-
vide insights to the working of the proposed demonstrator and highlight
the main issues faced during this experimental study. (This work was
partially supported by the National Research Fund, Luxembourg under
the CORE projects “SeMIGod” and “SATSENT”.)

Keywords: Cognitive radio · Underlay system · Power control ·
Dynamic access · Empirical validation · Demonstrator

1 Introduction

The amount of data transmitted over wireless channels is constantly increasing.
However, the available spectrum is scarce and expensive, with more and more
operators competing for their share of it. Therefore, ways have to be found
to use the available spectrum more efficiently. Cognitive radio networks do so
by enabling dynamic spectrum access to multiple systems. Secondary access to
the licensed spectrum has been extensively investigated in the literature and is
mainly categorized in terms of three cognitive radio paradigms [1]:
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1. An interweave system exploits time gaps in the spectrum of primary users for
data transmission.

2. An overlay system involves higher network layers to employ advanced coding
algorithms to transmit data simultaneously with other systems.

3. In an underlay system, spectrum access is enabled only if the interference
power received at primary users is below a certain amount. This can be
achieved, for instance, by employing a power control mechanism at the sec-
ondary transmitter.

The existing investigations in [2–4] depicted the performance limits in terms
of throughput achieved at the secondary receiver for the underlay system. How-
ever, the performance evaluation has been limited to theoretical analysis, which
tends to make certain assumptions (for instance, perfect knowledge of channel),
that are not applicable in hardware implementations [5]. Recently, hardware
implementations in context to cognitive radio systems have started to receive
significant attention [6–8], however these deployments are mainly concerned with
the interweave system. In this regard, we provide insights for the deployment of
underlay systems, in this paper. More specifically, we extend the mathematical
framework derived in [9] to validate the performance of underlay systems by
means of experimental analysis. To complement the analysis presented in [9],
the main contributions of this paper are as follows:

1. Empirical validation: We set up a suitable hardware environment, perform
measurements and evaluate their results by comparing them with the theo-
retical expressions.

2. Upon validating the mathematical model, we propose to deploy a hardware
demonstrator of the underlay system. We present a graphical user interface
to provide further insights to the working of the demonstrator.

This paper is organized as follows: Sect. 2 introduces the system model.
Section 3 describes the experimental setup and the validation of the mathe-
matical model. Section 4 portrays the implementation of the underlay system’s
hardware demonstrator. Finally, Sect. 5 concludes the paper.

2 System Model

The analysis done is this paper is based on the signal model illustrated in [9].

2.1 Underlay Scenario

Cognitive Relay (CR) is a cognitive radio small cell deployment that facilitates
secondary access to indoor devices (IDs) [10]. Figure 1 shows such a scenario,
where the CR acts as a secondary transmitter (ST), transmitting data to a
secondary receiver (SR) represented by an ID. The channels between the primary
receiver (PR) and ST and between the ST and SR are modeled in terms of
path loss factors (αp, αs) and small-scale fading gains (gp, gs). A power control
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mechanism is employed at the ST to ensure that interference received at the
PR is below a certain level. For this mechanism, it is necessary to acquire the
knowledge of the channel between the ST and the PR. As proposed in [9], the ST
can retrieve this information by listening to a pilot or beacon signal transmitted
by the PR.

PR

SR/ID

SU

ST/CR

Backhaul

Access
Estimation
Interference
Backhaul

α , gp p α , gs s

Fig. 1. Underlay scenario and frame structure [9]

We consider slotted medium access for the secondary system with a frame
duration of T . For the ST to be able to satisfy the interference constraints at
the PR, we consider channel reciprocity of the primary link. T is designed such
that the channel can be assumed to remain constant within it. Based on this
premise, gp and gs are constant within one frame and included in αp and αs for
further analysis.

In order to implement a power control mechanism, we have divided the frame
interval in two phases, refer to Fig. 1. During the first phase of duration τest (esti-
mation time), the ST measures the received power of the pilot signal transmitted
by the PR. Based on this received power, the ST estimates αp by relating it to
the known PR transmit power (Ptran) and adapts its own transmit power for
the secondary link (Pcont) accordingly. During the second phase duration i.e.,
T − τest, the ST transmits data to the ID with the controlled power Pcont.

The sequence of events portrayed by the underlay scenario from Fig. 1 can
be summarized as:

1. The PR sends a pilot signal with power Ptran to the ST.
2. The ST measures the power received (Prcvd) from this signal.
3. From Prcvd, the ST estimates αp. We assume that the ST has the knowledge

of Ptran.
4. From αp, the ST calculates Pcont. It is scaled such that, in case of perfect chan-

nel reciprocity and the absence of noise on the primary link, the interference
power arriving at the PR (Pp) has the value of the interference temperature
(θI). In control theory terms, θI is the setpoint for Pp.
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5. The ST transmits data to the SR with Pcont. In the context of this work,
we send an unmodulated sinusoidal signal. This is mathematically equivalent
to the constant power signal sent by the PR (refer to [9] and the references
therein).

6. The SR receives the data signal with power Ps. It provides this value back
over a feedback channel to the ST, where it is used to estimate the expected
throughput of the secondary link (Rs).

7. Due to the presence of noise at the ST, the ST encounters variations in
Prcvd, which further affects Pcont and, in addition with noise at the PR,
finally translates to variations in Pp around θI. This may severely degrade the
performance of the cognitive radio system. In order to control these variations,
an interference constraint in terms of probability of confidence (Pc) has been
proposed in [9].

2.2 Stochastic Model

According to [9], Prcvd can be modeled as a non-central chi-squared distribution
with the following probability density function (pdf) [11]:

fPrcvd (x) =
N

2σ2
p

(
Nx

λ

)N−2
4

exp
(

−Nx + λ

2σ2
p

)
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p
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where N is the degree of freedom, i.e. the number of samples used for determining
Prcvd, σ2

p is the noise variance of the in-phase or quadrature-phase component of
the received pilot signal (yrcvd, refer to [9]), and IN

2 −1(·) is the modified Bessel
function of the first kind of order N

2 − 1 [12]. Furthermore,

λ =
N∑

n=1

|E [yrcvd[n]] |2 = N × A2 (2)

is the non-centrality parameter, where yrcvd[n] represents the discrete sample at
the ST [9]. As our pilot signal is a sinusoid with a constant amplitude which is
down-converted by an IQ demodulator at the ST, the complex samples have a
constant envelope of value A, which explains the simplification in (2).

The system variables Pcont, Pp, and Rs are derived from Prcvd in [9], where
the respective pdfs fPcont(·) and fPp(·) are also provided. In [9], fRs(·) represented
a pdf of the capacity. Here, we modify this expression to determine the pdf of
the secondary throughput
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with p (x) = 2
T x

T−τest − 1 .

The definition of Pc can be retrieved from [9]. It is based on the cumulative
distribution function (cdf) of Pp

1

FPp (x) = QN
2

(√
NPtranαp

σ2
p

,

√
NαpθIK

σ2
px

)

, (4)

with parameters defined in [9]. QN
2
(·) is the Marcum Q-function [12].

It is challenging to determine the parameter σ2
p utilized in most of the theo-

retical expressions, accurately. We decided to approximate σ2
p by setting it equal

to the variance of the envelope of yrcvd, as this provided the best fit of the model
function to the measurement values.

3 Validation

3.1 Experimental Setup

Figure 2 illustrates the experimental setup used for validation. The primary link
is implemented via a cable and attenuators. By doing so, we were able to acquire
a large number of system variable realizations measured under similar conditions,
which we needed for validating the stochastic model.

The CR/ST is implemented in a Universal Software Radio Peripherals
(USRP) B210 from Ettus Research [13]. There, upon arrival, the pilot sig-
nal is down-converted to an intermediate frequency, band-pass filtered, down-
converted to baseband and decimated. The first two steps were carried out to
avoid I/Q imbalance and remove the receiver’s DC offset and the flicker noise
(1/f) around the DC. Due to the small bandwidth of the pilot signal, these
effects were the bottleneck of our validation and had to be accounted for. The
decimation is performed to reduce the effect of correlation between the samples
due to oversampling, since the model function fPrcvd(·) required independent
and identically distributed energy samples [9]. Finally, the measurement data is
analyzed offline using Matlab.

Fig. 2. Measurement setup for the validation of the stochastic model, laptop image
from [14]

1 In [9], we discovered a small typing error in the cdf of Pp, in this paper, we present
the exact version of it.
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3.2 Validation of System Variables

Since the stochastic model is the basis of the further performance analysis that
will be carried out over Pc and Rs, as a first step, we validate the pdfs of the
system variables Prcvd, Pcont, Pp, and Rs, from Sect. 2.2 and [9]. To this end,
measurements with the setup in Fig. 2 have been performed for different values
of received signal-to-noise ratio at the ST over the primary link (SNRrcvd

2).
The measurement data was plotted in terms of histograms and scaled such that
it represented the relative frequency (frel). Figure 3 compares the histograms
from the measurements and plotted pdfs using the analytical expressions for
different system parameters. The plots show that the theoretical expressions
very accurately capture the performance of real world cognitive radio systems.

Fig. 3. Theoretical expressions of the pdf and experimental results of different system
variables (parameters from Table 1)

We repeated the experiment for different values of SNRrcvd. It was observed
that for a considerable range of SNRrcvd ∈ (4, 30) dB, the theoretical expressions
depicted a significant accuracy to the experimental data, refer to Table 2. The
accuracy was quantified in terms of relative error (erel) defined as

2 As noise power, we used the measured receiver noise floor.
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Fig. 4. Estimation-throughput tradeoff (parameters from Table 1), Pc,meas: empirical
values of Pc, Pc,model: analytical values of Pc.

erel =
1

nbins
×

nbins∑

n=1

fPrcvd [n] − frel[n]
frel[n]

, (5)

where nbins is the number of histogram bins with frel[n] �= 0.

Table 1. Values of the parameters used for the performing experiments.

Parameter SNRrcvd N/τest θI T αs σ2
s

Value 22 dB 100/0.5ms -110 dBm 100 ms 1a 2.1355 × 10−10 b

aThe channel gain of the ST-SR link αs ∈ (0, 1) was set to its maximum
theoretical value for this analysis.
b The value represents the measured receiver noise floor (digital value) of
the in-phase or quadrature-phase components.

Table 2. erel from 5 for various SNRrcvd (parameters from Table 1)

SNRrcvd/[dB] 4.08 9.10 14.11 19.12 24.09 29.09 34.03 39.38 45.08

erel 0.0568 0.0601 0.0522 0.0437 0.0506 0.0634 0.1179 0.0800 0.1695
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3.3 Validation of the Estimation-Throughput Tradeoff

Finally, we validate the performance in terms of estimation-throughput trade-
off to yield a suitable estimation time that satisfies the interference constraint
on Pc and maximizes the achievable throughput. In contrast to the theoretical
analysis presented in [9], in Fig. 4 we provide an empirical validation to the per-
formance of the underlay system. Clearly, this tradeoff considers that a large τest
will improve the performance of the primary system by reducing the variations
in Pp. This improvement is depicted in terms of an increase in Pc. On the other
hand, the increase in τest reduces the achievable secondary throughput. Figure 4
also includes a validation of Pc. This is achieved by comparing its empirical val-
ues with its analytical expressions for different τest. In contrast to the analytical
model [9], the empirical values of Pc were determined using a numerical inte-
gration in the region within the confidence interval (1 ± μ) × θI, where μ is the
accuracy as defined in [9]. Hence, with this verification, we conclude that the
estimation-throughput tradeoff proposed in [9] is suitable for hardware imple-
mentation.

4 Implementation of a Demonstrator

In this section, we provide the details on the implementation of a demonstrator
for the underlay system.

4.1 Estimation Time

As we already verified the dependence of Pc and Rs on τest (refer to Fig. 4), it is
challenging to select τest such that the system adheres to the interference con-
straints at the PR and still achieves the highest possible secondary throughput.
To analyze this problem, we introduce a new parameter called the optimized
estimation time (τopt). It is the τest that maximizes the secondary throughput
according to equation (11) in [9] for a certain value of SNRrcvd, μ and a tar-
get value of Pc defined as P̄c. In Fig. 4, this optimization process is indicated
graphically by the dotted lines, where, from a fixed P̄c = 0.95, we acquire τopt ≈
0.75 ms, which corresponds to E [Rs] ≈ 7.02 bits/s/Hz.

However, this analysis is carried out for a fixed value of SNRrcvd. Under real
conditions, due to channel fading, SNRrcvd is not known. In this sense, it is
not possible to determine τopt. To resolve this issue, we propose a procedure,
whereby we analyze the variations of τopt for different values of SNRrcvd, refer
to Fig. 5, and select τopt’s maximum value. By doing this, we are able to satisfy
the interference constraint for all realizations of the channel. In addition, we
consider different values of P̄c. It is observed that τopt increases with the decrease
in SNRrcvd and attains saturation below a certain SNRrcvd.3

3 For varying θI, while the shape of the curves changed slightly, the upper limits for
τopt remained constant.
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Fig. 5. τopt over SNRrcvd, θI = -110 dBm, μ = 0.05

The explanation of this behavior is given in the following: For large values
of SNRrcvd, Pcont is low, hence the variations of Pp around θI are low and con-
sequently a lower value of τopt is needed to maintain these variations within
the confidence interval. Very weak received signals, on the other hand, cannot
be distinguished from noise by the USRP, due to the quantization limit of the
analog-to-digital converter in the receiver chain. This is why, below a certain
SNRrcvd, all received signals yield the same value of τopt.

We use this analysis for determining the τest in the implementation of our
demonstrator. Since we target P̄c = 0.95, we choose a fixed τest of 24 ms, which
is the maximum value determined from Fig. 5. By doing so, we seek to satisfy
the interference constraints at the PR, at the cost of a decreased performance
in Rs, particularly at higher SNRrcvd, where τopt achieves a low value.

4.2 Simplifications

The main objective of this paper is to demonstrate the basic principle of an
underlay scenario, in view of this, we will consider the following reasonable sim-
plifications in the proposed analytical framework:

1. We do not consider the hardware implementation of the SR, that is, it is
regarded virtual in the system (refer to Fig. 6).

2. According to the model, the path loss is determined using [9]

αp =
E [Prcvd] − σ2

p

Ptran
. (6)
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This is not possible in practical situations, where only a single realization of
Prcvd is available. Hence, we determine the path loss based on this realization.
As σ2

p is negligible compared to Prcvd, it can be further simplified

αp =
E [Prcvd] − σ2

p

Ptran
≈ Prcvd − σ2

p

Ptran
≈ Prcvd

Ptran
= α̃p . (7)

By not averaging over multiple realizations of Prcvd, we expect a higher vari-
ance in the resulting powers Pcont and Pp.

3. The model involves a frame synchronization (in case of Time Division Duplex-
ing) between PR and ST, which is complicated. To simplify this matter, we
propose Frequency Division Duplexing between the PR and the ST: We trans-
mit and receive the signals using two different frequencies ( 2.422 GHz and
2.423 GHz) over two separate antennas, as illustrated in Fig. 6. With this
technique, the channel reciprocity may be compromised.

Fig. 6. Setup and block diagram of demonstrator

Mapping the steps described in Sect. 2.1 onto hardware and applying the
above-mentioned simplifications, we acquire the signal flow illustrated in Fig. 6,
which we have implemented in GNU Radio using the available blocks therein.

4.3 User Interaction and Observations

Figure 7 shows the user interfaces of the demonstrator, providing insights to the
parameters evaluated at the PR (for instance, Pp and Pc) and the CR/ST (for
instance, Prcvd, Pcont, and Rs). We have performed hardware calibration in the
demonstrator to provide physical significance to the digital values obtained from
the USRPs, hence the displayed units. As the SR has not been implemented in
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the hardware, to incorporate the effect of αs on the performance of the system,
we employ a slider to modify its value.

As expected, changing the value of θI at the CR/ST changes the measured
value of Pp at the PR to approximately the same value. This phenomenon is
highlighted in Fig. 7. At the same time, the values of Rs and Pcont adapt accord-
ingly. This demonstrates that the received power estimation done at the ST by
listening to the pilot based channel, thereby acquiring the channel knowledge
and performing the power control, is working in accordance to the underlay
principle.

The response to the dynamic conditions can be verified by changing the dis-
tance between the PR and ST, the effect can be captured by observing the
changes in Prcvd and other parameters depending on it. As the distance is
increased beyond a certain value, the ST operates at its maximum transmit
power. This event is indicated in the user interface.

Fig. 7. A snapshot of the performance parameters displayed in the user interfaces

With μ = 0.05, the demonstrator does not provide the target value of 0.95 for
Pc, as the variations in Pp are higher as expected. Certainly, this issue is partly
caused by the simplifications undertaken in 7, which have to be accounted for
in future implementations. Another possible reason for this observation is that
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we used a pilot signal produced by a signal generator in the previous analysis,
which offers a higher signal quality than the one produced by a USRP in the
demonstrator. Moreover, because of the separate links for sensing and trans-
mission and the frequency separation of 1 MHz, the channel reciprocity in our
demonstrator may be compromised compared with the theoretical model. To
resolve this issue, we increase the tolerance limit to μ = 0.20, which leads to the
desired Pc of 0.95. On this account, we will consider the signals being transmit-
ted by a USRP for validation, in the future. Despite this, we have been able to
demonstrate the principle working of an underlay system that employs a power
control mechanism at the ST to limit the excessive interference at the PR.

5 Conclusion

In this paper, we have analyzed the performance of an underlay system from a
deployment perspective. To this end, an existing analytical framework [9] has
been validated. In this regard, the validation of a stochastic model that incor-
porates the pdfs of the system parameters has been considered. In addition,
the performance analysis in terms of estimation-throughput tradeoff has been
validated. Based on this validation, it has been illustrated that the proposed
framework is suitable for real world deployments. Upon the experimental analy-
sis, a hardware demonstrator that depicts the principle working of the under-
lay system has been proposed. More importantly, the hardware challenges and
simplifications considered while deploying the demonstrator have been briefly
discussed.

In the future, we intend to reconsider certain simplifications made while
deploying the demonstrator, for instance, we propose to deploy a USRP for the
SR and try to synchronize the frame structure at the ST and the PR in order
to respect channel reciprocity.
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Abstract. In-band full-duplex transceivers are considered for future genera-
tions of cellular network systems. This paper proposes to evaluate the perfor-
mance of in-band full-duplex transceivers using a modified architecture based on
hardware available for multiple-input multiple-output transceivers. A hybrid
self-interference cancellation technique using an auxiliary transmitter is there-
fore introduced. Performance is evaluated using simulation models and is
confirmed by hardware experimentation. The main limiting factors of the pro-
posed architecture are analyzed and improvements to the architecture are then
suggested.

Keywords: In-Band Full-Duplex � Transceiver � MIMO architecture � RF
impairments

1 Introduction

The massive adoption of smartphones together with the need to always be connected has
accelerated the demand for broadband mobile connectivity. Therefore, the capacity of
cellular networks should continue to increase to meet end-user requirements. A possible
solution considered by cellular operators is to further improve spectral efficiency. Mul-
tiple Input Multiple Output (MIMO) techniques [1, 2] and relay techniques [3, 4] which
have been studied for the last twenty years allow cellular operators to improve bit rate and
capacity. Another alternative consists in increasing the useful bandwidth or in deploying
new locations for base stations. All options increase the cost and/or the power con-
sumption of the base station or the mobile equipment. Recently In-Band Full-Duplex
(IBFD) solution has been studied and demonstrated in the Wireless Local Area Network
(WLAN) context [5–8]. It seems to be a promising approach to resolve the asymmetric
data flows introduced by Frequency Division Duplex (FDD) communication or to reduce
latency in TimeDivision Duplex (TDD) communication. It may optimize time-frequency
resources and can under certain conditions increase the overall capacity [9].

Basically, the main problem of IBFD transceivers is self-interference. In a full-duplex
point-to-point communication, both transmitters and receivers simultaneously transmit
and receive in the same frequency band. Therefore each transmitter generates a powerful
signal which simultaneously creates a well-known self-interference at the receiver. To
receive the useful low power signal, the transceiver must cancel this self-interference.
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Several methods can be used to cancel the self-interference but all request a cancellation
in the analog domain. This can be done at the antenna level and at RF level. The important
level of cancellation that is required cannot be only reached in the digital domain mainly
because of the analog-to-digital converter which does not support such a dynamic range.

In 2013, Stanford proposed a new IBFD architecture based on a single antenna with
circulator, a digitally controlled broadband analog filter and a digital canceller [8].
Stanford demonstrated an IBFD single input single output (SISO) transmission at
2.4 GHz. The full-duplex transceiver was able to reject self-interference level of around
110 dB over 80 MHz of bandwidth. Afirst RF cancellation step of 62 dB is provided by a
circulator and a broadband analog filter. Then, a digital canceller adds 48 dB of can-
cellation. The overall transmitted signal of 20 dBmwas reduced to the thermal noise level
of −90 dBm. The main contributions of Stanford are the broadband analog filter and the
digital canceller that takes into account the non-linear effect.

The solution proposed by Stanford [8] is very performant but very complex espe-
cially the digitally controlled analog filter. This analog filter consists in 16 delay lines
with 16 attenuators controlled by 7 bits command for a range of 31.75 dB and suc-
cessive steps of 0.25 dB. The Peregrine Semiconductor attenuator components used in
this analog broadband filter are not perfect. The RF attenuation is not exactly the
expected attenuation, the relative phase changes when the attenuation or frequency
increases [10]. This supposes a calibration process. Moreover the delay lines need to be
adapted to the frequency band and the antenna structure.

The next section introduces the proposed architecture. Part III presents the
self-interference cancellation technique and its performance. In part IV, the canceller is
evaluated through a simple implementation on real signal.

2 Flexible Architecture

In this paper, an alternative architecture is studied in order to reduce the complexity of
the analog broadband filter proposed by the Stanford solution. The envisaged solution
is based on current RF MIMO transceiver architectures. As previously mentioned,
current generations of cellular systems support MIMO communication, meaning that
most of the transceiver supports multiple transmitters. In this paper we will try to
evaluate a full-duplex architecture using these multiple transmitters. The second
transmitter called auxiliary transmitter will replace the broadband analog filter. It is
called Hybrid Self-Interference Cancellation (HSIC). In our context, the target
requirements are less ambitious than the Stanford requirements but our solution is
simpler to integrate and updates from current device architectures. The MIMO FDD
transceiver becomes a single ended IBFD transceiver. This proposal allows the Radio
Resource Management (RRM) to select between classical FDD MIMO or IBFD
single-end transmissions. The transceiver becomes flexible and can switch from a
configuration to another according to the scenario. If the channel conditions as well as
the interference environment are favourable for MIMO transmission, MIMO operation
is selected. Otherwise IBFD can be considered. Impact of coexistence between MIMO
and IBFD will not be studied in this paper. Few components are added compared to a
classical MIMO transmit architecture. The rest of the transceiver does not change. Only
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the baseband takes the self-interference cancellation into account. This evolution
corresponds to a smaller technology gap than previously thought architectures and
should make the migration to IBFD more acceptable. The overall flexible architecture
is presented in Fig. 1.

3 Theoretical Study

3.1 Overview

This section presents the simulation model. It is used for performance evaluation of the
interference cancellation technique. This simulation chain consists of several blocks.
Each block models component of the transceiver taking into account most of the
imperfections. We chose models for converters (i.e. DAC and ADC), phase noise of
local oscillators, amplifiers non-linearities, circulator and antenna matching and iso-
lation. Most of the models can be found in reference [11]. In this theoretical study, we
focus our effort on the impact of the transmitter noise and the transmitter non-linearity
on the performances. Baseband equivalent models have been considered.

3.2 Models

The model used for quantization, phase noise, Low Noise Amplifier (LNA) and con-
verters are presented in [11]. Time varying effects have not been considered. For Power
Amplifier (PA), we use the same model as [11] regarding the amplitude non-linearity
and we chose the Saleh model [12] for the phase distortion:

uout ¼ uin þ
au xinj j

1þ bu xinj j2 ð1Þ

Where uout is the phase of the output signal of the PA and uin its phase at the input.
au and bu are the parameters of the model and xinj j is the input signal’s magnitude. To
model the complex transfer function of the circulator, the S-parameters of a 2.4 GHz
circulator connected to an antenna have been measured. The measured response is then

Fig. 1. In-band Full-duplex transceiver using MIMO architecture
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translated to baseband for simulation and given in Fig. 2 for reference. Note that this
response includes the reflection coefficient of the antenna.

The filters used in the simulation are 3rd-order Butterworth-type Infinite Impulse
Response (IIR) filters. The developed simulation can be applied in baseband or with a
transposition to an Intermediate Frequency (IF).

3.3 Hybrid Analog and Digital Self-interference Cancellation HSIC

The analog canceller aims at reducing the linear contribution of the self-interference
and avoids the ADC saturation. It is in fact a hybrid analog-digital solution, as defined
in [13]. It is based on an auxiliary synchronous transmitter. From the digital baseband
domain, the auxiliary RF transmitter generates an analog signal which is subtracted
from the main reception path. Please note that the RF components of the first and
second transmitters are identical nevertheless the circulator on the main transmitter and
the coupler introduces important mismatches. In practice, these mismatches must be
estimated and compensated to optimize the analog cancellation performances. The
filters to be estimated correspond to the ht1 and ht2 on Fig. 3.

If linearity is assumed, the signal at the output of the analog canceller is given by:

ya tð Þ ¼ ðx1 � ht1Þ tð Þ � ðx2 � ht2Þ tð Þþ r tð Þ ð2Þ

Where x1 and x2 are the outputs of the digital transmitters, r is the received signal
coming from the antenna and � being the convolution product.

Fig. 2. Equivalent baseband circulator and antenna frequency response
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The linear contribution of the self-interference at the output of the analog canceller is
given by:

self interf tð Þ ¼ ðx1 � ht1Þ tð Þ � ðx2 � ht2Þ tð Þ ð3Þ

Therefore to minimize the self-interference, the following equality should be
reached:

X2 fð Þ
X1 fð Þ2

¼ Ht1 fð Þ
Ht2 fð Þ ð4Þ

Where X1ðf Þ, X2ðf Þ, Ht1ðf Þ and Ht2ðf Þ are respectively the Fourier transforms of x1,
x2, ht1 and ht2. Only the discrepancy between ht1 and ht2 is important. This difference is
estimated in a two-step calibration measurement. Firstly, the filter between x1 and y
(denoted h1) is estimated when nothing is transmitted on the auxiliary path. Secondly,
the filter between x2 and y (denoted h2) is estimated when nothing is transmitted on the
main path. The signal x2 is derived from h1, h2 and x2 as follows:

x2 kð Þ ¼ x1 kð Þ � TF�1 Ht1 fð Þ
Ht2 fð Þ

� �
¼ x1 tð Þ � TF�1 H1 fð Þ

H2 fð Þ ð5Þ

As

Hi ¼ HtiHr for i ¼ 1; 2 ð6Þ

Where TF�1 is the inverse Fourier transform. Filters h1 and h2 are estimated thanks
to a reference sequence in the time domain as mentioned in the reference [8].

3.4 Digital Non-linear Self-interference Cancellation DSIC

The digital cancellation objective is to remove the remaining self-interference. As
previously mentioned, the analog cancellation does not consider non-linear terms, so

Fig. 3. Schematized system with transmission filters
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the digital cancellation is needed to take care of the nonlinear contribution [8]. Only
non-linear terms of odd orders can interfere in the useful frequency band [11]. Con-
sidering these non-linear terms, we have:

y kð Þ ¼
X

modd;k¼�n;...;n

x kð Þ x kð Þj jð Þm�1�hm kð Þ ð7Þ

The considered filter estimation technique is similar to the one of the hybrid analog
part, is realized for each order m.

The studies consider lower non linearity effect on the auxiliary RF transmitter. This
assumption is supposed to be right if the circulator isolation is important compared to
the coupling factor. In this case, the hybrid canceller asks for an output power of the
auxiliary chain lower than the main transmitter. The nonlinear contribution comes from
the main RF transmitter, the circulator and the RF receiver.

3.5 Performances

The performances of the system are characterized by the self-interference after the
HSIC and finally after the DSIC. In the simulation there is no useful signal received by
the antenna. The transmitted signal is made of random OFDM symbols. The OFDM
signal has a PAPR of about 10 dB. The output power of the amplifier is set to 20dBm.
The parameters used for the models described in Sect. 3.2 are:

• The DACs and ADC have a resolution of 16 bits. Their maximum Integral Non
Linearity (INL) is set to a level of 2 Least Significant Bit (LSB), their maximum
Differential Non Linearity (DNL) is 0.3 LSB. The maximum output peak-to-peak
voltage of the DACs is 5.6 V and the maximum input peak-to-peak voltage of the
ADC is 0.3 V.

• The phase noise is characterized by a −110 dB noise floor and a 2-order 1/f3 filter.
• The gain of the PA is 10 dB, its 1 dB compression point is 32 dBm and its third

order interception point is 40 dBm. The parameters chosen for the Saleh model are
α = 4.5 and β = 1.1.

• The gain of the LNA is 10 dB, its 1 dB compression point is −10 dBm and its third
order interception point is 0 dBm. Its noise output is at a power of −90 dBm. This
noise is taken as the receiver’s noise floor.

Simulations highlight the influence of the transmitter noise on performances.
Indeed, an all-analog cancellation system as the one presented by [8] is designed to be
able to cancel the transmitter’s noise included in the self-interference. A hybrid system
like ours cannot remove any noise as transmit (x1) and mirrored (x2) paths are
uncorrelated. This result was then expected. It also appeared that in our case, the phase
noise could be cancelled as we included in the simulation the fact that the phase noises
brought by all our mixers was the same but only with different delays. This hypothesis
is justified by the fact that mixers use the same local oscillator.
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The simulations show that the transmitter noise is by far the most important limiting
factor in this architecture, as the system will easily exceed the 100 dB of cancellation
when no quantization effects is considered. However, the cancellation is clearly limited
by quantization when it is activated. Indeed we can see on Fig. 4 that the signal will not
decrease under around −50 dBm after DSIC.

When assuming uniform distribution of quantization error between � q
2 ;

q
2

� �
, the

formula of quantization noise power is given by:

QN ¼ q2

12R
ð8Þ

Where q is the quantization step. R is the impedance which is 50 ohms. With 16 bit
resolution DAC and 5.6 V peak-to-peak voltage, the formula gives an output noise
power in all the DAC bandwidth equal to −75 dBm. In the simulations and with the
error distribution, the output power is greater and equals to −70 dBm. If we had INL
and DNL imperfections, this power would further increase up to −62 dBm.

Then we have to consider the fact that this noise power evolves along the RF chain.
On the main transmitter, it is amplified by the PA, then attenuated by the circulator
isolation (which is of about 17 dB, Fig. 2), and then amplified again by the LNA. On
the auxiliary transmitter chain, the link budget is different as the circulator is replaced
by the coupler (10 dB instead of −17 dB). Figure 5 shows both transmitter noise levels
along the transmitter receiver path. Both transmitter signals are also included.

We can also notice in Fig. 4. (a) that the HSIC would not reduce the self-interference
below about −55 dBm either, even without quantization. This limitation must be due to

(a) without quantization 

 

(b) with 16 bits DAC quantization 

Fig. 4. Simulation results
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the non-linear distortions of the signal that are not canceled by the HSIC. Indeed, when
calculating the power of the difference between the output of the PA and the linearly
amplified signal, we get −38 dBm. That power is then attenuated by the circulator of
17 dB which gives −55 dBm and explains the results. Note that the auxiliary transmitter
is used at a lower power level so generates less non-linear terms.

4 Simplified Hardware Implementation

In order to understand the effect of the transmitter noise and non-linearity, a simplified
hardware implementation has been done using generated signals. It can be considered
as a first step to evaluate HSIC performances using real life implementation.

4.1 Overview

The implementation is based on a Red Pitaya [14] board supporting two transmitters and
one receiver all synchronized. This board is connected to a personal computer for the
transmitted data flow and off-line evaluation. Additional connected RF components
complete the demonstration. The useful transmitted baseband signal is digitally trans-
posed on an IF and then converted in the analog domain. An amplifier used in a
non-linear zone creates non-linearities. The experimentation is realized in a controlled
environment. The antenna and the circulator are emulated by a loss which is approxi-
mately equal to −20 dB. After that the auxiliary transmitted signal is added thanks to a
10 dB coupler. For the demonstration, a 3 dB splitter is added to measure the perfor-
mance and the HSIC. Then, a LNA with variable attenuator is inserted to adapt the input
power level to the next amplifier (Fig. 6).

Fig. 5. Evolution of the power versus different RF components (without variable RF gain)
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4.2 Red Pitaya Board

The Red Pitaya unit is an embedded oscilloscope and signal generator running on
Linux operating system. It includes Radio Frequency signal acquisition and generation
technologies, FPGA, Digital Signal Processing and CPU processing. The original Red
Pitaya board is designed on a Zynq-7010 component and supports two transmitters and
two receivers.

The board has been customized with a Zynq7020 instead of the Zynq7010. It
contains a dual core ARM Cortex A9 and a Xilinx Artix-7 FPGA with 74 K pro-
grammable logic cells.

This board has also two analog outputs and two analog inputs with sampling
converters working at 125 MHz. DAC and ADC sample signals at 125 MHz over 14
bits. Table 1 summarizes the main parameters of the hardware elements.

4.3 Waveform Definition

An Orthogonal Frequency Division Multiplexing (OFDM) waveform has been used at
the transmitter. It spans over 20 MHz of bandwidth and it is transmitted on an IF of
around 20 MHz.

Fig. 6. Testbed overview

Table 1. Main parameters of the Red Pitaya board.

Functions Components Main characteristic

Digital Zynq 7020 ARM dual core Cortex A9, ARTIX 7
2 DAC AD9767 14 bits 125 MHz over ±1 V
ADC LTC2145 14 bits 125 MHz over ±1 V
Amplifier LT6210-10 Low Noise Op 0.95nV/

p
Hz Amp Family 1.6 GHz

532 A. Debard et al.



4.4 Transmitter Noise and Non-linearity

Figure 7 shows the spectrum at the output of the amplifier of the hardware demon-
strator. Different output powers are transmitted from −2 dBm down to −26 dBm by
6 dB steps to estimate the nonlinear contributions and transmitter noise.

4.5 Performances

The following figure shows the spectrum at the output of the amplifier and after the
HSIC more exactly after the splitter (Fig. 8).

Output power : -2 -8 -14 -20 and -26 dBm 

Nonlinear contribution

Transmitter noise 

FSW Noise floor 

Nonlinear contribution – expected  order 3 

Fig. 7. Transmitted spectrum for different output powers

After the Tx amplifier

After the HSIC (i.e. after the splitter) 

FSW Noise Floor
   with Att = 12 dB 

         with Att = 0 dB 
60 dB 

20 MHz 

Fig. 8. HSIC performances

Flexible in-Band Full-Duplex Transceivers Based on a Modified 533



The isolation and the HSIC canceller reduce the self-interference by about 60 dB
over the 20 MHz band. The DSIC performances is not showed as it cannot reduce
self-interference lower than the transmitter noise received after the ADC. The trans-
mitter is the critical parameter for high performances. The next section proposes an
evolution of the architecture to reduce the effect of the transmitter noise.

4.6 RF Architecture Evolution

Several issues have been identified thanks to the theoretical study and the practical
measurements. First of all, the transmitter noise must be as low as possible. Three
solutions could be proposed:

(a) To add a direct RF path from the main transmitter as in the classical approach,
(b) To increase the oversampling to spread the DAC noise over the overall bandwidth

and
(c) To use a variable gain on both transmitters to get same level of noise power at the

output of the analog canceller.

Moreover, it is useful to add a controlled attenuator before the LNA. This avoids
saturation of the LNA and ADC during the calibration phase when transmitted signals
are very strong (compared to the received signal coming from the antenna) (Fig. 9).

5 Conclusion and Perspective

Based on a flexible RF architecture which is able to switch between FDD MIMO
transceiver and IBFD single ended transceiver, we evaluate self-interference cancellation
techniques taking into account major RF impairments. As expected, the performance of
the transmitters is critical in the proposed architecture as both transmitters have a strong
impact on the first analog canceller. The transmitter noise and non-linearity effects are
critical parameters. With the proposed architecture, the transmitter noise should be
reduced as much as possible. Oversampling is a possibility along with a reduction of the
transmitted bandwidth. A trade-off needs to be found between cancellation performance
and transmission bandwidth related to full-duplex bit rate. The non-linearity effect is also

Fig. 9. Architecture evolution
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important but its impact can be compensated. Nevertheless simulations show that non-
linear cancellation is very complex if we suppose that both RF transmitters work in their
nonlinear zone. This work has been completed by practical measurements to validate the
model and increase our understanding. To conclude, direct analog cancellation path from
the main transmitter to the receiver seems to be unavoidable to provide high level of
interference cancellation. Future work should investigate an architecture compromise
that is based on multiple transmitters (a main transmitter for signal output and a mirror
transmitter for signal cancellation) combined with a very simple RF canceller. This new
proposed architecture seems to be a good trade-off between the complex solution of
Stanford [8] and our first architecture.
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Abstract. In this paper, a compact frequency-agile notch antenna for LTE low-
band using TV white space frequencies is designed and fabricated. The antenna
aperture tuning is provided by a SOI CMOS tunable capacitor. The tunable
capacitor RF non linearity analysis was studied and measured. The simulated and
experimental performances are presented and demonstrate antenna tuning oper‐
ation from 800 MHz down to 500 MHz. High linearity is validated with measured
ACLR levels lower than −30 dBc up to 22 dBm input power in the considered
frequency range.

Keywords: Tunable notch antenna · TV white space · Tunable capacitor · LTE ·
Linearity

1 Introduction

Due to the rapid demand for data over cellular networks, it has became difficult to cover
all the traffic with current frequency bands. Thus, more frequency will be required to
attend the increasing demand. However, it is becoming more and more challenging to
allocate parts of spectrum for the data demand since most of the frequency bands which
are suitable to mobile communications, are already assigned to the existing wireless
systems.

The concept of Cognitive Radio (CR) proposed by [1] presents a solution to lower
the usage of these widely used bands. The CR principles enable the unlicensed users to
dynamically locate the unused spectrum segments and to communicate via these unused
spectrum segments. CR used with TV White Space (TVWS) is one of solutions to excel
spectrum resources shortage. TVWS are frequencies available for unlicensed use at
locations where the spectrum is not being used by licensed services, such as television
broadcasting. This spectrum is located from 470 MHz to 790 MHz in Europe [2].

The antennas usually used for this band are geometrically large to cover the entire
frequency band. Several wideband antennas have been proposed in these bands [3]. In
[4], an asymmetric fork-like printed monopole antenna is presented for DVB-T appli‐
cation, which achieves a −10 dB bandwidth of 451–912 MHz but with a size of
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247 × 35 mm2. In [5], an UHF wideband printed monopole antenna has been introduced
with dimension of 120 × 240 mm2. This antenna achieves a gain higher than −6 dBi and
an efficiency better than 14 % over the bandwidth 470–862 GHz. Reconfigurable
antennas, which are much more compact and have a low profile structures, are the most
compelling for TVWS where instantaneous bandwidth is only a narrow part of the
overall band.

Therefore, in this paper a tunable miniaturized notch antenna working in the TVWS
bands is designed using a tunable capacitor. Since transmit RF circuits generally operate
at high power level, linearity is a critical parameter to prevent distortions or inter-channel
interferences. As a result some typical reconfigurable RF component as varactor cannot
be implemented. A large signal analysis and characterization of the tunable antenna has
been performed by realizing adjacent channel leakage Ratio (ACLR) measurements on
the antenna prototype using a LTE signal.

In this paper, a frequency-agile notch antenna using a SOI CMOS tunable capacitor
and addressing TVWS from 510 MHz to 900 MHz has been studied, implemented and
measured. First, TC tunable capacitor specifications are provided. Second, design, anal‐
ysis and antenna measurements (impedance and efficiency) are presented. Finally, the
linearity analysis is discussed.

2 Tunable Capacitor

The Tunable Capacitor (TC) used in this study is a SOI CMOS integrated circuit based
on a network of binary-weighted switched capacitors. Floating body FET transistors are
used as low-loss switches to select the appropriate capacitance value. Multiple FET
transistors are stacked in series in order to prevent breakdown in OFF-state by providing
voltage division of the high-power RF signal [6].

The 5-bit tunable capacitor has been modeled and designed under ADS simulation
tool. The capacitance is digitally controlled through a SPI interface and it can be tuned
from 1.3 pF to 7.1 pF at 1 GHz, Fig. 1.
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Fig. 1. Simulated capacitance (@1 GHz) vs TC state in shunt configuration
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One of the most commonly emphasized electrical specifications for the tunable
component is the Quality Factor (Q), which is determined by the resistive (dissipative)
losses of the component. Tuning states versus obtained capacitance quality factor at
1 GHz is given in Fig. 2. It can be observed that a minimum quality factor of 40 is
achieved for the highest TC state, whereas a maximum Q of 103 is obtained for the
lowest state. This, demonstrate that the equivalent series resistance (ESR) is inversely
proportional to the tuning state.
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Fig. 2. Simulated quality factor (@1 GHz) vs TC state in shunt configuration

3 Frequency-Reconfigurable Antenna

3.1 Antenna Design

The proposed antenna is a notch antenna designed on FR4 substrate (εr = 4.3,
tg δ = 0.025) with a thickness of 0.8 mm. The slot size is 18 mm by 3 mm (which
correspond to λ/32.6 by λ/196.7 at 510 MHz) etched on a ground plane size of 103 mm
by 50 mm (λ/5.7 ˟ λ/11.8 at 510 MHz), typical smartphone size [7]. Microstrip feeding
line and control lines for the SOI tunable capacitor are located on the bottom layer. An
open stub is set at the end of the microstrip line to match the antenna impedance (Fig. 3a).
Orthogonal orientation and central positioning of the coaxial connector on the PCB helps
to minimize interactions with measurement cable and disturbance of the radiated EM
field as the surface currents are mainly located at the edges of the PCB, which contribute
to the radiation. A small circuit powered by a miniature battery is used to maintain the
tunable capacitor value during the anechoic chamber characterization (Fig. 3b). The
tunable capacitor is positioned at the open end of the notch, where high electric fields
are concentrated, to allow the antenna tuning at TVWS bands.

The input impedance is shown in Fig. 4. Good agreement is observed between simu‐
lated and measured results. The unloaded antenna resonance frequency is 2.3 GHz which
does not correspond to λg/4 due to the capacitive effect of the TC footprint at the open
end of the slot.
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Fig. 4. Comparison of input impedance for the unloaded antenna

3.2 Antenna Tuning

The tunable capacitor has been modeled under ADS and each state is imported into the
EM simulator. Figure 5 gives a comparison between simulation and measurement of the
antenna response for a fixed capacitor connected at the end of the stub (Cstub = 1 pF) and
different settings of the tunable capacitor. Simulated resonance frequency can be tuned
from 550 MHz up to 960 MHz. The achievable bandwidth at −6 dB reflection coefficient
ranges from 12 MHz to 70 MHz (Fig. 6) when operating frequency increases. The
measured frequency response of the notch antenna for the different tunable capacitor

(a)

(b)

y

xz

Fig. 3. Antenna structure (a) top view (b) bottom view
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settings ranges between 510 MHz and 900 MHz. The difference between simulations
and measurements can be explained by some inaccuracies in the TC model.
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To address TVWS, a limited set of capacitor states (from 5 to 31) will be considered.
Frequencies from 470 MHz to 510 MHz are not addressed with actual devise. It is so
easily to cover them, just to use another tunable capacitor with a higher tuning ratio or
to connect a fixed capacitor in parallel configuration. The time estimating to finish tran‐
sition between states has been measured to about 5 μs. Details will be published in other
works.

The measured antenna radiation patterns including the co polarization and the cross
polarization in both (xz) and (xy) planes at 510 MHz and 770 MHz are presented in
Fig. 7. The gain was measured in the CEA-Leti anechoic chamber. It is important to
note that radiation measurements are carried on without any metallic coaxial cable nor
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control interface not to perturb the antenna radiation and consequently the efficiency
estimation. The gain decreases as expected when the antenna is tuned to lower frequen‐
cies, at 770 MHz the notch length is λ/21 and at 510 MHz the notch is λ/33. In fact, as
the antenna is tuned away from its natural resonance, higher currents run on the minia‐
turized surface and the series resistance (ESR) of the tuning component causes higher
insertion losses. The ohmic losses in the TC ESR which are proportional to the square
of these high currents, increase and cause higher efficiency degradation. Thus, it is a
trade-off between antenna size, radiation performances and ESR. This ESR value results
of both the IC design and the IC technology.

As a result of the reduction in realized gain, a total efficiency degradation is observed
(−10 dB at 770 MHz). In order to demonstrate losses introduced by the ESR, an ideal
TC (ESR = 0 Ω) was simulated and results indicate that for state 5 the antenna resonance
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Fig. 7. Measured radiation pattern (realized gain) of the antenna at (a) 770 MHz and (b) 510 MHz
(Color figure online)
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frequency is 770 MHz and the corresponding total efficiency is −2.5 dB and for state
31, the total efficiency is −5.8 dB. Equally at low frequency, the antenna is miniaturized
and consequently, bandwidth and efficiency decrease as predicted by the fundamental
limits of electrically small antennas [8], these are the losses of the finite conductivity.
The TC ESR decreases the efficiency with a shift of 7.5 dB for state 5. In next works,
methods to reduce ESR and improve the antenna efficiency will be addressed.

4 Analysis and Characterization of Tunable Antenna Linearity

One critical specification for digital communication systems is the Adjacent Channel
Leakage Ratio (ACLR) corresponding to signal distortion leaking in neighboring chan‐
nels. Leakage power influences the system capacity as it interferes with the reception in
adjacent channels. Therefore it must be rigorously controlled to guarantee correct
communication for all subscribers in a network. ACLR is the ratio of the power in the
adjacent channels to the power in the transmit channel. ACLR limits are given in the
standard for the whole system, however up to now there are no specific constraints for
the antenna.

4.1 ACLR Measurement Setup

ACLR measurements are made using a spectrum analyzer and the required test signals
are built using a signal generator. In the following setup, a Vector Signal Generator
with an internal baseband generator is connected to the antenna in transmission to
allow generation of a LTE signal and the received signal from the measurement (Horn)
antenna is connected to a Spectrum Analyzer (Fig. 8). For LTE, depending on the
considered signal bandwidth, the adjacent channels are located
at ± 1.4 MHz, ± 3 MHz, ± 5 MHz, ± 10 MHz, ± 15 MHz and ± 20 MHz offsets [9].

Fig. 8. Measurement setup around the anechoic chamber
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4.2 ACLR Measurement Results

Figure 9 shows the measured ACLR characteristic of the tunable antenna for TC state
5 and a 16 QAM LTE 10 MHz uplink signal at 770 MHz for different antenna input
power (Pin) ranging from 5 dBm to 23 dBm. Dotted line corresponds to the noise floor.
The tunable antenna respects the standard ACLR specification of −30 dBc up to 22 dBm
input power at 770 MHz.
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Fig. 9. Measured ACLR versus input power with a LTE 16 QAM 10 MHz signal at 770 MHz
(Color figure online)

ACLR was measured for different TC states and frequencies using an LTE 16 QAM
10 MHz uplink signal.

Table 1 summarizes the linearity performance of the tunable antenna.

Table 1. Measured power at the input of the tunable antenna for ACLR = −30 dBc

State State 5 State 10 State 15 State 31
Frequency 770 MHz 685 MHz 630 MHz 510 MHz
Pin (ACLR = −30 dBc) 22 dBm 22 dBm 23 dBm 22 dBm

The tunable antenna respect the standard specification up to 22 dBm input power
which corresponds to the LTE UE transmit power as specified in 3GPP TS36.101 (UE
core specification) [9].

5 Conclusion

In this paper, a miniature tunable notch antenna is proposed to address LTE low bands
in TVWS spectrum. The notch antenna incorporates a SOI CMOS tunable capacitor at
its open-end to operate in the different communication bands ranging from 510 MHz to
900 MHz. Measured results demonstrate trade-off between compact size, limited instan‐
taneous operating bandwidth and efficiency. The RF linearity characterization of the
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tunable antenna has been performed through ACLR measurements on the antenna
prototype and obtained results demonstrate that the proposed tunable antenna respects
the standard specifications. Due to the dynamic frequency allocation within TVWS, fast
transition times between frequency bands are expected to satisfy high quality commu‐
nications. At last notice the proposed antenna solution is not restricted to LTE but is also
compatible with other waveforms.
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Abstract. The Field Programmable Gate Array (FPGA) technology
is expected to play a key role in the development of Software Defined
Radio (SDR) platforms. To this aim, leveraging the nascent High-Level
Synthesis (HLS) tools, a design flow from high-level specifications to
Register-Transfer Level (RTL) description can be thought to generate
processing blocks that can be reconfigured at run-time. Based on such a
flow, this paper describes the architectural exploration of a Fast Fourier
Transform (FFT) for Long Term Evolution (LTE) standard. Synthesis
results show the tradeoff between reconfiguration time and area that can
be achieved with such an approach.

Keywords: High-level synthesis · Software defined radio · FPGA ·
LTE · Hardware implementation · Design flow

1 Introduction

Advanced wireless communication standards are designed with various require-
ments in terms of data transmission rate, spectral efficiency and multiple channel
bandwidths. To fulfil these requirements, many configurations of the waveform
(PHY layer) features are allowed such as the number of antennas, the coding
rate, the modulation scheme or the number of subcarriers in the case of Orthog-
onal Frequency Division Multiplexing (OFDM) modulation. In such a context,
new needs of PHY layer implementation appear while the hardware implemen-
tation has to change from one configuration to one another in a short time,
refereed to as run-time flexibility in this document.

An emergent technology that answers these new needs is Software Defined
Radio (SDR) that allows both flexibility and fast prototyping capabilities from a
high-level description [13]. However, when implementing the processing on Digi-
tal Signal Processors (DSP), SDR suffers from important power consumption and
limited performance as compared to dedicated hardware fabrics. FPGA-based
SDR is an old paradigm [8] offering a good tradeoff between reconfiguration
capability and processing power. Fast prototyping capability of an FPGA-based
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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SDR is achieved by leveraging High-Level Synthesis (HLS) principles and tools
to generate Register-Transfer Level (RTL) descriptions from high-level spec-
ifications [18]. However, the issue of run-time flexibility is still opened. This
paper discusses the FPGA-based implementation of a run-time hardware recon-
figuration of a flexible waveform from its high-level description. The proposed
methodology mainly aims at analyzing the performance of using a multi-mode
processing block with control signals or Dynamic Partial Reconfiguration (DPR)
to provide flexibility.

In this paper, the example of LTE standard is addressed. Among many con-
figurations, this standard specifies that the computation of an OFDM symbol
can be performed over several numbers of subcarriers among {128, 256, 512, 1024,
1536, 2048} and one symbol has a duration of 66.67µs [22]. Because Fast Fourier
Transforms (FFTs) are used to compute the OFDM symbols, this paper dis-
cusses the FPGA implementation of a flexible FFT function that can operate
with the different configurations of the LTE standard.

The main contributions of this paper are:

– To implement run-time reconfiguration from a high-level description of a
processing block,

– To propose a flexible FFT implementation that covers the LTE configuration
modes,

– To perform Design Space Exploration (DSE) of the proposed implementations
using HLS capabilities.

The paper is organized as follows. A discussion over related works is given
in Sect. 2. The flow to design a reconfigurable component from its high-level
description is introduced in Sect. 3. Section 4 discusses the implementation of
the flexible FFT for LTE purpose. RTL synthesis results and DPR performance
for different reconfigurations are given in Sect. 5. Finally, conclusions and per-
spectives are drawn in Sect. 6.

2 Related Works

Several proposals attempted to meet the flexibility requirements of an SDR by
using software-based approaches. Indeed, software gives an abstraction level that
enables more control over the hardware-based approaches. Two complementary
approaches have been proposed namely, the SDR-specific languages to design
the waveform [1,16,21] and the SDR middleware to provide the building envi-
ronment [10,12]. They both take advantage of the abstraction level given by the
software to achieve both compile-time and run-time flexibility.

Our proposal aims at keeping a high specification level while addressing
FPGA platforms. To this end, HLS turns out to be a good candidate to achieve
such a high abstraction level. The recent development of HLS tools allows
the consideration of components described in C/C++ languages. It raises the
abstraction level compared to hardware languages like VHDL and Verilog ded-
icated to RTL-based architectures. HLS fast prototyping capability enables the
compile-time flexibility of an FPGA-based SDR [17].
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There are two kinds of works that address the run-time flexibility of a FPGA-
based SDR. The firsts propose to design multi-mode RTL components with con-
trol signals to switch between the different modes [5]. The others are based on
DPR. Run-time DPR, refereed to as Hardware reconfiguration in the following, is
the ability to reconfigure part of the FPGA (e.g. a functionality at the hardware
level) while the rest of the FPGA continues to work. It is a research topic since
the 90s [15] and it is now commonly used in FPGAs, since Xilinx and Altera
provide such circuits [2,4]. The main advantages of the Hardware reconfigura-
tion are to add hardware flexibility and to reuse hardware area, allowing power
consumption and production cost reductions.

Based on the proposed methodology, a flexible FFT is proposed in this paper
for LTE specifications. Hundreds of architectures for 128- to 2048-point FFT
has been proposed by varying the degree of parallelism and the radix factor-
ization [6,19]. These implementations are optimized in terms of speed, memory
used and hardware logic requirements. A reconfigurable FFT for which algorith-
mic modifications allow the reuse of the resources while switching form one FFT
to one another can be found in [22]. While all of these components are described
at the RTL level so require very good skills in hardware design, our approach
aims at providing a FFT design methodology from a high-level description to
jointly achieve fast DSE and run-time reconfiguration.

3 SDreconf: Design Flow for Software Defined
Reconfiguration

As mentioned in Sect. 2, there are different ways to achieve a flexible processing
block while implementing it onto a FPGA. The first one is to design a multi-mode
processing block and the second one is to use DPR (Hardware reconfiguration).
In our approach, a multi-mode processing block can be described using dedicated
algorithmic modifications of the processing block (Algorithmic reconfiguration)
or with an automatic generation using a HLS encapsulation (Software reconfigu-
ration). The goal of our design flow is to choose or combine these reconfigurations
while describing the processing block at a high-level of description. This work
is based on one commercially available HLS tool: VivadoHLS from Xilinx. It
produces a RTL description of an application from its C-like specification. This
section details the ways towards the generation of a flexible block.

Software reconfiguration: This reconfiguration uses HLS encapsulation to gener-
ate a Multi mode block. The method uses the different modes of a block and
generates a Multi mode block with a control input to switch between the modes.
Algorithm 1 describes this encapsulation in the case of two modes block A and
block B.

The advantages of this method are its simplicity, the rapid prototyping capa-
bility provided by HLS and the short reconfiguration time (one clock cycle).
However, the resources can be important in that case. Actually the HLS tool
does not share the resources efficiently although the modes are timewize mutu-
ally exclusive.
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Algorithm 1. Software reconfiguration for the automatic generation of a multi-
mode processing block.

function Multi mode block(inputs, outputs, control)
switch control do

case A
Block A(inputs, outputs)

case B
Block B(inputs, outputs)

end function

Fig. 1. Design approach based on hardware reconfiguration.

Hardware reconfiguration: In dynamic partial reconfiguration, the FPGA is
divided into several regions being static (the areas that are not modified) or
reconfigurable (the reconfigurable partitions). Each mode has its own partial
bitstream. The partial bitstreams are stored in a memory and a software proces-
sor controls which partial bitstream is loaded into the reconfigurable partition
at a particular time. The reconfigurable partition size must cover the area of
the largest mode. Figure 1 shows the example of the Hardware reconfiguration of
two modes block A and block B. The two modes are processed separately using
first HLS and then RTL synthesis to generate two partial bitstreams. Part of
this flow can be automated, at least to have an estimation of the performance.
The main advantage is that the modes share the same area. The drawback is
the reconfiguration time that depends on the size of the partial bitstream.

Algorithmic reconfiguration: For this kind of reconfiguration, the designer has to
hand-code a dedicated processing block being intrinsically flexible. Signals are
used to control the modes. Algorithmic optimizations should be done so that the
HLS tool can share the resources between the modes.

Figure 2 shows the design tradeoff between the resources and the reconfigu-
ration time when the three kinds of reconfiguration are considered. Algorithmic
reconfiguration is used to decrease the resources compared to Software reconfig-
uration and to decrease the reconfiguration time compared to Hardware recon-
figuration. It provides the best performance in term of resources/reconfiguration
time tradeoff. However, depending on the processing blocks, time to code the
algorithmic reconfiguration can be important compared to Software reconfigura-
tion.

Based on these three kinds of reconfiguration, the design flow used in this
work is shown in Fig. 3. The different modes of a processing block can be provided
by hand-coding or using a HLS tool to generate different versions of a processing
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Fig. 2. Tradeoff between resources and reconfiguration time for the different reconfig-
urations.

block by modifying synthesis constraints like throughput, latency, data size, etc.
Such tools make it easy to explore a set of solutions via DSE [9,14,20] considering
a given architecture.

In Fig. 3, Performance constraints are user-defined constraints such as
resources/area, reconfiguration time, throughput or latency. The Performance
analysis compares the performance of the three paths to the user-defined con-
straints. The basic idea is to first analyze the performance of the Software recon-
figuration and Hardware reconfiguration paths and to use the Algorithmic recon-
figuration if the Performance constraints are not met.

Fig. 3. Design flow for Software Defined Reconfiguration.

We have experimented this design flow with the rapid prototyping of a flexible
FFT. An architecture exploration was performed allowing the comparison of the
three kinds of reconfiguration.
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4 Building a Flexible FFT

In this section, a flexible FFT is designed using the proposed approach. Address-
ing LTE standard, the resulting FFT component should have six modes corre-
sponding to these FFT sizes: {128, 256, 512, 1024, 1536, 2048}. To introduce the
different kinds of reconfiguration, preliminary results are first given in Sects. 4.1
and 4.2 with the design of a flexible FFT with two sizes: {128, 2048}. This
design is based on two hand-coded FFT functions using the radix-2 Decimation-
In-Time (DIT) algorithm which is the simplest and most common form of the
Cooley-Tukey algorithm [7].

Experimental tools and setup: Vivado HLS 2013.3 is used for the high-level
synthesis. DPR is setup with PlanAhead 14.6. The xc6vlx240tff1156 FPGA is
targeted from Virtex 6 family as ML605 evaluation board will be used for future
demonstration. Syntheses are based on a 100 MHz clock frequency.

Table 1. Performance of Software reconfiguration for a FFT with 2 modes (128/2048).

Processing block Block FFT128() Block FFT2048() Two Mode Block()

BRAM 6 12 12

DSP 17 65 82

LUT 1017 2522 3459

FF 862 2443 3241

Latency 5362 72410 5491/72411

4.1 Software Reconfiguration

First, two functions for 128- and 2048-point FFTs have been hand-coded and syn-
thesized separately (Block FFT128() and Block FFT2048() respectively). Then
the FFT with 2 modes (128/2048) has been designed using Software recon-
figuration: using Algorithm 1, a function Two Mode Block() is generated from
Block FFT128() and Block FFT2048(). Table 1 shows the synthesis results and
the latency (in number of clock cycles) of the three processing blocks. The
resources are given with logical components such as the number of BRAM, DSP
slices, LUT and FF. As expected, Block FFT2048() requires more resources
than Block FFT128(): the number of BRAM to store cos and sin coefficients
and input data is twofold and the number of DSP slices is 4 times more.

Except for the number of BRAM, Table 1 shows that the resources used by
Two Mode Block() are (a little bit less than) the sum of the resources used by the
two FFT blocks when synthesized separately. The HLS tool does not share the
resources between the two functions although they are not executed at the same
time. In this case, from the resources point of view, Software reconfiguration
appears not to be an efficient solution to implement a flexible block. Latency is
similar to mono-mode blocks.
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Table 2. Performance for Hardware reconfiguration of a FFT with 2 modes (128/2048).

Processing block: Partition:

Resources needed Resources used

FFT 128 FFT 2048 FFT 128 FFT 2048 FFT 128/2048

BRAM 6 12 6 17 17

DSP 17 65 24 68 68

LUT 1017 2522 1440 4080 4080

FF 862 2443 2880 8160 8160

Bitstream size n/a n/a 138672 Bytes 416016 Bytes 2× 416016 Bytes

Reconf. time n/a n/a 10.98 ms 32.9 ms 32.9 ms

Latency 5362 72410 5362 72410 5362/72410

4.2 Hardware Reconfiguration

The two functions Block FFT128() and Block FFT2048() are now used for
Hardware reconfiguration. In Xilinx’s FPGAs [4], the functions to be dynami-
cally placed are mapped into an area called a reconfigurable partition. Generally
speaking, a partition has a rectangle shape and uses resources according to this
area even if they are not needed.

Two partitions have been first generated using PlanAhead tool: one for the
FFT 128 only and one for the FFT 2048 only. Table 2 shows the resources used
by these partitions. Bitstream sizes are also given. Because FFT 128’s partition
uses less logical components than FFT 2048’s one, it is smaller than FFT 2048’s
one. The reconfiguration time depends on the bitstream size so the reconfigu-
ration time for FFT 128 is smaller than FFT 2048’s one. Reconfiguration time
is computed from PRCC tool (Partial Reconfiguration Cost Calculator) from
Technical University of Crete [3] assuming that the reconfiguration controller is
an on-chip MicroBlaze processor1.

For comparison, Table 2 also shows the resources needed by FFT 128 and
FFT 2048 when they are placed as static logic (i.e. not as a reconfigurable
module, so resources needed are same as in Table 1).

To perform the DPR of the 2 functions, a third partition called FFT 128/2048
in Table 2 has been defined. In this case, the two functions are placed on the same
partition, i.e. on the same area of the FPGA. For each type of logical component,
the resources used by this partition are based on the more costly case. In our
case, FFT 2048 partition always needs the largest number of resources whatever
the kind of logical component. Thus the resulting FFT 128/2048 partition is
based on the FFT 2048 partition.

Reconfigurable partition’s latency is equal to the latency of the function
when synthesized alone onto a static region. The hardware reconfiguration needs
32.9 ms to switch from one mode to the other one whereas only one clock cycle

1 Higher throughput up to 400 MBytes/s may be reached using a dedicated controller
so that reconfiguration time can be reduced.
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is required with Software reconfiguration. It means many OFDM symbols will
be lost in practice when changing the mode with hardware reconfiguration.

4.3 Algorithmic Reconfiguration

The FFT for LTE standard should have six modes: {128, 256, 512, 1024, 1536,
2048}. Based on the previous results, a Software reconfiguration will generate a
huge component as the resources are not shared. Hardware reconfiguration makes
resource sharing possible but may require a long reconfiguration time. In this
section, we first present a power-of-two point FFT for algorithmic reconfiguration
to share the resources between its different modes. Then, a FFT 1536 function
is presented. Sharing the resources of these 2 functions is discussed.

Power-of-two point FFT for algorithmic reconfiguration: The power-of-two point
FFT has 5 modes {128, 256, 512, 1024, 2048}. A dedicated control signal is used to
decide the mode and the HLS tool deals with the FFT size as a variable. Indeed,
as presenting in Algorithm2, FFT size and FFT stages are calculated based
on the control signal value. When FFT size and FFT stages are determined, a
standard three-loop structure for the FFT based on radix-2 is computed. The
first loop determines the stage. The second loop chooses butterflies with the
same twiddle factor at each stage. Last loop computes all the chosen butterflies.

This algorithmic reconfiguration generates a Block FFTpow2() function with
only one main FFT core for the five different modes. With this function, the
resources should be approximately the ones used by the largest FFT (i.e. 2048).

1536-point FFT: By applying the Cooley-Tukey algorithm [7] for a FFT
size of 1536, the Block FFT1536() function can be generated using three
Block FFT512() functions and one radix-3 function [11] as shown in Fig. 4. First,

Algorithm 2. Algorithmic reconfiguration for the power-of-two point FFT.
function Block FFTpow2(inputs, outputs, control) � 0 ≤ control ≤ 4

FFT size max = 2048
FFT stages max = 11
FFT size = FFT size max >> control � FFT size =FFT size max

2control

FFT stages= FFT stages max - control
Bit reverse() � re-range the order of bits before calculating
for i = 0 to FFT stages do

Calculate index() � choose the stage, prepare for possible twiddles
for j = 0 to FFT size/2 do

Computing twiddles() � determine coefficients for radix 2
for k = 0 to FFT size/2 do

Radix 2(inputs, outputs)

end function
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Fig. 4. Functional description of Block FFT1536() function.

the 1536 inputs of the FFT are split into three parts. Those parts are computed
as three 512-point FFTs independently. Then, while the first part is kept as it
is, the second and the third ones are multiplied by twiddles factors. Last, the
radix-3 function is applied to compute the final results.

Resource sharing may theoretically be done between Block FFT512() func-
tions of the 1536-point FFT and the power-of-two point FFT because they are
both based on the radix-2 algorithm. On the contrary, the Block Radix3() func-
tion is based on radix-3 thus it can not share resources.

5 Performance Results

This section presents the architectural exploration of a flexible FFT for LTE
standard. First, design space will be explored for the function Block FFTpow2().
Then, the combination between Block FFTpow2() and Block FFT1536() will be
addressed using Software and Hardware reconfigurations.

Fig. 5. DSE of Block FFTpow2() function.
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5.1 Design Space Exploration of the Power-of-two Point FFT

In order to generate a flexible FFT that respects the design constraints
(area, latency, throughput, . . . ), HLS allows the DSE of a processing block
by using compilation directives. This part presents the DSE of the function
Block FFTpow2(). Several directives are made available on a typical HLS tool
(e.g. memory mapping, pipeline, loop unrolling, inlining, . . . ). They make it pos-
sible to optimize the design for area or latency. In this study, because of the loop
structures and the data dependencies of the FFT, loop unrolling is used. Loop
unrolling reduces the total loop iterations by duplicating (with a factor U) the
loop body so that we can tradeoff between area and latency.

Figure 5 shows the latency of Block FFTpow2() processing block as a function
of the number of DSP slices. In practice, four multi-mode components have
been generated by varying the unroll factor U. Each component is characterized
by its numbers of DSP slices. The number of DSP slices increases with the
unroll factor while the latency decreases with the unroll factor. One’s can see a
floor effect appears in Fig. 5. Due to the BRAM accesses (read and write data
from/to memory) that reach their bounds for U = 4, increasing the number of
DSP resources is not useful in practice.

The same behavior is also obtained for the number of LUT and FF. Thus
U = 4 seems to be a good tradeoff between number of resources and latency.

5.2 Proposed Flexible FFT Implementations for LTE Standard

Performance of the multi-mode FFT with software reconfiguration: Soft-
ware reconfiguration is applied first to design the FFT with 6 modes
for LTE. Using Algorithm 1, a Multi Mode Block LTE() function is gener-
ated from the two functions Block FFTpow2() and Block FFT1536(). Table 3
shows the synthesis results and latency (in number of clock cycles) of the
three processing blocks. U = 4 is used for Block FFTpow2(). The resources
used by Multi Mode Block LTE() are almost the sum of the resources used
by Block FFTpow2() and Block FFT1536() when synthesized separately. As
observed in Sect. 4.1, the HLS tool does not share the resources between the
two functions even if they are not executed at the same time.

Table 3. Performance of a FFT for LTE standard with Software reconfiguration.

Processing block Block FFTpow2() Block FFT1536() Multi Mode Block LTE()

BRAM 12 14 26

DSP 65 40 103

LUT 2553 3054 5256

FF 2497 2010 4299

Latency cf. Fig. 5 - U=4 52198 cf. Fig. 5/52198
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Table 4. Performance of a FFT for LTE standard with Hardware reconfiguration.

Processing block: Partition:

Resources needed Resources used

Pow.-of-two FFT FFT 1536 Pow.-of-two FFT FFT 1536 FFT for LTE

BRAM 12 14 17 14 17

DSP 65 40 68 56 68

LUT 2553 3054 4080 3360 4080

FF 2497 2010 8160 6720 8160

Bitstream size n/a n/a 416016 Bytes 277344 Bytes 2 × 416016 Bytes

Reconf. time n/a n/a 32.9 ms 21.96 ms 32.9 ms

Latency cf. Fig. 5 - U=4 52198 cf. Fig. 5 - U=4 52198 cf. Fig. 5/52198

Performance of the multi-mode FFT with hardware reconfiguration: Hardware
reconfiguration is now applied on the two functions Block FFTpow2() and
Block FFT1536(). Two partitions are first generated: one for the power-of-two
point FFT only and one for the FFT 1536 only. Then, a partition is finally
created for the DPR of the 2 FFTs.

Table 4 shows the synthesis results. The partition for FFT 1536 is smaller
than the power-of-two point FFT’s one. Actually, number of BRAMs is greater
but function Block FFT1536() uses less DSP slices than Block FFTpow2() so
that its area is smaller. Thus, when combining the 2 FFTs into one partition,
the resulting partition is based on power-of-two point FFT’s partition.

Compared with Software reconfiguration, the multi-mode FFT based on hard-
ware reconfiguration uses less resources (BRAM and DSP are the more area
costly logical components). When the FFT size has to be modified but is still
a power of two, in both cases only one clock cycle is required to reconfigure.
However, 32.9 ms are required to reconfigure when switching from a 1536-point
FFT and a power-of-two point FFT (or vice versa) with hardware reconguration
whereas only one clock cycle is required with Software reconfiguration.

6 Conclusion

This paper presents a methodology for the implementation of run-time recon-
figuration in the context of FPGA-based SDR. The proposed design flow allows
the exploration between dynamic partial reconfiguration and control signal based
multi-mode design. This architectural tradeoff relies upon HLS and its associated
design optimizations.

A flexible FFT for LTE standard is implemented as a case study. The pro-
posed component combines both DPR (to deal with FFT size of 1536) and
algorithmic reconfiguration (when FFT size is a power of two). Synthesis results
show the tradeoff that could be achieved between the reconfiguration time and
the FPGA resource utilization. Future work is to explore the implementation of
other processing functions and the automation of the design flow.
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applications. In: SDR Forum Technical Conference, November 2005

11. Freescale Semiconductor Incorporated. Software Optimization of DFTs and IDFTs
Using the StarCore SC3850 DSP Core. Application Note AN3980 (2009)

12. Jianxin, G., Xiaohui, Y., Jun, G., Quan, L.: The software communication architec-
ture: evolutions and trends. In: IEEE Conference on Computational Intelligenceand
Industrial Applications (PACIIA), November 2009

13. Jondral, J.F.: Software-defined radio: basics and evolution to cognitive radio.
EURASIP J. Wirel. Commun. Netw. 3, 275–283 (2005)

14. Le Moullec, Y., Diguet, J.-P., Ben Amor, N., Gourdeaux, T., Philippe, J.-L.:
Algorithmic-level specification, characterization of embedded multimedia applica-
tions with design trotter. J. VLSI Signal Process. Syst. Signal Image Video Technol.
42(2), 185–208 (2006)

15. Lemoine, E., Merceron, D.: Run time reconfiguration of FPGA for scanning
genomic databases. In: IEEE Symposium on FPGAs for Custom Computing
Machines, pp. 90–98, April 1995

16. Lin, Y., Mullenix, R., Woh, M., Mahlke, S., Mudge, T., Reid, A., Flautner, K.:
SPEX: a programming language for software defined radio. In: Software Defined
Radio Technical Conference and Product Exposition (SDR-Forum), November
2006

17. Ouedraogo, G.-S., Gautier, M., Sentieys, O.: A frame-based domain-specific lan-
guage for rapid prototyping of FPGA-based software-defined radios. EURASIP J.
Adv. Signal Process. 2014(1), 164 (2014)

18. Ouedraogo, G.S., Gautier, M., Sentieys, O.: Frame-based modeling for automatic
synthesis of FPGA-software defined radio. In: IEEE International Conference on
Cognitive Radio Oriented Wireless Networks and Communications (CROWN-
COM), June 2014

19. Pitkanen, T., Takala, J.: Low-power application-specific processor for FFT com-
putations. In: IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), pp. 593–596, April 2009

www.gnuradio.org
www.altera.com
http://users.isc.tuc.gr/~kpapadimitriou/prcc.html
http://users.isc.tuc.gr/~kpapadimitriou/prcc.html
www.xilinx.com


Flexible Waveform Implementation for FPGA-SDR 557

20. So, B., Hall, M.W., Diniz, P.C.: A compiler approach to fast hardware design
space exploration in FPGA-based systems. In: Proceedings of the ACM SIGPLAN
Conference on Programming language design and implementation (PLDI), pp. 165–
176, New York, USA (2002)

21. Willink, E.D.: The waveform description language: moving from implementation to
specification. In: IEEE Military Communications Conference (MILCOM) (2001)

22. Yang, C.-H., Tsung-Han, Y., Markovic, D.: Power and area minimization of recon-
figurable FFT processors: a 3GPP-LTE example. IEEE J. Solid State Circ. 47(3),
757–768 (2012)



Performance of Fractional Delay Estimation
in Joint Estimation Algorithm Dedicated

to Digital Tx Leakage Compensation
in FDD Transceivers

Robin Gerzaguet2(B), Laurent Ros1, Fabrice Belvéze3, and Jean-Marc Brossier1
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Abstract. This paper deals with the performance of the fractional delay
estimator in the joint complex amplitude / delay estimation algorithm
dedicated to digital Tx leakage compensation in FDD transceivers. Such
transceivers are affected from transmitter-receiver signal leakage. Com-
bined with non linearity of components in the received path, it leads to a
pollution in the baseband signal. The baseband polluting term depends
on the equivalent Tx leakage channel, modeling leakages and the received
path. We have proposed in [7,8] a joint estimation of the complex gain
and the fractional delay and derived asymptotic performance of the com-
plex gain estimator, that showed the necessity of the fractional delay esti-
mation. In this paper, we propose a comprehensive study of the fractional
delay estimation algorithm and its analytic performance. The study is
based on the analysis of the S-curve and loop noise variance of the timing
error detector, from which an approximation of the asymptotic perfor-
mance of the joint estimation algorithm is derived.

Keywords: Tx Leakage · FDD transceiver · Digital compensation ·
Least-Mean-Square algorithm · Joint estimation · S-curve

1 Introduction

Cognitive radios offer the possibility to improve the spectrum uses and to adapt
the transmission scheme to optimize the sharing of the available bandwidth,
which leads to important constraints on the hardware components, located on
the physical layer [1]. These constraints thus lead to performance limitations
[21], and we focus on this paper on a hardware impairments that occurs when
the radio follows a Frequency Division Duplexing (FDD) scheme.

Compact wireless transceivers can be based on Time Division Duplexing or on
FDD modes [15] to multiplex transmission and reception links. For a frequency
division duplexing framework, which is the case of the study presented here,
the transmission and the reception are done simultaneously, using two different
carrier frequencies.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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A surface acoustic wave (SAW) duplexer is often used to connect the received
(Rx) and the transmitted (Tx) path to a common antenna [11] (see Fig. 1). As
the duplexer does not provide infinite attenuation between the Rx path and the
Tx path, the transmitted signal can leak into the Rx path [6] leading to the so-
called Tx Leakage (TxL) phenomenon. As the uplink and the downlink bands
are spectrally separated, the received signal will not be directly impaired by the
leakage of the transmitted signal which is filtered by the Low Pass Filter (LPF)
after the demodulation.

However, due to the non linearity and imperfections of components in the
analog Rx stage, especially the Low Noise Amplifier (LNA) [18] and the demod-
ulator [14], intermodulation products can shift downward to baseband square
component of the Tx Leakage signal [13]. As a consequence, this polluting sig-
nal will impair the received signal and can severely degrade the performance.
The pollution is potentially detrimental in the cell edge context (i.e. when the
receiver is far from the base station), where the power of the received signal is
low, and the power of the transmitted signal is strong [10] leading to a strong
polluting signal and thus a low signal to interference ratio.

Duplexer Filter

LNA

∼ - sin(2πfRxt + φRx)

LPF ADC

∼ cos(2πfRxt + φRx)

LPF ADC

Baseband
Digital TxL

Compensation

Modulation DAC

Rx path

Tx path

PA

Reference Generator

u(n)

Intermodulation in LNA

Tx Leakage

Leakage in demodulator

Rx band

Tx band

Fig. 1. Classical frequency division duplexing chain in a RF Transceiver with Tx Leak-
age baseband pollution. The PA denotes the power Amplifier, the ADC is the Analog
to Digital Converter, and the DAC denotes the Digital to Analog Converter

To avoid this pollution, passive methods based on analog filtering can be
implemented. Such mitigation methods consist in adding a band pass filter to
attenuate the leaked transmitted signal in the Rx stage before or after the
LNA [2]. As radio frequency (RF) transceivers contain more and more digi-
tal parts, and as signal-processing techniques are becoming an area of interest
for RF impairments problematic [5], several digital compensation methods have
been investigated in the past few years for the Tx Leakage (TxL) compensation
[6,7,10].

In this paper, we complete the performance analysis of our previously pro-
posed joint estimation (JE) algorithm dedicated to Tx Leakage compensation [7].
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This algorithm both estimates the TxL channel approximated by a time varying
complex gain and the fractional delay (FD). It works with two reference based
least-mean-square (LMS) algorithms. As [7] mainly focuses on the performance
of the complex gain estimator (with and without a priori knowledge of the pol-
luting FD) and not the FD nor the JE estimation algorithm itself, we focus in
this paper on the FD estimation part. The two main objectives, in addition to
being a comprehensive study, are to prove that the FD estimation algorithm
can lock around the desired FD value and to derive an approximation of the
asymptotic performance of the JE algorithm. The FD estimation algorithm has
similitudes with data-aided algorithm that were designed for phase and timing
synchronization as well as for automatic gain control [9,16,19], however in the
actual estimation process, the RX signal is considered as noise, and an image
of the Tx signal is considered as pilot datas (used as reference). In this paper,
as we focus on the FD estimator, we assume a constant complex channel gain
and we derive analytic formulae of the S-curve of the FD detector [16]. The
S-curve represents the characteristic of the detector. For a timing detector, it
describes the output of the detector with respect to the delay error between the
two input components. Mathematically, it is computed as the conditional expec-
tation of the so-called error signal that updates the FD estimation. The shape of
the S-curve is an important point to understand the tracking performance of a
Delay-Locked Loop [20]. Using then the general framework of the tracking loop
analysis, a linear approximation of the estimation error variance of the FD stage
is established from the S-curve. This result is finally used to derive an approx-
imation of the asymptotic performance of the JE algorithm, using the primary
results obtained in [7].

This paper is organized as follows. We give the baseband polluting model in
Sect. 2. We recall the joint estimation of the complex gain and the fractional delay
in Sect. 3. We derive the performance of the fractional delay estimation algorithm
in Sect. 4. Section 5 validates our method and theoretical results through simu-
lations.

2 Baseband Model and Issues

The discrete time observation model sampled at TRx = 1/FRx is expressed as

d(n) = x(n) + b(n) + sTxL(n) (1)

where x(n) is the desired signal, which is assumed to be uncorrelated and zero-
mean, of variance σ2

x, b(n) is the white additive Gaussian noise, of variance σ2
b ,

and sTxL(n) is the TxL polluting signal. The baseband polluting model of the
TxL phenomenon is due to the cascade of several impairments, and more pre-
cisely to the combination of duplexer finite isolation, low-noise amplifier non
linearity and coupling on oscillator [6,18]. As a consequence, the baseband pol-
luting term can be expressed as

sTxL(n) =
[
hRx(t) ∗ |hD(t) ∗ s̃Tx(t)|2]

t=nTRx
(2)
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where hD and hRx denotes respectively the duplexer equivalent channel and the
Rx chain equivalent channel, which models the impact of the Duplexer and the
Rx chain, and ∗ denotes the convolution. In this paper, we suppose that the
duplexer is frequency flat as this assumption is widely used in the literature
[4,6,12], and that the Rx filter is known (or estimated) within a complex gain
introduced by the coupling at the oscillator. Besides, due to both digital and
analogs blocks and propagation, the baseband polluting model is affected by a
delay Δ that can be separated between an integer part D of the Rx sampling
time and a fractional part δ. Thus, the model can be expressed as

sTxL(n;Δ) = βTxL(n)
[|hD(t) ∗ s̃Tx(t)|2]

t=(n−D)TRx−δ
(3)

where βTxL(n) models the global TxL complex channel gain at time index n.The
JE algorthm is an adaptive method based on two the LMS algorithms that
can then handle time-varying parameters estimation, as presented in [7] with
the tracking of the complex gain with appropriate step-size. However, as we
focus on the static performance of the FD estimator in this paper, we assume a
constant TxL channel for the theoretical analyis We have shown in [7] that the
fractional delay cannot be neglected and we have proposed a joint estimation
algorithm that is recalled in the next part. This structure is piloted by a reference
signal u(n), synthesized in the reference generator (see Fig. 1 and (4)) from the
baseband Tx samples, with the known or estimated Rx filter hRx :

u(n) =
[
hRx(t) ∗ |s̃Tx(t)|2]

t=nTRx
(4)

It is to note that in practise, it may need additional processing such as an
upsampler, a low pass filter, and a resampler.

3 Joint Estimation Algorithm

The structure of the joint estimation algorithm is described on Fig. 2. It is com-
posed of 2 blocks, one dedicated to the complex gain estimation, with a classic
one tap LMS approach and the fractional delay is estimated with another LMS
where a steepest descend is applied on the FD estimation. At each iteration, the
reference signal u(n) is delayed of the estimated FD δ(n) with an interpolated
structure that can be for example a Farrow structure [3].

uδn
(n) =

L∑

j=0

u(n − j)

⎛

⎜
⎝

L∏

i=0
i�=j

δ − i

j − i

⎞

⎟
⎠ (5)

The fractional delay estimation algorithm is based on the minimisation of the
instantaneous square error |e(n)|2, to which a gradient is applied. The final joint
estimation algorithm can be expressed as:

e(n) = d(n) − β̂TxL(n)uδn
(n) (6)
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Lagrangian Interpo-
lator with delay : δn

d(n)

uδn(n)

e(n)

δn+1

δn+1

LMS for
Complex Gain
Estimation

LMS for
FD Estimation

β̂TxL(n)

e(n) e(n)

d(n)

d(n)

z−1

uδn(n) u(n)

u(n)

u(n)

Fig. 2. Joint estimation framework for the TxL compensation

β̂TxL(n + 1) = β̂TxL(n) + μuδn
(n)e(n) (7)

Δu(n) = u(n − 1) − u(n) (8)

δn+1 = δn + ν�
{[

β̂TxL(n)Δu(n)−
uδn

(n)L(n)] e∗(n)} (9)

L(n + 1) =
(
1 − μuδn

(n)2
)
L(n) + μd(n)Δu(n)

+2μβ̂TxL(n)uδn
(n)Δu(n) , (10)

where e(n) is the compensated output, β̂TxL(n) the complex gain estimation,
μ the step-size of the complex gain estimator, L(n) = ∂β̂TxL(n)/∂δ and ν, the
constant step size of the fractional delay estimator. It can be seen that this
algorithm is recursive, online (as it provides a compensated output e(n) at each
iteration), and with low complexity.

4 Performance of the FD Estimation Process

In this section, we focus on the FD estimation algorithm. To perform the analyt-
ical study of this algorithm, we assume a perfectly known channel (β̂TxL(n) =
βTxL). This algorithm can be considered as a delay-locked loop synchroniza-
tion algorithm and its performance can be studied with the same approach as
described in [16,20]. Thus, the FD algorithm is equivalent to a loop algorithm
(see Fig. 3) piloted by its error signal denoted eδ(n). The stability and the per-
formance of the proposed FD estimation algorithm can be studied using classical
error detector open-loop analysis tools.
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+ Sc(•) +

x+z−1

δ εδ(n)+

−

NT (n)

eδ(n)

ν

δn+1δn

δn

Fig. 3. Equivalent scheme of the FD estimation algorithm

The error signal eδ(n) can be decomposed to the sum of the conditional
expectation E [eδ(n)|δ(n)] and an additional random zero mean term. The first
term is denoted S-curve and is function of the FD estimation error εδ(n) =
δ − δ(n) and the second term is called loop noise and is denoted NT (n).

Sc(εδ(n)) = E [eδ(n)|δ(n)] (11)

NT (n) = eδ(n) − Sc(εδ(n)) (12)

Based on the proposed FD algorithm (6)–(10), the S-curve can be expressed

Sc(δ, δ(n)) = PβTxL [−sinc(δ) + sinc(1 − δ)

+sinc(δn) − sinc(1 − δn)] σ4
Tx (13)

with sinc(x) = sin(πx)/(πx), PβTxL = |βTxL|2 the power of the TxL channel,
that is assumed to be known. In the context of small error of the FD estima-
tion process, it is possible to linearize the S-curve around its stable equilibrium
point [17]:

Sc(εδ(n)) ≈ D × εδ(n) (14)

where D = PβTxL × σ4
Tx (with σ2

Tx the variance of the transmitted samples) is
the slope of the S-curve at the stable equilibrium point. (14) has been obtained
using the approximation sinc(x) ≈ 1 − 2x for small x. As D > 0, it shows that
the FD estimator is stable, and converges to δ (i.e. the loop will lock within the
range of FD). Besides, as Sc(0) = 0, the FD estimator is unbiased. Assuming a
white loop noise for small FD error, the variance of the FD estimation stage can
be derived as [16]:

σ2
εδ

=
ν

D (2 − νD)
ΓNT

[0] (15)

with ΓNT
[0] the loop noise auto-correlation at zero delay, that can be expressed

as
ΓNT

[0] = σ2
TxPβTxL(σ2

x + σ2
b ) , (16)
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From (14), (15) and (16) and under the aforementioned assumptions, the vari-
ance of the FD estimation process can finally be approximated as

σ2
εδ

≈ ν(σ2
x + σ2

b )
4 [1 − νσ4

TxPβTxL ]
(17)

Using the performance in terms of Signal to Interference Ratio (SIR) of the
complex gain estimator (assuming a constant TxL channel) derived in presence of
a non compensated FD are described in [7], we can now express the performance
of the JE algorithm, using the variance of the FD estimator expressed in (17) :

SIRcomp ≈ −10log10

[
μσ2

u

2 − μσ2
u

+ +|β0TxL |2 σ2
εδ

σ2
xb

(18)

+
μσ2

u

(|β0TxL |2) σ2
εδ

σ2
xb

(2 − μσ2
u)

]

5 Simulations

The performance of the proposed algorithm, and more precisely the performance
of the FD algorithm are further analyzed by simulations. We first plot on Fig. 4
the theoretical, the linearized theoretical and simulated S-curve versus the esti-
mation error of the FD estimator in open loop. It is shown that the theory is
corroborated and shows that the S-curve can be linearized when the estimation
error is low (between −10 and 10 percent of the sampling time). It is also shown
that the FD estimation loop will lock and is unbiased as Sc(0) = 0.

On Fig. 5, we represent the theoretical and simulated loop noise zero-delay
auto-correlation ΓNT

[0] versus the FD estimation error. It is shown that when the
FD estimation error is low, the assumption of a white loop noise with variance
expressed in (16) leads to accurate results.

We finally consider the performance of the JE algorithm on Fig. 6. We con-
sider a white unitary variance desired noisy signal polluted by a TxL signal that
follows (3). The interference level is set to 0 dB and the power of the desired
noisy signal is set to −80 dB. The complex gain algorithm is piloted by a non
interpolated reference u(n) defined with (4) and the JE algorithm uses a Farrow
structure to apply the estimated FD to u(n). We also assume a constant TxL
channel, and we represent the performance of the complex gain estimator and the
JE algorithm for several values of FD versus the step-sizes μ and ν(σ2

x + σ2
b ) (as

ν is normalized with the power of the entry signal). It is shown that the perfor-
mance can be dramatically reduced if the FD estimation part is not activated,
and secondly that the JE algorithm greatly improves the asymptotic perfor-
mance. Is is also shown that the asymptotic performance of the structure can be
approximated with (18) leading to a direct link between a desired asymptotic
level and step-size value for the FD estimator ν.
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6 Conclusion

This paper deals with the performance of a joint estimation algorithm dedicated
to the compensation of the digital Tx Leakage in RF transceivers. The strong con-
straints that apply in cognitive radios lead to a potential detrimental loss of perfor-
mance due to hardware impairments and we focus here on a pollution that occurs
in FDD transceivers, related to the pollution of an image of the transmitter stage
on the receiver stage. Based on the initial algorithm proposed in [7], we focus in
this paper on the fractional delay estimation algorithm that can be considered as
a synchronisation algorithm piloted by an interpolated reference signal. We first
have derived the analytical S-curve, defined as the conditional expectation of the
error signal that controls the loop, and we have deduced an approximation of the
asymptotic estimation error variance of the FD algorithm. This result can be used
to properly tune the JE algorithm step-size as the proposed approximated theoret-
ical performance formula of the whole JE algorithm shows good accordance with
simulations. As a perspective to this work, an implementation on a FDD device
(or software defined radio) would be useful in order to validate the method and
the theoretical results on experimental measurements.
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Abstract. This paper demonstrates a predictive channel selection method by
implementing it in software-defined radio (SDR) platforms and measuring the
performance using over-the-air video transmissions. The method uses both long
term and short term history information in selecting the best channel for data
transmission. Controlled interference is generated in the used channels and the
proposed method is compared to reference methods. The achieved results show
that the predictive method is a practical one, able to increase the throughput and
reduce number of collisions and channel switches by using history information
intelligently.

Keywords: Cognitive radio � Spectrum databases � Dynamic spectrum access

1 Introduction

Cognitive radio (CR) techniques have been studied intensively for over a decade,
focusing mainly on dynamic spectrum access oriented operation. Numerous techniques
have been developed and analyzed, including spectrum sensing, power and frequency
allocations, beacon signaling, and spectrum databases. Only a subset of the proposed
techniques have been implemented and tested in real systems to see their practicality.
This paper focuses on channel selection problem in a changing radio environment and
demonstration of the proposed method in a practical system.

Importance of history information and knowledge on primary traffic patterns in
channel selection was shortly discussed already in [1]. Later, the problem has been
studied intensively and prediction methods for both stochastic and deterministic traffic
have been developed [2–8]. For example, a deterministic long-term component can be
seen in several bands such as cellular mobile communication systems due to daily
rhythm of the users [3]. Traffic pattern estimation method for exponential traffic has
been proposed in [4]. A more general method able to classify traffic patterns and select
the prediction method based on this information is proposed in [5]. Switching delay has
been included in the channel selection to decide whether to switch a channel or not
based on channel prediction and switching overhead in [6]. The method is developed
further in [7] where an adaptive sensing policy is developed to detect the primary user
appearance as fast as possible. Sequential channel sensing policy is studied also in [8].
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The sensing procedure and channel selection can be made faster by reducing the
number of channels to sense in the first place. Both short term and long term information
can be used to guide the process. A channel selection method that was described in [9,
10] uses long term information on the use of primary channels to select the most
promising ones to be sensed and exploited by cognitive radios at the requesting time.
These channels are investigated in more detail over short term to find the best channels
for data transmission. Both long term and short term data are stored in databases to be
able to predict which channels look most promising for secondary use.

The proposed hybrid method that uses both sensing and databases is a promising
approach to be used e.g., in different spectrum sharing scenarios of future fifth gener-
ation (5G) systems, and also in military environments. A hybrid method is the most
probable step in-between pure database access and sensing based access to the spectrum.
This paper demonstrates the described method by implementing it in a software-defined
radio system. Verification is performed by transmitting video over a cognitive link and
measuring the performance regarding error rates, channel switches, and throughput.
Achieved results are compared to reference methods that are not using prediction in the
channel selection.

The paper is organized as follows. Section 2 describes used channel selection
methods starting from the intelligent hybrid one. Section 3 defines the demonstration
environment and measurement results are presented in Sect. 4. Time domain analysis
and discussions about possible improvements to the demonstrator are given in Sect. 5.
Conclusions are drawn in Sect. 6.

2 Description of the Channel Selection Methods

2.1 The Smart Channel Selection Method

Simplistic view of the method is shown in Fig. 1. In the first phase a CR sends query to
the long term database to receive a set of promising channels among M possible ones.
The set is selected e.g., based on the long term spectrum occupancy data. Time and
capacity estimations can be used to define channels that are suitable, offering needed
time for the requested transmission. Given N channels are sensed to know whether they
are free or not and the sensing information is stored in the ST database.

The short term database classifies the type of traffic in different channels which
enables use of specific prediction methods for each traffic type, making prediction
results accurate. Then, future idle times are predicted using the classification result and
the history data. The P channels with the longest idle times are selected into use and the
rest N–P channels are returned to be offered to other users requesting access to spectrum.
After channel selection is made, the CR can send data for predefined period of time,
sensing periodically the channel to be sure that it is still free for transmission. Thus, use
of long term database shortens the sensing time by reducing the channels to be sensed.
The use of short term database reduces the channel switching rate and collisions with
primary users. Therefore, more time is left for data transmission and consequently,
capacity of the system is increased.
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2.2 Methods to Compare

No Channel Switching at all. The simplest way to operate in the spectrum is to stay
always in the same channel. Thus, the first method to compare is no channel switching
at all–method. If there is interference in the channel, the system suffers and there is
degraded quality of service during that period of time. The system may also be required
to stop transmitting totally and wait until the channel is free again.

Change to the Next Predefined Frequency. An improved step to the previous method
is to change frequency when there is interference in the current channel. This can be
done in many different ways. The simplest one is to predefine the next frequency to
switch into. The advantage of this method is to be able to find a good channel to operate.
A disadvantage is that it may take several switches since the channel to switch into may
also be under interference.

Change to the Free Frequency. It is wise to switch into a channel that is available for
transmission even though it requires more resources in sensing and finding those
potential channels. This method may randomly select any of the free frequencies or
jump into next free frequency whenever interference occurs at the current operational
channel. This kind of reactive channel switching is proposed e.g., in [11, 12]. Since only
instantaneous information about the availability of channels is used, switching may need
to be performed quite often, depending on the primary user spectrum use.

3 Demonstration Environment

Figure 2 presents a block diagram of the measurement set-up. We are using SDR
platforms for a data link, five interfering transmitters, and a spectrum sensor. A pho-
tograph of the environment is shown in the Fig. 3. The measurement environment is
physically located at VTT premises in Oulu, Finland.

Start

End

Obtain promising channels 
based on long term occupancy

Obtain the best channel(s) 
based on short term data

Reduce sensing time

Reduce interference and 
channel switching rate

N out of M channels 

P out of N channels, 
1 ≤ P < N

Fig. 1. Simplistic view of the proposed method.
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Interference generation is made using Matlab controlled SDR-platforms. We use
USRP B200 and X310 platforms from Ettus Research [13] together with the
EBRACE SDR platform which, like the USRPs, is also a field-programmable gate
array (FPGA) based SDR platform. The SDR platforms are used to generate continuous
data to five different frequency bands. The type of the platforms is not important for the
measurements. In fact, many other controllable interference sources could be used with
the same effect. The transmission power of the interfering transmitters has been set high
enough to cause strong interference to the selected band. The lengths of the continuous
busy and idle times are both parametrized for each frequency separately.

ETTUS B200 SDR1 Tx

ETTUS B200 SDR2 Tx

EBRACE SDR Tx

ETTUS X310 SDR1 Tx1

ETTUS X310 SDR1 Tx2

Interference at channel 1

ETTUS X310 SDR2 Tx1

ETTUS X310 SDR2 Rx1

Link Tx

Link Rx

Spectrum sensor

ETTUS X310 SDR3 Rx1 Host PC2
Meausurement 

control
(LabVIEW)

Set freq

Set freq

Host PC1
Interference 

control
(Matlab)

Interference at channel 5

Interference at channel 3

Interference at channel 2

Interference at channel 4

Limk Performance

Spectrum info

Interfering transmitters

Fig. 2. Block diagram of the measurement setup.

Fig. 3. Demonstration setup.

572 M. Höyhtyä et al.



In general, data traffic transmitted in a network can be characterized by traffic
patterns. These patterns can be classified as [1]: (1) deterministic patterns, where the
transmission is ON, then OFF during the fixed time slot, and (2) stochastic patterns,
where traffic can be described only in statistical terms. Thus, values for busy and idle
times in the demonstrator can be set either with fixed values or e.g. exponentially
distributed random values.

Suppose we have a vector of n samples of idle times from the channel i,
Xi ¼ ðxi1; xi2; . . .; xinÞ. Assuming exponentially distributed idle times with traffic
parameter kOFF [ 0 the probability density function of the exponential distribution is

f ðxÞ ¼ kOFFe
�kOFFx; x� 0

0; x\0

(
ð1Þ

The maximum likelihood (ML) estimate for the idle time is T̂OFF ¼ �x, where �x ¼
ð1=nÞPn

j¼1 xj is the sample mean [5]. Thus, the best prediction of the next idle time is
the average of the previous ones. The same model applies also for busy times. In
practice, traffic patterns of different channels might vary over time. Thus, the obser-
vation interval for average calculation should be restricted.

Interference detection for the used channel is done by measuring the block error
rates (BLER) in the receiver. BLER is defined as the ratio of the number of erroneous
blocks received to the total number of blocks sent, expressed as a percentage. It is used
in 3GPP Long Term Evolution (LTE) systems during link radio monitoring, typically
aiming to have the BLER below 10 %. It can be improved e.g., by adaptive modulation
and coding or by changing to a new frequency. In our proof-of-concept implementa-
tion, once the block error rate exceeds a threshold value we decide to change the
channel. The next channel is selected according to methods presented in Sect. 2.

Spectrum measurement for other channels is done in 100 MHz bandwidth, and
by also selecting the system bandwidth to be 100 MHz, all of the used channels can be
monitored simultaneously. This keeps the spectrum sensing simple in our measurement
set-up. For each used frequency, after averaging over a few measurements, we use a
simple threshold to decide whether the channel is interfered or not. If the measured
power level is above the threshold, the channel is considered interfered. Measurement
control reads this binary (busy/free) information and decides the next free frequency
where to jump to if a channel change is needed.

Actual data link is in our case a modified real-time LTE link based on National
Instruments LabVIEW Communications LTE Application Framework version 1.0 [14]
where we have added the frequency switching algorithms. With the data link we can
measure the throughput, error rate and number of frequency changes. Measurements
were done with LTE Modulation and Coding Scheme (MCS) number 24, i.e. with
64QAM and code rate 3/4, and using 20 MHz bandwidth. Throughput was recorded
both for all of the physical downlink shared channel (PDSCH) data and for the user data,
which in our case was video data streamed over the link. The graphical user-interface
(GUI) of the measurement control is presented in Fig. 4. User interface shows in
real-time which channel is currently used, which channels are under interference, and
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what is the next channel to switch into when interference occurs. The GUI shows also
spectrum information and enables selecting the different channel selection methods on
the fly.

Measurements presented in this paper were made in the 2.4 GHz industrial, scien-
tific, and medical (ISM) band which is not fully controlled environment. We noticed that
there was also other traffic present at the band during the measurements. The total
100 MHz bandwidth was divided into five equal size channels. Especially, channels 1, 2
and 3 were slightly interfered but the channels 4 and 5 were mostly free of other traffic.
The other traffic was mostly general WiFi traffic in the office environment. The mea-
surements were made during the night time and during the weekends when the amount
of this other, uncontrolled traffic was very small. Our radio link used a turbo code with
3/4 code rate, and frame error rate (FER) was low on all channels if we ourselves were
not generating any controlled interference with our interference generators.

4 Results

Measurement results for video transmission with different channel selection methods
are given in Figs. 5 and 6. Measurements were conducted for each method over a
13500 s period. The presented results are average results over four consecutive mea-
surement periods. For brevity, the used methods are named as:

Mode0: No channel changes
Mode1: Change to next (predefined) frequency

Fig. 4. Graphical user interface.

574 M. Höyhtyä et al.



Fig. 5. Measured throughput and number of channel changes with all the methods, random
interference traffic.

Fig. 6. Percentage of time used in channels, random traffic.
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Mode2: Change to next free frequency
Mode3: Change to the best free frequency
Figure 5 shows the measured throughput and number of channel changes for all the

channel selection methods with the random interference. The busy and idle periods for
used channels are given in Table 1. The given values represent both mean values for
exponentially distributed interference traffic and fixed values for deterministic traffic.
Same values are used with each mode to have a fair comparison. As is seen in the
figure, the more intelligence is added to the channel selection method the higher the
achieved throughput is. Mode0 suffers during the interference since it is not able to
change the channel. Ability to switch improves right away the performance. The
proposed method, i.e., Mode3 achieves the highest throughput since it is able to predict
and select the channels offering longest idle times for transmission and thus, minimize
the number of channel changes over the experiment.

Figure 6 shows in more detail how different modes use different channels. The
Mode0 uses all the time the best channel. Mode1 and Mode2 select the next channel
randomly and use bad channels 1, 2, and 4 quite much. Mode3 concentrates the
operation on the two best channels with longest idle periods, avoiding the use of other
channels whenever it is possible. Only when there are no good channels free, the bad
channels are used. The results with the deterministic traffic shown in Fig. 7 confirm the
same conclusions. The advantage of the intelligent method is roughly the same
regardless the type of the interference traffic in the channels.

The previous results were achieved with two good and three bad channels. We
made also experiments with one, three, and four good channels to see the impact. When
there are three good channels the trend looks still the same. However, the advantage is
not that large anymore since the random methods also tend to select good channels
more often. With four good channels the intelligent method still concentrates on three
best ones since almost all the time some of them is available. When there is only one
good channel to be used the performance is heavily dependent on the quality difference
between channels. Purely from the throughput perspective the Mode0 can be better
than other random methods since waiting in the good channel can be better than
switching all the time among bad ones. Also in this case the intelligent method pro-
vided the best performance in measurements. From the quality of experience point of
view, it is often better to change the channel since the waiting times and related video
stoppage can be quite long. This is especially true if the interference is strong and
continuously occurring in periods of several seconds.

Table 1. Idle and busy periods for used channels.

Channel 1 Channel 2 Channel 3 Channel 4 Channel 5

Idle time 11 s 5 s 37 s 8 s 56 s
Busy time 17 s 8 s 10 s 5 s 21 s
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5 Time Domain Analysis

The impact of the intelligent method in time domain can be seen in Fig. 8. The use of
the long term database shortens the sensing time due to reduced number of sensed
channels. The short term data reduces the number of channel switching by concen-
trating the operation on the channels with longest idle times. Thus, more time is left for
data transmission.

This combination of databases is the main advantage of the proposed method when
compared to other predictive approaches such as ones in [2–8]. The operation in the
demonstration setup is presented in more detail in Fig. 9, showing the steps needed
from the occurrence of the interference to synchronized data transmission in a new
channel. The performance of the system could be improved through optimization of the
sensing and switching times which could be achieved e.g., with a fully FPGA based
decision making since FPGA processing speed is much faster than software based
processing. This would speed up the procedures T1-T3 in Fig. 9 also by eliminating the

Fig. 7. Performance results with deterministic interference traffic.
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Fig. 8. Impact of the method: a) original frame b) with the intelligent method.
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need to exchange control data through the interface between software and hardware
layers in the LabVIEW framework. In the current setup the switching decisions are
made with software which makes the total decision cycle clearly longer.

6 Conclusions

Use of history information enables a radio system to operate efficiently in a spectrum
sharing radio environment. This paper has studied the channel selection problem by
implementing a predictive method in a software-defined radio demonstrator and
comparing its performance in the same system to several reference methods. Achieved
results show that the proposed method increases the throughput and decreases inter-
ference towards other sharing systems. The quality of experience was clearly better for
video streaming studied in the demonstration setup when the proposed predictive
method was used.

As a possible future step, the setup can be developed further by inclusion of steerable
antenna techniques such as the method proposed in [15] to improve the sharing in spatial
domain. In addition, current implementation did not include the classification algorithm
to be able to recognize the traffic pattern in the channels and select the optimal prediction
method accordingly. An improvement to the operation would be also the speed-up of
frequency switching by implementing a fully FPGA based decision making. Finally, the
measurements could be made in totally interference-controlled environments with a
channel emulator and/or in an isolated chamber.
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Abstract. Mobile wireless networks are designed and dimensioned
according to mobile users downlink traffic. Downlink has been domi-
nating wireless traffic since early 3G systems. Nowadays, we are wit-
nessing a massive integration of novel applications and services into
wireless networks, mostly through cloud architecture and technologies.
The accessibility of cloud services from mobile devices increases demand
over uplink traffic, which increase in uplink traffic enlarges the uplink
to downlink ratio. Are current wireless networks capable of serving the
increasing uplink traffic? Are DL-based network dimensioning and mech-
anisms adapted for such a change in traffic patterns? We launch a call
for a future challenge to overcome in wireless networks: the uplink. In
this paper, we set the issue of an inevitable uplink traffic explosion in
future mobile networks. We discuss contributing factors in uplink traffic
changes, as well as some research solutions for increasing networks uplink
capacity.

Keywords: Uplink traffic · Cloud · Future networks · Mobile networks

1 Introduction

Cellular networks have always been designed, dimensioned, and deployed based
on the downlink (DL) mobile users’ demand and traffic patterns. The reason for
leveraging downlink traffic was the asymmetry — then true — between uplink
(UL) and DL traffic. In other terms, the capacity required in the downlink was
much higher than the one required in the uplink. Therefore, designing networks
with higher data rates to offer in downlink than in uplink was trivial. More pre-
cisely, within early 2G based cellular networks, the traffic load for both UL and
DL have been roughly the same. This has also been the case for the very early 3G
systems. It is not until the 3.5G and 4G systems that downlink traffic load greatly
surpassed uplink requirements [1]. In these systems, with the eruption of IP
based networks and high speed access to the Internet through cellular networks,
traffic is dominated by downlink. The data explosion in downlink and uplink
was asymmetrical. While downlink traffic grew exponentially, uplink traffic was
also subject to an increase, however, the traffic demands in both directions were
not equal. Mobile users downloaded more than they uploaded. The estimated
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ratio of uploaded to downloaded data is about 1:7 [2]. Thus, current mobile
networks are dimensioned based on the amount of data mobile users are down-
loading according to downlink traffic models. As the fastest growing segment
of the communication industry, wireless communication, and especially cellular
systems, have experienced, and are still experiencing, exponential growth over
the last decade. Many new applications, services, and technologies have and will
integrate the wireless network. The way mobile users see, use, and exploit mobile
networks have changed. Mobile networks are nowadays the provider of unlimited
number of heterogeneous services that differ in data requirements. As some are
mainly downlink based, others have equal requirements of uplink and downlink
traffic, or depend on large amount of data upload, like cloud storage for example.
Today, the asymmetry between UL and DL is reduced, and sometimes inverted.
These changes evoke a set of questions: What is the impact of network evolution
on uplink traffic? Have networks started experiencing uplink traffic explosion?
Should networks continue to be designed, planned and dimensioned according to
downlink traffic only? What has been done to increase uplink network capacities?
These questions are of great importance, especially under the fact that very low
attention has been given to UL traffic models comparing to DL. Indeed, uplink
traffic lacks of tractable models since it depends on users actions and unplanned
interventions that are often less easily accessible and predictable. In contrast to
downlink traffic that has been given significant attention, attempts to model the
uplink have been limited [3]. With an increasing number of connected devices
and mobile subscribers, the integration of cloud enabled technologies in wire-
less networks, the convergence of IoT systems, the development of M2M and
MTC platforms, and many other factors, it is important to understand if and
how new communication networks will cope with challenging uplink traffic loads.
The idea is not about uplink rising over downlink traffic. We do not assume or
consider that uplink traffic overtakes the downlink — although this might be
the case in specific scenarios. We only present the uplink as a new important
player that should be considered when setting network design and dimensions.
Even though there are no precise forecasts on uplink, the traffic pattern change
is inevitable. A study by NSN in 2013 showed that the overall UL to DL usage
ratio reaches approximatively 1:2.4 [4]. In addition, the Ericsson mobility report
of 2012 shows that UL to DL ratio reaches 1:1 for bi-directional applications such
as P2P TV, email, and P2P sharing [5]. With the availability of high data rate
services, new applications are enabled, and mobile devices energy consumption
increases. Cloud technologies, sensor networks, device to device communications
and social networking are all growing trends that increase uplink traffic and do
not rely solely on downlink traffic. All of these trends introduce applications
where mobile users create content and launch actions on the network, which
changes the classic UL-based traffic pattern adopted in wireless networks. The
research community, aware of the upcoming uplink traffic volume change, is
already proposing some solutions in the network for improving uplink capacity.

In the remainder of this paper, we present the major factors that contribute
to the uplink traffic explosion in the current/future mobile networks. Then we



Uplink Traffic in Future Mobile Networks: Pulling the Alarm 585

discuss some of the efforts that have already started by the wireless community
to improve current networks uplink capacity in order to cope with mobile users’
increasing uplink demand.

2 Contributing Factors in Uplink Data Traffic Increase

2.1 Increase in Number of Mobile Subscribers and Devices

The number of mobile subscriptions and mobile devices has been constantly
growing since the first deployments of cellular mobile networks. From 6.4 billion
mobile subscriptions in 2012 to 7.2 billion in early 2015, the ever-increasing index
is to reach 9.2 billion by 2020 according to latest mobility reports [6]. Mobile
broadband that was accounted for 2.9 billion out of the 7.1 billion subscriptions
will grow its share to occupy 7.7 billion out of the 9.2 billion subscriptions in
2020, which is around 85 % of all subscriptions. As the number of fixed broad-
band and the number of related devices such as mobile PCs and mobile routers
will have very low growth, and the number of total mobile subscribers and sub-
scriptions will increase linearly, the number of mobile subscriptions will increase
exponentially. Smartphones, which already are the main mobile equipment (2.6
out of 2.9 billion), are expected to double in number by 2020. Mobile broadband
will be accessible to everyone and mobile devices will continue to outnumber
the earth population. By 2020, mobile phones will be in possession of 90 % of
humans over 6 years old. The growth of mobile devices and users showed in
numbers gives an idea of how data traffic (in both uplink and downlink) could
increase.

2.2 Evolution of Cellular Networks

Since wireless Internet, wireless generations adopting new technologies for
increasing system capacity have been designed and deployed. The increasing
users’ traffic demand required a network evolution to cope with constant changes.
However, for all consecutive technologies and wireless generations, downlink data
rate far exceeded uplink. Due to possible technical challenge and asymmetry in
traffic demand, mobile networks were always dimensioned to assure higher DL
capacity. Table 1 shows the difference in up and downstream data rates among
technologies. Note that the table shows advertised peak data rates, which are
usually higher than nominal achieved rates. Evolution of wireless networks and
users’ traffic demand are in perpetual evolution and growth, one implying the
other. Indeed, wireless network evolves to “give more” for mobile users and
cope with their increasing traffic. At the same time, when offered more capacity,
mobile users would like to “do more” with their mobile equipment through the
wireless network. Numbers show that the proliferation of new wireless genera-
tions offering higher service quality attracts mobile users. Since the introduction
of HSPA and then LTE, the number of mobile users continues to grow strongly.
In the third quarter of 2012 HSPA and LTE subscriptions increased by 13 and
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65 million respectively. As for GSM/EDGE it attracted then 20 million new sub-
scriptions. With LTE proliferation in the market, the numbers in the first quarter
of 2015 are as follows: 105 million additions for LTE, 60 million for HSPA, and
a decline of 30 million for GSM/EDGE. These numbers and Fig. 1 show how the
market follows the offer of new technologies and increasing service quality. LTE
will have, alone, 3.7 billion subscriptions by 2020. In conclusion, the number of
mobile users and the evolution of cellular networks are joint in an escalating
increase relationship; where the increase of the first requires improvement in
cellular networks, which re-attracts more mobile users to subscribe.

Table 1. Cloud architecture evolutions comparison

Technology Generation Downstream (Mbits/sec) Upstream (Mbits/sec)

EDGE 2.5G 1.6 0.5

EVDO (Rev A) 3G 2.45–3.1 0.15–1.8

HSPA 3G 0.384–14.4 0.384–5.76

HSPA+ 3.5G 21–678 5.8–168

LTE 4G 100–300 50–75

LTE-A 4G 1000 500

Fig. 1. Mobile subscriptions by technology [6]

2.3 Emergence of Cloud Technologies and Dense Heterogeneous
Networks

Cloud technologies are progressively but rapidly integrating wireless networks.
Cloud radio access network, remote cloud computing, cloudlets, and mobile edge
cloud, are all new technologies and architectures in which the cloud concept
integrated wireless networks. Cloud technologies in mobile networks consist on
delegating computing, storage, data processing, and other resources consuming
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functionalities to a computing entity instead of performing the tasks on the
mobile devices. Cloud in wireless networks can take different forms. It can be a
centralized remote server pool, a nearby cloudlet, or an edge computing platform.
Aside from cloud computing, cloud can be used as a remote storage location.
As mobile equipments in general suffer from lack of resources of computing and
storage, mobile users are more and more relying on outsourcing required storage
and computation capacities. With cloud storage, mobile users can take photos
or record videos with their mobile devices and directly upload them for saving
on the cloud instead of their devices. In such applications, uplink is as important
as downlink and thus should be taken into account in network dimensioning.

Another emerging deployment technology in wireless networks is Heteroge-
neous networks (HetNets). All mobile users are not served by the same type of
base stations. Along with classic large coverage macro-cells, cellular networks
are being intensively deployed with pico-cells, relays, and femtocells. One of the
main motivations and interests of heterogeneous networks is offloading heavily
loaded macro-cells. Users in reach of a femtocell, for example, will communicate
with the latter instead of a congested macro-cell. As femtocells are deployed at
closer distances from mobile users, communication channels between femtocells
and mobile users are very often characterized by a better signal to noise ratio.
Due to the lack of tractable models, the impact of such offloading on the uplink
performance is not well understood [3].

Uplink traffic modeling has not gained the same attention as downlink. Both
directions differ fundamentally in access modes, heterogeneity of transmitters,
and resources management. The invasion of wireless networks by cloud enabled
heterogeneous network certainly has an effect on traffic patterns especially in
uplink, since new offloading opportunities are available to consumers. With the
adoption of offloading computation and the concept of virtual machines (VM)
and enable applications such as videoconferencing in enterprises and improved
network mobility support, upload speeds become critical against users’ experi-
ence quality and content efficient delivery to the cloud. With the development of
cloud technologies, upload speed and capacity will continue to have an important
impact.

2.4 New Applications and Services Ecosystem

Cloud based wireless networks are the next breakout of the wireless communi-
cation. Cloud is integrating many functionalities of the wireless networks and
increasing their capabilities. Whether a remote cloud or an edge cloud, the
cloud unlocks a whole new ecosystem of services and applications. Applica-
tion developers have now the door open to new types of applications that can
be run on the cloud and that were not adapted before to the mobile concept
due to heavy resources requirements. Furthermore, cloud and services providers
work on increasing their infrastructure ability and performance through improv-
ing availability and reliability: An evolving ecosystem that will push forward
the cloud based offer and demand, and thus create higher cloud related traffic
requirements. Among the applications that are now compatible with the mobile
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network, we distinguish different types of traffic requirements. Some applications
require very high downlink and/or uplink traffic with varying latency constraints.
Applications that comply with downlink based networks include streaming basic
video and music and web browsing, where upload requirements are relatively low.
Streaming relies basically on high downlink traffic, as for web browsing it has
in general lower traffic requirements. However, numerous applications do not
comply with that model. Many applications require roughly the same amount of
upload and download such as web conferencing (cloud-based), video conferenc-
ing, tele-medicine, virtual office and connected vehicles safety applications [7].
Others, on the contrary, require more traffic upload than download such as web
electronic health records, virus scanning, face recognition, cloud storage, and
aggregated data analysis. Hence, the heterogeneity in new services and appli-
cations has non-negligible impact on traffic patterns and on the importance of
uplink. The diversity of services offered through the Internet requires a man-
agement of network capacities in order to avoid both functional and economical
harm to wireless communication infrastructure and businesses and their cus-
tomers.

2.5 Crowded Networks Scenarios

Mobile networks are designed based on peak network traffic and the ability to
serve in peak hours. This has led into excessive energy consumption. Several
solutions were proposed for this problem such as base station sleeping. Fur-
thermore heterogeneous networks deployment helps by offloading traffic from
congested macro-cells onto smaller base stations. Now that solutions exist, the
network should be dimensioned to keep its efficiency in peak data traffic scenar-
ios. Peak traffic does not only concern downlink, uplink traffic is also subject to
peak demands. Crowded scenarios are the best example for such situations. We
take the example of a football stadium were thousands of people are gathered
to watch a game. In such situations, mobile users share their experience through
social networks, texting or talking. They post photos and videos during matches.
A study by Ericsson [6] about the FIFA 2014 football games showed that social
networking and texting were used during the matches and traffic peaked at half
time. Ensuring a good user experience in such scenarios is a challenge to oper-
ators. Network planning and optimization are necessary. What is important to
notice in crowded scenarios is the footprint of uplink traffic. According to the
same study, the ratio of uplink in total data traffic was as high as 50 % dur-
ing the final game of the world cup. The normal ratio in the same location is
between 12 and 17 %. The increase in uplink traffic is clearly non negligible and
should be taken into account during network planning and dimensioning. The
study showed that 61 % posted or sent pictures via the Internet, and only 25 %
used the Internet to find and download content related to the world cup. The
numbers also showed that more users posted videos (33 %) than watched videos
(18 %) through the Internet. Video uploading data usage is quite high especially
that smartphones and tablets camera technology is quite advanced and 4 K video
enabled. Furthermore, in many sports events, uplink traffic surpasses downlink
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in some time windows. With the accessibility of high data rate services such as
3G and 4G, mobile users will be more active uploading data and using social
networking. 4G users, which have higher data rates, are more active than 3G
users. This proves what was stated in Sect. 2.2 that users with higher services will
want to do more. Even though 30 % of data traffic was handled by 4G networks,
4G users consumed 70 % more data than 3G users.

2.6 Sensor and MTC Networks

The evolution of sensor networks and Machine Type Communications (MTC)
has been more than evident in the last decade. Mobile devices, sensors, and all
types of objects already or soon will be equipped with sensors and RF circuits in
order to integrate the wireless communication network. The Internet of Things
is a well-known application of such networks that is creating a new trend and
imposing a breakthrough in network management. In most wireless sensor net-
works scenarios, data is aggregated from end equipment (sensors) into a gateway
that communicates with the network infrastructure. As for machine to machine
(M2M) communications that allow devices of the same type to intercommuni-
cate is also requiring an increasing role in the wireless network. Any device to
device (D2D) communications can be established through different scenarios,
where control link can be managed by end devices or the network. In D2D com-
munications, especially scenarios where control is done by the network, uplink
traffic is at least equal to downlink. Figure 2 shows a simplified level architecture
of how the M2M system will be connected to wireless networks. The capillary
network, which represents the set of communicating machines, aggregates data
in a M2M gateway that is connected to the network and may use cellular com-
munication. The convergence of sensor networks and cellular has been studied
in literature. The European FP7 SENSEI project [8] focuses on the integration
of WSN (Wireless Sensor Networks) and actuator networks. With the expected

Fig. 2. High level simplified M2M architecture
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increasing deployment of IoT devices and services, the traffic generated by these
devices may change current traffic patterns. In fact, regarding the number of
connected IoT devices, an estimated 50 billion “things” will be connected to
the Internet by 2020 according to Cisco [9]. As for traffic patterns, current traf-
fic models do not take into account traffic generated by smart devices. And
since mobile networks are designed according to those patterns, they may not
be adapted to such applications that are mostly uplink traffic generating. It is
then necessary to understand how smart devices will affect network traffic and
include it in network optimization and dimensioning.

3 Uplink Improvement Related Work

3.1 Range Extension in Heterogeneous Networks

Coverage Range Extension (CRE) in heterogeneous networks is a technique that
can help increasing the uplink/downlink fairness. In an area covered by both
macro-cell and a small-cell, the MUE/ Base Station (BS) association is based on
the downlink received signal power only. And since small cells are characterized
by a smaller transmit power than macro-cells, and are randomly deployed, they
are expected to have large areas with low signal to interference (SIR) conditions
[10]. In the uplink, the strength of the signal does not depend on the BS transmit
power. It depends on the mobile device transmit power and the received signal
power at base stations depends on the channel gain. This results in boundaries
mismatch between uplink and downlink handover in heterogeneous networks.
And since small cell coverage ranges are smaller than those of macro-cells, we
notice unfair distributions of data rates between macro and small cells due to
different loadings of connected users. The proposed solution is to balance the
load between macro and small base stations by expanding the range of small
cells (see Fig. 3). This is achieved by associating users to base stations based on
path loss instead of received signal power. This will be in favor of uplink network
performance since minimum path loss association maximizes uplink coverage rate
[3]. Nevertheless, range expansion lead to high interference levels in the downlink
which imposes using interference coordination techniques.

(a) Base stations coverage limits without
CRE

(b) Base stations coverage limits with CRE

Fig. 3. Cell Range Expansion (CRE) impact of base stations footprint
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3.2 Downlink and Uplink Decoupling

From the first generation to 4G, downlink and uplink of cellular networks have
been coupled. Indeed, mobile users’ equipments have been connected with the
same base station in both uplink and downlink directions. As mentioned earlier,
the best base station and user equipment couple is not necessarily the same for
both directions. While for uplink it is best to connect UEs with the base station
with the highest received signal power, for downlink, the best association is the
one that minimizes path loss. Adopting a downlink centric association negatively
affects load balancing in heterogeneous networks as well as uplink overall perfor-
mance. Nevertheless, adopting an uplink centric association through cell range
expansion creates interference problems for uplink users. As a solution, uplink
and downlink association decoupling has been proposed in order to optimize
communications in both directions [1,11]. Association decoupling is expected to
increase uplink SNR and reduce transmit power, improve uplink interference
conditions, improve uplink data rate, allow distribution of users among macro
and small cells, and achieve more efficient resources utilization and uplink rates.
This technique indeed proved to achieve up to 200 % improvement in the 5th

percentile uplink throughput in a simulation based on a live Vodafone LTE
test network deployment in London [11]. Nonetheless, the concept of uplink and
downlink decoupling is considered as one of the components of future cellular
networks [12,13]. However, this technique requires changes in system design since
it needs mechanisms to allow acknowledgment process between serving base sta-
tions for uplink and downlink, strong synchronization, and data connectivity
between base stations.

3.3 Uplink CoMP Techniques

Uplink Coordinated Multi Point (CoMP) is a new technology introduced with
the LTE systems, which consists on jointly processing signals that are received at
different antennas and/or base stations. It is the uplink analogy of CoMP where
a single user is served by more than one base station (see Fig. 4). In uplink
CoMP, users’ signals are captured by more than a base station and processed
jointly. Uplink CoMP can be deployed through three different scenarios: Intra-
cell CoMP, Inter-cell CoMP, and between macro and small cells in heterogeneous
networks. Inter-site CoMP is easily deployed since all signals information are
inside one cell. Intra-site and heterogeneous CoMP require however low delay
high capacity backhaul support between base stations. We note that uplink
CoMP is transparent to mobile users in the sense that mobile equipment do not
need to be aware of the base stations receiving their signal. Therefore, uplink
CoMP does not change the association complexity on the mobile equipment side.
By jointly processing received signals at different base stations, uplink CoMP
results in uplink improvement. Uplink CoMP achieves uplink gain from both
macro diversity reception and from enabling uplink/downlink decoupling in het-
erogeneous networks. Uplink perceived capacity is improved in high interference
and poor coverage conditions. Important gains can be achieved especially in
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locations where uplink and downlink optimal associations are not the same, i.e.
in locations where the most powerful received signals and the minimum channel
path loss are not of the same base station. In a full scale field trial in LTE network
[14] uplink CoMP proved to achieve 3Mbps improvement in uplink throughput,
and 100 % throughput gain if coupled with downlink/uplink decoupling.

Fig. 4. Uplink CoMP usecase example

4 Conclusion

In this paper, we set the challenge facing uplink communication in future wireless
networks. We focused on the upcoming increase in uplink traffic demand. We
discussed several factors that contribute in validating changes in traffic uplink
bottleneck and help prove that the upcoming uplink traffic explosion is a fact.
Inscriptions number increase, wireless networks evolution, emerging cloud tech-
nologies, cloud enabled ecosystem, and convergence of sensor and actuators net-
works are among the factors with influence on uplink traffic. We then discussed
some research work and studies that are proposed by the communication soci-
ety that can help improve uplink network resources management, and increase
uplink capacity in current and future networks. However, there is still no clear
uplink traffic patterns that can validate if the existing efforts are enough for
coping with the upcoming challenge. Until the emergence of a clear vision of
how future networks will encompass uplink traffic explosion, we keep the alarm
on.
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Abstract. We analyze the problem of autonomous cognitive radios
(CRs) competing for multiple potentially available channels that
may offer different rewards due to their non-homogeneity. The non-
homogeneity in channels may lead to payoff distribution conflict among
CRs, as each CR would prefer to select the more desirable channels.
In our model, CRs are not able to observe the channel selections of
other competing CRs. Rather, they get an imperfect signal from which
the channel selections must be inferred. We study an adaptive win-shift
lose-randomize (WSLR) strategy that (without centralized coordination)
enables the CRs to autonomously reach an efficient and fair payoff dis-
tribution outcome. We study the autonomous channel selection problem
under different primary user (PU) occupancy models; analyze the pro-
posed strategy under imperfect signals. We also investigate the impact of
deviations by a selfish CR on the performance of the proposed strategy.

Keywords: Adaptation · Autonomous cognitive radios · Heterogeneous
channels · Opportunistic spectrum access

1 Introduction

Both the FCC and a recent EU report have recommended the adoption of spec-
trum sharing technologies, including cognitive radio (CR), to address the rising
demand for high-bandwidth wireless service [1,2]. Regulatory bodies are cur-
rently defining how cognitive systems with dynamic spectrum access capabilities
will be allowed to operate [3].

CR wireless systems are a collection of wireless network entities that are able
to adapt intelligently to the environment through observation, exploration and
learning. In sensing-based OSA, cognitive radios (CRs) monitor the environment
to reliably detect the primary user (PU) signals and operate whenever the band
is empty. In practice, detection of PUs may rely on a combination of sensing and
the use of geolocation spectrum occupancy databases [4].

When autonomous CRs have to search multiple potentially available channels
for spectrum opportunities, they face competition from one another to access
a channel. The end result of this competition is reduced CR throughput due
to collisions among CRs that transmit simultaneously in the same channel.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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Moreover, further payoff distribution conflict among multiple CRs may arise
when potentially available channels offer different rewards due to their non-
homogeneity.

The following example illustrates this payoff distribution conflict. Consider a
communication system with two autonomous CRs and two potentially available
channels. Suppose that the reward that a CR receives from the use of a given
channel is proportional to the probability that the channel is free from PU activ-
ity. Consider the case where channel A is available with greater probability than
channel B. When the two CRs choose their actions autonomously and without
coordination, then if a particular channel is simultaneously sensed free by the
two CRs and both of them decide to transmit on the channel, a collision occurs.
To maximize the total system reward would require the CRs to autonomously
arrive at orthogonal channel utilizations, where one CR opportunistically utilizes
channel A and the other CR opportunistically utilizes channel B. Clearly, there
is a source of conflict for the CRs over such an orthogonal channel utilization, as
each CR prefers the orthogonal outcome in which it selects channel A and the
other CR selects channel B.

In this paper, the question we seek to answer is how CRs can autonomously
arrive at an outcome that maximizes the total average reward (the total average
number of successful transmissions) in the distributed CR network in a way that
also minimizes the payoff distribution conflict among autonomous CRs.

In this paper, we evaluate an adaptive WSLR strategy that maximizes the
total average reward in the network by leading to reduced likelihood of collisions
among CRs. The proposed strategy also leads the autonomous CRs to engage in
intertemporal sharing of the rewards from cooperation. The concept of fairness
we focus on is envy-freeness [5]. Using simulation results we also compare the
performance of our proposed strategy against other existing strategies. We study
channel selection among autonomous CRs under imperfect private monitoring
which implies that CRs are not able to directly see the actions of their opponents.
Rather, they get an imperfect signal from which the channel selection must be
inferred. We explore the impact of false alarms, channel errors, and co-channel
interference tolerance on the behavior of autonomous CRs and on the perfor-
mance of the proposed adaptive strategy. By co-channel interference tolerance,
we mean that there is a small but non-zero probability that, even when two
CRs transmit simultaneously on the same channel, one of the transmissions is
correctly decoded by its intended receiver. We also evaluate the effect of varying
the number of channels that a CR can sense on the performance of the proposed
scheme. Moreover, we also show that the performance of the proposed strategy
is not strongly affected by different primary user (PU) occupancy models.

The works in [6–8] have also studied the problem of multichannel cognitive
medium access and proposed learning and allocation strategies for distributed
CRs. However, the works in [6–8] assumed that each CR cooperatively follows
the same strategy (protocol). Unfortunately, in the presence of non-homogeneous
spectrum resources this assumption is not valid, as non-homogeneity of spectrum
resources may induce some CRs to deviate from the protocol to maximize their
own usage at the expense of the total CR system throughput. It is useful to study
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these scenarios as a model in which competition and conflict among autonomous
CRs searching multiple channels for spectrum opportunities is analyzed. In this
paper, we build on our previous research presented in [9]. However, different from
this work, in [9] the CRs are assumed to have perfect monitoring, i.e., they get
a perfect signal from which the action of other CRs must be inferred. Different
from our work in [10], in this paper we evaluate the impact of correlation in
channel occupancy by a PU in consecutive time slots.

The paper is organized as follows. The system model is presented in Sect. 2,
while in Sect. 3 we present, analyze and compare the WSLR strategy to
related strategies proposed in other works. Finally, Sect. 4 summarizes our main
conclusions.

2 System Model

We examine a multichannel CR network in which N autonomous CRs have M
potentially available channels. Let M = {1, 2, ...,M} represent the set of (poten-
tially available) channels and N = {1, 2, ..., N} represent the set of autonomous
CRs. We investigate the proposed method under: (1) The (i.i.d.) model of PU chan-
nel occupancy (also adopted by [6]), in which for each channel, the PU activity in a
time slot is independent of the PU activity in other time slots and is also indepen-
dent of the PU activity in other channels; (2) The second model which considers
correlation in channel occupancy by a PU in consecutive time slots. In this model,
the state of each channel is described by a two-state Markov chain, with αi indi-
cating the transition probability for the ith channel from PU-occupied to PU-free
and βi indicating the transition probability from PU-free to PU-occupied. This PU
activity model is also adopted in [11]. We show (see numerical results in Sect. 3.2,
Table 1) that the proposed method is not strongly affected by the stochastic model
of the PU behavior. In this work, for simplicity, we utilize the (i.i.d.) model of PU
channel occupancy for theoretical analysis. The primary user duty cycle statistics
are known to the autonomous CRs. In practice, the autonomous CRs may obtain
the primary user duty cycle statistics through the use of geolocation databases [4].
Each CR can sense only one channel at a time and, due to hardware constraints, at
any given time eachCRcan either sense or transmit, but not both.Toprotect trans-
missions by the incumbent, the detection probability (Pd,i) of an autonomous CR i
is fixed at a desired target value, Pd,i = Pd, for all i ∈ N . In practice, Pd is required
to be close to 1. In the literature this is defined as the constant detection rate (CDR)
requirement [12]. For a fixed target detection probability, the false alarm probabil-
ity of a CR is a variable. In this paper, we consider the effect of varying probabilities
of false alarm.

Different reward values may be associated with potentially available channels.
The difference in reward values of potentially available channels can be due to a
variety of reasons, such as channels with different bandwidth and channels with
different availability for opportunistic use. In sensing-based OSA, when multiple
channels are potentially available for transmissions, time-slotted multiple access
is often adopted [6,13]. In such systems, the primary users and CRs are both
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Table 1. Total average reward per time slot in the CR network and highest average
envy ratio between a pair of CRs in the network as a function of N = M for different
strategies. With and without false alarms.

Pfa = 0, N = M = 4 N = M = 6 N = M = 8∑N
i=1 Gi Υ

∑N
i=1 Gi Υ

∑N
i=1 Gi Υ

rand− C 3.1803 0.8902
0.6804

= 1.3 4.37 0.8902
0.6804

= 1.3 5.3997 0.8998
0.4999

= 1.8

WSLR i.i.d 3.1856 0.7965
0.7962

= 1 4.3374 0.7226
0.7221

= 1 5.3910 0.6617
0.6612

= 1

WSLR Markov 3.2 0.807
0.804

= 1 4.31 0.7186
0.7140

= 1 5.21 0.6516
0.6510

= 1

Rand 1.5 1 2.1996 1 2.8384 1

EWD 1.5697 0.4245
0.2967

= 1.43 2.3501 0.4125
0.2885

= 1.43 3.0367 0.3926
0.2917

= 1.34

Pfa = 0.1, N = M = 4 N = M = 6 N = M = 8∑N
i=1 Gi Υ

∑N
i=1 Gi Υ

∑N
i=1 Gi Υ

rand− C 2.9741 0.8402
0.6982

= 1.2 4.2908 0.8468
0.5773

= 1.47 5.1744 0.8484
0.5200

= 1.63

WSLR i.i.d 2.9949 0.7348
0.7329

= 1 4.2882 0.7222
0.7218

= 1 5.1679 0.6464
0.6441

= 1

WSLR Markov 3.03 0.7597
0.7595

= 1 4.208 0.7023
0.7013

= 1 5.107 0.6388
0.6385

= 1

Rand 1.7640 1 2.5032 1 3.1552 1

EWD 1.8076 0.4798
0.3693

= 1.3 2.6736 0.4638
0.3557

= 1.3 3.4284 0.4394
0.3554

= 1.24

Sensing stage

τs

Data transmission stage

Data transmission
(if channel sensed free otherwise stay quiet)

Acknowledgement stage (if transmission)

Tsense

1

T

1 2 . . .

ith sensing step

i
Data transmission

(if channel sensed free in the ith step otherwise
continue to next step if i < k, else stay quiet)

Acknowledgement stage (if transmission)

a)

b)

Fig. 1. Time slot structure: a) Single-channel sensing policy: When in a given time
slot only one sensing step is available. b) Sequential-channel sensing policy: When in
a given time slot more than one sensing step is available.

assumed to use a time-slotted system, and each primary user is either present
in a channel for the entire time slot, or absent for the entire time slot [6,7].

The sensing stage in each time slot is divided into a number of sensing steps.
Each sensing step is used by a CR to sense a different channel (see Fig. 1). In
practice, improving the sensing accuracy implies increasing the sensing duration,
whereby CRs may not be able to sense all the channels within the duration of
a slot. We evaluate our proposed strategy for the scenario where the number of
sensing steps k that a CR can utilize in a given time slot varies from 1 to M .
If a CR finds a channel free in its ith sensing step, it transmits in that channel.
However, if in all sensing steps channels are found to be busy, then the CR
stays silent for the remaining duration of that time slot (see Fig. 1). When a



598 Z. Khan and J. Lehtomäki

free channel is found in the ith sensing step, the durations of the sensing stage
and data transmission plus acknowledgement stage are iTsense and T − iTsense,
respectively, where Tsense is the time required to sense each channel, T is the total
duration of each slot and T >> Tsense. When multiple autonomous CRs search
multiple potentially available channels, then from an individual CR perspective
one of the following three events will happen in each sensing step: (1) It is the
only one to find a channel free and transmit; the CR then has the channel for
itself for the remainder of the time slot; (2) It finds that the channel is occupied
by the PU or by another CR, then it continues looking in the next sensing step;
(3) It visits a given channel, finds it free and transmits, but so does at least one
other CR; a collision occurs. A CR infers that a collision has occurred whenever
it fails to receive an acknowledgement (ACK) for a transmitted data frame. It
should be noted that in this context, the channel sensing order P, i.e., the order
in which radios competing for the channels visit those channels, will affect their
probability of successful access.

The vector of observation error probabilities is given by e = (Pfa, σ, π), where
Pfa represents the probability of a false alarm, σ represents the probability that
co-channel interference can be tolerated, i.e., when two CRs transmit simulta-
neously on the same channel, one of the transmissions is correctly decoded by
its intended receiver with probability σ, and π represents the probability of a
channel error.

3 An Adaptive WSLR Strategy

In this section, we propose an adaptive Win-shift, lose-randomize (WSLR) strat-
egy, where adaptations are in the autonomous choice, by CRs, of the channel
sensing order. Note that the sensing order that a CR employs can either come
from the space of all permutations of M channels or from some subset thereof.
However, the work in [14] shows that CRs can increase their average number of
successful transmissions by adaptively selecting sensing orders from a predefined
Latin Square of M channel indices. Note that when CRs select sensing orders
from a Latin Square, |S| = M , and two or more CRs can collide only if they
select the same sensing order. We consider the case where each CR employs
a common pre-defined sequence matrix (a Latin Square) Φ to select a sensing
order in which k potential channels are to be visited in a given time slot, where
k takes integer values between 1 to M .

For a given number of channels M there can be many Latin Squares. To
select a sensing order from a common predefined Latin Square, CRs can employ
any of the many Latin Squares. However, to make the analysis tractable, we
assume that each CR employs a circulant matrix (which is an example of a
Latin Square). For example, with M = 3, the circulant matrix Φ is given as:

Φ =

⎛

⎝
s1 1 2 3
s2 2 3 1
s3 3 2 1

⎞

⎠
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Fig. 2. The Win-shift, lose-randomize (WSLR) strategy.

The WSLR strategy is described in Fig. 2. The randomization and switch-
ing phases of the WSLR strategy (see Fig. 2) are explained as follows. In the
randomization phase, each CR utilizes p = [ 1

|S| ,
1
|S| , · · · , 1

|S| ] (| S |-element prob-
ability vector) for the selection of a sensing order. In the switching phase, the
CR updates its current sensing order si to sj where j = (imod | S |) + 1, i.e., in
the next time slot, it shifts to the next sensing order to visit the channels.

The WSLR strategy is meant to address three aims:

1) Convergence: Note that when N CRs independently and randomly (with
equal probability) select a sensing order (among | S |= N sensing orders) in
each time slot, then the probability of arriving at orthogonal sensing orders in a
time slot is (1/N)N

(
N !

)
, and consequently the expected time required to arrive

at orthogonal sensing orders is NN
(
1/N !

)
. Clearly, this random strategy is inef-

ficient as even when a CR attains a singleton status, i.e., the sensing order it
has selected was not selected by another CR, it randomizes and with high prob-
ability it may lose the singleton status in the next time slot. In contrast to that,
the WSLR strategy requires that singleton CRs should shift and non-singleton
CRs should randomize. This reduces the number of CRs that randomly select a
sensing order in the next time slot and hence increases the probability of arriving
at orthogonal sensing orders. Hence with perfect private monitoring the WSLR
strategy converges to conflict-free (orthogonal) sensing orders (provided that the
number of CRs is less than or equal to M). For detailed proof of convergence
of adaptation based sensing order selection strategies, we have results in [19,
Theorem 4.1 and 4.2].

Unfortunately, when π > 0 (channel errors), in a given time slot if all the
CRs have orthogonal sensing order selections, then an unsuccessful transmission
(due to channel error) in any later time slot will lead a CR to erroneously
move from shifting to randomization phase, in which case orthogonality may
be lost, leading to reduced reward values. However, in Sect. 3.2 we show that for
imperfect private monitoring our proposed strategy enables the CRs to increase
their expected reward as compared to the random selection of sensing orders
and other strategies.
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2) Intertemporal sharing of rewards: Since different sensing orders may result in
different rewards, intertemporal sharing of the sensing orders among autonomous
CRs is achieved by allowing a CR to shift to the next sensing order if it has not
observed an unsuccessful transmission, i.e., private outcome (U), in the previous
time slot.

3) Discourage deviations: To discourage deviations, i.e., the CRs that select
the sensing orders with higher rewards may prefer to again select those sensing
orders in the next rounds, some punishment mechanism must be devised. This is
achieved by triggering a switch to the randomization phase when an unsuccess-
ful transmission is observed. Section 3.1 will further describe how the proposed
mechanism discourages deviations by any of the autonomous CRs.

3.1 Analysis of the Adaptive WSLR Strategy

Without loss of generality, we assume that the channels are ordered by increasing
probability of the PU being present, i.e., θ1 ≤ θ2 ≤, · · · ,≤ θM . For efficient
channel utilization, we consider the scenarios where the N CRs utilize the N top
rows of Φ for the selection of sensing orders. This is reasonable as the channel
indices 1, 2, ...,M are ordered by increasing probability of the PU being present,
hence the top N rows of Φ dominate in terms of having channels (in their initial
columns) where PU’s are less likely to be present. Note that for N = M , the
entire matrix Φ is utilized by a CR for the selection of sensing orders. Let SN

represent the matrix of the top N rows of Φ.
Next, through extensive simulations, we analyze and compare the perfor-

mance of the WSLR strategy for perfect and imperfect private monitoring.

3.2 Simulation Results and Comparison with Other Strategies

Using simulation our aim is to compare the performance (e.g., in terms of total
average reward per time slot in the CR network, expected reward of a CR per
time slot, and the maximum envy ratio between a pair of CRs) of the WSLR
strategy against: (1) When all CRs utilize random selection of sensing orders,
Rand strategy ; (2) the randomize after every collision (rand-C) strategy pro-
posed in [6]. In the rand-C strategy, initially each CR independently and ran-
domly (with equal probability) selects a sensing order. In the next time slots,
a CR randomly (with equal probability) selects a new sensing order only if it
has experienced a collision in the previous slot; otherwise, it retains the previ-
ously selected sensing order; and (3) An autonomous CR i considers deviating
from the WSLR strategy while all other CRs follow the strategy. The stud-
ied deviations by the CR i are: (a) Always select the preferred sensing order
s1 = (1, 2, ...,M), fixed deviation (FD); (b) Always select s1 with probabil-
ity q = 0.75 and s2 with probability (1 − q), weighted deviation (WD); and
(c) Always select s1 with probability q = 0.75 and s2, s3, ..., sN with probabil-
ities [ (1−q)

(N−1) ,
(1−q)
(N−1) , ..,

(1−q)
(N−1) ], extended weighted deviation (EWD). Moreover,
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we also evaluate the effect of varying the number of sensing steps on the perfor-
mance of the proposed scheme. Note that calculations for expected reward per
time slot of the CR i (Gi) are performed by Monte Carlo method using 15,000
Monte Carlo runs for dynamic channel selection process using different scenarios.
Θ = (0.1, 0.2, 0.2, 0.3, 0.3, 0.5, 0.5, 0.5, 0.5, 0.5) is utilized PU duty cycle statistics
vector (i.i.d PU occupancy model) for channels 1 to M respectively. For Markov
Occupancy model, (0.6000, 0.6000, 0.6000, 0.6000, 0.6000, 0.5, 0.5, 0.5, 0.5, 0.5)
is the vector of αi’s (see Sect. 2 for details) and (0.0660, 0.1500, 0.1500, 0.2600,
0.2600, 0.5, 0.5, 0.5, 0.5, 0.5) is the vector of βi’s for 1 to M channels respectively.

In Table 1, we evaluate different strategies in terms of the total average reward
per time slot in the CR network and the highest envy ratio between a pair of CRs.
Table 1 shows that the proposed method is not strongly affected by the stochas-
tic model of the PU behavior. It also shows that the WSLR strategy performs
equally well as the rand-C strategy in terms of maximizing the total average reward
per time slot and performs significantly better in terms of ensuring envy-freeness
among the competing CRs. It can also be seen from Table 1 that the random selec-
tion of sensing orders (rand) significantly reduces the total average reward per time
slot in the CR network. When a CR considers deviating, while all other CRs follow
the WSLR strategy, (see EWD in Table 1), it can be seen that there is no incen-
tive in deviation from the WSLR strategy. Moreover, a deviating CR significantly
reduces the total expected reward per time slot as compared to when all the CRs
adopt the WSLR strategy. Figure 3a and b evaluate the expected reward per time
slot achieved by aCR iusing the different strategies under different scenarios, when
CRs have perfect private monitoring and when their private monitoring is imper-
fect. From the two figures we can see that the WSLR strategy achieves the highest
expected reward per time slot for the CR i as compared to when it considers devi-
ating (while all the other CRs follow the WSLR strategy) and when all N CRs in
the network utilize random selection of sensing orders. Note that in Fig. 3a and b,
the loss in the expected reward of the CR i (when it adopts the WSLR strategy or
random selection) is due to the non-homogeneity in channel availability statistics.
The availability probabilities of the first 5 channels are at least 70 %, and the avail-
ability probabilities of the last five channels are 50 %. Hence, as N = M increases,
the expected reward of the CR i decreases, as with the increasing number of CRs
the number of potentially available channels also increases but with high proba-
bility of a PU being present. Figure 3c evaluates the effect of varying the number
of sensing steps on the performance of the different strategies in terms of expected
reward of the CR i per time slot. It can be seen in Fig. 3c that when all the CRs with
utilize the WSLR strategy then the expected reward per time slot of a CR increases
as the number of sensing steps increase. However, it can also be seen in Fig. 3c that
for the deviating CR (when all other CRs follow the WSLR strategy) there is little
or no gain when more sensing steps are utilized for sensing. This is because for a
given N and M , as k increases and when all the CRs utilize the WSLR strategy,
it becomes more likely for a CR to find free channels in the later sensing steps as
the WSLR strategy allows them to arrive at conflict-free allocations. When a CR
deviates (while all other CRs stay on the WSLR strategy), the CR can either find
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Fig. 3. a) and b) Expected reward per time slot of the CR i (Gi) as a function of
N = M CRs for different scenarios. c) Expected reward per time slot of the CR i as
a function of the number of sensing steps k, with N = 5 CRs, M = 9 channels. PU
occupancy model is i.i.d.

a free channel in its initial sensing steps (when the CR is the sole radio following
this sensing order) as it selects with high probability the sensing order s1 in which
the availability probabilities of the first 2 channels are at least 90 %, or else it may
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collide with the other CRs (when some other CR also selects the same sensing
order) and fail to find a free channel during that time slot. Hence, increasing the
number of sensing steps has either little or no gain for the deviating CR i.

4 Concluding Remarks

We have studied the problem of coexistence and competition among multiple
autonomous CRs for a shared pool of non-homogeneous spectrum resources. For
efficient and fair co-existence, we present an adaptive WSLR strategy that does
not require coordination from a centralized entity and utilizes noisy feedback
(imperfect signals) to infer the actions of other CRs. To analyze the impact of
imperfect signals of a CR on the performance of the proposed WSLR strategy,
using simulations, we have explored the effects of false alarms, channel errors and
co-channel interference tolerance on the performance of our proposed strategy.
We have shown that the proposed strategy increases the average number of
successful transmissions in the network and minimizes the payoff distribution
conflict among competing CRs.
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Abstract. LTE-Unlicensed (LTE-U) involving the deployment of LTE
in unlicensed bands has been gaining significant interest lately. The stan-
dardization of LTE-U has been proposed for Release 13 of 3GPP LTE.
The two main requirements mandated for such an operation are the
coexistence mechanisms with the WiFi systems and the sensing before
transmission by an LTE-U device. Often in literature the interference
in the LTE-U scenario is modeled as white Gaussian noise. There is a
need to understand the properties of interference in such scenarios more
accurately by taking into account the physical layer specifications of the
LTE and the WiFi standards. To this end, we analyze the interference
generated by a WiFi transmitter at an LTE receiver and characterize
its correlation properties. We show that the interference powers across
the LTE subcarriers exhibit a periodic behavior and that this can be
exploited to develop sensing schemes selective to WiFi signals.

Keywords: LTE-U · WiFi · Interference · Statistics · Sensing · LBT

1 Introduction

The deployment of LTE systems [1] in the unlicensed spectrum, referred to as
LTE-Unlicensed (LTE-U), has been gaining interest recently [2,3]. Even though
an unlicensed spectrum is less reliable than a licensed spectrum, the LTE base
stations (BSs) with carrier aggregation (CA) capabilities can potentially exploit
the unlicensed spectrum to their advantage, improving their data rates [2].
Another possibility of interest is to consider LTE small cells as an alternative to
WiFi small cells as illustrated in Fig. 1. One of the major issues in this context
is the coexistence with other systems operating in the unlicensed band such as
WiFi [2–9]. LTE, being developed originally for the licensed spectrum, lacks the
required coexistence mechanisms for the unlicensed band. Due to these reasons,
researchers from academia as well as industry have been studying this problem
recently. Introducing a duty cycle in the LTE transmission is often considered as
a suitable modification for enabling coexistence with the WiFi systems. In the
throughput analysis of an LTE system for such situations, the WiFi interference
when present is often treated as white noise [4–6]. However, it has been pointed
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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out that the WiFi and the LTE systems have different physical layer character-
istics and there is a need to study the impact of these differences [7] which we
attempt to address in this work.

Most of the common WiFi standards such as 802.11a, 802.11n, 802.11ac
etc. use an orthogonal frequency division multiplexing (OFDM) transmission
with a subcarrier spacing of 312.5 kHz whereas the subcarrier spacing in LTE
is 15 kHz. In the first part of this work, we analyze the properties of the co-
channel interference generated by an OFDM WiFi transmitter at an LTE device.
Starting from the continuous-time formulation of a WiFi signal, we derive the
expression for the resulting co-channel interference due to the WiFi signal at
the LTE subcarriers under a multipath propagation channel. Furthermore, the
cross-correlation properties of the interference at the different subcarriers are
derived and the accuracy of the analysis has been confirmed through simulations.
Since the LTE subcarriers are significantly narrower than the WiFi subcarriers,
the correlators corresponding to the subcarriers in an LTE receiver essentially
perform a spectral analysis fine enough to measure the spectrum between the
WiFi subcarriers. Each subcarrier in WiFi has a Sinc shaped spectrum which
causes the power spectral density (PSD) of a WiFi signal to fall and rise from
one WiFi subcarrier to the other. Because an LTE receiver is able to observe
these variations, the WiFi interference power decreases and increases across the
LTE subcarriers with a period corresponding to the WiFi subcarrier spacing. It
is also shown that the magnitudes of the off-diagonal elements in the covariance
matrix of the WiFi interference contributions at the different subcarriers are
significantly smaller than that of the diagonal elements in the covariance matrix.
We also provide a brief discussion of some of the implications for an LTE system.

Another requirement for LTE-U is the inclusion of sensing before transmis-
sion (SBT), also known as listen before talk (LBT) [2,8,9], to check the avail-
ability of a channel. The regulations governing the operation in the unlicensed
spectrum in certain countries make this feature mandatory. The sensing func-
tionality may be introduced at both the LTE transmitters and the receivers.
Since multiple devices may be present within an LTE small cell, enabling the
sensing at the devices can help to overcome the hidden node problem as illus-
trated in Fig. 1, where the LTE transmitter’s sensing is rendered ineffective by

WiFi
Transmitter

LTE
Transmitter

LTE
Receiver

WiFi
Receiver

Fig. 1. WiFi-LTE interference scenario.
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the blocking wall. Numerous algorithms for SBT have been developed in the
context of cognitive radio (CR) systems such as energy detection (ED), cyclo-
stationarity detection (CD) etc. [10]. Among them, ED has the least complexity.
However, its operating point on the receiver operating characteristic (ROC) is
highly sensitive to noise variance estimation errors. Algorithms based on CD
are more complex but they do not require the knowledge of the noise variance
making them constant false alarm detectors (CFADs). Though these algorithms
may be useful, our interest is to find CFADs that can be easily incorporated
into LTE devices. Therefore, in the second part of this work, we propose a sens-
ing technique for WiFi signals, namely autocorrelation feature detection (AFD),
that makes use of the periodic variation of the WiFi signal power across the
LTE subcarriers and does not require the knowledge of the noise variance. This
scheme can be easily implemented in LTE devices because it utilizes the signals
received at the LTE subcarriers. The signal powers across the subcarriers can
be interpreted as a PSD. As the PSD and the autocorrelation function (ACF)
are Fourier transform pairs, the periodic fluctuations in the PSD indicate strong
peaks in the ACF. The period of these fluctuations is equal to the WiFi sub-
carrier spacing (312.5 kHz) and the corresponding peaks in the ACF occur at
± 1

312.5 kHz = ±3.2µs. Since this location is determined by the subcarrier spacing
of the WiFi system, it is unlikely that signals other than a WiFi signal generate
significant contributions at the feature position. In addition, we also obtain an
approximate analytical expression for the false alarm probability of the AFD. It
turns out that the analytical result agrees well with the false alarm probability
achieved in the simulations. Our results show that the detector achieves a good
detection performance even at low signal-to-noise ratios (SNRs) and that AFD
can successfully distinguish a WiFi signal from an LTE signal. Furthermore,
provided that the signal is contained in the sensing bandwidth, the AFD’s per-
formance is not affected by frequency offsets. Even for a low sensing bandwidth,
the algorithm yields a decent performance which might turn out to be useful for
LTE-M devices with low bandwidths designed for machine-type communications
[13]. Excluding the OFDM discrete Fourier transform, which already is imple-
mented in LTE devices, the complexity of this method is comparable to that of
a time-domain ED with the same sensing duration.

The paper is organized as follows. Section 2 describes the system model and
provides an analysis of the WiFi signal at the LTE subcarriers. In Sect. 3, the
problem of SBT is introduced, the AFD is developed and its performance is
evaluated via simulations. Section 4 concludes the paper.

2 System Model

The continuous-time signal transmitted by a single antenna WiFi transmitter
can be written as

s(t) =
√

P
∑

k∈F

∞∑

l=−∞
ak,lrect

(
t + Tcp − lT

T

)
ej2πfk(t−lT ), (1)
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where ak,l is the zero mean transmit symbol with unit variance at subcarrier
k of frequency fk, which is an integer multiple of the subcarrier width Δf ,
and OFDM symbol l. F is the set of active WiFi subcarrier indices, rect( t

T )
represents a rectangular pulse with an amplitude of 1 situated at the interval
[0, T ], Tu = Δf−1 denotes the duration of the useful part of the OFDM symbol,
Tcp stands for the duration of the cyclic prefix (CP) used in WiFi, and T =
Tu + Tcp is the duration of an OFDM symbol in WiFi. P refers to the transmit
power per subcarrier. For typical WiFi systems, the values of these parameters
are Tu = 3.2µs, Δf = 312.5 kHz, Tcp = 0.8µs and T = 4.0µs. For an Mτ -tap
discrete multipath channel with the weight function h(t, τ) =

∑Mτ −1
m=0 hm(t)δ(τ−

τm) (hm(t): channel coefficient of the mth path at time t, τm: delay of the mth
path, Mτ : number of paths), the received signal contribution from the WiFi
signal can be expressed as

r(t) =
∫ ∞

−∞
s(t − τ)h(t, τ)dτ (2)

=
√

P
∑

k∈F

Mτ −1∑

m=0

φmk

∞∑

l=−∞
hm(lT )ak,lθklrect

(
t − τm + Tcp − lT

T

)
ej2πfkt,

(3)

where φmk = exp(−j2πfkτm) and θkl = exp(−j2πfklT ). Here, we assume that
hm(t) remains constant within symbol intervals [lT, (l+1)T ],∀l. The contribution
from r(t) at a given subcarrier of frequency νi of an LTE receiver for the pth
OFDM symbol, gip, can be obtained as follows

gip =
1

Tu1

∫ pT1+Tu1

pT1

r(t)e−j2πνitdt (4)

=
√

P

Tu1

∑

k∈F

Mτ −1∑

m=0

φmk

∞∑

l=−∞
hm(lT )ak,lθkl

×
∫ pT1+Tu1

pT1

rect
(

t − τm + Tcp − lT

T

)
ej2π(fk−νi)tdt (5)

=
√

P

Tu1

Mτ −1∑

m=0

∑

k∈F

∑

l∈L(p,τm)

φmkhm(pT1)ak,lθkl

∫ tn(l,τm,p)

te(l,τm,p)

ej2π(fk−νi)tdt

︸ ︷︷ ︸
βki(l,τm,p)

, (6)

where Tu1 ≈ 66.7µs is the duration of the useful part of an LTE OFDM symbol
which is equal to the reciprocal of the subcarrier width in LTE Δf1 = 15 kHz,
T1 ≈ 71.4µs represents the duration of an LTE OFDM symbol including its
CP, and L(p, τm) is the set of symbols which fall within the integration interval.
te(l, τm, p) and tn(l, τm, p) are the earliest and the latest time positions, respec-
tively, of the lth WiFi symbol received over the mth path if this contribution lies
in the integration interval of the pth LTE symbol. Here, we have also assumed
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that the channel remains constant within an LTE symbol interval. βki(l, τm, p)
can be simplified as follows

βki(l, τm, p) =

⎧
⎪⎨

⎪⎩

tn(l, τm, p) − te(l, τm, p), if fk = νi,

ej2π(fk−νi)tn(l)−ej2π(fk−νi)te(l)

j2π(fk−νi)
, otherwise.

(7)

Now, assuming uncorrelated transmit symbols and uncorrelated path gains, the
correlation between the WiFi interference at subcarriers i and i − o for the pth
LTE symbol can be calculated as

rf,p(i, o) = E[gipg∗
(i−o)p] =

P

T 2
u1

Mτ −1∑

m=0

Pm

∑

k∈F

∑

l∈L(p,τm)

βki(l, τm, p)β∗
k(i−o)(l, τm, p),

(8)

where Pm = E[|hm(pT1)|2], assuming weak-sense stationary channel coefficients.
For typical channels with maximum excess delay less than the cyclic prefix
length used in LTE systems, the time correlation rt,i(p, o) = E[gipg

∗
i(p−o)] is

zero for |o| > 1 as the contributing symbols are uncorrelated. As gip and gi(p±1)

may share the same OFDM symbol at the integration boundaries, rt,i(p, o) may
be non-zero for |o| = 1. However, this effect can be considered to be weak as
the number of unshared symbols is about 15. It is also of interest to compute
the correlation between interference at different subcarriers for a given channel
state h = [h0(pT1), · · · , hMτ −1(pT1), τ0, · · · , τMτ −1]T , denoted as rf,p(i, o,h).
This parameter is of relevance to channel coding/decoding, link adaptation etc.
which are performed over short intervals over which the channel is essentially
static, and can be expressed as follows

rf,p(i, o,h) = E[gipg
∗
(i−o)p|h],

=
P

T 2
u1

∑

k∈F

Mτ −1∑

m=0

Mτ −1∑

n=0

hm(pT1)h∗
n(pT1)φmkφ∗

nk (9)

×
∑

l∈L(p,τm)∩L(p,τn)

βki(l, τm, p)β∗
k(i−o)(l, τn, p). (10)

Simulations have been performed in order to confirm the anaytical results.
In our simulations, random 16-QAM symbols have been selected as transmit
symbols. The WiFi subcarrier frequencies used are Δf ×[−26, · · · ,−1, 1, · · · , 26]
and an oversampling of 8 times the sampling rate of a 20 MHz LTE receiver
is used to avoid aliasing effects. The analytical and simulation results for the
correlations are presented in Figs. 2 and 3 which shows rf,p(i, 0) and rf,p(i, 0,h).
The simulation results agree well with the analytical expressions. In both figures,
it can be seen that the power fluctuates with a period of Δf

Δf1
≈ 20 subcarriers.

This is because the magnitude of βki(l, τm, p) is inversely proportional to the
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Fig. 2. Variance rf,p(i, 0) of gi0 for a single tap channel with P0 = 1.

Fig. 3. Variance rf,p(i, 0,h) of gi0 for a two tap channel with h0(t) = 1, h1(t) = 0.5,
τ0 = 0.0µs and τ1 = 0.5µs.

Fig. 4. Cross-correlation rf,0(i,−1,h) for a single path channel with h0(t) = 1, τ0 =
0.0µs.

frequency separation (fk−νi) and hence, the closer the LTE subcarrier is located
to an active WiFi subcarrier the larger the power collected from it. Results for
the cross-correlation rf,0(i,−1,h) at an offset of −1 are presented in Fig. 4.
The analytical results again agree well with the simulations. It is interesting
to note that the magnitude of the cross-correlation is significantly smaller than
that of the variance in Fig. 3. These results indicate that the interference may be
considered as uncorrelated across subcarriers. However, the significant difference
in interference powers at different subcarriers must be taken into account in
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performance evaluations when WiFi interference is assumed to be present. The
knowledge of these power variations may be exploited to improve the channel
estimation, channel quality computation, resource allocation etc. when a WiFi
signal is interfering at an LTE receiver. Furthermore, since the periodic power
variation is a characteristic of an LTE system with WiFi interference, such a
fluctuation may be interpreted as a particular feature of a WiFi signal and can
be used to distinguish between a WiFi signal and a non-WiFi signal in sensing,
which is further explored in the next section.

3 WiFi Signal Sensing

The sensing before transmission in case of a WiFi signal potentially beginning
at t = 0 by an LTE device is equivalent to a binary hypothesis testing problem
given by

H0 : yip = nip; i = 1, 2, · · · , N ; p = 0, 1, · · · ,M − 1, (11)
H1 : yip = gip + nip; i = 1, 2, · · · , N ; p = 0, 1, · · · ,M − 1,

where H1 and H0 denote the hypotheses where a WiFi transmitter is active
and inactive, respectively. yip is the received sample at the ith subcarrier of
the pth OFDM symbol, nip denotes the circularly symmetric additive white
Gaussian noise (AWGN) at the receiver (nip ∼ CN (0, σ2

n), σ2
n : noise variance)

and gip represents the WiFi signal contribution defined according to (4). The
noise is assumed to be independent and identically distributed (i.i.d.) over the
subcarriers as well as the OFDM symbols with a variance given by σ2

n = N0,P SD

Tu1
where N0,PSD is the noise power spectral density. N and M stand for the max-
imum number of subcarriers (LTE DFT size) and the number of LTE OFDM
symbols used in the sensing process, respectively. We restrict our attention to
sensing schemes that can be implemented in the LTE subcarrier domain and
also without the knowledge of the noise variance, thereby making them suitable
for existing LTE receivers.

3.1 Autocorrelation Feature Detection (AFD)

In this approach, we make use of the periodic fluctuations of the variance of
gip (i = N0, · · · , N1) resulting from the difference in subcarrier widths of LTE
and WiFi systems as illustrated in Figs. 2 and 3. N0 and N1 are adjusted to
select the bandwidth used in sensing. The number of subcarriers used for sens-
ing is Ntot = N1 − N0 + 1 (1 ≤ N0 < N1 ≤ N). According to the LTE
standard, a 20 MHz receiver uses N = 2048 and its sampling frequency is
NΔf1 = 30.72 MHz. For this receiver, setting N0 = 1 and N1 = N selects
the whole 30.72 MHz bandwidth for the sensing process. The time average of
the powers at the different subcarriers can be interpreted as an estimate of the
power spectral density of a WiFi signal after passing through the correlators
corresponding to the LTE subcarriers. Periodic fluctuations in the power spec-
tral density indicate a strong peak in its DFT coefficient sequence, which can
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Fig. 5. Magnitude of DFT of the
sequence in Fig. 2.

Fig. 6. Magnitude of DFT of the
sequence in Fig. 3.

be interpreted as the complex conjugate of an autocorrelation function. If the
averaging is performed over a duration smaller than the coherence time of the
channel, additional peaks may be present whose locations depend on the path
delays. The channel independent peaks in the Ntot-point DFT of the vector
rf,p(0) = [rf,p(N0, 0), · · · , rf,p(N1, 0)]T are fixed by the subcarrier widths and
located at the integer closest to ±NtotΔf1

Δf . They can be considered as a particular
feature corresponding to a WiFi signal.

For Ntot = 2048 (N0 = 1, N1 = 2048), the peaks occur at the normalized
delays ±98 (i.e., ±3.2µs). This is illustrated in Figs. 5 and 6 where the magni-
tudes of the autocorrelation function computed from the 2048-point DFT of the
sequences rf,p(i, 0) (long-term averaging) and rf,p(i, 0,h) (short-term averaging)
are shown. The additional peaks in Fig. 6 are due to the static two path channel.
The results imply that when a channel delay exists at 3.2µs, and the averaging
length is short, this peak is spurious for the detection of WiFi signals. However,
since the maximum delays encountered in indoor small cells environments are
typically much smaller than 3.2µs [11], we can safely assume that the peaks at
±3.2µs are from a WiFi signal. To develop a detector exploiting this feature, we
define ri = 1

M

∑M
p=1 |yip|2, ry = [rN0 , · · · , rN1 ]

T and vy = Fry, where F is the
unitary Ntot-point DFT matrix. ry is a vector of time averaged subcarrier powers
and therefore, its DFT vy is conjugate symmetric. Without loss of generality,
we assume Ntot is even. Let vy(n) indicate the element of vy corresponding to
the normalized delay n. Then, our feature detector is expressed as follows

T2 =
|D1|

∑
n∈D0

|vy(n)|2
|D0|

∑
n∈D1

|vy(n)|2 > t2, (12)

where D0 = {n0} (n0: the positive normalized delay corresponding to the feature
position), D1 = {1, · · · , Ntot

2 −1} ∼ D0 (∼: set difference, |Dk|: cardinality of Dk)
contains all the positive delays except n0 and t2 is the threshold for a desired
false alarm probability which can be computed analytically. In the following,
we assume that H0 holds unless otherwise specified. In this case, ri is the sum
of the squared magnitudes of M i.i.d. complex Gaussian random variables. For
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large M , using the central limit theorem, approximation ri ∼ N (a, b2 − a2)
becomes accurate where a = E[ri] = σ2

n and b2 = E[|ri|2] = σ4
n(1 + 1

M ). Also,
for i �= j, E[rir

∗
j ] = E[ri]E[r∗

j ] = σ4
n. Therefore, ry ∼ N (µr,Cr − µrµ

H
r ),

where µr = σ2
n1 (1:vector with all elements equal to one) and Cr is a circulant

matrix whose first column is given by cr1 =σ4
n1+ [σ4

n

M , 0, · · · , 0]T . Now, E[vy] =
σ2

nF1 = σ2
n[

√
Ntot, 0, · · · , 0]T and using the diagonalization property of circulant

matrices, we obtain E[vyvH
y ] = FCrFH = diag(

√
NtotFcr1) = σ4

n · diag(Ntot +
1
M , 1

M , · · · , 1
M ). This shows that the denominator of T2 is the sum of squared

magnitudes of (Ntot

2 − 2) i.i.d. complex Gaussian random variables which has a
central Chi-squared distribution with 2(Ntot

2 −2) degrees of freedom [12], and the
numerator is Chi-squared distributed with 2 degrees of freedom. Therefore, for
large M , T2 under H0 follows a central F -distribution with 2 numerator degrees
of freedom and 2(Ntot

2 − 2) denominator degrees of freedom [12]. The threshold
for a desired false alarm probability can be obtained using the corresponding tail
probability function. Figure 7 shows the analytical and simulation results for the
false alarm probability for M = 20 and Ntot = 2048. The results indicate that
the approximations adopted provide a sufficient accuracy.

An interesting aspect of this method is that it is unaffected by frequency
offsets that translate the WiFi spectrum to another part of the slice of subcarriers
under inspection. This is because the magnitude of the DFT coefficients is not
affected by translations. Furthermore, this method is quite insensitive to non-
WiFi signals because it targets a WiFi specific feature. It can also be applied in
LTE devices designed for bandwidths smaller than 20 MHz (for e.g., LTE-M [13]).

3.2 Autocorrelation Detection (AD)

If our interest is to detect the presence of any signal (not only WiFi), all the
normalized delays where the signal is expected to have a significant contribution
and the average autocorrelation contribution from noise is zero can be consid-
ered. This is accomplished by setting D0 = {1, · · · , L+}, where L+ is chosen such
that all the DFT coefficients where the contributions of the signals to be detected
have appreciable strengths are included in D0. The threshold for a desired false

Fig. 7. Tail probability of T2 for M = 20 and N = 2048.
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alarm probability can be obtained by performing an analysis similar to the one
used for the AFD.

3.3 Performance Comparison

Simulations have been conducted to compare the performance of the AD and
the AFD. In indoor small cell scenarios, the user mobility is expected to be
quite limited. For example, at a carrier frequency of 5.5 GHz and for a Jakes’
Doppler power spectrum, the coherence time, defined as the time separation
at which the magnitude of the time autocorrelation function of the channel
becomes half of its peak value, for a speed of 7 km/hr is given by 6.7 ms which
spans about 93 LTE OFDM symbols. Since the value of M = 20 used in the
simulations is much smaller than 93, the channel is assumed to be quasi-static

Fig. 8. WiFi signal sensing with
M = 20 (1.4 ms) and Ntot = 2048
(Bandwidth = 30.72 MHz).

Fig. 9. WiFi signal sensing with M =
20 (1.4 ms), Ntot = 1332 (Bandwidth =
20MHz) and a frequency offset of 150Δf1.

Fig. 10. LTE signal sensing with
M = 20 (1.4 ms) and Ntot = 1332
(Bandwidth = 20 MHz).

Fig. 11. WiFi signal sensing with M = 20
(1.4 ms) and Ntot = 128 (Bandwidth =
1.92 MHz).
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over the sensing interval. However, this is not a requirement for the proposed
algorithms. A three tap channel is used with the path delays located at τ0 = 0
µs, τ1 = 1 µs and τ2 = 2 µs, and relative powers of 0 dB, −3 dB and −6 dB,
respectively. The number of channel realizations has been set to 10000. The noise
PSD is calculated as N0,PSD = FrxKBTk where Frx = 8 dB is the receiver noise
figure, KB = 1.38 × 10−23 Ws/K is the Boltzmann’s constant and Tk = 293 K is
the room temperature. The WiFi signal generated in simulations occupies the
central 52 subcarriers other than the DC subcarrier and the LTE signal generated
corresponds to a 20 MHz signal where the central 1200 carriers excluding the DC
carrier are loaded. Three subcarrier slices, corresponding to a spectral width of
30.72 MHz (N0 = 1, N1 = 2048), 20 MHz (N0 = 359, N1 = 1690) and 1.92 MHz
(N0 = 961, N1 = 1088), are chosen to realize different sensing bandwidths.
The SNR is always referred to the total signal power of the original 20 MHz
WiFi signal and a receiver bandwidth of 30.72 MHz for which the noise power
is −91 dBm. The total receive signal power is equally divided between the used
subcarriers and is increased from −115 dBm to −95 dBm, changing the SNR
from −24 dB to −4 dB. The desired false alarm probability is chosen as 0.05 and
the analytical results are used to set the threshold for both the schemes. The
simulation results for the probability of detection (Pd) and the probability of false
alarm (Pf ) are presented in Figs. 8, 9, 10 and 11. AD uses L+ = n0 + 10. The
simulation results show that the achieved false alarm probability is quite close to
the target value, confirming the accuracy of the analysis. AD outperforms AFD
because the former collects the contribution from all significant taps including
the feature. Figure 9 depicts the performance under a frequency offset of 150
LTE subcarrier spacings and demonstrates the immunity of the autocorrelation
based methods to frequency offsets, as discussed in Sect. 3.1. For the very low
sensing bandwidth case of Fig. 11, both the schemes suffer due to the reduction in
number of samples. The impact on the AFD is more significant than on the AD.
However, as shown Sect. 3.1, the noise contributions affecting the test statistic
can be reduced by increasing M and the performance can be improved even for
the low bandwidth cases. Therefore, this method is suitable for LTE devices with
low system bandwidths which might turn out to be useful in LTE-M scenarios
[13]. Finally, the detection performance of the algorithms for a 20 MHz system
when an LTE signal is used instead of a WiFi signal is shown in Fig. 10. As
expected, AD is also suitable for the LTE signal. AFD is not triggered because
it targets a specific feature that results when a WiFi signal passes through an
LTE receiver. Since the maximum channel delay used in the simulation is 2µs,
there is hardly any contribution from the LTE signal at the feature position. Due
to the way T2 is defined, the contribution of the LTE signal in the denominator
of T2 scales down the numerator term more heavily as the LTE signal strength
is raised. As a result, when the signal power is increased, the PDF of T2 under
H1 shifts to the left side compared to the PDF of T2 under H0 and the detection
probability falls below the false alarm probability. This does not occur for a
WiFi signal due to the strength of the feature position in the numerator of
T2. Regarding complexity of the proposed schemes, compared to a time-domain
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energy detector the main increase in complexity stems from the additional DFT
that is needed for each symbol. However, an LTE device already includes a DFT
module as a part of its OFDM receiver. Besides, DFTs can be implemented
efficiently via the fast Fourier transform.

4 Conclusions

In this work, we have analyzed the correlation properties of the interference
introduced by a WiFi transmitter at an LTE receiver. It is shown that the
interference powers across the LTE subcarriers from a WiFI system exhibit a
periodic behavior. The knowledge of this behavior might turn out to be useful in
the design of algorithms for LTE-U scenarios. Furthermore, it is demonstrated
that the periodic variation of the interference can be exploited in sensing, even
by low bandwidth LTE devices, to detect WiFi signals as well as to distinguish
WiFi signals from other signals.
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Abstract. The use of power control (PC) and discontinuous transmis-
sion (DTx) can reduce the average power consumption of mobile base
stations (BS). In this paper, the power consumption of a picocell or
a femtocell are analyzed in a time division multiple access (TDMA)
scenario. The minimization of the power consumption is viewed as a
constrained optimization problem and a closed form of the compromise
between transmit power and transmission time which minimizes the aver-
age power consumption is found. Moreover, we show that for a base
station with a low transmit power and a sufficient power saving during
sleep mode, such as picocells and femtocells, the average power consump-
tion is minimum when the service time is minimized. Finally, numerical
results show that discontinuous transmission greatly decreases the aver-
age power consumption of the base station.

Keywords: Sleep mode · Discontinuous transmission · Green
communications

1 Introduction

Decreasing the power consumption of a mobile network allows to reduce both the
operating cost for mobile operator and the ecological footprint of the network.
It has been shown that deploying more and more pico and femto base stations
can reduce the global carbon footprint of mobile communication technologies
[1]. Moreover, power control and cell DTx allow to curtail power consumption
without reducing users quality of service (QoS).

With cell DTx, the base station can switch between active and sleep mode to
reduce the average power consumption. Two kinds of DTx are possible, dynamic
and quasi-static DTx [2]. With quasi-static DTx cells are switched off or into
deep sleep mode during off peak hours (for some minutes or hours) if there is
no users in the cell coverage. Quasi-static DTx is often used with cell shaping to
reduce the energy consumption of wireless networks [3]. On the contrary, with
dynamic DTx, the base station is switched to sleep mode for a very short time
(a few microseconds). During those short sleeping periods, some of the most
consuming elements of the radio frequency chain such as the power amplifier are
switched off. These two type of DTx were studies during the EARTH project [4].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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An example of use of dynamic DTx can be found in the LTE standard.
Indeed, in this standard, a 10 ms frame is composed by ten 1 ms sub-frames
and up to six of those sub-frames can be MBSFN (multicast broadcast single
frequency network). During a MBSFN sub-frame, the base station is switched
to sleep mode and the power consumption reduced [5]. In [6], the reduction of
power consumption induced by MBSFN sub-frames is studied. In [7], the power
amplifier is switched on and off to save energy while maintaining the cell coverage
and quality of service. In those three papers, power control is not used and user
are always served using the whole available power. Contrary to papers previously
mentioned which only use DTx, in this paper we analyze the joint use of PC and
dynamic DTx to save energy.

In this paper, we suppose that a picocell or a femtocell serves several users
and knows the channel gain and the throughput demand (capacity demand) of
each of them. Time is divided in short time frames (which, for example, can
last 1, 5, 10 or 100 ms as we do not restrict to LTE context). In each frame,
users are served successively using time division multiple access (TDMA) over
the whole available band and when all users have been served, the base station
switches to sleep mode for the rest of the frame. During each frame, each user
is served during a specific service time (duration of data transmission to this
user). This service time must be adjusted so that each user has a certain QoS
(capacity demand) while minimizing the average power consumption of the base
station. The optimization problem solved in this paper has already been raised
in [8] with simulation results but we propose here a closed form solution.

We are in a Cognitive Green Radio (GR) context [9] and the system studies
can be modeled as a simplified cognitive cycle in three steps (sensing, decision
making and adaptation). During the sensing period, the base station collects
the propagation conditions and the capacity constraint of all users. Then, the
service time and transmit power are computed during the decision making period
and applied during the adaptation period to reduce the power consumption. The
simplified cognitive cycle is shown in Fig. 1. In this paper we focus on the decision
making algorithm.

Fig. 1. Simplified cognitive cycle for considered cognitive Green radio scenario
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In this paper, the problem of power minimization is first reformulated before
proposing a resolution scheme. Then, this problem is solved in a closed form. We
show that, in some cases, this closed form solution can be expressed using the
W-Lambert function [10] which is the reciprocal bijection of x �→ xex. Finally,
we show that in a realistic context, the average power consumption of a picocell
or a femtocell is minimized by minimizing the service time.

The rest of this paper is organized as follows. In Sect. 2 the system model is
presented and the optimization problem is introduced. The optimization prob-
lem is reformulated in Sect. 3 and solved in Sect. 4. Finally, in Sect. 5 numerical
simulations illustrate the reduction of power consumption.

2 System Model

The power consumption of a base station can be accurately modeled by a linear
model [8]:

{
Psupply = P0 + mPTX

if 0 < PTX
≤ Pmax

Psupply = Ps else
(1)

where P0 is the static power consumption, Ps the power consumed when the
base station is in sleep mode. PTX

is the transmit power which is below the
maximum transmit power of the base station denoted Pmax. m is the slope of
the load dependence. Figure 2 illustrates the power consumption of the base
station during a TDMA frame.

In [11] the authors list some realistic values for P0, Ps, Pmax, and m. Those
values are mentioned in Table 1.

In this paper, we denote Nu the number of users served by the base station
during a frame, T the frame duration and ti the time used to serve user i.

We denote μi the proportion of time used to serve user i:

μi =
ti
T

(2)

Fig. 2. Variation of the power consumption of a base station during one frame, in this
scheme, three users are served by the base station and the base station switches to
sleep mode until the end of the frame after having served all
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Table 1. Power values for different base stations types from [11]

BS type Pmax P0 m Ps

Macro 20.0 130.0 4.7 75.0

Micro 6.3 56.0 2.6 39.0

Pico 0.13 6.8 4.0 4.3

Femto 0.05 4.8 8.0 2.9

In a TDMA scheme, all users have the same bandwidth denoted B. Moreover,
for each user, the expression of the channel capacity is:

Ci = Bμi log2(1 + ρi) (3)

where ρi is the Signal to Noise Ratio (SNR) of this user. This last is expressed as:

ρi =
P i
TX

|hi|2
N

=
P i
TX

|hi|2
kTB

=
P i
TX

Gi

B
(4)

where P i
TX

the transmit power used for user i, hi is the channel gain, N denotes
the noise power, k is the Boltzmann constant, T the temperature in Kelvin and
Gi = |hi|2

kT is a gain proportional to the channel gain of user i. For a given value
of μi, there is only one value of the transmit power which allows to exactly meet
the capacity constraint Ci and its expression is:

P i
TX

=
B

Gi

(
2

Ci
Bµi − 1

)
(5)

Using Eqs. 1 and 5 we can derive the mean power consumption of the base
station during one frame:

Pmean =

(

1 −
Nu∑

i=1

μi

)

Ps +
Nu∑

i=1

μi

(
P0 + m

B

Gi

(
2

Ci
Bµi − 1

))
(6)

The objective is to minimize Pmean under constraints:

P i
TX

≤ Pmax ∀i ∈ [[1;Nu]] (7)
μi ≥ 0 ∀i ∈ [[1;Nu]] (8)

and
Nu∑

i=1

μi ≤ 1 (9)

3 Problem Reformulation

3.1 Existence of Solutions

Before minimizing the average power consumption, we have to analyze the exis-
tence of solutions. This problem has a solution if and only if the sum of minimum
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portions of time required to serve each user is smaller than 1. We denote μimin

the shortest portion of time which ensures the required QoS of user i. The expres-
sion of μimin is:

μimin =
Ci

B log2
(
1 + PmaxGi

B

) (10)

If μi < μimin the transmit power P i
TX

computed with 5 will be higher than
Pmax and thus the constraint of Eq. 7 will not be met. This value is computed by
using the maximum transmit power Pmax for user i. Thus, the smallest portion
of time necessary to serve all users is:

Nu∑

i=1

μimin =
Nu∑

i=1

Ci

B log2
(
1 + PmaxGi

B

) (11)

And, the ability to serve users can be written as
∑Nu

i=1 μimin ≤ 1, i.e.:

Nu∑

i=1

Ci

B log2
(
1 + PmaxGi

B

) ≤ 1 (12)

3.2 New Formulation of the Optimization Problem

To better understand the problem, we can rewrite Eq. 6 as:

Pmean =

(
Nu∑

i=1

µi

)

P0 +

(

1 −
Nu∑

i=1

µi

)

Ps

︸ ︷︷ ︸
Average static power consumptionPstat

m

+ mB

Nu∑

i=1

µi
1

Gi

(

2
Ci
Bµi − 1

)

︸ ︷︷ ︸
Average dynamic power consumptionP

dyn
m

(13)

The average static power consumption P stat
m is minimized when

∑Nu

i=1 μi is
minimum (when the values of μi are set to μimin). In opposite, the dynamic
power consumption P dyn

m is minimized when the power is spread over time.
Resolving this optimization problem is equivalent to find, for each user, the best
compromise between these extremes.

P stat
m and P dyn

m have an upper and a lower bound.

0 ≤ P dyn
m ≤ mPmax and Ps ≤ P stat

m ≤ P0 (14)
Those bounds can be used to see the relative importance of P stat

m and P dyn
m .

We can note that for femtocells and picocells, mPmax � Ps. Consequently, the
average static power consumption is much higher than the average dynamic
power consumption.

Constraints of Eqs. 7 and 8 can be rewritten in a single constraint on μi using
μimin. These constraints are equivalent to:

μi ≥ μimin ∀i ∈ [[1;Nu]] (15)

The last constraint remains unchanged as in Eq. 9.
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4 Minimizing Power Consumption

In this section, we denote μi opt the value of μi which minimizes the power
consumption.

4.1 Resolution Scheme

We have,
∂2Pmean

∂μi∂μj
= 0 ∀i 	= j (16)

And,

∂2Pmean

∂2μi
=

mB

Gi
2

Ci
Bµi

(
Ci

B

)2 ln(2)2

μ3
i

≥ 0 μi ∈ ]μimin; 1 ] (17)

Thus, the Hessian matrix of the function of Eq. 13 is diagonal and the ith

diagonal element of this matrix is positive. As a consequence, the function stud-
ied is convex. To solve this non-linear constrained optimization problem with
inequality constraints in a closed form, we use the Karush-Kunh-Tucker (KKT)
conditions. According to these conditions, each inequality constraint must be
considered either as an inequality or as an equality. In other words, among the
2Nu+1 possible Lagrangian, only one leads to the solution. In order to find this
Lagrangian and to solve the optimization problem, the following methodology is
employed:

– Find the optimum of the problem without constraints. After this resolution,
if the result of this calculation satisfies Eqs. 9 and 15, this solution is optimal
and all constraints are strict inequalities constraints;

– If, for user i, the value of μi opt found in the preceding step does not satisfies
Eq. 15, we must set μi opt = μimin;

– If those new values of μi opt, verify the last constraint (Eq. 9) then the problem
is solved, else, the average power consumption is optimal without employing
DTx and is a problem of power allocation. This power allocation problem has
already been formulated in [12] but not solved.

4.2 Users Considered Independently

The values of μi which potentially minimize the mean power consumption are:

μi opt =
Ci ln(2)

B

1
W (

e−1
[
Gi

B
P0−Ps

m − 1
])

+ 1
(18)

In this equation, the function W(.) is the W-Lambert function. This expres-
sion of μi opt is always positive and μi opt decreases when Gi increases.
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If μi opt ≤ μimin, μi opt must be set to μimin. For each user, the value of
P0 − Ps from which μi opt ≤ μimin is:

P0 − Ps =
[
mB

Gi
+ mPmax

]
ln

(
1 +

PmaxGi

B

)
− mPmax (19)

Using the inequality:

ln(1 + x) ≥ x

1 + x
∀x ∈ R

+ (20)

We prove that this value is positive. As a consequence, whatever the value
of the Gi, there is a value of P0 − Ps from which it is preferable to serve the
user with Pmax during μimin. Moreover, the derivative of this expression with
respect to Gi is:

∂(P0 − Ps)
∂Gi

=
m

Gi

[
Pmax − B

Gi
ln

(
1 +

PmaxGi

B

)]
(21)

Using 20, we can see that this derivative is positive. Consequently, the value
of P0 −Ps from which μi opt is equal to μimin increases with Gi. Thus, the lower
is Gi, the more we should serve the user during μimin.

Moreover, there is a value of P0−Ps from which the mean power consumption
is minimum when all users are served during μimin. To compute this value
we assume that the SNR is bounded and we denote ρmax its maximum. As a
consequence, Gi can be upperbounded by :

Gi ≤ ρmaxB

Pmax
(22)

We denote (P0−Ps)l the value of P0−Ps from which all users must be served
using μimin. This quantity can be computed using Eqs. 19 and 22:

(P0 − Ps)l = mPmax

((
1 +

1
ρmax

)
ln(1 + ρmax) − 1

)

≈ mPmax(ln(ρmax) − 1) (23)

In a cellular network, the SNR is generally below ρmax = 1000 (30dB).
Table 2 lists the value of (P0 − Ps)l for each base station type.

For pico and femto base stations, (P0 − Ps)l is slightly higher than current
values. Consequently, almost all users will be served during μimin and only a few
users will be served during a longer time. Thus, the average power consumption
is very close to its minimum when all users are served during μimin. In other
word, a very simple and efficient way to serve all users optimally is to serve them
during μimin with all the available transmit power.

On the contrary, for macro and micro base stations, (P0−Ps)l is greater than
P0 and much greater than the current value of P0 − Ps.
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Table 2. Comparison between current and limit value of P0 − Ps

BS type (P0 − Ps)l Realistic value of P0 − Ps

Macro 556.1 55

Micro 96.9 17

Pico 3.1 2.5

Femto 2.4 1.9

4.3 Constraint on the Sum

A consequence of the results of the previous section is that constraint of Eq. 9
will almost always be met for picocells and femtocells. Moreover, if all users are
served during μimin as previously envisaged the constraint on the sum is always
met.

For macro and micro base stations, (P0 − Ps)l is greater than P0 and much
greater than the current value of P0 − Ps. In this case, the constraint of Eq. 9
will not always be met, and more attention should be paid to the management
of this case. This case will be studied in a future paper.

5 Numerical Results

The model proposed in this paper is new and thus it is difficult to compare it
with the litterature. We use simulations to compare three different strategies:

– A simple strategy with MBSFN suframes: for each user, the number of sub-
frames is chosen so that the channel capacity exceeds its capacity demand.
Only one user can be served in each subframe and up to six subframes can be
switched to sleep mode when they are not used to serve one user.

– The use of DTx only, all users are served during μimin with Pmax.
– The optimal strategy, all users are served during μi opt with the corresponding

transmit power.

The base station is a femtocell and its power characteristics are those of
Table 1. The number of users served by the base station is defined by a Poisson
process with parameter λ = 2. The distance between users and the base station
is uniformly distributed between 10 and 200 meters. TDMA is used to manage
multiple users access. Central frequency is f = 2GHz and a 10 MHz band is
used for all users. The pathloss is computed using the ITU pathloss model for
indoor propagation [13]. With this model, the expression of the pathloss in a
small area is:

L = 20 log10(f) + 33 log10(d) − 28 + Pf (nfloor) (24)

where f is the central frequency in MHz, d the distance between the user and
the base station and Pf (nfloor) the floor penetration loss factor:

Pf (nfloor) = 15 + 4(nfloor − 1) nfloor > 0 (25)
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where nfloor is the number of floors between the base station and the user,
this number is equidistributed between 0 and 5. A log-normal shadowing with a
standard deviation of 10dB is added. Moreover, the antenna gain is zero and the
noise figure is 9 dB for all users. We suppose that the SNR is below ρmax = 30dB
and that all users have the same capacity constraint.

To compute the minimum power consumption, the following algorithm is
used:
1: Compute μimin

2: Compute μi opt, the optimum without constraint using Eq. 18
3: if μi opt ≤ μimin then
4: μi opt = μimin

5: end if
6: if

∑Nu

i=1 > 1 then
7: use an iterative algorithm to compute the optimum (for example the inte-

rior point method)
8: end if

Figure 3 shows the evolution of the average power consumption as a function
of the capacity constraint.

Fig. 3. Comparison between MBSFN subframes, DTx only and the joint use of DTx
and power control

If DTx and PC were not used, the average power consumption would be
P0 + mPmax = 5.2W . Thus, with MBSFN subframes, the power reduction is
between 20 and 26 % whereas, with the proposed DTx, this reduction is between
31 and 42 %.



Dynamic Sleep Mode for Minimizing a Femtocell Power Consumption 627

Moreover, we can see that on Fig. 3 that the circles are on the dashed line.
Thus, for picocells and femtocells, it is optimal to use DTx only. Two reasons
explain this result:

– For femtocells, the average dynamic power consumption is much lower than
the average static power consumption;

– The value of P0 −Ps is close to the limit value (P0 −Ps)l from which all users
must be served during μimin.

This two reasons can be studied independently of one another. We will first
analyze the effect of the reduction of P0 − Ps before showing the effect of an
increase in Pmax (increase of the dynamic power consumption).

On Fig. 3, the evolution of the mean power consumption is nearly linear. To
understand this, we can write the expression of the expectation numerically com-
puted. If all users are served during μimin the expression of this expectation is:

E (Pmean) = Ps + C
[(P0 − Ps) + mPmax]

B
× E

(
Nu∑

i=1

1
log2

(
1 + PmaxGi

B

)

)

(26)

where C is the capacity constraint. As long as this capacity constraint is not too
high, its increase doesn’t change the expectation of the total service time.Thus,
the evolution is linear. For higher capacity constraint, an increase in capacity
changes the number of users served and thus the shape of the curve.

Figure 4 shows the evolution of the mean power consumption versus Ps.

Fig. 4. Evolution of Pmean versus Ps, an increase in Ps slightly influes on the gap
between the power consumption with DTx only and the minimal power consumption

For this simulation, all propagation conditions and the characteristics of the
base station but Ps remains unchanged. The increase of Ps implies a decrease of
P0 − Ps from 1.2 W to 0W.
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Fig. 5. Evolution of Pmean versus Pmax, an increase in Pmax greatly increases the gap
between the power consumption with DTx only and the minimal power consumption

We can see on Fig. 4 that when P0 − Ps decreases, the mean power obtained
by serving all users during μimin becomes slightly higher than the theoretical
limit.

Figure 5 shows the evolution of the mean power consumption versus Pmax

for different values of C.
On Fig. 5 the mean power consumption obtained using μimin is compared

with the theoretical minimal power consumption. When Pmax increases, the gap
between the two curves increases. For example, for a capacity demand of 10
Mbit/s, the use of μimin instead of μi opt increases the power consumption by
5% when Pmax = 0.25W and by 15% when Pmax = 0.5W . Thus, if Pmax is
higher than the values indicate in Table 1, it is no longer optimal to use μimin

for all users.

6 Conclusion

In this paper we studied the compromise between power and time which minimize
the average power consumption of a base station in TDMA. We saw that for
current picocells and femtocells, the power is minimized when the service time
is minimized.

This conclusion is no longer true when the power consumed during sleep
mode (Ps) and the maximum transmit power (Pmax) increase. In particular,
this conclusion is not true for macrocells and microcells. For these base station
types, it is more difficult to find the compromise sought. This case will be studied
in a future work.
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Abstract. The idea to adopt massive arrays for personal radars appli-
cations is facing a rapid growth, thanks to the high scanning resolution
achievable with the large number of antennas employed. In fact, such
multi-antenna systems enable the possibility to detect and localize sur-
rounding objects through an accurate beamforming procedure. In this
paper we show a classical energy-detection approach for target ranging
and localization, where the threshold is designed according to the receiver
noise only, since an ideal laser-beam antenna is considered. Successively,
we show the ambiguities that could arise when the presence of side-lobes
cannot be neglected (e.g., when considering real massive arrays instead
of ideal pencil-beam like radiation patterns) and we propose a set of
guidelines that can be followed from a system design point-of-view to
overcome this issue.

Keywords: Massive arrays · Personal radar · Target detection ·
Side-lobes

1 Introduction

The adoption of massive arrays is facing a rapid growth in several ranging and
localization applications, such as personal radars [1], thanks to the possibility
to achieve a precise and high-scanning resolution given by the large number of
adopted antennas [2].

The concept of personal radar has been recently proposed in [1,3] where it
has been shown the possibility to jointly use millimeter-waves (mmW) and wide-
band massive arrays technologies for indoor environment mapping. Thanks to
this technology, it is possible to avoid the adoption of a dedicated very high-
directional antenna with mechanical steering, as proposed in [4–6], which can
not be easily integrated into portable radar devices. The consequent near-pencil
beam of massive arrays returns a precise angle and range information thus mak-
ing the modeling and characterization of the environment with personal radars
very similar to that based on laser.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2016
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Different literature has been produced for the analysis of the localization
performance of wideband large antenna arrays. In fact, wideband signals are the
best candidate to achieve high ranging performance [7], but a strict phase control
in beamforming, i.e. the adoption of precise and costly phase shifters and delay
lines, becomes necessary to assure a perfect signal alignment. A cheaper and
alternative solution is to adopt digitally controlled phase shifters implementing
a discrete set of phase shifts at the price of a reduced signal alignment and an
increased level of side-lobes [8,9]. Despite the high-ranging accuracy which can be
achieved by the adoption of such systems, all these effects have to be accounted
for when target detection is performed for different steering directions.

In this paper we propose a low-complexity non-coherent detection scheme,
where the detection of objects is performed by a massive array which steers its
beam in different directions in order to detect and localize objects. Thanks to the
near-pencil beam array considered, all the measured contributions are associated
to the considered steering direction. According to the receiver performance, we
describe a set of guidelines to be followed when energy detection with massive
arrays is performed.

The rest of the paper is organized as follows. In Sect. 2 we first show the
threshold design, and successively we evaluate the side-lobe effects when the
previously defined threshold based on receiver noise is adopted. Finally, in Sect. 3
we report a case study where real massive arrays are considered, and we discuss
a possible solution to overcome the issue when energy detection is performed.

2 Target Detection Scheme

The personal radar concept is based on the idea that the surrounding objects are
detected and localized thanks to the beamforming procedure enabled by massive
arrays.

The system herein considered exploits monostatic scattering, i.e. the trans-
mitter and receiver are co-located. For each steering direction θb, the massive
array steers its main beam towards that direction, and collects the overall
backscattered response in order to detect and localize objects. To our purpose,
first we account for a laser-like antenna, with a radiation pattern that permits to
neglect the side-lobes effect, and thus, we adopt a classical constant false alarm
rate (CFAR) approach accounting for the receiver noise only. Second, we focus
our analysis to real antennas in which side lobes might cause false target detec-
tion. In fact, the presence of a target could be detected and assigned in a certain
direction even if it is not effectively located in that part, as shown in Fig. 1. In
addition, they could even cause errors in the ranging procedure, i.e. the distance
of target 1 and 2 of Fig. 1 can be confused. Thus, once the threshold has been
set, we theoretically evaluate the impact of real massive arrays on the detection
performance. For our specific case, we consider massive arrays at 60 GHz which
can be considered a natural candidate for personal radars applications due to
their radiation characteristics.

In the following we describe the receiver scheme considered, and the threshold
design by accounting for an ideal laser-beam antenna.
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Side-lobe direction: θ = θb

Steering Direction: θ = θb

TARGET 1

TARGET 2

Fig. 1. Considered scenario, where for a steering direction θb, the signal reflected from
a target in the side-lobe direction is collected.

2.1 Receiver Scheme

The detection scheme we propose is a non-coherent approach based on energy
detection to account for the complete uncertainty we have on the received wave-
form shape.

For each steering direction θb, define the received signal as

r(t, θb) =s(t, θb) + n(t) (1)

with n(t) indicating the noise term and s(t, θb) the received waveform including
all the signals coming from the steering direction θb.

The received signal is first passed through an ideal bandpass filter with center
frequency fc to eliminate out-of-band noise.1 The filtered signal is denoted by

y(t, θb) = x(t, θb) + z(t) (2)

where x(t, θb) = s(t, θb) ⊗ hF(t) and z(t) = n(t) ⊗ hF(t) with hF(t) being the
impulse response of the filter.

Energy evaluations are performed over time interval TED, with Nbin =
�Tf/TED� representing the number of integration bins each time frame Tf is
divided in, that is

em(θb)=
∫ m TED

(m−1)TED

[y(t, θb)]
2

dt (3)

with m = 1, . . . , Nbin. The detection strategy consists in comparing each element
em(θb) with a threshold ξm. If the energy value of at least one bin is above the
threshold, then the target is detected and it is assumed present in the steering
direction θ = θb.

We define the following two figures of merit: (i) the probability of false alarm
(PFA) PFA as the probability of deciding that a target is detected, when it is
not effectively within the considered scenario, due to presence of receiver noise;
1 This operation is necessary since the receiver is energy-based.
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(ii) the crossing probability Pc as the probability that the threshold is overcome
due to the signal backscattered from a target placed in the scenario.

If the threshold is exceeded for m = m̂, the coordinate m̂ leads to an estimate
of the target time-of-arrival (TOA) and, jointly with the steering direction θb, it
provides the spatial position of the target in surrounding environment. Consider
now the elements em(θb) of the decision energy bins. The presented decision rule
consists in

Decide :

{
Ĥ0 , if em(θb) < ξm ∀{m} ,

Ĥ1 , if ∃ {m} s.t. em(θb) ≥ ξm .
(4)

Define now, for each energy bin, the normalized energy detector test

Λm(θb) =
2

N0
em(θb)

Ĥ1

≷
Ĥ0

ξ̃m (5)

where ξ̃m = N0
2 ξm. According to [10] we have

Λm(θb) =
2

N0

∫ m TED

(m−1)TED

[y(t, θb)]
2

dt � 1
σ2

mN∑

i=(m−1)N

[yi(θb)]
2 (6)

where N = 2WTED, σ2 = N0W is the noise variance, and yi are the sampling
expansion coefficient of the equivalent low-pass (ELP) of y(t) [10], taken at
Nyquist rate W in each interval TED.

2.2 Threshold Evaluation Criteria with Ideal Pencil-Beam Pattern

When an ideal pencil-beam antenna is considered, we aim to preserve that the
probability of false alarm (PFA) due to the receiver noise does not exceed a
certain value. Thus, in the presence of only the noise, i.e. y(t, θb) = z(t), Eq. (5)
can be written as

Λm(θb) =
2

N0

∫ m TED

(m−1)TED

[z(t)]2 dt � 1
σ2

mN∑

i=(m−1)N

(zi)
2

. (7)

In order to set the threshold, it is well known that the output of the energy
detector is distributed according to a central Chi-square distribution, with prob-
ability density function (PDF)

fC(α, β) =
α( β

2 −1)

2
β
2 Γ

(
β
2

) e− α
2 , α≥0 (8)

where Γ(·) is the gamma function [11, p. 255] and β is the number of degrees of
freedom.
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Considering (8), a threshold-crossing event at the mth bin, that is, Λm(θb) >

ξ̃m, results in a single-bin p
(m,b)
FA given by [12]

p
(m,b)
FA = Γ̃

(
N

2
,
ξ̃m

2

)

(9)

with ~Γ denoting the regularized Gamma function [13].
To properly set the threshold, the joint false alarms for all bins have to

be taken into account. Thus, for a considered steering direction θb, the overall
desired false alarm probability is given by

P �
FA = 1 −

Nbins∏

m=1

(
1 − p

(m,b)
FA

)
≈ Nbins · pFA (10)

where we have assumed that all bins are statistically independent and p
(m,b)
FA =

pFA ∀m, and consequently we can set a desired p�
FA per bin as

p�
FA ≈ P �

FA

Nbins
. (11)

Finally we can write

ξ̃ = 2
[
InvΓ̃

(
N

2
,

P �
FA

Nbins

)]
(12)

where InvΓ̃ (·, ·) is the inverse gamma regularized function. Note that with such
approach, the threshold does not depend on the bin index, and it is set to keep
the probability of false alarm (PFA) due to the receiver noise to a desired value
P �
FA.

2.3 Side-Lobes Effects in Energy Detection Schemes

The previous threshold has been set according to a central Chi-square dis-
tribution, having accounted for the presence of the noise receiver only. On
the contrary, during the steering procedure, in real scenarios we associate all
the contributions deriving from the antenna pattern to that of the steering
direction θb.

This approximation is often incorrect, especially when real arrays are
adopted, as shown in Fig. 2. Thus, in order to evaluate the impact of the side-
lobes in the target detection performance, we evaluate the probability that the
threshold is crossed due to the presence of a target in the side-lobe direction. In
particular, define x(t, θb) = xsl(t, θb) the received backscattering response under
the assumption that no target is in the steering direction θb, i.e. the target 1
of Fig. 1 is not present. The new random variable (RV) is now distributed as a
non-central Chi-square distribution

fNC(α, λ, β) =
1
2
e− α+λ

2

(α

λ

)β−2
4

I β
2 −1(

√
αλ) , α ≥ 0 (13)
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ξ

Signal from θ = θb
Signal from θ = θb

bin index

Fig. 2. Example of energy detector output, where energy-bins are compared with the
threshold and might cause errors in the localization procedure.

where Iκ(·) denotes the κth order modified Bessel function of the first kind [11,
p. 374] and probability density function (PDF) fNC(α, λ, β) [10], with β being
the number of degrees of freedom and λ the non-centrality parameter (NCP).

Due to the presence of signals coming from side-lobes direction, the normal-
ized decision variable results into

Λm(θb) =
2

N0

∫ m TED

(m−1)TED

[xsl(t, θb) + z(t)]2 dt � 1
σ2

mN∑

i=(m−1)N

(xsli(θb) + zi)
2

(14)

where xsli(θb) are the sampling expansion coefficients of the equivalent low-
pass (ELP) of xsl(t, θb) [10]. In particular, the presence of xsli(θb) leads to the
non-centrality parameter (NCP) λm(θb) = 2γm(θb) [10,14], where γm(θb) is the
side-lobe-level-to-noise ratio (SLLNR) per bin, given by

γm(θb) =
1

N0

∫ m TED

(m−1)TED

xsl(t, θb)2 dt � 1
2σ2

mN∑

i=(m−1)N

[xsli(θb)]
2

. (15)

A threshold-crossing event at the mth bin, that is, Λm(θb) > ξ̃m, results in
a single-bin p

(m,b)
c given by [12]

p(m,b)
c = Qh

(√
λm(θb),

√
ξ̃m

)
(16)

with Qh(α, β)=
∫ ∞

β
x ( x

α )k−1exp
(
−x2+α2

2

)
Ik−1(αx) dx denoting the generalized

Marcum’s Q function of order h = β/2 [13].
Since the signals components deriving from side-lobes direction are undesired,

we aim that the threshold is not exceeded due to such signals, i.e. p
(m,b)
c ≤ p�

FA.
If it is not the case, target detection and ranging could be wrongly performed. In
the following, the impact of real antenna patterns on the detection performance
is investigated, and possible solutions to counteract such effect are reported.
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3 Case Study

We now consider the previously described system in order to evaluate what
happens when real antennas are employed instead of ideal laser-beam antennas,
which are accounted for the threshold design. Despite the analysis conducted
is general, i.e. it can be applied to any frequency bandwidth, here we focus
on millimeter-waves (mmW) massive arrays, which could be one of the next
fifth generation (5G) key technologies. This choice leads to an effective radiated
isotropic power (EIRP) constrained by Federal Communications Commission
(FCC) regulations as described in [15]. Thus, we first report threshold values
in order to achieve a desired P �

FA based on the receiver noise only. Once the
threshold has been defined, we evaluate the bin-crossing probability for different
values of the non-centrality parameter (NCP), and finally we evaluate possible
values in practical scenarios.

3.1 Threshold Setting

According to the analysis of Sect. 2, we now evaluate the threshold considering
the receiver noise level. In particular, if otherwise indicated, we consider a time
frame Tf = 100 ns, a bandwidth W = 1 GHz and a time integration interval
TED = 1 ns.2 In this way, by setting an overall P �

FA = 10−3, it is p�
FA = 10−5 which

gives the threshold ξ̃� reported in Fig. 3. What it is important to remark is that
such desired normalized threshold has been set according to the noise receiver
only. Consequently, the impact of signals deriving from side-lobe directions has
to be evaluated.

3.2 Side-Lobes Effects

When realistic antennas are adopted, and targets outside the steering direction
are present, the threshold might be overcome. Consequently, such targets are
wrongly associated with θb, which translates into a possible detection and local-
ization error. Thus, by considering (16), it is possible to estimate such effects
when λm(θb) is greater than 0.

In particular, we considered in (16), the ξ� obtained in Fig. 3 in order to
preserve an overall P �

FA = 10−3. The obtained results are reported in Fig. 4,
where it is evicenced that for λm(θb) < 0.2, the single bin p

(m,b)
c is still close to

the desired value of 10−5. On the contrary, if we account for λm(θb) ≈ 2.25, it is
even pc = 10−3 = P �

FA. Obviously, for such values of λm(θb), the system is not
robust for target detection in θb, as it is extremely sensitive to the presence of a
target outside the desired direction.

In the following, we try to map generic values of the non-centrality parameter
(NCP) λm(θb) to those which can be obtained when massive arrays, as the ones
described in [3], are adopted in practical applications.
2 From [16], the threshold is accurate for large values of N , whereas for low W TED

values, approximations could improve the accuracy of the threshold. Here we kept
N = 2 W TED since the effects do not affect the validity of the analysis.
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Fig. 3. Threshold choice in order to guarantee the target p�
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Fig. 4. Bin-crossing probability when the threshold ξ̃� of Fig. 3 is adopted.
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3.3 Numerical Evaluation of the NCP

Considering the previous results, we now map the obtained non-centrality para-
meter (NCP) λm(θb) into possible real values. In particular, we considered a
receiver noise figure F = 4 dB and T0 = 290 K. A simple and practical solution
is to consider free-space propagation from the target to the radar section, and
to assume the entire backscattered energy contained into one bin, which rep-
resents a worst case scenario. Successively, we dimension λm(θb) according to
the expected path-loss of the signal in each bin from a side-lobe direction. We
obtained

λm(θb) = 2γm(θb) =
1
σ2

∫

W

S(f) · G2
sl(f, θb)M

c2

f2 (4π)3 d4m
df (17)

where M is the target radar cross-section in the side-lobe direction,3 Gsl(f, θb) is
the maximum side-lobe gain in the steering direction θb, S(f) is the transmitted
power spectral density (PSD) and dm is the target-array distance. Note that the
power spectral density (PSD) has been set so that EIRP, evaluated according
to Gmax, is compliant with the Federal Communications Commission (FCC)
regulations. In our scenario we fixed EIRP= 30 dBm.

As existing antennas, we consider 15×15 massive arrays, which are a possible
candidate for this kind of applications thanks to their narrow beam [3], by
accounting for a different number of quantization bits which impact in the array
pattern. As an example, Table 1 reports different values of Gmax and Gsl at the
central frequency fc = 60 GHz.4 The side lobe level (SLL) represents the differ-
ence (in [dB]) between the maximum gain and the peak of the main side lobe
Gsl.

In Fig. 5, λm(θb) values are reported according to different quantization bits,
the bin index (i.e. the target distance from the TX/RX) and different values
of M . Consequently, according to Fig. 4, we found that λm(θb) is often above
0.2, which was found as a limit value in order to preserve p

(m,b)
c = p�

FA in the

Table 1. SLL and maximum gain at fc = 60 GHz for different phase compensation
conditions.

θb = 0◦ θb = 20◦

Quantization Gmax [dBi] SLL [dB] Quantization Gmax [dBi] SLL [dB]

Perfect 27.1 23.3 Perfect 26.8 22.8

3 bits 26.9 24.6 3 bits 26.5 20.7

2 bits 26.4 20.6 2 bits 25.9 19.4

1 bit 23.5 16.8 1 bit 22.2 13.6

3 Note that here we neglected the dependency of M with the frequency.
4 The values account also for the spillover loss when massive arrays, such as transmi-

tarrays [2], are excited with an external source.
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Fig. 5. NCP values for different values of M and for θb = 0◦.

10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

3.5
3 bits, M = 0.12 m2

3 bits, M = 0.252 m2

3 bits, M = 0.52 m2

2 bits, M = 0.12 m2

2 bits, M = 0.252 m2

2 bits, M = 0.52 m2

1 bit, M = 0.12 m2

1 bit, M = 0.252 m2

1 bit, M = 0.52 m2

Bin Index

λ
m

(θ
b

=
2
0

◦ )

Fig. 6. NCP values for different values of M and for θb = 20◦.



640 F. Guidi et al.

presence of side-lobes. Note that the values of λm(θb) are also strictly related
to the steering direction. In fact, when electronically beamsteering is performed,
the side lobe level (SLL) might increase, as also reported in Table 1. Indeed, also
the λm(θb) values change, as clearly evidenced in Fig. 6, especially when a low
number of quantization bits is adopted. This effect suggests that the side lobe
level (SLL) should be treated differently for each steering direction, as it is a
key design parameter to be taken into account both for the massive array choice
and for the threshold evaluation criterion. From one side, in order to reduce
the interfering signal coming from directions different from θb, it is important
to reduce at most the side lobe level (SLL): for example, in our case study, at
least 3 quantization bits are required to preserve reliable performance. On the
other side, the choice of the massive array could be jointly performed with other
operations in order to improve the performance. In fact, different techniques
can be adopted in order to counteract side lobes effects on target detection. A
possibility could be the adoption of a side-lobe blanker. In particular, a guard
channel, which can be omni-directional or adaptive according to the direction,
can be implemented to eliminate impulsive interference (hostile or from other
neighboring radars) [17,18]. Analogously, in [19], a technique to mitigate the
image artifacts due to the sidelobes of the random array is reported. All these
solutions are appealing, but they can not be adopted due to their computational
complexity and the use of coherent receivers.

A simple and effective solution could be the conception of new threshold
design strategies, which accounts for both the receiver noise and the impact of
the non-central parameters λm(θb). Future works will consider a constant false
alarm rate (CFAR) approach where the P �

FA and the different level of interferers
per bin are used to properly set the threshold.

4 Conclusions

In this paper we analyzed the impact of massive arrays side-lobes into detection
performance for personal radars applications. In particular, in order to keep both
the antenna array complexity and the cost low, a discrete set of phase shifts are
often adopted for beamforming at the expense of an increased side-lobe level. In
these situations, the design of a threshold accounting only for the receiver noise
is not sufficient to guarantee the correct functioning of the system in terms of
detection performance. In fact, as demonstrated by simulation results, the pres-
ence of side-lobes could drastically increase the crossing probability even when
there is no target in the steering direction. This effect poses several attentions
in the massive array choice according to its maximum side lobe level (SLL).
Future studies will investigate the design of a threshold which accounts for the
side-lobes effect in each steering direction.
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Abstract. In this paper, we investigate energy management strategies
for a small cell base station powered by local renewable energy, local
storage, and the smart grid to simultaneously minimize electricity expen-
ditures of the mobile network operators and enhance the life span of the
storage device. Simulation results in different cases show that important
cost reductions can be achieved by properly using the battery.

Keywords: Green communication · Small cell · Battery · Smart grid ·
Renewable energy · Energy controller

1 Introduction

The increasing growth of data traffic has led to a massive deployment of Small
cell Base Stations (SBSs) to offer improved capacity and coverage [1]. As a con-
sequence, the energy demand of cellular networks is growing, essentially because
of the power consumption done at the level of base stations [2]. Based on this,
managing the energy usage is primordial for Mobile Network Operators (MNOs)
to ensure the economic and environmental sustainability of the future heteroge-
neous cellular networks.

Several concepts have been proposed to improve the energy consumption
in mobile networks addressing network planning, protocols, and equipment [3].
Additionally, a lot of interest has been shown towards Renewable Energy (RE)
usage in cellular networks as it provides the ability to lower the carbon emissions
(by reducing dependence on fossil fuels) and realize long term cost savings thanks
to reduced operating expenditure (OPEX) [4]. Moreover, local harvested energy
enables off-grid base station deployment, where the connection to the electricity
grid is expensive or impossible [5].

The difficulty associated with integrating RE sources is due to their inherent
intermittence. In fact, their power fluctuates over the day and does not always
correspond to the imminent energy demand. Energy storage is then introduced
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to ensure the reliability of RE and maintain the balance between energy supply
and demand. In addition, the Smart Grid (SG) brings new opportunities to
enable a better utilization of RE sources by allowing a two-way flow connection
of decentralized production to the power grid.

In this paper, we are interested in the energy cost minimization of a SBS
powered by the SG, the RE, and a local battery. Existing works in the literature
have adopted two different approaches to address this issue. The first consists on
formulating a cost minimization problem assuming that all the characteristics of
the model are known or perfectly predictable. In this category, Leithon et al. [6]
have studied an offline energy management for green base stations connected to
the SG and equipped with a battery. He showed the impact of different energy
pricing profiles and battery setups on the energy cost by solving the optimiza-
tion problem using the Karmarkar algorithm. The second category uses online
(or adaptive) methods to take into account the uncertainty of power price, pro-
duction, and consumption. In particular, Niyato et al. [7] have investigated an
online stochastic approach based on multi-period recourse to minimize the energy
cost of a SG-powered green micro BS. This study has been extended in [8] by
allowing a two way energy flow between the BS and the power grid. Addition-
ally, by using the Kalman filter to forecast the power consumption and the RE
generation profiles, the benefit of estimation-based models has been discussed
in [9].

It is important to realize that the battery is an expensive investment of the
system, and enhancing its life span is vital for an efficient return on investment.
However, to the best of our knowledge, none of the proposed strategies have taken
into consideration the battery life maximization. This motivated us to investigate
the design of an energy controller and model its stochastic environment to jointly
optimize the energy cost while operating the system in the most effective way
to improve the battery life span.

The rest of the paper is organized as follows. System architecture is provided
in Sect. 2. In Sect. 3, we propose a formulation of the cost minimization problem
while extending the battery life span. Results are presented in Sect. 4. Finally,
conclusions and perspectives are discussed in Sect. 5.

2 System Architecture

In the proposed architecture (illustrated in Fig. 1), the SBS, deployed to offer
high data rate services to local mobile users, is powered by two sources of energy:
the SG and RE. RE usage provides several benefits compared with a classic
grid-powered SBS such as long-term cost savings and reduced carbon emissions.
Moreover, a battery is used as a local storage device to offer flexibility in the
energy utilization. The system is interconnected to the SG in a two-way energy
flow, i.e., energy can be sold or bought from it. Finally, an energy supervision
system (ESS) is in charge of scheduling the energy flow between each component
of the system to reduce the cost of energy transactions with the SG and improve
the battery life span. In the following, we present the chosen model for each
component of the system.
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Fig. 1. System architecture of small cell power supervision.

2.1 Small Cell Base Station Power Consumption Model

We assume that the SBS load ρ follows a non-homogeneous Poisson process,
which intensity depends on time. Additionally, the SBS can be either in the
active state (ρ > 0) or sleep state (ρ = 0). The following equation gives the
overall SBS power consumption PBS [W] as a function of the traffic load [10]:

PBS(t) =
{

P0 + Δp · ρ(t) · Pmax, if 0 < ρ(t) ≤ 1
Psleep, if ρ(t) = 0 (1)

where P0 is the power consumption at the minimum non-zero output power,
Δp is the slope of the input-output power consumption, Pmax is the maximum
output power, and Psleep is the power consumed in sleep mode.

2.2 Energy Storage Model

We use a Lithium-ion battery as the power storage device in our architecture. It
can be charged by the locally produced energy or from the SG, and discharged
to cater the SBS or sell energy to the SG. The battery is described by two
parameters: its power and its State Of Charge (SOC), which describes the present
battery capacity as a percentage of the nominal capacity CN [Ah] (a SOC of
100 % means fully-charged and 0 % means fully-discharged). In the following, we
present the selected models for the battery SOC and power.

State of Charge Model. The SOC variation is generally calculated using
current integration. The rate at which the battery is charged or discharged,
noted Crate [s−1], corresponds to the charge or discharge current intensity i(t)
[A] relative to the battery nominal capacity:

Crate(t) =
i(t)

3600 · CN
(2)
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Periodically, for a given Crate, we use the Ampere-Hour integral model to esti-
mate the SOC variation [11]:

z(t + δt) = z(t) + η

∫ t+δt

t

Crate(u)du (3)

where δt represents the time between two SOC estimations and η is the battery
Coulombic efficiency, equals to ηdis when discharging and ηchg when charging.

Battery Power Model. The battery is a pack that consists of individual
modules, which are composed of cells organized in series and parallel. For sim-
plicity of description, we assume that the battery pack comprises ns cell modules
connected in series, where each cell module comprises an individual cell. The fol-
lowing equation gives a simplified relation between charge or discharge current
i(t) and the voltage of cell k Vk [V] [12]:

Vk(t) = OCV (z(t)) + Rk · i(t) (4)

where OCV [V] (Open Circuit Voltage) is the cell voltage when the cell is dis-
connected from any circuit, z is the battery SOC, and Rk [Ω] is the internal
resistance of the cell k, which depends on several parameters (SOC, current
intensity, temperature, and State Of Health (SOH)) [13]. The OCV relationship
with a given SOC can be measured experimentally by allowing the battery to
reach equilibrium after being disconnected from any load for a long period of
time [14]. Reiterating this method for different SOCs, the obtained OCV-SOC
look-up table can then be used to elaborate an analytical OCV model. In this
paper, we consider an n-order polynomial approximation model such that [15]:

OCV (z(t)) =
n∑

j=0

aj · zj(t) (5)

where (aj)j=1..n are the polynomial coefficients calculated from the experimental
OCV-SOC dependency function.

As a sign convention, we assume that the charge (resp. discharge) current
and power have a positive (resp. negative) sign. Consequently, the power Pbatt

[W ] of the battery can be calculated using the sum of all cell powers :

Pbatt(t) =
ns∑

k=1

i(t) · Vk(t) (6)

From (Eq. 2) to (Eq. 6), and by supposing for simplicity that Crate is constant
during the period δt, we can rewrite the battery power formula as a function of
two consecutive SOC values:

Pbatt(z(t), z(t + δt)) =
ns∑

k=1

n∑

j=0

Aj,kzj(t)z(t + δt)

− Bj,kzj+1(t) + α2 · Rk · z2(t + δt) (7)
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Such that,

Aj,k = α · (aj − 2α · Rk · δ1,j),
Bj,k = α · (aj − α · Rk · δ1,j),

α =
3600 · CN

η · δt

and δ1,j is the Kronecker symbol, equals to 1 when j = 1 or 0 otherwise.

Battery Ageing. In general, batteries must operate within a safe operating
area restricted by temperature, current, and voltage windows [11]. Not respect-
ing these restrictions leads to a rapid attenuation of the battery performance
(capacity loss and decrease of charge and discharge efficiencies) and even results
in safety problem. The voltage restrictions can be translated into recommenda-
tions for the operating range of the battery SOC. In this paper, we restrict the
battery usage on the specific range of the SOC Δsoc = [20%, 90%] (see Fig. 2).
Additionally, by using (Eq. 3), the current restriction can be reformulated as a
limitation of the SOC variation in each decision period:

∀t, ΔSOCmin ≤ z(t + 1) − z(t) ≤ ΔSOCmax (8)

2.3 Harvested Energy Model

A solar panel is used in the proposed architecture to collect solar energy and
transform it into electricity via photo-voltaic (PV) effect. We assume that the
solar radiation Ig [W/m2] varies on a hourly basis and depends on several factors
such as geographical location, time of the day, and local weather.

Let It be the random variable corresponding to the solar radiation at hour
t. The vector (I1, ..., I24) of daily radiation is supposed to follow a multivariate
Gaussian distribution (or Gaussian Process) GP (μirrad,Σirrad), where μirrad is

Fig. 2. Recommendations for the operating range of SOC of lithium ion battery [16].
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a vector of size 1 × 24 composed of the hourly average radiations of the day,
and Σirrad is the covariance matrix 24 × 24. These parameters are inferred from
historical measures of solar radiations during one year [17]. Given the utiliza-
tion of real historical data, the obtained stochastic process can capture all the
phenomena that influence the solar radiation. Then, the hourly photo-voltaic
output power PPV [W] is given by the following relation [18]:

PPV(t) = ηPV · S · Ig(t) (9)

where ηPV is the energy conversion efficiency of the solar panels and S [m2] is
the total panels surface.

2.4 Price Signal Model

Maintaining a permanent balance between the power consumption and produc-
tion is a major requirement for power grid operators to guarantee the security of
energy supply. Dynamic pricing, which consists in varying the energy price with
time, is a promising mechanism to adapt consumption profiles to the energy
availability. In this study, we consider a stochastic dynamic energy price: the
buying price pbuy(t) [$/kWh], i.e., the price at which energy is bought from the
SG, is modeled by the Gaussian process GP (μprice,Σprice), where μprice is a
vector of size 1 × 24 composed of the hourly average buying prices of the day,
and Σprice is the covariance matrix. These parameters are inferred from his-
torical data of electricity pricing for residential customers during one year [19].
Moreover, the price at which energy is sold back to the SG is set proportional
to the buying electricity price such that psell = κ · pbuy [6].

3 Energy System Supervisor

We aim at minimizing the energy expenditures of a SBS powered by the SG,
the RE, and a local battery under the constraint of the battery operating range
Δsoc, ΔSOCmin, and ΔSOCmax defined in Sect. 2.2. This optimization consists
in managing the energy exchange between the SBS and the power grid over a
horizon divided into T decision periods. We consider the length of a period to
be Δt, in which the SBS load, the PV power, and the energy price are fixed.
The ESS, in charge of the energy management, is composed of two layers:

1. The High Level Controller (HLC) minimizes the energy cost by imposing an
objective value of SOC to the battery at each decision period.

2. The Low Level Controller (LLC) manages the energy flow between each sub-
system in real time to realize the HLC objective while respecting the energy
supply-demand balance.

Therefore, the ESS can schedule the amount of energy to exchange with the SG
by selecting a succession of SOCs (the SOC variation means that the battery is
being charged or discharged, see Sect. 2.2). In fact, for a given SOC value, if the
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energy locally produced is not sufficient to power the SBS and the battery, the
LLC can evaluate the missing energy and notify the HLC to buy it from the SG.
Similarly, if the energy produced or offered by the battery is excessive compared
to the consumption, the surplus is sold. In this paper, we focus on the objective
and constraints of the optimization problem at the HLC level to find the optimal
SOC strategy z∗ = (z∗(1), ..., z∗(T + 1)), which are defined as follows:

z∗ = argmin
(z(1),...,z(T+1))∈RT+1

T∑

t=1

p(t) · E(t, z(t), z(t + 1)) (10)

Subject to

E(t, z(t), z(t + 1))
Δt

= PBS(t) + PBatt(z(t), z(t + 1)) − PPV(t) (11)

z(t) ∈ Δsoc, t = 1, ..., T + 1 (12)

ΔSOCmin ≤ z(t + 1) − z(t) ≤ ΔSOCmax, t = 1,...,T (13)

where (z(1), ..., z(T + 1)) is the multivariable decision vector that represents
the battery SOCs over the optimization horizon, E is the amount of energy
exchanged with the SG, and p is the buying energy price when E > 0 or the
selling price when E < 0. (Eq. 10) is the objective function to minimize, which
corresponds to the long term cost due to power transaction with the electrical
grid. At all times, the balance between the power supply and demand is illus-
trated by the constraint (Eq. 11). In addition, during all the decision periods,
the constraints (Eqs. 12 and 13) on the SOC have to be respected to improve
the battery life span.

4 Results and Discussions

We consider a finite horizon of 24 h, i.e., T = 24 and Δt = 1 h. The profiles
illustrated in Fig. 3 describe the average hourly SBS load, solar radiation, and
energy buying price used in our simulations to model the intensity of the SBS
load, the average vector of the solar radiation, and the average vector of the
energy price, respectively. Concerning the SBS, the traffic load grows progres-
sively and reaches the maximum around 21:00-22:00. In addition, we assume
that the traffic between 2:00 and 9:00 is handled by the under-layer macro base
station, such that the SBS load in this period is zero. For the solar radiation,
the profile is characterized by a peak around midday and positive values during
daytime. Finally, the energy price is marked by an increasing trend from low
prices late at night to high values attained during the afternoon.

The battery OCV (Eq. 5) is modeled by a 2nd order polynomial such that
OCV (z(t)) = 2.9 + 0.13 · z(t) − 0.008 · z2(t). Other simulation settings for each
component of the system are summarized in Table 1. Without loss of generality,
we consider that the battery parameters (nominal capacity, cell resistance, and
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Fig. 3. Normalized average solar radiation [17], SBS load (based on [21]), and energy
price profiles [19].

Table 1. Simulation Parameters.

Parameter Value Parameter Value

SBS P0 13.6 W Δp 4

Pmax 0.13 W Psleep 8.6 W

Battery ns 5 CN 12 Ah

∀k Rk 50 mΩ ηchg 96 %

ηdis 100 % z0 30 %

ΔSOCmin −70 % ΔSOCmax 70 %

Solar panel ηPV 14 % S 0.25 m2

Energy price κ 90 %

charge/discharge efficiency) are independent of the SOH, current intensity, and
temperature.

Energy management of the SBS is a challenging issue due to the uncertainty
in the environment. To address this issue, we first solve the non-linear con-
strained problem of Sect. 3 in the ideal case, i.e. the variations of the SBS load,
solar radiation and energy price over all the optimization period are perfectly
predicted by the ESS. The objective is to obtain the maximum performance of
the ESS in term of the energy cost that can serve as an upper-bound in the real-
istic case, where the stochastic variables cannot be totally forecast. To converge
to the optimal solution, we perform multiple runs of the interior-point algorithm
implemented in Matlab [20]. Then we compare the performance of the above
described ideal strategy with three other strategies averaged over five years:

1. The reference strategy systematically buys energy from the SG, in which the
battery and the solar panel are not used.

2. The naive strategy seeks to reduce the immediate energy cost. At each decision
period, either the PV production is sufficient to cover the SBS consumption,
in which case the energy surplus is sold or the SBS consumes more than the
energy produced, in which case the missing energy is purchased from the SG.
Consequently the battery is never used.



650 M. Mendil et al.

3. The optimized strategy utilizes the solution of the optimization problem of
Sect. 3, obtained in the case where the SBS load, the solar radiation, and the
energy price variations correspond exactly to their respective average profiles
(Fig. 3). Consequently, this strategy exploits the a priori knowledge of the
environment to implement the same policy every day, for five years, with-
out further adaptation to the actual variation of the stochastic environment
variables.

Figure 4 represents the average SBS energy consumption, RE production, energy
transactions with the SG, and energy stored in the battery with the ideal strat-
egy. Notice that the energy transaction can be positive or negative, which means
that the energy is purchased or sold to the SG, respectively. In general, the ESS
buys electricity at night, when the PV system can not produce any energy, to
power the SBS or/and store it into the battery. Additionally, we can observe
that the amount of energy purchased from the SG depends closely on the energy
price. Once the PV production becomes available or when the price is high, the
ESS prioritizes the use of the energy produced by the PV panels and the energy
already stored in the battery to feed the SBS, and sells a quantity of the surplus
to the SG. Notice that all the decisions made by the ESS are consistent with
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egy, averaged over 5 years.
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Fig. 7. Normalized strategies accumulated daily cost.

the recommended operating SOC range Δsoc and SOC variations ΔSOCmin and
ΔSOCmax as shown in Fig. 5.

Next we analyze the behavior of the ideal strategy in the light of the three
strategies presented earlier. Figure 6 illustrates how the decisions in each case
impact the hourly energy cost: although powering the SBS is a priority for all
strategies, the energy surplus (when existing) is not similarly handled. On the
one hand, the absence of local storage leads the naive strategy to always sell back
the energy as soon as there is production excess; on the other hand, the ideal
and optimized schemes buy electricity when the price is low and store energy for
later consumption or transaction with the SG.

In Fig. 7, we compare the average cost over a day for each strategy nor-
malized with respect to the reference strategy cost. The largest cost saving of
132 % compared to the reference is naturally achieved in the ideal case. The
information about the energy consumption, production, and price trends car-
ried in the average profiles allow the optimized strategy, even though not being
totally adapted to its environment, to perform only 10 % less compared to the
ideal strategy cost. Finally, the naive strategy achieves only one third of the ideal
strategy cost savings. To finalize, we can observe that the supervised usage of the
battery plays an important role for two reasons: 1. it allows more flexibility in
energy purchase such that the system does not buy electricity only to match the
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energy consumption, but also to feed the SBS later when buying energy becomes
expensive and 2. it creates opportunities to increase the RE value by offering it
to sell when the prices are high.

5 Conclusion

In this paper, we have investigated the impact of using local renewable pro-
duction and local storage to reduce small cell energy expenditures. We have
proposed a controller that can jointly optimize the energy cost and maximize
the battery lifespan. Simulation results have shown that the solution achieves
very large cost reduction compared to basic strategies while respecting the bat-
tery constraints. As a future work, we aim at modeling the battery SOH and
evaluating the quantitative impact of the proposed solutions on the battery life
span improvement. We will also consider an online approach to minimize the
SBS energy cost in stochastic environment.
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Abstract. In this paper, a power control (PC) algorithm for multi-
user Orthogonal Frequency Division Multiplexing (OFDM)-based cogni-
tive cooperative networks under the imperfect spectrum sensing is stud-
ied to minimize total Bit Error Rate (BER) of secondary users (SUs)
under the consideration of maximum transmit power budgets, signal-to-
interference-and-noise ratio (SINR) constraints and interference require-
ments to guarantee quality of service (QoS) of primary user (PU). And
a cooperative spectrum sensing (CSS) strategy is considered to optimize
sensing performance. The worst-channel-state-information (worst-CSI)
PC algorithm is introduced to limit the BER of SUs, which only needs
to operate the algorithm in one link that CSI is worst, while the inter-
ference model is formulated under the consideration of spectrum sensing
errors. In order to obtain optimal solution, the original min-max BER
optimization problem is converted into a max-min SINR problem solved
by Lagrange dual decomposition method. Simulation results demonstrate
that the proposed scheme can achieve good BER performance and the
protection for PU.

Keywords: Cooperative transmission · Imperfect spectrum sensing ·
OFDM-based cognitive radio networks · The worst-CSI PC algorithm

1 Introduction

Cognitive radio (CR), as an efficient technology for next generation of wire-
less communication, can significantly improve spectrum utilization by dynami-
cally detecting spectrum usage and opportunistically accessing the free frequency
band [1]. Generally, power control (or resource allocation) techniques are used
in CR networks (CRNs), which depends on perfect channel state information
(CSI) and spectrum sensing results. In practical CRNs, there are several net-
work types, such as traditional CRNs, cognitive relay networks, OFDM-based
CRNs and multi-antenna CRNs [2].

In order to expand communication scope, cooperative technology is intro-
duced to help primary users (PUs) or secondary users (SUs) for their communi-
cations in CRNs [3]. The earliest emergence of relay networks can be traced back
to the late 1970s, proposed by Dr. Cover in [4,5]. Since cognitive relay networks
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have more advantages than traditional CRNs (i.e., non-relay network), and are
suitable for actual communication scenarios (i.e., heterogeneous networks, 5G
communications), in this paper, we focus on the study of power allocation prob-
lem in multiuser cognitive relay networks.

Currently, power control (PC) as an important role in the performance of
CRNs can provide protection for PU and allow SUs opportunistically transmit
data. In [6], a distributed PC algorithm for a multiuser CRN with multicell envi-
ronments is given to address uplink interference management problem. Due to
the advantage of flexible scheduling spectrum of the orthogonal frequency divi-
sion multiplexing (OFDM) technology, it has been widely introduced to CRNs
[7].

Obviously, the literatures mentioned above only consider PC problem under
perfect spectrum sensing information, which may not be valid in practice due to
time-varying channels, inevitable errors and uncertainties as results of imperfect
spectrum sensing. In order to obtain good system performance and ensure qual-
ity of service (QoS) of SUs and PUs, it is necessary to take errors of spectrum
sensing into consideration. Based on different optimization functions (e.g., min-
imization of total power allocation, maximization of capacity of SUs, maximiza-
tion of energy efficiency, etc.), PC problems with the imperfect spectrum sens-
ing have been studied from various network structures (e.g., traditional CRNs,
OFDM-based CRNs, micro CRNs, etc.). Considering a traditional CRN with the
imperfect spectrum sensing, PC problem is studied in [8]. In [9], for an OFDM-
based CRN, the resource allocation is studied to maximize the overall capacity
of SUs. Considering the imperfect spectrum sensing in CRNs with one primary
network (PN) and many micro CRNs [10], a hybrid spectrum access strategy is
proposed, where the capacity of secondary link is maximized. However, research
of PC problem in cognitive relay networks under the imperfect spectrum sensing
is quite few.

In this paper, a PC algorithm is proposed to minimize total bit error rate
(BER) of SUs in OFDM-based cognitive relay networks under the imperfect
spectrum sensing. Multiple PUs, multiple SUs and multiple relays are consid-
ered in our model. The min-max criteria is used to minimize total BER of SUs
under practical constraints. We convert the original min-max BER optimiza-
tion problem into an equivalent max-min signal-to-interference-and-noise ratio
(SINR) problem solved by Lagrange dual decomposition.

The reminder of this paper is organized as follows. In Sect. 2, system model is
described. Section 3 introduces cooperative spectrum sensing (CSS) scheme and
describes the interference model. Next, PC problem with the imperfect spectrum
sensing is formulated and the algorithm is given in Sect. 4. Section 5 presents
some numerical results and analysis of the system performance. Finally, Sect. 6
provides the conclusion of the paper.

2 System Model

In this paper, we consider an overlay cognitive amplify-and-forward (AF) relay
network with P PUs and L SUs as shown in Fig. 1.(a). The related explanation
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Fig. 1. System model and spectrum sensing networks (Color figure online)

is given in Table 1. The set L = {1, 2, · · · , L} denotes the number of SUs, and
P = {1, 2, · · · , P} denotes the number of PUs, and ∀l, j ∈ L, ∀p ∈ P. Let
SU-T and SU-R (PU-T and PU-R) denote secondary (primary) transmitter and
receiver, and RS denote relay node, respectively. We assume both SUs and PUs
use OFDM modulation mode, in which the total bandwidth is divided into N =
{1, 2, · · · , N} orthogonal subcarriers, and ∀n ∈ N. This model is a dual-hop relay
network in which time-division half duplex relays are used to help communication
of SUs. The direct communications from the secondary source nodes to secondary
destination nodes are not considered. Under overlay spectrum sharing scenario,
multiple source nodes and relays are available to obtain spectrum information
in spectrum sensing phase. Relays first assist SUs to detect vacant bands via
cooperative spectrum sensing, then an access point (AP) collects local detection
results reported by SUs and relays. AP takes fusion criterion and makes a global
decision for data transmission as shown in Fig. 1.(b). Let V n

p and On
p represent

the licensed spectrum unoccupied and occupied over the subcarrier n by the
pth PU, respectively. V̂ n

p and Ôn
p are used to indicate the status of the licensed

spectrum estimated by secondary network.

3 Spectrum Sensing Process

3.1 Cooperative Spectrum Sensing (CSS)

Energy detector (ED) [3] is used by sensing nodes in spectrum sensing phase in
order to make a decision about the spectrum occupied or unoccupied by PUs,
through comparing the energy of received signal with a detection threshold.
We assume that observation time spent by each subcarrier is τ/N , where τ is
the observation time window on the whole licensed spectrum. And each sensing
node that performs ED in a fixed bandwidth for each subcarrier is f . Therefore,
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Table 1. Symbol introduction

Symbol Specification

Pn
p Transmit power of the pth PU-T on subcarrier n

Pn
l,1 Transmit power of the lth SU-T on subcarrier n

Pn
l,2 Transmit power of the lth relay on subcarrier n

hn
l,1 Channel gain of the first-hop of the lth link on subcarrier n

hn
l,2 Channel gain of the second-hop of the lth link on subcarrier n

hn
l,p,1 Channel gain of the lth SU-T to the pth PU-R on subcarrier n

hn
l,p,2 Channel gain of the lth relay to the pth PU-R on subcarrier n

gnp,l,1 Channel gain of the pth PU-T to the lth relay on subcarrier n

gnp,l,2 Channel gain of the pth PU-T to the lth SU-R on subcarrier n

znp,l Sensing channel gain of the pth PU-T to the lth SU-T on subcarrier n

the time bandwidth product on each subcarrier is fτ/N [3]. Let xn
p (i) be the

transmit signal from the pth PU on the subcarrier n, and ∀i ∈ {1, 2, · · · , 2fτ/N}.
The received signal from the pth PU on the subcarrier n at the lth SU-T and
relay is given by

{
yn

p,l,1 (i) =
√

αPn
p zn

p,lx
n
p (i) + nn

p,l,1(i)
yn

p,l,2 (i) =
√

αPn
p gn

p,l,1x
n
p (i) + nn

p,l,2(i)
(1)

where yn
p,l,1 (i) and yn

p,l,2 (i) are the received signal from the pth PU on the
subcarrier n at the lth SU-T and the lth relay. Pn

p is the transmit power of
the pth PU-T on the subcarrier n. nn

p,l,1(i) and nn
p,l,2(i) are the additive noise

on the subcarrier n which are the independent zero-mean white Gaussian noise
(AWGN) with power density N0. α represents the state of the pth PU on the
subcarrier n, which is given by

α =
{

1, On
p

0, V n
p

(2)

When the subcarrier n is unoccupied by the pth PU (i.e., V n
p ), α = 0, other-

wise α = 1. According to energy calculation formula [11], the expressions of the
received signal energy from the pth PU on the subcarrier n at the lth SU-T (i.e.,
En

p,l,1) and the lth relay (i.e., En
p,l,2) are

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

En
p,l,1 =

2fτ/N∑

i=1

∣
∣
∣yn

p,l,1 (i)
∣
∣
∣
2

En
p,l,2 =

2fτ/N∑

i=1

∣
∣
∣yn

p,l,2 (i)
∣
∣
∣
2

(3)
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We assume that channel gains are time-invariant during the sensing phase,
and suppose the decision threshold of energy detector as ε at the lth SU-T and
the lth relay on the subcarrier n. For ∀k ∈ {1, 2, · · · , 2L}, an

p,k is a binary number
denoting the status of comparative results. The decision criterion is

{
Ôn

p , En
p,l,1 ≥ ε

Ôn
p , En

p,l,2 ≥ ε
(4)

an
p,k =

{
1, Ôn

p

0, V̂ n
p

(5)

where V̂ n
p and Ôn

p denote the sensing result of sensing node on the subcarrier n

unoccupied and occupied by the pth PU, respectively.
If En

p,l,1 > ε and En
p,l,2 > ε, it indicates that the lth SU-T and the lth relay

have successfully detected the presence of the pth PU on the subcarrier n that
satisfies the hypothesis On

p (the result of sensing is Ôn
p ). Energy collected in the

process of detecting status of the pth PU on the subcarrier n at the sensing node
in the frequency domain is denoted by En

p,k which serves as a decision with the
following distribution [11]

En
p,k ∼

{
χ2
2u , V n

p

χ2
2u

(
2γn

p,k

)
, On

p
(6)

where u is equal to fτ/N . χ2
2u follows a central chi-square distribution with 2u

degrees of freedom, and χ2
2u

(
2γn

p,k

)
follows a non-central chi-square distribution

with 2u degrees of freedom and a non centrality parameter 2γn
p,k [3]. And γn

p,k

is the instantaneous signal-noise ratio (SNR) of the received signal from the pth

PU at the kth sensing node on the subcarrier n.
In order to insure the generality of the sensing, we take the spectrum sensing

uncertainties into consideration so that we can derive the expressions of average
detection probability, false-alarm probability, and miss-detection probability. In
order to simplify the calculations, we assume that the decision threshold ε is a
constant parameter.

Pn
d,p,k = E[Pr(En

p,k > ε|On
p )] = Pr(χ2

2u(2γn
p,k) > ε) (7)

Pn
fa,p,k = E[Pr(En

p,k > ε|V n
p )] =

Γ (u, ε
2 )

Γ (u)
(8)

Pn
md,p,k = 1 − Pn

d,p,k (9)

where E[·] denotes the expectation and Pr(·) is the probability. Γ (m, x̃) is the
incomplete gamma function given by Γ (m, x̃) =

∫ ∞
x̃

vm−1e−vdv, and Γ (m) is
the gamma function. Pn

d,p,k and Pn
fa,p,k denote the detection probability and

the false-alarm probability. And Pn
md,p,k denotes the probability of the miss-

detection.
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In the next sub-phase, sensing nodes report detection results to AP, which
makes the global decision follow the OR fusion rule [3]

Sn
p =

2L∑

k=1

an
p,k =

{ ≥ 1, Ôn
p

0 , V̂ n
p

(10)

The decision at the kth sensing node is reported to AP and expressed by
an

p,k ∈ {0, 1} for binary phase shift keying (BPSK) modulation. Sn
p denotes a

parameter that clearly identifies the state of the subcarrier n (unoccupied or
occupied by the pth PU). We assume that the distance between any two sensing
nodes (i.e., SUs and relays) is much smaller than the distance from any sensing
nodes to the primary transmitters, so that the received signal at every sensing
node experiences almost identical path loss. Therefore, we can assume that we
have independent and identically distributed (i.i.d.) Rayleigh fading with the
instantaneous SNRs of the received signal from PUs at sensing nodes on the
subcarrier n. Based on the above, we can take false-alarm probabilities Pn

fa,p,k

as identical since Pn
fa,p,k is independent of k, and the global decision of false-

alarm probability can be denoted by Pn
fa (i.e., Pr(Ôn

p |V n
p )). In the case of the

AWGN channel, the detection probabilities at the sensing nodes are independent
of k, so that the detection probabilities are identical and the global decision is
expressed by Pn

d (i.e., Pr(Ôn
p |On

p )). Similarly, taking the global decision of the
missing-detection probability as Pn

md (i.e., Pr(V̂ n
p |On

p )).

Pn
fa = 1 −

2L∏

k=1

(1 − Pn
fa,p,k) ≈ 1 − (1 − Pn

fa,p,k)2L (11)

Pn
md =

2L∏

k=1

Pn
md,p,k (12)

Pn
d = 1 − Pn

md (13)

Considering the error probability (i.e., Pn
e ) of the reporting channel on the

subcarrier n, we change the expression of the miss-detection probability as

Pn
md =

2L∏

k=1

[Pn
md,p,k(1 − Pn

e ) + (1 − Pn
md,p,k)Pn

e ] (14)

3.2 SINR Expression (AF Protocol)

A dual-hop communication link is considered. The first hop instantaneous SINR
on the subcarrier n is denoted by SINRn

l,1, the second hop is SINRn
l,2. For AF

protocol [12], the expression of equivalent SINR of SU link is

SINRn
l,eq = T (SINRn

l,1, SINRn
l,2)

= SINRn
l,1SINRn

l,2
SINRn

l,1+SINRn
l,2+1

(15)
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where
T (x, y) =

xy

x + y + 1
(16)

where x = SINRn
l,1, y = SINRn

l,2.

3.3 Interference Constraint

In order to guarantee the QoS of PUs, the transmit power of SUs and relays
should be probably controlled. Since there is half-duplex scheme at relay nodes,
the interference to the pth PU in each hop can be written as

ISPp
=

L∑

l=1

N∑

n=1

Pr
(
On

p

)
Pn

mdP
n
l,1|hn

l,p,1|2 (17)

IRPp
=

L∑

l=1

N∑

n=1

Pr
(
On

p

)
Pn

mdP
n
l,2|hn

l,p,2|2 (18)

where Pr(On
p ) is a probability that the subcarrier n is occupied by the pth PU.

ISPp
and IRPp

are the interference produced by all SU-Ts and all relay transmit-
ters, which must be limited by the interference temperature (IT) constraints.

4 Proposed Algorithm

The BER expressions at SU-R for multiple quadrature amplitude modulation
(MQAM) (19) or multiple phase shift keying (MPSK) modulation (20) [13] over
the AWGN channel are written as

BERn
l,MQAM =

4
b

(
1 − 1√

M

)
Q

⎛

⎝

√
3b(SINRn

l,eq/b)
M − 1

⎞

⎠ (19)

BERn
l,MPSK =

2
b
Q

(√
2b × (SINRn

l,eq/b)sin
2(

π

M
)
)

(20)

where Q (x̄) = 1√
2π

∫ ∞
x̄

e−w2
2 dw is a Gaussian Q-function. b = log2M , M is the

number of bits of the modulation symbols.
In this paper, a worst-channel-state-information (worst-CSI) PC algorithm

is presented to limit total BER of SUs, which only needs to operate algorithm in
one link that CSI is worst, while keeping the interference leakage to PUs below
the IT level, and the maximum transmit power of SU and the relay below certain
thresholds. Here we introduce the SINRs at SU-R and relay in order to guarantee
the requirement for each hop. Thus, the optimization problem is formulated as
OP1
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OP1 min
Pn

l,1,Pn
l,2

max
∀l

BERn
l

s.t. C1 : 0 ≤
N∑

n=1
Pn

l,1 ≤ Pmax
l,1 , ∀l

C2 : 0 ≤
N∑

n=1
Pn

l,2 ≤ Pmax
l,2 , ∀l

C3 : SINRn
l,1 ≥ SINRn

l,1,th, ∀l,∀n

C4 : SINRn
l,2 ≥ SINRn

l,2,th, ∀l,∀n

C5 :
L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdP

n
l,1|hn

l,p,1|2 ≤ Ip,th, ∀p

C6 :
L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdP

n
l,2|hn

l,p,2|2 ≤ Ip,th, ∀p

(21)

where Pmax
l,1 and Pmax

l,2 are the maximum power budgets of SU-T and relay.
SINRn

l,1,th and SINRn
l,2,th are the SINR thresholds at the relay and SU-R.

Ip,th is the interference threshold prescribed by the pth PU receiver. C1 and C2
represent the transmit power constraints of the secondary system. C3 and C4 are
the SINR constraints to keep basic communication requirements of SUs. C5 and
C6 denote the IT constraints at the source and relay nodes. Since the objection
of OP1 is a monotonic function about the equivalent SINR (i.e., SINRn

l,eq), so
OP1 can be converted into

OP2 max
Pn

l,1,Pn
l,2

min
∀l

SINRn
l,eq

s.t. C1 ∼ C6
(22)

therefore, the original optimization problem (i.e., OP1) becomes a worst-CSI
SINR maximization problem (i.e., OP2). The criterion about selecting the worst-
CSI user is given by ∣

∣hn
l,1

∣
∣2

∣
∣hn

l,2

∣
∣2 ≤ ∣

∣hn
j,1

∣
∣2

∣
∣hn

j,2

∣
∣2 (23)

If the channel gain of two hops can satisfy (23), we regard the lth SU as the
worst-CSI user. OP2 is not convex due to the constraints C3 and C4. In order
to simplify theoretical analysis, we take C3 and C4 on reciprocal, such as

C3 :
1

SINRn
l,1

≤ 1
SINRn

l,1,th

(24)

C4 :
1

SINRn
l,2

≤ 1
SINRn

l,2,th

(25)

i.e.,
Nn

l,1
|hn

l,1|2 +
P∑

p=1
Pn

p
|gn

p,l,1|2
|hn

l,1|2

Pn
l,1

≤ 1
SINRn

l,1,th

(26)

Nn
l,2

|hn
l,2|2 +

P∑

p=1
Pn

p
|gn

p,l,2|2
|hn

l,2|2

Pn
l,2

≤ 1
SINRn

l,2,th

(27)
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where Nn
l,1 and Nn

l,1 denote the additive noise power at the lth relay and SU-R.
Define ⎧

⎨

⎩

Fn
l,1 = Nn

l,1
|hn

l,1|2

Fn
l,2 = Nn

l,2
|hn

l,2|2
(28)

⎧
⎨

⎩

Gn
p,l,1 = |gn

p,l,1|2
|hn

l,1|2

Gn
p,l,2 = |gn

p,l,2|2
|hn

l,2|2
(29)

Then the equivalent SINR is

SINRn
l,eq =

an
l Pn

l,1b
n
l Pn

l,2

an
l Pn

l,1 + bn
l Pn

l,2 + 1
(30)

where an
l and bn

l are given by
⎧
⎪⎪⎨

⎪⎪⎩

an
l = 1

Fn
l,1+

P∑

p=1
Pn

p Gn
p,l,1

bn
l = 1

Fn
l,2+

P∑

p=1
Pn

p Gn
p,l,2

(31)

Further more, to make the equivalent SINR tractable, we adopt the following
approximation [14]

SINRn
l,eq ≈ an

l Pn
l,1b

n
l Pn

l,2

an
l Pn

l,1 + bn
l Pn

l,2

(32)

Define Pn
l,1 = x1, Pn

l,2 = x2, t = 1
SINRn

l,eq
, then

t =
1

SINRn
l,eq

=
1
bn
l

1
x2

+
1
an

l

1
x1

(33)

Therefore, OP2 can be rewritten as

OP3 min
x1,x2

max
∀l

t

s.t. C1 : 0 ≤
N∑

n=1
x1 ≤ Pmax

l,1 , ∀l

C2 : 0 ≤
N∑

n=1
x2 ≤ Pmax

l,2 , ∀l

C3 : 1
an
l

1
x1

≤ 1
SINRn

l,1,th
, ∀l,∀n

C4 : 1
bnl

1
x2

≤ 1
SINRn

l,2,th
, ∀l,∀n

C5 :
L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdx1|hn

l,p,1|2 ≤ Ip,th, ∀p

C6 :
L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdx2|hn

l,p,2|2 ≤ Ip,th, ∀p

(34)

Now OP3 is a convex problem which can be solved by the dual decomposition
method [15].
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First, we give a Lagrange function with the Lagrange multipliers
λl,1,λl,2,λn

l,3,λ
n
l,4,λp,5,λp,6 ≥ 0 as follows

L(t, {λl,1}, {λl,2}, {λn
l,3}, {λn

l,4}, {λp,5}, {λp,6})

= t +
L∑

l=1

(λl,1(
N∑

n=1
x1 − Pmax

l,1 ))

+
L∑

l=1

(λl,2(
N∑

n=1
x2 − Pmax

l,2 ))

+
L∑

l=1

(
N∑

n=1
λn

l,3(
1

an
l

1
x1

− 1
SINRn

l,1,th
))

+
L∑

l=1

(
N∑

n=1
λn

l,4(
1
bnl

1
x2

− 1
SINRn

l,2,th
))

+
P∑

p=1
(λp,5(

L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdx1|hn

l,p,1|2 − Ip,th))

+
P∑

p=1
(λp,6(

L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdx2|hn

l,p,2|2 − Ip,th))

(35)

The dual problem of the Lagrange function (35) is

D(t, {λl,1}, {λl,2}, {λn
l,3}, {λn

l,4}, {λp,5}, {λp,6})

=
L∑

l=1

(
N∑

n=1
min
x1,x2

Ln
l (t, λl,1, λl,2, λ

n
l,3, λ

n
l,4, {λp,5}, {λp,6}))

−
L∑

l=1

(λl,1P
max
l,1 ) −

L∑

l=1

(λl,2P
max
l,2 )

−
L∑

l=1

(
N∑

n=1
λn

l,3
1

SINRn
l,1,th

) −
L∑

l=1

(
N∑

n=1
λn

l,4
1

SINRn
l,2,th

)

−
P∑

p=1
(λp,5Ip,th) −

P∑

p=1
(λp,6Ip,th)

(36)

Define Ln
l as a function of x1 and x2

Ln
l (t, λl,1, λl,2, λ

n
l,3, λ

n
l,4, {λp,5}, {λp,6})

= t + λl,1x1 + λl,2x2 + λn
l,3

1
an
l

1
x1

+ λn
l,4

1
bnl

1
x2

+x1

P∑

p=1
λp,5Pr(On

p )Pn
md|hn

l,p,1|2

+x2

P∑

p=1
λp,6Pr(On

p )Pn
md|hn

l,p,2|2

(37)

Since the primal problem in (34) is convex, strong duality holds, the dual
problems can be solved by an iterative manner using the gradient projection
method [15]. The Lagrange multipliers in (35) can be updated by the sub-
gradient method [15].
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By the Karush-Kuhn-Tucker (KKT) conditions, the optimal transmit power
Pn

l,1 and Pn
l,2 at SU-T and relay can be calculated by ∂Ln

l

∂x1
= 0 and ∂Ln

l

∂x2
= 0,

such as

Pn
l,1

∗ = x∗
1 =

√√
√
√
√
√

1
an
l
(1 + λn

l,3)

λl,1 +
P∑

p=1
λp,5Pr(On

p )Pn
md|hn

l,p,1|2
(38)

Pn
l,2

∗ = x∗
2 =

√√
√
√
√
√

1
bnl

(1 + λn
l,4)

λl,2 +
P∑

p=1
λp,6Pr(On

p )Pn
md|hn

l,p,2|2
(39)

Finally, taking the optimal solutions Pn
l,1

∗ and Pn
l,2

∗ into (19) and (20) respec-
tively, the optimal BER can be calculated.

The computational complexity can be roughly analyzed as follows. The opti-
mal solutions of power allocation in an OFDMA network requires exhaustive
search to find an optimal subcarrier allocation scheme for SUs. Since the number
of subcarriers is N , the computational complexity at subcarrier allocation phase
is O(N). Since there are P pairs PUs, the computational complexity of outer
loop requires a complexity of O(P ). In order to calculate the Lagrange multipliers
λp,5 and λp,6, we should evaluate whether the interference power at PU receiver

is below the interference threshold, i.e.,
L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdx1|hn

l,p,1|2 ≤ Ip,th

and
L∑

l=1

N∑

n=1
Pr(On

p )Pn
mdx2|hn

l,p,2|2 ≤ Ip,th, which introduce O(I · D), where

O(D) is complexity of finding Pn
l,1

∗ and Pn
l,2

∗ under the conditions of con-
vergence respectively. Therefore, the total computational complexity of the
proposed algorithm is the sum of complexities of the aforementioned steps
as O(N)O(P )O(I · D)=O(NPID), where I is the number of iterations in
algorithm.

5 Numerical Results

In this section, we present numerical results to show the effectiveness of the
proposed algorithm. We assume that there are four SUs and relays (i.e., L= 4),
one PU (i.e., P= 1), and four subcarriers (i.e., N= 4), and each SU occupies
one subcarrier. Similar to [16], the normal values of the interference channel
gains hn

l,p,1, hn
l,p,2, gn

p,l,1 and gn
p,l,2 are selected from the interval (0,0.3) respec-

tively. The normal values of the channel gains hn
l,1 and hn

l,2 are randomly chosen
from the interval (0,1) respectively. We set the target SINR on each subcarrier
at SU-R and relay is SINRn

l,1,th/SINRn
l,2,th= 3 dB. The maximum transmit

power of each SU-T and relay is Pmax
l,1 /Pmax

l,2 = 1.5 mW. We also assume that
Pr(On

p ) is same for every subcarrier, e.g., Pr(On
p )=0.1. The background noise

power on each subcarrier is assumed to be identical and equal to 0.01 mW, i.e.,
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md under Pr(On

p ) = 0.1.

Table 2. Maximum BER at SU-R for different Pn
md

Modulation form Pn
md = 0.08 Pn

md = 0.10 Pn
md = 0.12

BPSK 1.102e-5 1.898e-5 4.412e-5

QPSK 9.401e-4 1.247e-3 1.936e-3

16PSK 9.777e-2 1.010e-1 1.064e-1

2QAM 4.264e-8 9.523e-8 3.309e-7

4QAM 9.401e-4 1.247e-3 1.936e-3

16QAM 6.618e-2 6.610e-2 7.367e-2

Nn
l,1=Nn

l,2=0.01 mW [7]. The simulation results are presented from Figs. 2, 3 and
4 and Table 2.

Figure 2 shows that the maximum BER performance of selected SU link.
The BER of the proposed algorithm for the given IT level Ip,th = 0.01 mW is
higher than that of the PC algorithm without sensing errors, while providing
the protection of PU when SUs share spectrum opportunistically. From Fig. 2,
we can see that the maximum BER under the proposed algorithm for both
MPSK and MQAM modulation quickly converges to the stable point, and the
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optimization goal is achieved by minimizing the maximum BER of the worst-CSI
channel to limit the total BER of SUs. Briefly, the purpose of minimizing the
BER of the system is obtained by adjusting transmit power of SU-T and relay,
which improves the performance and insure the QoS of SUs.

From Fig. 3, we find that our PC algorithm under the imperfect spectrum
sensing can guarantee the interference power is always below the IT level,
whereas the PC algorithm without the sensing errors results in the actual
received interference power exceeds the allowable region. Combining Fig. 2 with
Fig. 3, we get a conclusion that the proposed algorithm can well provide the
protection for PU at the cost of its BER increases.

In Fig. 4, we depict the maximum BER versus the IT level from
Ip,th=−20 dBm to Ip,th=−5 dBm of our proposed algorithm for different Pn

md.
Figure 4 shows that the maximum BER performance against Ip,th and Pn

md for
MPSK and MQAM (M =2) modulation. For a given Pn

md, for example, Pn
md=0.1,

the maximum BER of SUs first decreases as the increasing interference power
constraint and then keep flat because of the maximum transmit power constraint.
What’s more, we find that the BER performance under different Pn

md of our pro-
posed algorithm is same when Ip,th is large, for example, larger than −12 dBm,
and the BER performance for Pn

md=0.08 is the best of three when Ip,th is low.
In fact, from another perspective, the interference power constraint stands for
the distance, with the increasing distance between SU and PU, more transmit
power is allocated to achieve lower BER.

Table 2 shows that the maximum BER versus different Pn
md, for the given

Ip,th, for example, Ip,th=0.01 mW, and the transmission data for MPSK and
MQAM (M =2, 4 and 16) modulation. From Table 2, we know that the spec-
trum sensing requirement is improved from Pn

md=0.12 to Pn
md=0.08 for the given

modulation methods (i.e., MPSK and MQAM), and the maximum BER of the
system decreases accordingly. The reason is that, with an improved spectrum
sensing requirement, a spectrum hole would be detected more accurately thus
less interference occurs between the primary network and the secondary net-
work, resulting in decreased BER for the secondary transmission. Furthermore,
we also find that the maximum BER of the system increases with the increase
of the number of bits of the modulation symbols.

6 Conclusion

In this paper, we have investigated the issues on BER problem under the imper-
fect spectrum sensing in cognitive relay networks. A PC algorithm under maxi-
mum transmit power constraints, SINR constraints and interference constraints
to guarantee the QoS of PUs is proposed to minimize total BER for all SUs. We
find that the maximum BER of the secondary system decreases as the decreas-
ing miss-detection probability. Besides, the proposed algorithm can well protect
the communication of PU though there is a little BER increase of the secondary
system at the price. In our future research, the PC optimization problem with
the introduction of more complicated channels in the underlay cognitive relay
networks will be conducted.
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Abstract. In this paper, we consider cooperative localization of primary
users (PU) in a cognitive radio network (CRN) using time-of-arrival
(TOA). A two-step none-line-of-sight (NLOS) identification algorithm
is proposed for the situation where both NLOS error distribution and
channel model are not available. In the first step the TOA measure-
ments are clustered into groups. The groups with a dispersion higher
than a predefined threshold are identified as NLOS and discarded. In
order to make the threshold more reasonable, Ostu’s method, a thresh-
old selection method for image processing is utilized. The second step is
introduced to correct the error of possible surviving NLOS. To increase
the accuracy of estimated position when line-of-sight (LOS) paths are
limited, we proposed a result reconstruction method. Simulation results
show that our algorithm can effectively identify NLOS paths and improve
positioning accuracy compared to existing works.

Keywords: Cognitive radio network · LOS identify · Time of arrival ·
Location estimation · Least square method

1 Introduction

The available spectrums are very limited due to the character of electromagnetic
wave itself. Cognitive radio has emerged as a promising technology to improve
the spectrum utilization dramatically. One of the most important tasks for CRNs
is to detect the presence or absence of primary users (PUs), which is called the
spectrum sensing technique. In cognitive radio technology, there are two types
of users-the primary (licensed) user and the secondary (unlicensed) user (SU).
The PUs have the right of priority in using a certain frequency spectrum. The
SUs on the other hand have restricted access to the available unused frequency
spectrum. The SUs are allowed to use the frequency spectrum only if they do not
interfere with the PUs. Information about the locations of PUs can allow cogni-
tive networks to identify spectrum holes in space more reliably and accurately
and perform location-aware intelligent routing and power control mechanisms in
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a CRN [1,2]. Hence, locating the PUs position in a CRN is an important but
challenging task.

Networks similar with the wireless sensor networks (WSN) are composed
when SUs proceed cooperative spectrum sensing, which SUs are similar with the
wireless sensor nodes, PUs are similar with the unknown source node (USN).
Therefore, wireless sensor networks localization algorithms can be used in acquir-
ing position of PUs of CRNs.

TOA, signal strength, and angle-of-arrival (AOA) legacy location estimation
techniques can be considered as candidates for localization of PUs. AOA tech-
niques are mostly implemented by means of antenna arrays which not suitable
for rich multipath environments. On the other hand, signal strength based meth-
ods provide high accuracy only for the short ranges. Moreover, the performance
of the estimator for signal strength techniques depends on the channel parame-
ters that CRNs cannot control. Since the accuracy of TOA techniques mainly
depends on the parameter that transceiver can control, it is the most suitable
location estimation technique [3]. Time-of-arrival (TOA) based positioning sys-
tem is also widely used for positioning in WSNs. Accurate synchronization and
none-line-of-sight (NLOS) are two significant problems of TOA. Accuracy of
synchronization mostly depends on bandwidth.

NLOS is another notorious factor in positioning system for degrading the
accuracy of estimated results, benefiting from a large number of anchor nodes
(ANs) in WSNs distributing around the detection region, much measurement
information can be obtained. Four LOS paths are enough to achieve accurate
TOA localization. As a result, it is generally assumed that four LOS paths exist.
Therefore, we can simply identify and discard the NLOS paths and utilize the
LOS for TOA positioning to improve accuracy.

A lot of study has been undertaken to deal with the problem of NLOS iden-
tification. In [4] an NLOS identification method for mobile location estimation is
proposed. NLOS identification is achieved by comparing the standard deviation of
TOA measurement with a threshold calculated from historical measurement noise.
However, in order to obtain reliable result, the threshold needs to be determined
by field experiment. In [5–8], a class of channel estimation based NLOS identifica-
tion algorithms is proposed. In these methods, NLOS identification can be accom-
plished by examining the statistics of the multipath channel coefficients. The prob-
lem of these methods is that both signal model and the channel model are needed.
Some localization algorithms require a-priori knowledge of the probability density
function (PDF) of NLOS noise. In [9], a distribution test model for NLOS iden-
tification is formulated, where the positioning error is modeled as Gaussian zero
mean. [10] proposed a residual weighting(RW) algorithm, in which the weight of
every sensor is calculated by summing up theweighted residuals of all possible com-
binations and the one with the heaviest weight is identified as NLOS.

In this paper, we proposed a two-step NLOS identification algorithm which
none priori information is needed. In the first step, based on the fact that NLOS
errors often result in high dispersion of estimated results, we cluster all the mea-
surements into groups. And the groups with dispersion higher than a threshold
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are abandoned. Considering the similarity of application scene, A threshold selec-
tion method for image processing is utilized to determine the value of threshold.
We find some NLOS may survive if they are grouped with certain measure-
ments. So in the second step, a reliability factor is defined for each remaining
measurement. Then the top four measurements with the largest reliability factors
are utilized for position estimating. Considering that the assumption of 4 LOS
measurements may be rejected, we proposed an estimated result reconstruction
method to increase the robustness under NLOS environment. Finally, simulation
combined with actual measurement data is conducted to verify the performance
of our algorithm and compare it with existing works.

The rest of the paper is organized as follows. In Sect. 2, we analysis the impact
of NLOS errors on the estimated results. In Sect. 3, our proposed two-step algo-
rithm for NLOS identification is detailed. In Sect. 4, the estimated result recon-
struction method is introduced. Simulation results are presented to demonstrate
the reliability of the method in Sect. 5 and conclusion is presented in Sect. 6.

2 System Model

2.1 LS Method for Location Estimation in TOA System

The system model under consideration is for TOA-based location estimation.
There are N sensors and one USN to be localized. We define X = (x, y) as
the real position of the USN, X̂ = (x̂, ŷ) the estimation of the USN location,
Xi = (xi, yi) the position of the ith sensor, d̂i is the measured distance between
the USN and the ith sensor. The simplified assumption of d̂i, which can be
expressed as

d̂i = cti = di + vi, (1)

where ti is the measured transmission time, c is the speed of light, and di =√
(xi − x)2 + (yi − y)2 is the actual distance between the USN and the ith sen-

sor.

vi =
{

ei, if ith path is LOS
ei + ni, if ith path is NLOS

(2)

is the total error, ei and ni are the TOA measurement noise and the NLOS error
respectively. We assume that ei is a Gaussian random variable with zero mean
and variance σi. The PDF of ni is assumed to be unknown in this paper.

Based on the above signal model, LS method in [12] can be utilized to esti-
mate the location of USN.

Let R =
√

x2 + y2, Ri =
√

x2
i + y2

i . A simplified equation incorporating all
the information for localization is

h = Gθ + v, (3)
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where

h =

⎡

⎢
⎢
⎢
⎣

d̂21 − R2
1

d̂22 − R2
2

...
d̂2N − R2

N

⎤

⎥
⎥
⎥
⎦

, G =

⎡

⎢
⎢
⎢
⎣

−2x1

−2x2

...
−2xN

−2y1
−2y2

...
−2yN

1
1
1
1

⎤

⎥
⎥
⎥
⎦

(4)

are the constant vector and coefficient matrix respectively.
θ =

[
x y R2

]T is the vector we are to estimate eventually with v =
[
v2
1 − 2d̂1v1 v2

2 − 2d̂2v2 · · · v2
N − 2d̂NvN

]T

being the estimation error. The
least square solution can be expressed as

θ̂ =
(
GT G

)−1
GT h. (5)

2.2 Deviation Caused by NLOS Noise

A minimum TOA system is illustrated in Fig. 1. Three sensors are involved to
estimate the location of USN in 2-dimentional location system. If all the sensors
are LOS paths, the three circles can almost intersect at the same point, which
will be the estimated position of the USN. However, if one sensor (AN3) suffers
from NLOS noise, it will lead to a large fuzzy localization area. Therefore, the
final estimated result will be inaccurate. So the size of fuzzy area can be used to
determine the existence of the NLOS paths in a certain group. As a result, the
relationship between the fuzzy area and NLOS errors should be analyzed.

Assume that one of the three sensors used for estimating the location of USN
suffers from NLOS error, and the other two are LOS paths. Thus the estimation

Fig. 1. NLOS effect on the TOA location estimation
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error will be introduced into positioning result. According to (5), the equation
which contains NLOS error can be

⎡

⎣
x + nx

y + ny

R2 + nR2

⎤

⎦ =
(
GT G

)−1
GT

⎡

⎣
(d1 + nNLOS)2 − R2

1

d22 − R2
2

d23 − R2
3

⎤

⎦ , (6)

where nNLOS is the measurement error caused by NLOS noise. nx and ny are
the estimation errors of X-coordinate and Y-coordinate caused by NLOS noise
respectively. nR2 is the deviation of R2. The deviation between the estimated
location and the actual location is

d̄ =
√

n2
x + n2

y. (7)

The value of d̄ only has concern with the value of nx and ny, which can be
calculated by

⎡

⎣
nx

ny

nR2

⎤

⎦ =
(
GT G

)−1

⎡

⎣
−2x1

−2y1
1

⎤

⎦
(
2d1nNLOS + nNLOS

2
)
. (8)

According to (8), we can see that the effect of NLOS noise on estimated results
not only depends on the value of NLOS errors themselves, but also concerns with
point coordinates of all the sensors. That is to say, when a certain NLOS point is
introduced into different ANs combinations, the deviations of results are different.
So it is difficult to make quantitative analysis, but we can summarize two qualita-
tive conclusions to provide the theoretical support for our work.

• NLOS errors will surely cause fuzzy localization area, which can lead to inac-
curate results.

• NLOS measurements may not cause large positioning errors when the certain
NLOS measurements are introduced into specific groups. So the information
obtained from some of the NLOS paths can be used to improve the positioning
results when LOS paths are limited.

3 NLOS Identification

In view of the above-mentioned fact, a reasonable two-step method is proposed
to determine and discard NLOS measurements in the situation without any
previously known knowledge of NLOS error distribution or channel model. Then
the coordinate of the USN can be calculated by LS method with the information
of LOS measurements.

3.1 The First Step: Group Decision

We define a deviation factor Δd to reflects the deviation between the estimated
position and the actual position.

Δd =
√

(x − x̂)2 + (y − ŷ)2. (9)
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However, Δd is unavailable for (x, y) is unknown. So we need another approx-
imate parameter to replace Δd.

We assume that there are N sensors available for location estimation. All the
N sensors are divided into M = CK

N groups, where K is the number of sensors in
each group. As was mentioned above, the minimum number of sensors required
for 2-D TOA location estimation is 3. So C3

K estimated point coordinates of USN
can be obtained in each group. After calculating the distances between all two
different estimated points combinations, the distance with the maximum value
Δd̂k(1 ≤ k ≤ CK

N ) is defined as the dispersion degree of location results in the
kth group Gk.

Δd̂k = max
1≤i,j≤C3

K ,i �=j

√
(x̂ki − x̂kj)

2 + (ŷki − ŷkj)
2
, (10)

where (x̂ki, ŷki) and (x̂kj , ŷkj) are the two different estimated point coordinates
in group Gk.

Then a threshold γ is set to make a distinction between the two extreme
dispersion degrees cause by measurement errors and NLOS errors separately. If
Δd̂ is smaller than γ, that means all the paths in the group are LOS, or the
deviation caused by NLOS errors is not large enough. On the contrary, at least
one NLOS path must exist.

Ostu’s method [11] was used in [13] to determine a threshold to divide two
peaks in gray images. Considering the similarity of the application scenario, it
is also utilized to obtain a reasonable threshold γ.

In the previous work, totally M dispersion degrees were obtained. With a
interval (e.g. 10 m), we divide all these values of dispersion degrees into l inter-
vals. Let t = �γ/10�, the value level ranges within G = {1, 2, · · · , l} can be
divided into two classes, as C0 = {1, 2, · · · , t} and C1 = {t + 1, t + 2, · · · , l}. We
define the between-class variance σ2

B and total-variance σ2
T as

σ2
T =

l−1∑

i=0

(i − μT )2Pi, σ2
B = ω0ω1(μ1 − μ0)

2
, (11)

where

Pi = ni/n, ω0 =
t∑

i=1

Pi, ω1 = 1 − ω0

μT =
l∑

i=1

iPi, μt =
TH∑

i=1

iPi, μ0 = μt

ω0

μ1 = μT −μt

1−ω0
.

(12)

Here, ni indicates the number of dispersion degrees in ith interval. n =
l∑

i=1

ni

is the total number of dispersion degrees. For a selected threshold t, the class
probabilities ω0 and ω1 represent the portions of areas occupied by object and
NLOS classes respectively.
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The optimal threshold can be determined by maximizing the following crite-
rion function against the threshold.

η =
σ2

B

σ2
T

. (13)

After calculating both dispersion degrees Δd̂k and the threshold γ, we can
determine whether there exist NLOS measurements in a certain group. But
unfortunately, according to the conclusion we draw from (8), a small part of
NLOS measurements may survive even when the groups meet the threshold
condition. As a result, we propose a method to further find 4 LOS sensors from
the result of the first step.

3.2 The Second Step: Weighted Ranking

Assume that there are L groups and S sensors remained in the result of group
decision. Use Gk, k = 1, 2, · · · L to denote the kth group and Ai, i = 1, 2, · · · S
to denote the ith sensors. For each group Gk, every AN in it will be assigned a
weight of Wi, which is calculated by

Wk = 1/Δd̂k. (14)

After evaluating all the L groups, Ai will have a total weight wi by summing
the weights of all the groups it belongs to.

wi =
L∑

k=1

λWk

{
λ = 0, if Ai‘ /∈ Gk

λ = 1, if Ai‘ ∈ Gk
. (15)

Rank these sensors according to their total weights. The 4 sensors with the
heaviest weights are determined to be LOS sensors. And the final estimated
position of USN can be obtained by solving the equation established only by the
measurement information of these 4 sensors.

3.3 Geometric Dilution of Precision

Position results will deviate right positions a lot even if all the WSNs are LOS
when all WSNs are in the similar direction of the USN. So, we define Geometric
Dilution of Precision(GDOP) to determine if the group is effective.

GDOP =
√

trace(GT G)−1 (16)

G can be obtained from (4). The value of GDOP reflects the reversibility of
coefficient matrix. The smaller of the value of GDOP, more accurate of the
position results. Threshold of GDOP can be set up to determine if the WSNs
group can be used to judge NLOS. From this step, some effective groups could
be eliminated, complexity values can be reduced the reasonable.
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Algorithm 1. Two-step Algorithm for NLOS Identification
Input: The TOA measurements d̂i of the signals received by all the available sensors

and the position coordinates (xi, yi) of all sensors;
Output: The estimated coordinate of USN;
1: Group all the N available sensors into all possible groups with different K sensors;

Assume that a network with 10 sensors, there will be CK
10 groups.

2: Separate K sensors in a certain group into all possible combinations with different
3 sensors. And there will be C3

K combinations. Using all the 3 sensors combinations
to estimate the position of USN;

3: Calculating Δd̂k for group Gk;
4: Comparing Δd̂k with the threshold TH. If Δd̂k is smaller than TH, every AN in

group Gk should be assigned a weight of Wk. Calculating the total weight of each
AN by summing the weights of all the groups it belongs to.;

5: Ranking all the sensors according to their weights. Using the measurements of 4
sensors with heaviest weights to estimate the position of USN.

4 Estimated Result Reconstruction

We have assumed that there are at least four LOS paths exist. So that the
best accuracy can be achieved by identifying and discarding NLOS measure-
ments, and only use the LOS measurements. However, under practical situation,
this assumption may be rejected. Hence, we should use as much information as
possible to obtain a relatively accurate estimated result, such as the NLOS mea-
surements with small NLOS errors. So the estimated result reconstruction(ERR)
method is proposed.

In the phase of group decision, we have acquired L groups meet the threshold
condition. As mentioned above, M = C3

K estimated coordinates can be obtained
in each group. We assume that X̂k,i = (xk,i, yk,i) , 1 ≤ k ≤ L and 1 ≤ i ≤ M
is the ith estimated coordinate in kth group Gk. We define the variance of
estimated results in Gk as

Vk =
1
M

M∑

i=1

√
(x̂k,i − x̄k)2 + (ŷk,i − ȳk)2, (17)

where

(x̄k, ȳk) =

(
1
M

M∑

i=1

x̂k,i,
1
M

M∑

i=1

ŷk,i

)

. (18)

Moreover, an estimated coordinate (x̂k, ŷk) that include the information of
all the measurements in Gk can be retrieved with the least square method.

For the kth group Gk, we define a weight as

λk =
ζk

L∑

j=1

ζj

, (19)
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where ζk = 1/Vk is the reciprocal of Gk’s variance. And the final estimated
position can be calculated by

(x̂, ŷ) =

(
L∑

k=1

λkx̂k,

L∑

k=1

λkŷk

)

. (20)

Although the accuracy of estimated result obtained by the proposed ERR
method will be lower than that obtained by using only the LOS measurements,
the ERR method is practical when the number of LOS measurements is small.

5 Performance Analysis

In this section, simulation experiments are carried out to show the performance of
the proposed NLOS identification method and ERR method. The measurement
data was obtained by a filed measurement conducted around one of the television
signal transmission towers in Beijing, China. Our purpose is to estimated the
position of the transmission tower. We collected the digital television signal to
estimate the TOA between the transmitter and the receiver. The instruments
used include Agilent N6841A RF sensor and a laptop computer.

Totally 40 measurements are obtained, consisting of 20 obvious LOS paths
and 20 NLOS paths. Each time we randomly select M(0 ≤ M ≤ 10) NLOS
measurements and 10 − M LOS measurements for simulation test. Every result
is obtained from the average of 10,000 independent simulation experiences.

5.1 Success Rate of NLOS Identification

Figure 2 compares the success rate of finding 4 LOS measurements by using only
the group decision algorithm and the two-step algorithm. In the former case, the
4 sensors being selected are the measurements appearing the most in the result
of group decision. And the size of each group is set to be 4.

As shown in Fig. 2, compared with group decision method, the two-step
method can obtain more accurate estimated results. At the same time, it also
has better performance than the RW algorithm proposed in [7].

Further simulation is made to study the effects of groups’ size K on the
accuracy of the results.

As can be seen in Fig. 3, if there are enough LOS measurements available
for NLOS identification, it can be sure to find 4 measurements with LOS paths
successfully. The result of this simulation proves that the size of groups in the
first step of this algorithm will affect the accuracy of estimated results. When
the number of LOS measurements is fixed, the group with larger size will obtain
a more accurate result. Figure 3 also shows that when the size of groups K is
larger than the number of existent LOS measurements, it will fail to identify LOS
measurements for the reason that at least one NLOS AN exists in the result.
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Fig. 3. Success rate of identification with different size of groups

5.2 The Accuracy of Position Estimation

Figure 4 shows the root-mean-square error (RMSE) of estimated results obtained
by utilizing three different methods. The accuracy is low when all the TOA
measurements are used to estimate the position of USN directly. By using the
two-step algorithm, 4 optimal measurements are selected to estimate the final
result. The simulation shows that it really helps improve the accuracy of esti-
mated result. But it performs poorly when the number of LOS paths is fewer
than four for the measurements with large NLOS errors are introduced into LS
equations. ERR method is not particularly accurate in LOS environments, but
it is robust to NLOS measurements. So it can be used when the number of LOS
connections is limited.

Finally, it needs to be explained that why we didn’t analyze the false alarm
rate and the effects of a false detection in the positioning precision. As mentioned
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above, in the situation where the LOS paths are limited, both LOS measurements
and the NLOS measurements with small NLOS errors are utilized to estimated
the position of UNS in our proposed ERR method and the estimated results with
certain precision can be obtained. For this reason, the accuracy of estimated
results is more significant than alarm rate.

6 Conclusion

In this paper, we have proposed a two-step algorithm for NLOS identification
in CRNs similar with WSNs through studying the effect of NLOS noise on esti-
mated results. Compared with other methods, the proposed method can achieve
NLOS error identification without any priori knowledge of NLOS environment.
We divide the available measurements into all possible groups with the same
size. Then the estimated results are used to determine the existence of NLOS
paths in a certain group. At the same time, the weight calculated by the maxi-
mum distance between the estimated results is added to each node in the group.
The ranking of the total weight for each AN determines the LOS ANs. The
groups with larger size can obtain more accurate estimated results. But this
will increase the requirements of both computational complexity and the num-
ber of LOS paths. So the second step of the proposed method is proposed to
balance the computation complexity and the recognition accuracy. Simulation
results demonstrate that the two-step algorithm performs well in determining
LOS measurements, especially when the number of LOS paths is larger than
4. Accurate estimated position of USN(PU) can be obtained through solving
the LS equation established by the LOS measurements information. Consider-
ing that the two-step algorithm performances poorly when the number of LOS
paths is limited, we propose the ERR method to make full use of the information
extracted from available measurements. Simulation shows that the ERR method
is robust to NLOS environment.
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Abstract. This paper explores and presents business models for mobile network
operators (MNOs) in the novel hybrid use spectrum sharing concept of the Ultra
High Frequency broadcasting spectrum (470–790 MHz) used for Digital Terres‐
trial TV and Mobile Broadband. The created business models indicate that MNOs
would benefit significantly from the more flexible use of the UHF bands. New
business models would enable them to gain faster access to new potentially lower
cost, licensed, below 1 GHz spectrum in order to cope with increasing data traffic
asymmetry, and to offer differentiation through personalized broadcasting and
new media services. As a collaborative benefit with the broadcasting domain, the
concept opens up new converging business opportunities in delivering TV and
media content using MBB network with means to introduce this flexibly. More‐
over, it will significantly re-shape the business ecosystem around both broad‐
casting and mobile broadband by introducing new co-opetitive business oppor‐
tunities in business and technology towards 5G.

Keywords: Broadcasting · Business model · Mobile broadband · Mobile network
operator · Spectrum sharing · UHF · 5G

1 Introduction

The mobile broadband (MBB) usage is growing at an increasing pace [1], placing
growing needs for the scarce radio spectrum resource. As mobile data traffic is increas‐
ingly consisting of downstream video [2], asymmetry in mobile broadband traffic is
increasing: the average downlink traffic in Europe is eight times the uplink. Changing
consumer usage habits and high capacity demand anytime and anywhere put Mobile
Network Operators against a disruptive change. At the same time, Digital Terrestrial
Television (DTT) as the main delivery vehicle for the TV media content has been chal‐
lenged by the alternative content delivery mechanisms, Over the Top (OTT) services
and higher spectrum fees for all using the UHF band. Even if consumers’ interest in TV
content remains and even increases, the ways how TV content is delivered and consumed
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will, and has, already started to change. Users are increasingly receiving TV content via
cable, satellite, fixed broadband and, especially, via MBB, and at the same time,
changing their consumption habits from linear real time to non-linear usage with the
growing demand for interactivity [3].

With these sights to the future, spectrum regulators are, on one hand, considering
gradually compressing and withdrawing some DTT licenses of lower demand and
repurposing these frequencies for MBB. On the other hand, in order to continue fulfilling
the national Public Media Service (PSM) obligations, the most used and, in particular
national broadcasters’, DTT licenses will continue to the foreseeable future as long as
required. The traditional spectrum auctioning & re-farming process is becoming increas‐
ingly difficult in the future due to high costs, time needed, and difficulties in finding
unused exclusive spectrum needed for the re-allocation process. Spectrum sharing where
systems operate in the same spectrum band, has lately received growing interest among
regulators considering new ways of fulfilling the different spectrum demands and to
meet the mobile traffic growth while maintaining the rights of the original incumbent
systems operating in the bands [4]. This business environment transformation influences
the broadcaster spectrum holders, and opens up new business opportunities, as well as
risks due to increasing pressure for innovative flexibility and sharing in the spectrum
usage. To date, broadcasting (BC) community has not been offered incentives to change
their spectrum usage. On the contrary, we have seen unilateral acts from regulators and
MNOs towards further compressing DTT bands to give room for new MBB spectrum.
The UHF broadcast spectrum was originally from 470 to 862 MHz, and 800 MHz band
(790–862) is now been deployed for MBB use throughout the Europe. The World Radi‐
ocommunication Conference (WRC) already in 2012 made a decision on the 700 MHz
band to be used for the MBB after the WRC-15 [5]. As a part of new IMT spectrum
identification point of discussion, the WRC’15 addressed the co-primary allocation with
mobile of the lower UHF band (470–694 MHz) that currently has a primary allocation
to broadcasting [6]. Further, the FCC in the USA has lately made a decision on 600 MHz
incentive auctions [7].

The co-existence between MBB and DTT on Digital Dividend (DD) spectrum has
been widely addressed in regulation and standardization forums and supported by exten‐
sive research. The DD1 at 800 MHz and interleaved UHF spectrum concept has widely
been studied by the Federal Office of Communications (OFCOM), e.g., [8, 9], focusing
on the performance of the DVB-T receiver in the presence of interference from real LTE
signals. In [10], co-existence of the DTT and the LTE in the 700 MHz band was analyzed
based on system level simulations, and in [11] extended through laboratory measure‐
ments and link budget analysis. In [12], the analysis of the interference between the
digital terrestrial multimedia broadcast (DTMB) and the LTE below 698 MHz was
discussed. In the reference [13], generic requirements for the co-existence between
DVB-T/T2 and LTE for fixed outdoor and portable indoor DTT reception is summarized
based on the system level Monte Carlo simulations. In [14], Antonopoulos proposed
additional physical infrastructure sharing deployments and architecture scenarios. Regu‐
latory and system architecture scenarios towards 5G are discussed, e.g., in [15, 16].

In the recent European spectrum debate, the European Commission (EC) set up a
High Level Group consisting of mobile and broadcast sectors to deliver strategic advice
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on the future use of the UHF spectrum. Accordingly, The European Conference of Postal
and Telecommunications Administrations (CEPT) set up Task Group 6 (TG6) “Long
term vision for the UHF broadcasting band” [17], to identify and analyze possible
scenarios for the development of the band, taking into account technology and service
development. In this paper, we focus on analyzing the scenario of hybrid usage of the
band by DTT and MBB. In support of this scenario, the EC released a decision proposal
in February 2016 to limit the terrestrial use other than BC on this band to downlink-only
[18]. We considered the hybrid use of UHF, and its key enabling technologies in general,
to represent one of these new emerging concepts that are expected to reshape business
models and whole business ecosystems within the BC and MBB sectors [19]. This
reshape is expected to provide new opportunities for value creation and capture with
innovative business models for the key stakeholders. Previous works on business models
for shared DTT spectrum use are limited as focus has been on TV White Spaces (TVWS)
concept, e.g., [20, 21]. The general business drivers, enablers and potential impacts of
the spectrum sharing on the MBB market were described in [19] and incentives and
strategic dynamic capabilities for the key stakeholders in the hybrid use of the UHF were
discussed in [22]. Furthermore, there are several studies on the optimal contract design,
e.g., [23]. However, in earlier research there is no complete MNO business model related
to the hybrid use of UHF discussed, as the focus has been on identifying the opportunities
and discussing the business model only regarding a limited amount of business elements.
The purpose of this paper is to explore and discuss MNO’s business model transforma‐
tion when they are doing business based on hybrid shared used of the UHF spectrum.
Particularly, we are focusing on the European regulatory regime. This paper seeks to
answer the following research questions:

(1) What are the business opportunities the hybrid usage concepts could open for
MNOs?

(2) What are the key changes it may bring to MNOs´’ current business models?
(3) What kind of business models MNOs may build on the identified business oppor‐

tunities?

The research methodology applied in this paper is the anticipatory action learning
in a future-oriented mode [24]. The business models presented are developed by utilizing
the capacity and expertise of the policy, business and technology research communities.

The rest of this paper is organized as follows. First, the hybrid DTT MBB usage
concept is presented in Sect. 2. Theoretical background for business models is introduced
in Sect. 3. The research methodology applied and the business models for MNOs in
using hybrid concept are derived in Sect. 4. And finally, conclusions are drawn in Sect. 5.

2 The Hybrid Use of UHF Broadcasting Spectrum Concept

In their vision work, the CEPT Task Group 6 created the following scenarios how the
UHF band 470–694 MHz can accommodate the delivery of the TV content as well as
provide additional capacity for the MBB [25]:
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• Class A: Primary usage of the band by existing and future DVB terrestrial networks.
• Class B: Hybrid usage of the band by DVB and/or downlink LTE terrestrial networks.
• Class C: Hybrid usage of the band by DVB and/or LTE (including uplink) terrestrial

networks.
• Class D: Usage of the band by future communication technologies.

In particular, the spectrum sharing scenario in the class B introduces a flexible way
of transferring TV channels to mobile use while maintaining capability to deliver TV
content both in conventional living room large screen use cases as well as in new mobile
use cases on smart phones and tablets. In the following analysis, TV media content,
consumption and delivery mechanisms are considered as different matters, and they need
to be separated. Although the users interested in the TV media content remain at the
same level or even increases, the ways how TV content is delivered and received will
be and have already been changed. Increasingly, users are receiving TV programs via
cable, satellite, fixed broadband and, especially, via MBB. In addition, non-linear usage
is greatly increasing as well as the demand for interactivity.

Recent studies show that the demand and the value for DTT as the main delivery
mechanism of TV content will decrease [3]. Based on this, it could be assumed that some
‘underutilized’ and lower valued TV frequencies will be reassigned and or shared with
mobile use. As the freed TV channels can be different in different geographical areas
and countries, we propose them to be assigned first for the MBB supplemental downlink
(SDL) use only. The SDL is more compatible, compared with the traditional Frequency
Division Duplex (FDD) or the Time Division Duplex (TDD) use, with the remaining
DTT to be used in the country or across the national borders. The freed TV channels
could be taken into mobile use in a flexible way by using functionalities that are already
developed for shared spectrum access like, e.g., recently widely discussed Licensed
Shared Access (LSA) concept [25], allowing different time schedules in different regions
and countries, if needed. The SDL Carrier Aggregation (CA) technology [26] allows
both the ‘traditional’ MBB DL and the LTE evolved Multimedia Broadcast Multicast
Service Broadcast (eMBMS) [27] flexibly used for optimizing the capacity on demand.
The SDL use would also support the trend that the future MBB traffic is strongly asym‐
metric towards downlink direction.

The evolution scenario of the hybrid use concept of the UHF spectrum can follow
the market demand. Potential evolutionary scenarios for Europe are illustrated in the
Fig. 1. Already in the first phase, the hybrid SDL CA concept could speed up the
take-off of the 700 MHz through better co-existence characteristics with across-the-
border TV transmitters. The spectrum usage can evolve so that the DTT use could
be moved towards the lower end of the 470–694 MHz band, as more spectrum is
freed from DTT. It should also be noted that as the SDL base stations start replacing
the DTT frequencies one by one locally, there is no change in the availability of
interleaved spectrum used for example for Program Making and Special Events
(PMSE). Depending on the national regulation and market demand, it should also be
possible in the long term vision to fully migrate to the LTE using either the SDL
and/or the eMBMS to deliver TV content and hence completely replace current DTT
technologies with converged delivery platform [28].
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Fig. 1. Evolution of the UHF band usage with the novel hybrid use scenario.

3 Business Model Elements

Business research provides us with numerous examples of business model concepts and
elements utilized. Often referred to [29] defines the business model as consisting of nine
elements: key partners, key activities, key resources, value proposition, customer rela‐
tionships, customer segments, channels, cost structure and revenue streams. The other
view widely used in analyzing new ventures is to refer business model to comprise of
the elements: strategic choices, value proposition, value creation and delivery system
and value capture [30]. Traditional approaches, however, include several limitations;
they do not build around the business opportunity, have only weak linkages to the
systemic complexities of the business context, depict structures rather than activities,
and lack the element locations prevalent in current businesses. In this paper, for the
MNO we adopt the approach and conceptualization presented in [31], that helps to
answer to the concerns discussed above in business modeling, and consists of the
following elements:

(1) What: Offer, value proposition, customer segmentation, unique differentiation
(2) How: Key operations, basis of competitive advantage, mode of delivery, selling,

marketing
(3) Why: Base of pricing, way of charging, cost elements and cost drivers
(4) Where: Location of activities/elements perspective (i.e., are activities carried out

internally of by external partners) of all the preceding items.

4 Analysis of the MNO Business Models

The research methodology applied, business models created and their analysis are
summarized in this section.

The Business model scenarios presented in this paper were created utilizing the
Anticipatory Action Learning (AAL) approach that is a particular action research
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method conducted in a future-oriented mode [24]. In developing foresight, the method
represents a unique style of questioning the future from transformational point of view,
using business model as the unit of analysis. In this interactive and collaborative
approach, conversation and dialog among cross-disciplinary participants, from multiple
domains concerned with the research project is essential.

The business model elements presented in this paper were created in a series of
future-oriented workshops in 2015, organized by the Finnish Future of the UHF (FUHF)
research project utilizing the capacity and expertise of the policy, business and tech‐
nology research communities. The research process comprised (1) identifying the crit‐
ical change factors, (2) assessing their impact and possible consequences on key stake‐
holders, (3) building and selecting the scenario axes, (4) creating the business scenarios,
and (5) evaluating them. Foresight, by definition, is future focused and its reliability and
validity cannot be controlled. Instead, the qualitative focus of research is in how prob‐
able, plausible, and preferable the outcomes appear. Also, the collaborative and conver‐
sation based method how the futures were created was regarded as way to ensure the
quality of the research. [32]

4.1 Business Models

Using the above summarized, future-oriented action research method. We created busi‐
ness models for MNOs deploying the hybrid UHF concept applying the business model
framework from [31]. Potential changes in the business models caused by the deploy‐
ment of the novel spectrum sharing concept were analyzed by creating foresighted busi‐
ness models. In the traditional model, the MNOs are using exclusively licensed IMT
spectrum possibly including upper DD spectrum bands (e.g. 800 MHz). The future
hybrid UHF business scenario is based on the additional flexible shared access to lower
UHF spectrum. The business models were created applying the above discussed format
where elements responding Why, What and How questions, are presented in the form
of rectangles inside the sector in question. Internal and external operations, the Where
question, is depicted in the locations of the rectangles as shown in the Fig. 2.

MNO business model in the traditional exclusive UHF licensing case.
We started with sketching business models for the MNO in the traditional case, where
exclusive spectrum bands without additional downlink UHF bands are utilized. The
developed business model is shown in Fig. 2. In general, an MNO wishes to maintain
and grow its current market position. The overall opportunity for the MNO is to serve
as a “Mobile data pipe” or a “Mobile smart data pipe” corresponding to acting merely
as an access channel or providing services on top of the access, respectively.

In the What element of the business model, the offering is MBB services that guar‐
antee mobility, high data rates and services to customers. Both in consumer and enter‐
prise customer segments customers at large may be treated as a mass. MNOs’ offering
mainly consists of voice, messaging and data services. Traditionally, customer lock-in
has been achieved via subscription. Lately, Quality of Service (QoS), in particular data
speed, as well as the bundling of subscriptions and services has become important
elements of value proposition and in achieving customer retention.
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The key operations in the How element that the MNO wants to keep under its own
control are customer interface and billing. In this case, competitive advantages are based
on infrastructure and exclusive spectrum licenses, which guarantee QoS for end users
and operational long-term certainty needed for the large infrastructure investments for
the MNO. MNOs seize the harmonized and scaled 3GPP LTE ecosystem within their
infrastructure. Exclusive long-term licenses and installed base infrastructure provide a
strong position against new entrants who would need big investments to support full
services (and coverage) to customers. The traditional sales mode include direct sales,
own shops and distributors such as retail chains. MNOs exploit their existing customer
base and related customer data in marketing, sales, and service design and are in unique
position to leverage customer big data analytics, which offers them an opportunity to
strengthen their position against new entrants.

Considering the Why sector, pricing is based on flat or usage based prices with regular
subscription charges. The key technical cost drivers include expenditures related to
implementing and operating the infrastructure with the real estate of the mobile broad‐
band spectrum license fee. Customer acquisition and retention play essential role in the
heavily competitive MBB industry.

MNO Business Model in the Hybrid UHF Case.
After the common insight on the present business model state-of-the-art, we developed
a new business model for the situation where new spectrum bands based on the hybrid
shared use with DTT on the UHF spectrum becomes available as presented in Fig. 2.
The basic opportunity for the MNO with UHF is to gain access to lower cost spectrum
and seek growth when courting to meet the growing mobile broadband data traffic needs.
Gaining faster access to new licensed low frequency UHF spectrum presents an oppor‐
tunity for the MNO to build data coverage with favorable propagation, and build market
penetration more cost-efficiently than what would be the case of densifying the existing
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Fig. 2. MNO’s “Mobile data pipe” business model in the traditional exclusive license case and
the Smart ubicast business model scenario for the hybrid UHF usage case.
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infrastructure in the current exclusive higher spectrum bands. Additional downlink only
spectrum in particular helps an operator to cope firstly with rising downlink asymmetry
mainly caused by the video content. Secondly, it helps to open up a real option to deliver
media and traditional broadcasting content in their MBB networks. An additional benefit
of the early introduction of the co-primary hybrid use of the UHF bands, compared to
traditional exclusive licensed, is in the avoidance of the lengthy spectrum re-farming,
clearing and cross-border optimization process, which provides faster access to new
spectrum on a harmonized basis.

In the What element, the MNO continues to offer MBB services to consumer and
enterprise customers. With new additional UHF downlink capacity and coverage, the
operator would differentiate in the competition by offering enhanced data rates and tail‐
ored different QoS level classes to different customer segments. The MNO can take
advantage of the new spectrum so that to balance the capacity demand and service
supply. As discussed earlier, content is increasingly provided independent of the plat‐
form and today’s consumers have a choice of DTT and MBB platforms to be used as a
delivery vehicle for the linear and non-linear media content. As a collaborative benefit,
the concept opens up new business opportunities in delivering TV and media content
using MBB network with the means to introduce this flexibly. A combination of the
broadcast eMBMS and unicast with the SDL CA technology could generate a very
efficient and flexibly integrated platform for delivering personalized media content as
well as traditional broadband services to mobile users. The availability of user equipment
that support the new spectrum bands and enabling SDL CA and eMBMS technologies
is essential in introducing the new services. However, the intended technologies are
globally harmonized, standardized and under deployment in other spectrum bands.

The basis for the offering of new services and service level in the How element to
segmented customers lies in the dynamic load and traffic management based on both
network parameters as well as the customer experience data. This combination of
existing and new flexible downlink unicasting/broadcasting resources enables traffic
steering between different radio access technologies and spectrum bands to offer person‐
alized and enhanced Quality of Experience (QoE) to segmented customers. Service level
differentiation can be based on strong existing spectrum and infrastructure assets to
realize the full benefits of the additional spectrum. The subscriber data management and
customer experience management will be unique assets in the design of new services
and service levels. In order to expand offering to media distribution with collaborative
benefits with media content, providers such as national TV broadcasters and content
aggregators distribution channels should be expanded from still valid direct sales and
distributors to broadcasters and content providers.

In the business model Why element, the service level differentiation could lead to
new service level based pricing models charged via subscription fees. Converged media
distribution services will introduce new opportunities for revenue sharing e.g., with
venue owners, event organizers, content and service providers and advertisement part‐
ners. These distribution services could be further expanded to applications, firmware
software and Internet of Things updates and content deliveries. The business model cost
drivers and elements continue to include infrastructure, implementation and operational
expenditures. However, spectrum license costs resulting from the hybrid licenses may
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differ from those of today’s auctions. In fact, the license costs of the hybrid UHF bands
will be lower due to restrictions in the conditions of using the band, but at the same time,
they could be free from, e.g., coverage obligations.

4.2 Discussion

The developed future MNO business models are summarized in Table 1. The transition
in the business model with additional flexible downlink data capacity is not only about
avoiding costs, or scouting further growth within the mobile data, but to expand business
towards ubiquitous customer experience in the merging media and ICT era. Faster access
to QoS licensed below 1 GHz spectrum without mandatory coverage obligations could
allow the operators to strengthen their existing market position and enabling new more
personalized service level based offerings with enhanced QoS and QoE to different
customer segments. New downlink bands complement the current spectrum assets, and
offer improved QoE by allowing load balancing and traffic steering to match best the
personalized user demand with the network capacity supply.

Table 1. Summary of developed business models.

Case MNO business model
Traditional exclusive spectrum Be cost effective mobile “data pipe” or mobile “smart data

pipe”
Access to hybrid UHF spectrum Seek growth through “Smart Ubicast”

The following service opportunities enabled by the flexible UHF business model
were identified: (1) Extra Mobile Broadband capacity and coverage to cope with asym‐
metric data traffic benefit, (2) Public Service Media service to broadcast aggregated TV
channels flexibly via broadcast or unicast, as demand can be met most efficiently, (3)
Live TV/Radio Broadcast, similar to PSM, with different coverage, content, content
protection and funding models, (4) Event & Venue Casting delivers premium content
services at key events, high density locations like sports stadiums or local service busi‐
nesses, (5) Media on Demand allows numerous users to subscribe to relevant content,
e.g., news, sports, stock, weather, and a variety of user generated content either through
live broadcasts or device caching, to view them at their convenience, (6) Off-Peak Media
& Software delivers high demand pre-recorded content, e.g., TV shows, movies,
YouTube, subscription content, e.g., eNewspapers, eMagazines and music, applications
and firmware updates at off-peak times, and (7) Internet of Things (IoT) connects to the
clouds to provide ease of management, location-based media services, updates and
content deliveries, e.g., smart meters, public TV terminals, connected cars).

5 Conclusion

In this paper, we have developed business models for mobile broadband network oper‐
ators utilizing UHF spectrum bands with the hybrid shared concept with broadcasting
DTT. The concept allows MNOs to access new supplemental downlink UHF licensed
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QoS spectrum bands to respond to the growing asymmetric video and new media driven
downlink data traffic. In this paper, opportunity driven business models were developed
to address the basic questions of a business model: What, How, Why and Where to act
regarding the business. The concept discussed could open up new business opportunities
for MNOs through dynamic load and traffic management of the significantly increased
downlink capacity that can be used to provide different service levels to different
customer segments. The lower frequency hybrid UHF bands are a cost-efficient solution
for the MNO to respond to the growing data traffic demand in a flexible and timely
fashion.

Moreover, the concept could help operators to win over new customers by offering
personalized mobile broadband data and “ubicast” media delivery services to selected
customer segments. With MBB broadcast concept on hybrid UHF spectrum, e.g., linear,
traditional TV broadcast can be extended to mobile devices providing the flexibility to
combine linear and non-linear TV, on-demand and interactive TV. This can significantly
re-shape the business ecosystem around the mobile broadband and media, and open up
new converging and co-operative business opportunities with transforming media and
TV industry towards 5G. MNOs are optimally positioned to explore new business model
opportunities in parallel with traditional business model.

In the future, hybrid UHF usage concept business modeling studies will need to be
expanded to cover also other key stakeholders. In particular, co-operative business
model with broadcast domain will be an important aspect to scout.
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Abstract. This paper focuses on inter-operator spectrum sharing, specifically
co-primary spectrum sharing (CoPSS), that denotes the case where two or more
MNOs (mobile network operators) operate in the same frequency band. Specifi‐
cally, we discuss the concept and its impact on the mobile network operators’
(MNO) business model scalability potential. CoPSS has several technical and
business advantages in volatile demand conditions. It highlights predefined
policies and rules for sharing, utilization of subscriber and usage profiles for
spectrum resource allocation, hybrid business models, value differentiation
between exclusive and shared spectrum licenses, utilization of customer experi‐
ence management systems (CEM) for value differentiation, and utilization of the
LTE ecosystem.

Keywords: Co-primary · Spectrum sharing · Business models · MNOs

1 Introduction

Inter-MNO (mobile network operator) spectrum sharing has raised research interests
under a variety of terms, concepts and settings. Inter-MNO spectrum sharing denotes
the case where two or more MNOs to operate in the same frequency band. In practice,
MNOs have been reluctant to consider inter-operator spectrum sharing within currently
used spectrum bands. However, research indicates inter-MNO spectrum sharing to be
beneficial in bursty and fluctuating traffic/spectrum demand conditions [1]. In addition,
spectrum sharing between MNOs is particularly beneficial in small cells where inter‐
ference can easily be controlled [2]. Also, the gains from sharing differ depending on
the user locations within the cells [3].

For MNOs, starting a spectrum sharing based business is a disruptive innovation that
changes and challenges their traditional strategy and business models [4]. Co-primary
spectrum sharing (CoPSS) is one of the new emerging conceptions enabling inter-MNO
spectrum sharing. In the CoPSS concept, licenses are issued for at least two MNOs which
agree on the conditions for operating in the given band. The CoPSS concept brings new
value creation and capture possibilities, i.e., business model opportunities for MNOs
both from technological and business perspective. Typically, MNOs’ business foci
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comprise either an aggressive approach where the aim is to generate new revenue from
new business opportunities, or a defensive approach where the aim is to increase cost
efficiency within existing businesses and operations [5]. However, as CoPSS does not
work in isolation but as an addition to MNOs’ other business operations, attention needs
to be paid to the scalability potential of the CoPSS concept, especially in small cell
contexts.

This paper focuses on the aggressive approach, where the possibilities of CoPSS
could open up MNOs new business opportunities. Therefore, the purpose of this paper
is to explore the CoPSS elements required for business model scalability among
MNOs. To this aim, the structure of the paper is as follows: after introduction we present
the research domain, i.e., the concept and business domain for CoPSS, discuss the busi‐
ness model concept and scalability, and present the business domain for CoPSS. After
that, we will present our key findings, the CoPSS elements contributing to business
model scalability among MNOs. We end the paper with conclusions.

2 Understanding CoPSS as a Research Domain

This chapter discusses the CoPSS concept, business model concept and scalability, and
CoPSS as business domain for MNOs.

2.1 Co-primary Spectrum Sharing, CoPSS

The definition of CoPSS as a dynamic spectrum-sharing concept is currently emerging
[6]. The three different elements that help to define CoPSS as a concept comprise the
following. First, the type of the spectrum authorized for sharing (licensed or license
exempt). Second, the dimensions of shared resources (temporal, spatial, or spectral,
where the first dimension refers to the length of time scale of spectrum sharing-related
decisions, the second to the geographical resolution (size of area) of the decisions, and
the final one to the resolution in the frequency domain (size of spectrum chunks)). Third,
degree and type of information sharing (proactive, reactive or enhance intra-operator
sharing schemes).

Based on these elements, paper [6] defines CoPSS as follows:

1. CoPSS concerns a specific spectrum band for which licenses are issued for at least
two MNOs,

2. These MNOs enter into an agreement regarding the conditions of sharing,
3. CoPSS requires real-time information sharing between the MNOs, information

about the type and level of sharing resolution, which is agreed between the MNOs
so as to guarantee efficient spectrum sharing,

4. The dynamics of spectrum sharing in CoPSS is considerably high, approaching the
level of intra-operator resource allocation, and

5. Sufficient guaranteed QoS is part of CoPSS.

Figure 1 illustrates the CoPSS concept. In this example, two MNOs originally have
licensed spectrum bands. Through CoPSS they maintain a part of their licensed band
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for their own use while offering the remaining part to a shared spectrum pool that can
be accessed by both MNOs under agreed terms.

Fig. 1. CoPSS framework.

In the MNO business regarding CoPSS, the spectrum is no longer necessarily owned,
but borrowed or co-owned with actors that still view each other as competitors. In this
situation, we need to understand the horizontal collaborative aspects of a business rela‐
tionship in parallel with the vertical, competitive aspects of a business relationship. The
main theories around business relationships, such as Network Theory, Industrial Organ‐
ization Theory or Strategic Alliances Theory, do not describe the dyad situation where
companies compete and cooperate with each other’s simultaneously [7]. Instead, coope‐
tition is shown to emerge in horizontal relationships. Coopetition [7, p. 412] is “the
dyadic and paradoxical relationship that emerges when two firms cooperate in some
activities, such as in strategic alliance, and at the same time compete with each other in
other activities… And (coopetition) must be regarded as the most advantageous one,
when companies in some respect help each other and to some extent force each other
toward, for example, more innovative performance.” Especially, this can be regarded to
hold when the MNOs in coopetition have differing customer profiles, the servicing of
which becomes feasible for using the CoPPS band resources.

In general, sharing may take several forms from no sharing to complete sharing
(commonly operated infrastructure) [8–11]. Compared to CoPSS, the performance of
no sharing is lower, whereas complete sharing might bring about considerable perform‐
ance improvement. Considering the costs, CoPSS might mean savings in license costs,
albeit with own infrastructure. In complete sharing, the problem is the access to sharing
arrangements and division of costs across the stakeholders. In no sharing the all stake‐
holders cover their own costs.

Coopetition has a strategic role [12] as it captures the benefits from both competition
and cooperation but it can create a tension between the players. In short, the coopetition
is about creating value and capturing value together between two or more players, so
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called value co-creation and value co-capture. Coopetition can also be seen as an enabler
for developing scalable business models.

2.2 Business Model Concept and Scalability

Business model has established its position as conceptual tool that helps managers to
translate abstract strategies practical, especially by looking the exploration and exploi‐
tation of opportunities and advantages of firms. This can be done by looking at how
value is co-created and co-captured in business relationships [13]. Business model
concept [13] revolves around business opportunity and answers four questions: what the
company is offering to their customers, how it is doing it, where the activities are located,
and why the company thinks it can do everything profitably:

1. What? Including offering, value proposition, customer segments, and differentiation,
2. How? Including key operations, basis of advantage, mode of delivery, selling, and

marketing,
3. Why? Including basis of pricing, way of charging, cost elements and cost drivers,

and
4. Where? Including the location of activities, either internally or externally to the firm.

Scalability, one unique characteristic of business, is an important concept when
innovating a business model. The scalability of the business model fundamentally stems
from the synchronization of a business model to the respective business opportunity. In
addition, a scalable company can maintain or improve its profit margins when sales
volume increases. There are two approaches related to scalability concept [14]. Scale-
up is the vertical approach to scale a system (i.e. only one node of the system will be
modified by adding more resource), and scale-out is the horizontal approach to scale a
system (i.e. takes an effect on the whole system by adding more nodes to the system).
In this paper, we consider four categories of elements that affect the scalability of CoPSS
based business model among MNOs:

1. Mission criticality and uniqueness which shows the value of the concept for the
customer,

2. Superior value proposition across value chain describes the strength of the business
model compared to other in the value chain,

3. Potential for sustainable, continuous revenue stream, and
4. Location of the business activities.

3 CoPSS and MNO Business Model Scalability

We have evaluated the proposed CoPSS concept according to the presented business
model scalability elements by arranging workshops that gathered experts from industry
and academia. The identified elements are summarized in Table 1.
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Table 1. Elements contributing to MNOs’ business model scalability in CoPSS.

CoPSS as mission critical and unique for
MNOs

• Licensed spectrum shared among competing
MNOs by predefined policies and rules

• Spectrum licenses for specific locations or
specific universal services

• Utilization of subscriber profiles and usage
profiles for spectrum resource allocation

CoPSS as providing MNOs a sustainable and
continuous revenue stream

• Using by MNO and other stakeholders a
hybrid business model that links commerce,
content, context and connection based busi‐
ness models, also between MNOs

• Shared license may include dedicated share
for base operation for each MNO and other
stakeholders

CoPSS as providing MNOs a superior value
proposition

• Value differentiation between exclusive
license and shared license enabled

• Opportunity to utilize the whole shared pool
as a resource asset by each MNO

• Utilization of customer experience manage‐
ment as a tool for value differentiation

Location of the MNOs CoPSS based business • Business both for location-dependent serv‐
ices and location-independent specific
universal services

• Utilizing LTE ecosystem for all services to
ease the standardization efforts

• Virtual network operation for MNOs by
local operator

For the category mission critical and uniqueness we have identified several features
of CoPSS which might make it unique. An essential unique feature of CoPSS is that the
licensed spectrum resources are being shared among competing MNOs by predefined
policies and rules. The sharing could happen in certain locations like public premises or
public places, where each MNO shall offer services its subscribers. The MNOs could
have different subscriber profiles with different usage behaviors, and the sharing could
be based on the utilization of the differences of the profiles. I.e., at a time one MNO
operator might have high need for extra resources to serve its subscribers, the others
could serve their customers with their basic resources. Compared to the traditional
situation where the extra resources are coming from over Wi-Fi, the licensed spectrum
offers continued connectivity without breaks and guaranteed quality of service with
quality of service differentiation according to the used pricing model. Additionally,
security is inbuilt in MNOs’ services. The local nature of the sharing may include
offering local services (e.g. multimedia broadcasting, advertisement etc.), which might
be provided by (specific) companies located in public premises. The spectrum to be
shared could be shared also with venue owners. One specific location for shared spec‐
trum could be roadsides, and there especially for the purpose of vehicle-to-vehicle
communications [15].
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For the superior value proposition category we have also identified several features.
A national regulator authority influences the CoPSS type of sharing as it will define
indirectly the constraints for sensible pricing of the spectrum. This could be done e.g.,
by comparing the value of the spectrum sold as exclusive licenses to that of shared
licenses. The MNOs will make the same comparison in their side. The value of CoPSS
spectrum could be lower than that of the licensed spectrum of the same blot, but an MNO
may consider that the part it has bought includes the possibility to utilize other MNOs’
spectrum. This extra utilization may give opportunities to extra value proposition to
subscribers. Getting this extra value depends heavily on how well MNOs could predict
and utilize their subscribers’ profiles and usage behaviors in time and across locations.
Customer experience management (CEM) has an essential role in this, as it could be the
implementation platform for all information gathering and decision making influencing
the user experience. There is a need of information what content a user is requesting and
what is the most suitable delivery channel for the content, considering user location and
time of the delivery (e.g., certain content may allow delayed delivery in a predictable
location if user movement is known). The suitability consideration of the delivery
channel may include also different pricing models, which, in turn, may take into account
the specific features of CoPPS spectrum.

In the sustainable, continuous revenue stream category MNOs may consider that in
addition subscribers, their customers include also content providers, venue owners and
local companies, which form a business network with hybrid business models. The
hybrid business models link commerce (e.g. shops, restaurants, etc.) to the content
provided (e.g. advertising, info searching, etc.) and to the context information available
(e.g. shopping mall) through various connections (both wireless and wire-line). CoPSS
spectrum could be considered as a common band for all MNOs and other stakeholders
for delivering local content. MNOs and other stakeholders could have a basic share for
the common band, enabling the generation of a base revenue to operate, and extra
revenue could come from the underutilized shares of the other MNOs and stakeholders
in that location.

Considering the location category, as mentioned earlier in text, the locations for
CoPSS business are assumed to be limited places, for example such as public premises
or roadsides, but there could be also specific services or applications (e.g. machine-to-
machine communication, device-to-device, proximity services [16, 17]), that are not
location specific but for which there could be reserved a common spectrum. The latter
cases are in nature as multi-tenant services where the communicating entities may belong
to different MNOs’ customers. In case of both location-dependent and location-inde‐
pendent businesses, the scaling potential is stemming from the utilization of the LTE
ecosystem. The LTE ecosystem provides solutions for small cells and proximity serv‐
ices, as solutions for the vehicle-to-vehicle communication build on proximity services
[15]. The LTE ecosystem provides easy standardization approaches as the standardiza‐
tion takes place within the ecosystem. The location-dependent business might utilize
the benefits of urban areas like dense population and easy implementation of infrastruc‐
ture for communication. A general infrastructure provider may also provide the whole
communication system and so enable the MNOs to act as local virtual operators. The
spectrum licenses could also be location-specific for both local network operator and
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MNOs. Although it is recognized that CoPSS can be utilized in wide and local areas, it
can be acknowledged that the investments needed may vary considerably across the
cases.

4 Conclusions

Co-primary spectrum sharing (CoPSS) is one of the emerging concepts to increase
spectral efficiency among MNOs and other actors. In this paper, we have examined the
elements of business model scalability for CoPSS, especially from the MNO perspec‐
tive. We define business model scalability as a possibility to maintain or improve profit
margins when sales volume increases. To reach its full potential, CoPSS as a concept
for inter-MNO spectrum sharing should utilize the LTE ecosystem and technology plat‐
forms. We argue that the scalability potential of the concept stems from the mission-
critical and unique features of the concept, especially from the utilization of pre-defined
policies and rules for sharing and from the utilization of subscriber and usage profiles.

From location perspective, CoPSS enables both location-dependent and location-
independent but specific services. CoPSS enables sustainable and continuous revenue
streams through hybrid business models that allow for various combinations of connec‐
tivity, content, context and commerce services. It is also possible to grant MNOs sharing
spectrum resources a dedicated share of the shared resource that guarantees them an
opportunity to generate revenue. From the value differentiation perspective, CoPSS
enables the differentiation between exclusive and shared spectrum resources, and if
combined with customer experience management, this differentiation can be made even
clearer. In conclusion, we see CoPSS showing a great deal of potential for MNOs’
business operations, also in the near future.
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Abstract. The ever increasing needs for more spectrum resources, and the new
Radio Access Technologies (RAT) to serve Mobile Broadband (MBB) services
add to the complexity of the Spectrum Toolbox in mobile networks landscape.
This paper briefly describes a collection of available frequency bands, spectrum
aggregation mechanisms, licensing and duplexing schemes, as well as spectrum
sharing and refarming techniques. With such a classification, Spectrum Toolbox
is defined and its evolution directions are discussed. It covers 3GPP LTE evo-
lution from its first version in Release 8 up to the Release 14, which deals with
LTE-A Pro enhancements. Studies on the new non-backwards compatible RAT
are also covered. Finally, the potential evolution towards emerging 5G ecosys-
tem, in the context of future Spectrum Toolbox enhancements, is presented.

Keywordss: 3GPP evolution � 5G � LTE-A pro � Spectrum management �
Spectrum toolbox � WRC-15

1 Introduction

The ever increasing mobile data demand in cellular networks calls for more spectrum
resources and for novel spectrum access schemes. This in turn increases the overall
complexity of mobile networks. Recent 3GPP Rel-13 standardization in the Radio
Access Networks (RAN) group, as well as discussions covered during 3GPP on “5G
RAN” and Licensed-Assisted Access (LAA) workshops, gave clear indication on the
requirement of further spectrum allocation flexibility improvements.

This paper presents Spectrum Toolbox, which may serve as a simple guide through
spectrum-related solutions in mobile system landscape. Spectrum Toolbox covers such
aspects as frequency bands overview, spectrum aggregation mechanisms, licensing and
duplexing schemes, as well as spectrum sharing and refarming techniques. Based on
3GPP RAN standardization status1, a brief introduction to the available solutions is
presented, focusing on LTE and WLAN spectrum resources and their classification,
with the aim to provide indications on further system developments towards 5G.

The remainder of this paper is organized as follows: after a brief summary on recent
radio access related standardization and regulatory events, Sect. 3 covers overview of

1 As of 2015/12.
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3GPP solutions for spectrum access techniques classifying Spectrum Toolbox ele-
ments. In Sect. 4, discussion on potential future development directions is presented,
followed by the final conclusions in Sect. 5.

2 Setting up the Scene for Spectrum Toolbox Discussion

This chapter presents the outcomes of recent standardization and regulatory events (i.e.
late 2015 timeframe), including LAA workshop, “5G RAN” workshop, as well as
World Radio Conference (WRC-15). These discussions set up the scene for the
evaluation of Spectrum Toolbox, covered in the following sections.

3GPP RAN workshop on LAA2 collected inputs from various unlicensed spectrum
stakeholders, including IEEE802 committee, Wi-Fi Alliance (WFA), Wireless
Broadband Alliance (WBA), as well as from the regulatory bodies representatives [1].
The goal of the workshop was to strengthen technical collaboration, especially in the
areas of coexistence evaluation for unlicensed Industrial, Scientific and Medical
(ISM) bands among different actors, and to follow up with finalization of the LAA
feature in 3GPP specifications. The main conclusions of the workshop were related to
the Listen Before Talk (LBT) mechanism design to provide fair coexistence between
LTE and WLAN users within 5 GHz ISM band. Coexistence testing and performance
requirements definition discussion was also started, focusing on DL-only operation of
LAA within Rel-13 timeframe (while UL LAA is expected to be covered in Rel-14).

3GPP workshop on “5G RAN” development directions collected ideas and
requirements on the next generation mobile networks, including 5G timeline feasibility
discussion [2]. In terms of spectrum allocation for 5G, the below 6 GHz spectrum, as
well as millimeter Wave (mmW) spectrum bands were discussed for new,
non-backwards compatible 5G RAT, which is expected to be developed in parallel to
the LTE-Advanced Pro3 in coming 3GPP releases. As a facilitator for the technical
feasibility studies and performance benchmarks, work on mmW channel models will
first have to be concluded, covering spectrum bands ranging from 6 GHz up to
100 GHz4 [3].

WRC-15 conference purpose was to allocate new frequency bands for various
mobile services, ranging from road safety to global flight tracking use cases [4]. New
spectrum allocation was agreed for Mobile Broadband (MBB) communication services
within L-band (i.e. 1427–1518 MHz), and within lower part of the C-band (i.e. 3.4–
3.6 GHz). More detailed spectrum allocation breakdown is covered in Table 1.

During WRC-15, decision on spectrum agenda studies for the next WRC-19
conference was taken, aiming at identification of 5G frequency bands above 6 GHz. In
the studies the following bands are supposed to be considered: 24.25–27.5 GHz, 31.8–
33.4 GHz, 37–43.5 GHz, 45.5–50.2 GHz, 50.4–52.6 GHz, 66–76 GHz, 81–86 GHz.
Furthermore, it was decided that the broadcasting and mobile industry players in

2 More details on LAA covered in Sect. 3.2. LAA is also called LTE-Unlicensed (LTE-U).
3 LTE evolution in Rel-13 and beyond.
4 However, the 5G RAT is to be defined for both below and above 6 GHz spectrum.
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Europe, have to conclude on the opportunity of mobile broadband technologies
adaptation for future terrestrial TV requirements, while using TV UHF band (470–
694 MHz). The consensus is to be reached until WRC-23 conference.

3 Spectrum Toolbox

Increasing amount of the available spectrum bands, equipped with the range of spectrum
access technologies, provides highly complex system to operate and coordinate the
resource usage among radio access nodes. Figure 1 presents an example of Heteroge-
neous Network (HetNet) comprising of macro- and Small Cell (SC) layers, accompanied
with various spectrum access techniques, including e.g. Carrier Aggregation (CA) and
Dual Connectivity (DC), covering licensed and unlicensed frequency bands.

Spectrum Toolbox covers the available frequency bands, spectrum aggregation
mechanisms, licensing and duplexing schemes, as well as spectrum sharing and
refarming techniques. Table 2 presents an overview of the Spectrum Toolbox evolution
over the LTE releases, while the following sections elaborate on individual areas
presented therein.

Table 1. WRC-15 decisions on spectrum allocation for 4G mobile services [4]

Frequency band Geographical distribution Spectrum availability

470–694/698 MHz Some APAC and American countries Auction in the USA
694–790 MHz Global band, now including EMEA 60 MHz
1427–1518 MHz Global band, in most countries 91 MHz
3300–3400 MHz Global band, not Europe/North America 100 MHz
3400–3600 MHz Global band, in most countries 200 MHz
3600–3700 MHz Global band, not Africa/some APAC 100 MHz
4800–4990 MHz Some APAC and American countries 190 MHz

Fig. 1. Spectrum toolbox landscape in HetNet
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Table 2. Spectrum Toolbox evolution across LTE releases: standardized solutions, ongoing
Study Items, and future concepts for 5G discussionsa

3GPP release LTE:
Rel-8, 9

LTE-A:
Rel-10, 11, 12

LTE-A Pro:
Rel-13, 14

5G phase I: Rel-15
5G phase II: Rel-16

Frequency
bands [GHz]b

0.7, 0.8, 1.8, 2.1,
2.3–2.4,
2.5–2.6 GHz

0.45 (Brasil),
Digital Dividend,
1.5, 3.4–3.8 GHz

5 GHz ISM;
WRC-15 bands

New bands below
6 GHz for 5G
RAT;
mmW: 6-100 GHz;
WRC-15/19 bands

Spectrum
aggregation

Single Carrier
(1.4–20 MHz),
symmetric DL/UL

Dual Connectivity,
CA variants:
-up to 5CC,
-intra-/inter-band,
-(non)-continuous,
-FDD and/or TDD
-Co-located, RRH;
-asymmetric DL/UL

Massive CA
(32CC), LAA
(5 GHz),
LWA, SDL for
CA:
2.3–2.4 GHz

Multi-Connectivity
with asymmetric
DL/UL,
SDL for CA:
700 MHz,
2.5–2.6 GHz,
Lean carrier

Spectrum
licensing
schemes

Licensed
spectrum only

Licensed, Carrier
Wi-Fi

Licensed,
Unlicensed,
DL LAA,
LWA, LSA

Co-existence of:
exclusive licensed,
shared
license-exempt
spectrum,
enhanced LAA
(DL + UL)

Duplexing
schemes

Separate FDD,
TDD

FDD and TDD
(CA-based),
eIMTA

FDD Flexible
Duplex

Full Duplex,
Additional DL-only
TDD configurations

Sharing
schemes
(network,
spectrum)

Static schemes
(MOCN,
MORAN)

Static schemes
(MOCN,
MORAN)

RSE, LSA LSA (new bands),
SC sharing, SCaaS,
spectrum trading,
Cognitive Radio

Spectrum
refarming

Static Static Dynamic,
DSA, MRAT
Joint
Coordination

Fully dynamic,
opportunistic,
Cognitive Radio

aAbbreviations in Table 2: CC – Component Carrier, DSA – Dynamic Spectrum Access, eIMTA –

enhanced Interference Mitigation & Traffic Adaptation, LSA – License-Shared Access, LWA –

LTE-WiFi Aggregation, MOCN – Multi-Operator Core Network, MORAN – Multi-Operator RAN,
RRH – Remote Radio Head, RSE – RAN Sharing Enhancements, SCaaS – Small Cells as a Service,
SDL – Supplemental Downlink
b3GPP introduces frequency bands and CA band combinations in a release independent manner.
Per-release breakdown presented only to describe standard’s evolution.
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3.1 Frequency Bands

Below, the list of current 3GPP spectrum bands for E-UTRA is presented [5]. Due to
the complex nature of the country-, and market-specific spectrum bands allocation, the
following compilation is limited only to the presentation of general spectrum bands
without detailed distinction:

• FDD [GHz]: 0.45, 0.7, 0.8, 0.9, 1.5, 1.8, 1.9, 2.1, 2.3, 2.6, 3.5
• TDD [GHz]: 0.7, 1.8, 1.9, 2.0, 2.6, 2.3-2.4, 2.5-2.7, 3.4-3.8

In case of spectrum bands for IEEE 802.11 access technologies, unlicensed fre-
quency bands are identified and summarized in Table 3.

3.2 Spectrum Aggregation Techniques

Baseline LTE standard (i.e. 3GPP Rel-8) was defined as an OFDMA5 system sup-
porting single carrier with various channel bandwidths (BW), defined in the range of
1.4–20 MHz. In Rel-10 LTE-Advanced, CA was introduced to aggregate multiple
Component Carriers (CC) with the use of MAC layer scheduling. Up to 5CC were
standardized and each individual CC was reusing Rel-8 numerology for the BW size to
allow backward compatibility. Thus, the overall theoretical maximum aggregated
bandwidth summed up to 100 MHz with intra-band consecutive, non-consecutive, or
with inter-band spectrum aggregation options. Different component carrier allocation
for UL and DL could reflect the expected traffic demand by the use of non-symmetrical
configurations (e.g. 3DL CC, 1UL CC). CA introduced concepts of Primary Cell
(PCell) and Secondary Cell (SCell), where the former is used for signalling and user
data purposes, while the latter serves for user data only to increase the overall user’s
throughput.

Table 3. IEEE802.11 spectrum bands breakdown for 802.11 protocol variants

Protocol Release date Frequency band [GHz] Channel bandwidth [MHz]

802.11 1997.06 2.4 22
802.11 a 1999.09 3.7a; 5 20
802.11 b 1999.09 2.4 22
802.11 g 2003.06 2.4 20
802.11 n 2009.10 2.4/5 20, 40
802.11 ac 2013.12 5 20, 40, 80, 160
802.11 ad 2012.12 60 2160
802.11 ah *2016 0.9 1, 2, 4, 8, 16
802.11 aj *2016 45/60 540, 1080
802.11 ax *2016 2.4/5 80, 160
802.11 ay *2017 60 8000
aLicensed 3.7 GHz band; allowed by FCC in the USA.

5 OFDMA used for LTE DL transmission. For LTE UL, Single Carrier FDMA is used.
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Unpaired spectrum variant further improving inter-band FDD CA-based operation
was provided with the SDL concept defined for L-band (i.e. 1452–1496 MHz, previ-
ously used for broadcasting services) [16]. SDL was also introduced for 717–728 MHz
band, and the discussion continues to introduce the harmonized European SDL band in
738–758 MHz range, as well as to enable SDL in 2.6 GHz band [8, 9].

CA was standardized for either intra-site or inter-site6 scenarios, based on ideal
backhaul due to CA timing requirements on scheduling. Furthermore, in later stages
CA allowed aggregation of TDD and FDD based component carriers.

Even though 5CC configuration was standardized in Rel-10 already, the highest CA
combination being standardized for specific spectrum bands so far considers “only” up
to 4 frequency bands and 4 CCs [1], e.g.:

• FDD only: 1900, 2100, 2300 + 700 SDL
• FDD + TDD: (2100, 1800, 800) FDD + 3500 TDD

Lately, work on 5CC Carrier Aggregation has been started within Rel-13 for
5DL/1UL configuration [24].

Significant change in the spectrum aggregation management was possible through
the aggregation of different carriers with the use of Rel-12 Dual Connectivity feature.
With DC, spectrum is aggregated in inter-site scenario, where a macro-cell serves as a
mobility anchor (using so called Primary Cell Group, PCG) whereas the other radio
link provided by Small Cell acts as local capacity booster (i.e. Secondary Cell Group,
SCG). This feature implements Control Plane/User Plane (CP/UP) split, in order to
reduce the signaling overhead, reduce the number of handovers, and to improve user
experience for mobile users. CP/UP split operates by switching User Plane (UP) links
among available SCs, whereas the user’s CP context is maintained by the overlay
macro-cell. In contrary to CA, DC scheme uses concept of the Split Bearer, where
instead of aggregating MAC layer transport blocks, the PDCP Packet Data Units
(PDUs) are combined, thus omitting the requirement for low latency and allowing
non-ideal backhaul for SC connectivity.

Rel-13 extends spectrum aggregation mechanisms towards higher number of
aggregated bands and towards the use of unlicensed spectrum for mobile networking.
Massive CA enables up to 32CCs and thus theoretically provides up to 640 MHz of
aggregated bandwidth for a single device, while still fulfilling backwards compatibility
with LTE Rel-8 channel bandwidths. Furthermore, LAA and LTE-WiFi Aggregation
(LWA)7 are provided as features to utilize the unlicensed spectrum. LAA aggregates
the licensed LTE carrier (serving as a mobility and signaling anchor - PCell) with SCell
using the new LTE frame format over the unlicensed 5 GHz ISM band8. Similarly, in
case of LWA scheme, the Carrier Wi-Fi is serving as capacity booster’s counterpart,
using radio level integration for uniform user experience provision over the Wi-Fi

6 Based on RRH deployments using fiber for ideal backhaul.
7 All spectrum access and spectrum aggregation schemes have deployment related limitations, which
are not discussed in this paper, e.g. LWA and LAA applicable mostly for Small Cells.

8 Other LTE-based access schemes using ISM spectrum: LTE-U – downlink-only radio access with
Carrier Sensing Adaptive Transmission (CSAT) for fairness assurance; MuLTEfire – LTE-based
technology without licensed PCell anchor proposed by Nokia and Qualcomm.
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radio. In LWA, UE is configured by the eNB to utilize radio resources of LTE and
WLAN. Another LTE-WLAN interworking mode is RAN Controlled LTE WLAN
Interworking (RCLWI), defining LTE-controlled bidirectional traffic steering between
LTE and WLAN. In RCLWI, LTE may send steering command to UE in order to
perform traffic offloading to WLAN. LWA and RCLWI are supported in collocated, as
well as in non-collocated scenarios (ideal backhaul, or non-ideal backhaul between
eNB and WLAN access point, respectively).

3.3 Spectrum Licensing Schemes

Licensed spectrum allocation per Mobile Network Operator (MNO) is the basic prin-
ciple for mobile networks operation, requiring acquisition of the spectrum license.
However, an unlicensed spectrum usage was considered already in 3GPP Rel-8, where
the Access Network Discovery and Selection Function (ANDSF) was introduced for
the traffic offload to e.g. Carrier Wi-Fi access nodes. This technique was not very
popular, but traffic offloading techniques evolution was continued in the subsequent
3GPP releases.

As already mentioned in the previous section, 3GPP has introduced LAA unli-
censed spectrum access schemes, which became hot topic among 3GPP, WFA and
IEEE. ISM spectrum usage was also considered under the LWA or RCLWI scheme. To
enhance the integration of unlicensed spectrum into mobile networks, the Unlicensed
Spectrum Offloading System (USOS) work was agreed for Rel-14, to define service
requirements allowing MNOs to empower the clarification for: spectrum usage over
unlicensed access networks, network planning and charging purposes.

Furthermore, the new spectrum sharing scheme for 2.3–2.4 GHz band was intro-
duced, based on ETSI RRS work [10], called License Shared Access (LSA, or
Authorized Shared Access, ASA). LSA allows spectrum owners (i.e. incumbents) to
share their radio resources with other market players (LSA Licensees), enabling QoS
support within a shared band. QoS support is achieved by the use of protection measures
such as geographical exclusion, or restriction zones, within which the incumbent’s
receivers will not be subject to interference caused by LSA Licensees. 3GPP studied
LSA access in Rel-13 [12], looking into architectural aspects of ETSI’s concept for
global solution provisioning, covering required information flows for static and
semi-static spectrum sharing scenarios. Two alternatives for OAM based spectrum usage
reconfigurations are available within LSA architecture model to handle LSA Spectrum
Resource Availability Information (LSRAI) exchange over LSA1 interface (Fig. 2).
LSA Repository (LR) entity stores information describing Incumbent’s usage and
protection requirements. LR allows National Regulatory Authority (NRA) to monitor
LSA operation. LSA Controller (LC) is located within licensee’s domain, allowing the
licensee to obtain LSA spectrum availability information from the Repository. LC
controller interacts with the licensee’s mobile network to support mapping of the
spectrum availability information into appropriate radio nodes configurations.
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3.4 Duplexing Schemes

Duplexing schemes for LTE system correspond to either FDD or TDD, with
pre-defined duplex-specific spectrum bands [1]. Initial Rel-8 TDD frame configurations
included multiple settings for different UL and DL traffic ratios (i.e. ranging from UL
heavy 2:2:69 up to DL heavy 8:1:1) within 10 ms radio frame, which were meant to be
configured in a semi-static manner. However, TD-LTE frame setup modification
requires careful inter-site coordination to avoid major interference problems, e.g. in
case of inter-site configuration, where UL and DL transmission is present in the same
subframe from the neighboring access nodes.

Based on TDD frame configurations described above, their dynamic adaptation for
a HetNet scenario was introduced in Rel-12 with the introduction of enhanced Inter-
ference Management and Traffic Adaptation (eIMTA) feature. eIMTA enables
on-the-fly changes of the TDD configuration based on instantaneous DL:UL traffic
demand ratio in the particular cell. This feature was mainly foreseen for Small Cell
deployments in 3.5 GHz band. In such scenario, DL-UL interference should not be an
issue, since a SC with low transmit power, and operating on high frequency band is
considered to be well isolated from the potential neighboring interferers (unless, dense
deployment of SCs is considered), and it is not expected to deploy macro cells on such
high frequency bands10.

Furthermore, TDD frame configurations were discussed within Rel-13 to be further
extended with additional DL-heavy and DL-only frames formats to support 9:1:0 and
10:0:0 options [25], but this study was left for standardization in future releases.

With the introduction of CA, TDD or FDD spectrum aggregation was possible. In
case of FDD bands aggregation, it was possible to have a different number of the DL
and UL CCs (e.g. refer to the SDL concept); in the case of TDD spectrum aggregation,
number of carriers (and their bandwidths) obviously has to be the same for DL and UL
due to the nature of TDD. Further evolution of CA configurations came with the
aggregation of FDD and TDD component carriers, enabling greater flexibility in the

Fig. 2. Two variants for LTE RAN network elements reconfiguration under LSA scheme [11]

9 DL:Sp:UL; Sp – Special subframe.
10 However, 3.5 GHz based rooftop macro sites were considered in Japan, based on the inter-site

coordination for interference management purposes.
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spectrum arrangements for the operators having both, FDD and TDD spectrum
licenses. In such scenario, PCell could be either FDD, or TDD (with the limit for the
cross-carrier scheduling originating from the TDD PCell). One particular use case
considers FDD based PCell, with the RRH based SCell using TDD.

Flexible duplex feature for FDD E-UTRA bands was also proposed during Rel-13
discussions [13]. It aimed to provide more efficient handling of the asymmetric traffic
load between DL and UL, going beyond static resource allocation for both link
directions, by permitting DL transmission to originate from the underutilized FDD UL
frequency bands. However, based on negative feedback received from regulatory
bodies, it seems that the option of flexible duplex for FDD bands will not be further
considered at this stage of standardization.

3.5 Spectrum Sharing Schemes

According to the basic definition of spectrum sharing11, some of the techniques
described in the previous chapters could be considered as belonging to the spectrum
sharing mechanisms, e.g. LAA spectrum access method, or LSA spectrum licensing
method.

This section focuses on recent developments in the area of shared spectrum access
improvements, in the form of Rel-13 RAN Sharing Enhancements (RSE) work [14].
RSE treats on RAN sharing, however it is closely related to the spectrum sharing. It
improves the legacy inter-operator sharing schemes, where previously there was no
knowledge on how much capacity the other participating operator is using. RSE
improvements are addressing the following aspects:

• Allocation of the shared RAN resources based on the proportion of the assigned
resource usage for each participating operator;

• Ability to monitor the usage of shared resources;
• Allows on-demand capacity negotiations;
• Load balancing while respecting the agreed shares of resources;
• Selective OAM access for the participating operators.

RSE is under the development for each of the following radio technologies: GSM,
UTMS [15] and LTE. In terms of GSM, it is becoming an interesting improvement for
some markets, where it is already expected, that there will be single shared GSM
network for legacy devices support for all competing operators. At the same time, each
MNO will own its individual 4G network using extra 2G spectrum resources by the
means of dynamic refarming.

RSE functionality is expected to be particularly important in case of HetNets,
including dense deployment of SCs for hotspots. In the authors’ opinion, SC sharing
will become an enabler for fruitful deployments of future networks in mature markets,
where shortage of the access nodes’ sites in dense environments will become a
bottleneck.

11 Spectrum sharing: simultaneous usage of the particular frequency band by the number of
independent systems, or users.
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3.6 Spectrum Refarming

Along the mobile networks evolution from 1G analogue systems up to today’s LTE-A
Pro cellular networks underlying spectrum regulations and standardization has been
evolving to provide sufficient amount of market-, and RAT-specific frequency bands
for the mobile operators. With new radio technologies becoming more spectrally
efficient than the previous RAT generations and with ever increasing demand for the
more licensed bands, the spectrum refarming comes as a natural solution to enable
release of the legacy RAT bands. Static approach to the spectrum refarming, where
reuse of 2G spectrum for the LTE services is allowed after 2G license expiration, is not
too attractive, as market-specific spectrum licenses might have been granted for long
periods (e.g. 20 years). Moreover, the static spectrum refarming has another drawback,
i.e. the requirement of legacy RAT’s devices lead-out consideration. Thus, the evo-
lution in spectrum refarming domain already includes dynamic methods, and ultimately
shifts towards Cognitive Radio based mechanisms.

So far, one promising method for dynamic spectrum refarming is being standard-
ized under MRAT Joint Coordination framework [6, 17]. This concept utilizes
Dynamic Spectrum Access (DSA) scheme12, where the collocated LTE and GSM
systems use dedicated bandwidth part whose size depends on the actual traffic demand
in each radio network. This method is based on the temporal traffic statistics: e.g. when
GSM load on Traffic Channel is low, LTE is allowed to use shared GSM/LTE part of
the spectrum.

4 Future Evolution Directions

Considering the above solutions and the emerging standardization of 5G, the presented
Spectrum Toolbox is expected to be further enhanced with new technology elements.
Spectrum Toolbox will become even more complex, but it will also provide more
flexibility in the spectrum allocation. Therefore, Spectrum Toolbox will have to be
more adaptive and automated, evolving towards CR mechanisms, equipped with
self-learning and self-optimization solutions. Some of the 3GPP study and work items
considered for Rel-14 discussion are indicating future evolution directions, briefly
covered below:

• Enhanced LAA (eLAA) proposal extends LAA scheme with UL consideration to
enable full DC-like capabilities for unlicensed spectrum [19].

• SDL spectrum is extended by 2570–2620 MHz band for TDD or for unpaired DL
within SDL framework.

• Flexible bandwidth study [20] targets the possibility to fully exploit non-standard
channel bandwidths for LTE (i.e. extension of Rel-8 channel BWs) in spectrum,
which is currently underutilized, e.g. in case of spectrum refarming, where the
released 2G spectrum doesn’t fit the Rel-8 channel bandwidths.

12 Also studied in FP7 SEMAFOUR project [18].
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• Lean carrier concept, after being initially rejected in Rel-12, is again brought to
attention during Rel-14 discussion [21]. It is supposed to inherit from LAA radio
frame, where most of the legacy PHY-layer information (including cell specific
reference signals) is sent only when needed. By doing so, in the low/medium load
conditions, the interference is decreased, and the eNB’s power amplifiers can be
switched to deep sleep mode to save energy. Furthermore, to enable easy integration
with the existing system, it is proposed to provide the lean carrier with the possi-
bility to be toggled to the legacy LTE frame when needed, e.g. serving as a legacy
SCell when the PCell is overused by legacy users.

• Multi-connectivity [22] is expected to enhance DC, providing multiple links for a
UE in the following two options:
• Configuration of multiple radio links for UE, while only limited, selected set of

them are active at any given moment;
• All of the configured multiple links are active.

More advanced and novel areas of the “Towards 5G” RAN aspects include:
adoption of high frequency bands, support for full duplex, and definition of the Unified
Air Interface (UAI):

• New frequency bands in the range of mmWave bands have been considered for
local capacity boosting and as dynamic backhaul/fronthaul solutions, where the
standardization starts by studying the appropriate channel models.

• Full duplex provides the possibility to improve spectral efficiency by utilizing a
single, un-paired band for simultaneous transmission and reception (i.e. without
splitting the time slots onto DL and UL) possible through the use of advanced
receivers.

• UAI should handle multiple different traffic types and incorporate their requirements
into a single radio frame design utilizing different frame parts (e.g. in the frequency
domain) with different waveform parameters and access schemes, e.g. small data
packets transmitted by MTC devices can be sent in a contention-based manner,
whereas MBB data is sent in synchronized scheduled manner [23].

All the above techniques provide a Spectrum Toolbox that includes a wide set of
bands ranging from 450 MHz up to 100 GHz with licensed and unlicensed spectrum,
covering different licensing options, as well as different access schemes, BW aggre-
gation mechanisms, duplexing and RATs. On top of that, 5G requirements target tight
integration of all these elements to unify the operation of the next generation mobile
systems and to provide the possibility to adapt to different use cases and scenarios that
will further complicate the overall landscape.

5 Summary and Conclusions

The aim of this paper was to present set of the available and currently discussed
spectrum access techniques, considered as the enabler for the 5G pre-study discussions
within 3GPP Rel-14. Based on the performed analysis, the authors are convinced that
the ongoing 5G-related discussions should already address all the possible spectrum
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resources, while considering various licensing schemes. Unified approach to this
complex problem of Radio Resources Management is an enabler for the
spectrum-efficient future networks. This is due to the fact, that the unified approach to
RRM is still considered to be a missing piece in the current multi-RAT mobile net-
works landscape. In order to enable efficient usage of new spectrum licensing schemes
(like LSA), considering scenarios which are evolving towards Ultra Dense Networks
(UDN), the radio resources coordination shall be addressed on multiple levels, namely
inter-MNO, inter-RAT, inter-site, inter-layer, inter-band dimensions. To achieve this, it
is already obvious that the high level flexibility in the RF domain will be required.
Additionally, high level of “programmability” of the baseband units will be needed,
relying on Software Defined Networking (SDN) techniques, leading to dynamic
spectrum access. On top of that, the overall design of future networks should natively
incorporate SON engines, to manage the network towards unified user experience
provided across multiple converged radio access technologies.
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Abstract. In this contribution, the prototype of an energy efficient RF front-end
combined to a miniaturized highly efficient antenna system is presented. This
demonstrator is designed for LTE small cell base station applications and can
address both LTE band 7 & 20. It supports carrier aggregation (CA) for capacity
network improvement and is compatible with inter-band CA as well as con-
tiguous and non-contiguous intra-band CA. The measurement results show an
energy consumption saving of around 30 % and a size reduction factor of 3 for
the antenna system compared to regular base station antennas. The proposed
design demonstrates the possibility of increasing the energy efficiency as well as
the level of integration of a small cell base station despite the use of new
technology enablers such as CA technique.

Keywords: Carrier aggregation � Multi-band antennas � Reconfigurable
solutions � Energy efficiency

1 Introduction

One of the key aspects in future network deployments is the increasing bandwidth
demand in confrontation with spectrum availability. ITU has proposed the technique of
carrier aggregation (CA) supporting up to 100 MHz system bandwidth for
LTE-Advanced (LTE-A) [1]. This technique enables aggregation of multiple compo-
nent carriers (CCs) providing operators the maximum flexibility for using their avail-
able spectrum. Therefore LTE-A provides much higher throughputs than otherwise
possible with the potential of achieving more than 1 Gb/s throughput for downlink
(DL) and 500 Mb/s throughput for uplink (UL).

Three different CA modes are defined: intra-band contiguous CA (CCs are con-
tiguous within the same band), intra-band non-contiguous CA (CCs are non-contiguous
in the same band) and inter-band CA (CCs are in different bands).

To handle bandwidths up to 100 MHz in different frequency bands, innovative
solutions are required for antenna and RF front-end. Concerning the antenna solution,
the focus is on the bandwidth optimization enabling antenna miniaturization. Thus, the
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antenna system instantaneous bandwidth has been reduced to the minimum in order to
miniaturize the antenna size without impacting its performance. Frequency agility
technique has been used to compensate this bandwidth reduction by giving the ability
to the antenna to reconfigure its frequency bandwidth according to the active CA
configuration. This technique has been so far mainly used in handset antenna design for
CA purposes as demonstrated in [2]. On the topic of RF front-ends, reconfigurable
solutions in terms of bandwidth and frequency of operation are demanded. However,
peak-to-average power ratio (PAPR) is an important issue in CA, because CC aggre-
gation causes an increase in PAPR. For the DL, the eNB should afford the PAPR
increase caused by multiple CCs.

This paper addresses the issue of two innovative reconfigurable solutions to support
CA. One solution is a multi-band frequency agile antenna which is able to adjust its
bandwidth according to the active CA configuration. As well as a reconfigurable RF
front-end capable to work at different operating points to improve energy efficiency
depending on CA configuration.

For experimental validation, the proposed scenario is a small cell base station
supporting intra-band CA in LTE band 7 (2620–2690 MHz) and inter-band CA in LTE
band 20 (791–821 MHz) & LTE band 7 (2620–2690 MHz).

This work is structured as follows: Sect. 2 describes the multi-band frequency agile
antenna. Section 3 presents the reconfigurable RF front-end. Section 4 depicts the
small cell reconfigurable carrier aggregation demonstrator. Finally, Sect. 5 concludes
the paper, highlighting the main results.

2 Multi-band Frequency Agile Antenna

A dual band (LTE band 7 & band 20) dual access frequency agile antenna system
capable to adapt its frequency bandwidth to the active CA configuration has been
developed. Frequency agility is used to reduce the antenna instantaneous bandwidth
which enables miniaturization without performance reduction.

2.1 Design

Due to its low operating frequency bandwidth, only band 20 antenna requires a
miniaturization. Based on the fact that the size of an antenna is proportional to its
bandwidth [3, 4], the main idea with this antenna design is to do the miniaturization by
limiting the frequency bandwidth to a single band 20 sub-channel instead of the whole
band 20, reducing the instantaneous bandwidth from 70 MHz to twice 10 MHz. Thus,
the antenna has been made dual resonant with two very narrow closely spaced reso-
nances and the frequency agility technique has been used to tune the antenna reso-
nances at the right frequency according to the active CA configuration.

The antenna system (Fig. 1) is based on two microstrip patch antennas, one cov-
ering LTE band 7 and the other one LTE band 20. Band 20 antenna is miniaturized
thanks to classical loading and folding techniques. Both antennas are co-located on a
square 100 × 100 mm2 ground plane and the antenna system only takes up a small
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volume of 66 × 54.5 × 23 mm3 (λ0/5.7 × λ0/7 × λ0/16.5 with λ0 = 379 mm
@791 MHz).

This mechanical arrangement with band 20 antenna right above band 7 antenna is
possible due to their orthogonal polarizations as well as the fact that their respective
strong near field spots are distinct and do not interfere significantly. This aspect is
developed and illustrated in [5].

Two digitally tunable capacitors (DTCs) are used as frequency agility active
components in this design. DTCs have been selected due to their superior linearity
performance compared to other tuning components such as varactor diodes. They are
also very easy to use and only require a SPI bus to control their effective capacitance.

2.2 Performance Evaluation

A measurement campaign was carried out to evaluate the antenna system electrical and
radiated characteristics.

Figure 2 shows the reflection coefficient (S11) at the antenna system band 20 and
band 7 ports. A reflection coefficient below -10 dB (worst case −7.7 dB) for band 20
and −12 dB for band 7 is achieved whichever the antenna state. A very good agree-
ment is obtained between simulated and measured reflection coefficient in band 7. The
comparison is equally good in band 20. The more visible discrepancies reflect very
little difference due to low values shown with a logarithmic scale.

Fig. 1. Drawing and picture of the antenna prototype.
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Similar remark can be made with the isolation parameters (S21) that are close in
simulation and measurement. An isolation level higher than 14.5 dB within band 20
and 20 dB within band 7 is demonstrated between both RF ports for the three states.
This level of isolation will ensure a good electromagnetic compatibility between both
antennas.

A peak realized gain (computed over two orthogonal elevation planes) better than
3 dBi for band 20 and 8 dBi for band 7 (Fig. 3) has been measured. These gain levels
will ensure the good connectivity of the small cell base station.

The antenna system frequency agility is also demonstrated in Figs. 2 and 3, where
the band 20 antenna ability to tune its frequency bandwidth in order to cover the three
band 20 sub-channels is shown.

Realized gain patterns of band 20 antenna (Fig. 4) show that the main beam is
oriented towards the Z + axis (±10°) at both frequencies. The size of the ground plane
being about λ0/4, it is too small to ensure its reflector role. Therefore, the back radiation
is relatively high (front to back ratio of about 3 dBi) and the directivity is consequently
limited. Realized gain patterns of band 7 antenna (Fig. 5) show that the main beam is
oriented towards the Z + axis (±10°). Due to the sufficient size of the ground plane,

Fig. 2. Measured and simulated reflection coefficients at band 20 (a) and band 7 (b) RF ports
and isolation between both RF ports for different DTC states.
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there is almost no radiation towards the Z- hemisphere meaning a good front to back
ratio (greater than 15 dB). This kind of radiation pattern was targeted in order to have
the best performance once the base station located against a wall for instance.

Fig. 3. Measured and simulated peak realized gain of band 20 (a) and band 7 (b) antennas for
different DTC states.
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Fig. 4. Measured and simulated realized gain pattern of band 20 antenna.
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Fig. 5. Measured and simulated realized gain pattern of band 7 antenna.

Fig. 6. CCDF simulation results from 1CC to 5CCs using E-TM1.1.

Fig. 7. ACLR simulated results vs PA OBO from 1CC to 5CCs using E-TM1.1 supporting
intra-band contiguous CA.

722 C. Jouanlanne et al.



3 Reconfigurable RF Front-end

A reconfigurable RF front-end capable to adapt to different CA configurations with
different number of aggregated CCs providing energy savings has been developed. The
solution is based on a reconfigurable power amplifier (PA) working at different
operating points which provides optimized output power levels for CA.

3.1 Design

To support different CA configurations with different number of aggregated CCs, base
station transmitter specifications [6] were considered in order to define mainly PA
requirements. Depending on the number of aggregated CCs and CA configuration,
different output back-off (OBO) levels at PA are required related to PAPR require-
ments. To calculate OBO specification, it is normally sufficient to apply 0.01 %
complementary cumulative distribution function (CCDF) of the waveform [7]. CCDF
characterizes the weighted probability of the signal excursions that lead to distortions,
by indicating the number of samples where the signal peak power exceeds its average
power by a certain value. CC aggregation causes an increase in PAPR due to the
influence of aggregated CCs on the unwanted emissions and particularly on adjacent
channel leakage power ratio (ACLR), which should be at least 45 dB.

To evaluate technical specifications, E-UTRA test models [8] are defined. E-UTRA
test model 1.1 (E-TM1.1) verifies most PA specifications.

Firstly, simulations merging from 2CCs to 5CCs were carried out to evaluate
LTE-A waveform and characterize its CCDF curves (Fig. 6). These simulations were
performed with bandwidths from 3 MHz to 20 MHz, showing slight variations.

Furthermore, the OBO impact over ACLR specification was evaluated. Several
simulations were performed modifying the OBO at the PA in order to determine the
45 dB ACLR threshold. Figure 7 presents the ACLR simulated results depending on
the PA OBO from 1CC to 5CCs using E-TM1.1 supporting intra-band contiguous CA.

Table 1 summarizes the simulated results by combining the 0.01 % waveform
CCDF evaluation and the ACLR evaluation to support intra-band contiguous CA from
1CC to 5CCs. Total OBO requirement must be the most restrictive value between both
simulations.

Table 1. OBO requirements to support intra-band contiguous CA from 1CC to 5CCs.

Intra-band contiguous
CA

OBO requirement
0.01 % CCDF
evaluation

45 dB ACLR
evaluation

Global
evaluation

1 CC 9.6 dB 8.7 dB 9.6 dB
2 CCs 11.8 dB 13.4 dB 13.4 dB
3 CCs 13.3 dB 15.9 dB 15.9 dB
4 CCs 14.3 dB 17.7 dB 17.7 dB
5 CCs 15.2 dB 18.9 dB 18.9 dB
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As shown in Table 1, the higher the number of CCs is, the higher is the impact of
ACLR specification over OBO requirement.

The study was also extended to intra-band non-contiguous CA. It was checked that
increasing the gap among CCs, OBO requirement reduces mainly owing to a lower
impact of ACLR specification. For instance, in case of having 2CCs with a gap
between CCs equal to the bandwidth, OBO requirement decreases to 12.6 dB. With a
gap of twice the bandwidth, it reduces up to 11.8 dB.

3.2 Prototype

To validate the PA OBO requirement analysis for different CA modes, a reconfigurable
RF front-end was developed (Fig. 8). It supports intra-band CA allowing up to 3CCs in
LTE band 7 and inter-band CA in LTE band 20 & band 7. The hardware prototype is
composed of three modules: the signal generation module, the RF gain block module
and the reconfigurable PA capable to work at different operating points to optimize CA
energy efficiency performance.

The signal generation module translates LTE baseband signals (E-UTRA test
models) into LTE band 20 & band 7 RF signal, acting as an up-converter/modulator.
Three RF signals are generated at tuning frequencies and appropriately combined using
two RF splitters and one RF switch to configure different CA configurations. The RF
gain module amplifies the RF signals from the signal generation module, also includes
a digital attenuator to adjust the output power level to ease the characterization of the
reconfigurable PA. Finally, the reconfigurable PA for LTE band 7 is integrated.

A console has been designed to configure different CA configurations defining the
operating frequencies and the number of aggregated CCs.

The commercial PA, AFT20S015 N from Freescale, was implemented as the
reconfigurable PA to validate the proposed solution. Its 1 dB compression output
power (P1 dB) is about 38 dBm at 28 V drain voltage. Moreover, it was tested at drain
voltages from 28 V to 14 V (Fig. 9).

Fig. 8. Picture of the reconfigurable RF front-end prototype.
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The higher the drain voltage is, the higher is the possible delivered output power
level. Nevertheless, depending on CA configuration there is an operating point opti-
mized to deliver the required output power improving EE compared to single operating
point as shown Fig. 9.

3.3 Performance Evaluation

For proof-of-concept validation, the most restrictive CA mode evaluated with the
prototype is 3CCs in intra-band contiguous CA configuration, which requires 15.9 dB
OBO. Considering 38 dBm P1 dB for 28 V drain voltage and aggregating 3CCs there
is an increase in 4.7 dB in the average power due to the grouping. Therefore it can
assume about 17 dBm as the average power per CC. Table 2 presents the associated
operating points and the power-added efficiency (PAE) enhancement for different CA
configurations. The evaluation was completed for intra-band contiguous CA up to
3CCs and for intra-band non-contiguous CA merging 2CCs with a gap equal to the
bandwidth and twice the bandwidth.

For 1CC of 17 dBm average power and 9.6 dB OBO requirement, 16 V operating
point is enough, providing 50 % PAE enhancement as shown Table 2. For 2CCs, the
average output power is 20 dBm and different OBO requirements are associated to
different CA configurations which can be fulfilled using different operating points,
providing between 25 % and 39 % PAE enhancement.

4 Reconfigurable CA Demonstrator

A demonstrator combining the antenna system and the RF front-end was realized
showing the compatibility between both subsystems.

The interfaces between the multi-band frequency agile antenna and the reconfig-
urable RF front-end are SMA connectors, one for each frequency band. Therefore RF

Fig. 9. PAE results in AFT20S015 N for different operating points.
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cables are required to connect both prototypes. A future version of the demonstrator
would integrate the RF components on the back side of the antenna ground plane.

A console was developed in order to manage both prototypes simultaneously.
Depending on the active CA configuration, the reconfigurable RF front-end is pro-
grammed with the appropriate frequencies. Furthermore, the LTE band 20 PA is only

Table 2. Energy efficiency evaluation for different CA configurations.

CA configuration PA
OBO
(dB)

Operating
point (V)

Output
power
(dBm)

PAE
(%)

PAE
enhancement
(%)

1 CC 9.6 dB 28 V 27.3 dBm 9.4 %
16 V 17.9 dBm 2.8 % 50 %
28 V 1.4 %

2 CCs
non-contiguous

(Gap = 2*Bandwidth)

11.8 dB 28 V 22.7 dBm 3.9 % 39 %
20 V 17.1 dBm 1.8 %
28 V 1.1 %

2 CCs
non-contiguous

(Gap = Bandwidth)

12.6 dB 28 V 21.6 dBm 3.3 %
21 V 16.9 dBm 1.7 % 35 %
28 V 1.1 %

2 CCs contiguous 13.4 dB 28 V 21.2 dBm 3 %
22 V 17.4 dBm 1.6 % 25 %
28 V 1.2 %

3 CCs contiguous 15.9 dB 28 V 16.7 dBm 1 % –

Fig. 10. Reconfigurable CA demonstrator.
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activated in inter-band CA configuration to save energy during intra-band CA. In the
multi-band frequency agile antenna, the DTCs are also programmed to tune the antenna
resonances properly.

To validate both prototypes, a second antenna emulating the user equipment
antenna was used to perform a radio link as shown Fig. 10.

Different CA configurations were performed combining both prototypes. Figure 11
shows one example of the test results at the auxiliary antenna with 2CCs in intra-band
contiguous CA configuration. The demonstrator proves the ability of both prototypes to
support CA.

5 Conclusions

In this contribution, energy efficiency miniaturized dual band LTE small cell base
station using CA for capacity network improvement is demonstrated.

The dual band reconfigurable RF front-end supports CA up to 3 CCs and provides
energy saving up to 50 % using different operating points depending on the active CA
configuration. It supports intra-band contiguous and non-contiguous CA as well as
inter-band CA. The dual band antenna system, developed in parallel with the RF
front-end, is capable to adapt its frequency bandwidth according to the RF front-end
configuration (CA mode). This frequency bandwidth optimization has led to a
miniaturization of the antenna system by a factor 3 without impacting its electrical
performance.

The measured performances of both sub-systems are analyzed and a reconfigurable
CA demonstrator combining the RF front-end and the antenna system is presented.

Acknowledgments. The present work was carried out within the framework of Celtic-Plus
SHARING project.

Fig. 11. Test results from the reconfigurable CA demonstrator at the auxiliary antenna for 2CCs
in intra-band contiguous CA.
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Abstract. Limited energy resources of sensor nodes are one of the main weak-
nesses of wireless sensor networks (WSNs). It has long been recognized that
conventional methods of data transmission in WSNs are energy inefficient.
However, implementation of coordinated, energy-aware routing and power con-
trol strategies among sensor nodes is difficult due to distributed network control.
Software defined networking (SDN) is a new networking paradigm which over-
comes this issue by decoupling the network control and data planes. As an
emerging technology, originally envisioned for wired networks, SDN cannot be
expected to completely replace traditional WSNs in near future. Therefore, in this
paper, we investigate how to save energy in partially deployed software-defined
WSN (SD-WSN). In particular, the paper considers the scenario ofWSNdeployed
for monitoring set of targets with known locations, and analyses how the incre-
mental SDN deployment and various power- mode switching policies could affect
the WSN lifetime.

Keywords: SDN � WSN � Target coverage � Routing � Energy efficiency

1 Introduction

Wireless sensor networks (WSNs) consist of small, usually low-powered devices
(sensor nodes), that measure specific parameters of the environment (e.g. temperature,
pressure, motion, etc.). Each sensor node (SN) has the wireless communication capa-
bility, which enables it to send report messages to the network gateway. The gateway
further delivers the gathered information to more powerful Internet-connected device
that can process it. In this way, WSN can significantly reduce, or even completely
eliminate the need for human involvement in many civilian, industrial, agricultural, and
military applications [1].

Energy is the main resource constraint of SNs because their power sources are
usually batteries with limited capacity. WSN lifetime is one of the key factors that
determines the functionality and the accuracy of the sensing applications. Thus, methods
that optimize the energy utilization of SNs are of great importance.

This paper focuses on the target coverage problem [2] inWSNs with large number of
SNs randomly deployed to monitor (cover) set of targets with known locations. The main
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application requirement is to cover all the targets and regularly deliver sensed data to the
gateway as long as possible. One way to increase the lifetime of such a WSN is to
schedule sensor nodes’ activities. Since all SNs in the network share the common sensing
task, if a target is monitored by multiple SNs, turning off some nodes does not affect the
overall system function as long as target coverage is guaranteed. Although scheduling of
sensor nodes’s activities has been studied in literature, most of the proposed solutions are
focused on minimizing the number of active SNs used for target coverage [2–7]. They
assume that energy is consumed only for sensing, i.e. that each SN consumes a same
amount of energy in the active power mode. However, in practice, energy consumed for
data transmission predominantly determines the WSN lifetime. Energy is not only
consumed by a SN which generates data, but also by all SNs along its route to the
gateway. Thus, optimal scheduling decisions cannot be made without global view of the
network state, which is lacking in traditional WSNs with a distributed control plane.
Also, it should be noted that efficient energy utilization is usually of more importance
than overall energy consumption, because unbalanced energy utilization can cause
network partition even when a large number of SNs have a maximum residual energy [7].
Thus, small energy consumption does not always lead to increased WSN lifetime.
Distributed routing protocols are one of the main causes of unbalanced energy utiliza-
tion. For example, conventional multi-hop communication scheme based on Minimum
Transmission Energy (MTE) routing, often leads to equally short WSN lifetime as direct
communication with the gateway [8]. In MTE network, all nodes serve as routers for
other nodes. Because SNs close to the gateway are most engaged in transmission of data,
they have a tendency to drain their energy resources soon compared to the more distant
nodes. This results in network partition and degradation of the network coverage.

Considering that distributed control plane of traditional WSNs prevents global
resource optimization and smart traffic management, we propose the use of software
defined networking (SDN). SDN is technology initially proposed for wired networks,
which separates control logic from the forwarding hardware [9]. In SDN networks, the
control plane is placed on a logically centralized controller, which maintains a global
view of the network, interacts with simple forwarding devices and provides a pro-
gramming interface for network management applications. Leveraging centralized
intelligence of the SDN controller, it is possible to dynamically alter the network
behaviour and deploy new applications in real time [10, 11].

The target coverage problem that we consider is motivated by the scenario where
SDN sensor nodes (SDNSNs) are incrementally deployed in traditional ad-hoc WSN.
Particularly, we have focused on MTE-based WSNs, with only a small percentage of
SDNSNs deployed. The key questions we are trying to answer are:

1. Whether it is possible to do effective traffic engineering and prolong the network
lifetime with only a small percentage of SDNSNs?

2. Which features SDNSNs and regular sensor nodes must have in order to be able to
cooperate in the same WSN?

3. How various activity scheduling algorithms affect the lifetime of the considered
WSN model?

The rest of the paper is organized as follows. In Sect. 2 we outline the network
model assumed in the analysis and the proposed routing scheme. The analysed activity
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scheduling algorithms are described in Sect. 3. Simulation results are presented in
Sect. 4. Concluding remarks are given in Sect. 5.

2 System Architecture

We consider WSN (Fig. 1) comprising of three main components: regular SNs,
SDNSNs and SDN controller, which is integrated at externally supplied gateway (e.g.
base station) and makes routing decisions for SDNSNs.

SNs are randomly deployed close to the targets with known locations that need to
be continuously observed. At regular intervals, they send report messages regarding the

observed status of the targets to the base station (BS). SNs can be in active or
low-energy sleep mode. The network activity is organized into rounds, which consists
of configuration and sensing phase. In the configuration phase, SDN controller makes
routing decisions and decisions regarding the power mode of SNs in the sensing phase.
The set of active sensor nodes in each round should be chosen by taking into account
two constraints: (i) each target must covered by at least one node at any time; (ii) there
must be a feasible route from each SN that participates in target monitoring towards the
gateway. Thus, the set of active nodes includes nodes which are supposed to monitor
the targets and generate report messages, and nodes which are needed only for relaying
the messages towards the BS. The routing and scheduling algorithms are centralized
and designed with the objective of maximizing the WSN lifetime, which is measured
by the time that elapses from the network initialization to the moment when one or both
of the mentioned constraints could not be met due to lack of energy.

Our initial assumption is that no changes are made to regular SNs, i.e. they are
completely unaware of the existence of SDN elements in the network. The SDN con-
troller is able to control regular SNs only by sending configuration commands that
alternate the power mode. It is not able to control their forwarding behaviour. We have

Base station
Regular sensor node

SDN sensor node

Flow table

New flow table rules

Power-mode management

Target

Node 
A

Node 
B

Node 
C

Fig. 1. The proposed network model.
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assumed that regular SNs run MTE routing protocol, which is a conventional protocol in
today’s WSNs. The routing principle of MTE protocol is to choose the next-hop on the
route such that energy consumed for transmission is minimized. For example, node A in
Fig. 1 would transmit to node C through node B if and only if:

d2AB þ d2BC � d2AC ð1Þ

In the above formula, d denotes distance between the specified points. To make
such forwarding decision, MTE node needs to know all functional SNs within its
coverage area and their position. These information may be obtained via periodic
exchange of “keep-alive” messages between SNs. Since SDNSNs have to participate in
this exchange, we assumed that MTE routing daemon is running on them as well. Note
that MTE routing logic makes sense only if nodes can vary the amount of transmit
power. Technological advances in radio hardware make this assumption reasonable.
The power level at which data will be transmitted is determined based on the location
of the next-hop neighbour. For regular nodes that is always the neighbour on the way to
the BS which requires the minimum power consumption, while for SDNSNs that could
be any node within their radio range.

SDNSNs have a role similar to OpenFlow switches [12] in wired SDN networks.
They perform data forwarding according to the controller’s instructions stored in flow
tables. Due to the specificity of WSN environment, format of flow table is modified
compared to the OpenFlow specification. We assumed the table format proposed in
[13]. Each flow table entry consists of: (i) matching rule - which defines the charac-
teristics of packets that belong to the same traffic flow; (ii) action - which defines the
processing steps; and (iii) counters - which serve for statistical purposes. As shown in
Table 1, matching rules contain several window blocks which refer to blocks of bytes
that will be matched against the packets. Each window consists of four fields, which
define: the number and location of bytes that are supposed to be analysed, relational
operator that is used during the block analysis, and value which is matched against the
specified block of bytes. For our study, only two actions are of interest: forwarding and
deactivation of the radio interface. Thus, the action value field indicates either the next
hop on the route or time interval during which the radio interface should be turned off.
For example, the first entry from Table 1 specifies that all packets that have in bytes 2
and 3 values 172 and 24 must be forwarded to node 170.16. The value in the last
column indicates that 17 packets of this flow have been processed by SDNSN up to
now. SDNSNs perform MTE routing only when no route to SDN controller is known.
This could happen when control communication is lost due to bad conditions on the
wireless channel.

Table 1. Format of flow table proposed in [13].

Window 1 … Action Stats
Size Operator Address Value Type Value

2 = 2 172.24 … Forward 170.21 17
2 = 2 170.16 … Drop 1 3
2 ≠ 2 170.25 … Forward 170.22 3
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SDN control communication relies on three types of messages: beacon packets,
packet-in requests and flow-mod responses [13]. Beacon packets are periodically
broadcasted by the BS. These packets contain one-byte field which indicates the
number of hops required to reach the BS/controller from the transmitting SN. BS
initially sets this byte to zero. Upon receiving a beacon packet, each SN checks whether
the incremented byte value is less than the current estimate of the distance to the BS
(initially ∞). If yes, the current estimate and estimate in the beacon packet are updated.
Only if the received beacon packet is updated, it will be broadcasted further. In this
way, SDNSNs learn a path towards the controller. SDNSN sends packet-in message to
SDN controller when a received data packet does not match any of the rules in the flow
table. This message carries the packet’s header, based on which the controller can
reactively make routing decisions. To inform SDN nodes on routing decisions, the
controller generates flow-mod messages, which contain elements of flow table entries.

In order to be able to make smart routing and activity management decisions, SDN
controller needs information about the network topology and SNs’ characteristics such as
SDN capability, location, radio range and energy consumption model. As will be dis-
cussed in the next chapters, node’s energy consumption mostly depends on radio
characteristics, distance to the next-hop node and amount of data transmitted.We assume
that the first factor is known by controller in advance. The second factor is calculated
based on the locations of the node and its next-hop neighbour. Information about the
number of bits transmitted by SN during some period of time may be derived from the
flow table counters. Because regular nodes do not have flow tables, we assume that BS
has a flow table with separate entry for each SN. These entries perform matching on the
packet source address, such that the counters indicate number of bytes originated at each
node which successfully reached the BS. SNs also consume energy when forward data
generated by other nodes in the network. However, SDN controller knows routes from
each node to the BS that were used during the analysed time interval. Therefore, by
knowing the routes and the flow table counters it can estimate a total amount of traffic
carried by each SN. Computation of residual energy is performed at the beginning of
each configuration phase by considering the last estimation, time when the last esti-
mation was made, route collection, current and previous state of the corresponding
counter in the flow table of the BS. Although SDN controller may not be able to predict
precisely when SN runs out of energy (e.g. it is possible that some transmitted data are
lost), estimations of residual energy could help in making efficient control decisions.

We have proposed the routing algorithm for the considered heterogenous WSN
model in [11]. The key step of the algorithm is to create the reduced network graph.
The reduced network graph differs from the connectivity graph by the number of links.
It includes all links that originate at SDNSNs, and links that connect MTE nodes with
their next-hop neighbours. The link cost function is defined as:

CostðlÞ ¼ ECðlÞa
REðlsrcÞb

ð2Þ

In the above formula EC(l) denotes energy needed to transmit and receive a packet on
the link l, while RE(lsrc) denotes the residual energy of the link source node. Parameters α
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and β define the relative impact of these two factors on total link cost. They can be chosen
in way to prefer the minimum energy paths or paths with nodes having the most energy,
or a combination of the above. Once the link costs are determined, the least cost paths are
calculated by the Dijkstra algorithm [14].

3 Node Activity Scheduling

In this section we present three algorithms for WSN activity management, which have
been used in our simulation analysis.

Energy-Aware CPNS algorithm (EACPNS) is centralized version of the
Coverage-Preserving Node Schedule (CPNS) algorithm [5]. CPNS algorithm aims to
minimize energy consumption by minimizing the number of SNs that are used for
target monitoring during each round of the WSN operation. It also provides guarantees
that its decisions will not jeopardize the target coverage. The algorithm is distributed,
and runs on each SN during the configuration phase. A node uses local neighbour
information to decide whether to turn off itself or not. If the whole sensing area (in our
case just targets within the sensing area) is covered by neighbouring nodes, this node
can be turned off without reducing the network coverage [5]. In order to avoid “blind
points”, which may occur when two neighbouring nodes make decisions in the same
time (because each believes that the other one will be in active state during the sensing
phase), each node in the network delays its decision for a small, random period of time,
and then notifies the neighbours. EACPNS is centralized, slightly modified version of
CPNS algorithm. This version of the algorithm firstly sorts SNs in increasing order in
terms of residual energy, and then determines the activity status of each node one by
one. In this way, low-energy nodes have priority to be deactivated first if their targets
could be monitored by neighbouring nodes with more energy. We have constrained
selection of active nodes only on those that are able to reach the BS, either directly or
by multi-hop communication.

Minimum Energy Consumption Algorithm (MECA) aims to minimize overall
energy consumption during the sensing phase. To achieve this, besides energy con-
sumption of SNs that are used for target monitoring, it takes into account energy
consumption of relay nodes as well. Since energy consumption depends on several
factors, such as: energy needed for communication with the BS and amount of gen-
erated data, we have used simulated annealing algorithm [15] to find an acceptable
solution. The input argument of the algorithm are the coordinates of nodes that have
targets within their sensing areas. More precisely, for each target, a set of candidate
nodes is determined. As was the case with EACPNS algorithm, only nodes that have
sufficient energy and which can communicate with the BS are taken into account. Also,
in order to assure balanced energy consumption among the “monitoring nodes”, at the
beginning of the configuration phase SDN controller computes average energy level in
the network, and removes nodes whose energy level is below the average value from
the list of the candidates. The output of the algorithm is a subset of candidate nodes that
is considered the most optimal from all solutions analysed during the algorithm’s
runtime. Optimality of the solution is evaluated based on total energy consumption that
the solution requires for one round of WSN operation. The initial solution is chosen
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randomly (one candidate node for each target), and used as an input argument of the
algorithm. At each iteration, the next state, which is in our case a new subset of the
candidate nodes, is derived from previous one by perturbing coordinates of the cor-
responding nodes. The candidate nodes that have locations closest to the newly
obtained coordinates become the new subset of candidate nodes that is going to be
analysed. Given the current state at iteration k, represented by subset of candidate nodes
C with energy cost Ec, the new state, represented by subset of candidate nodes C’ with
energy cost Ec’, will become the current state with the probability:

pk ¼ e�ðEc0�EcÞ=ak ; Ec0 [Ec

1 ; Ec0\Ec

(
ð3Þ

where ak is control parameter which increases with increasing k. We have configured
this parameter according to the suggestions given in [16].

The third algorithm that we have analysed is based on CWGC algorithm [17].
CWGC algorithm is organized in three phases. In phase 1, a “communications tree” is
constructed, which connects all SNs with the BS over the path with the least weight.
We have adjusted this phase to the routing algorithm presented in Sect. 2. In phase 2,
CWGC uses a greedy algorithm to determine a set of SNs that will monitor the targets
and generate data in the following round of the WSN operation. This is done itera-
tively, by choosing node with the largest profit in each iteration. The node’s profit is
calculated as the ratio of the number of uncovered targets in the sensing range of the
node, and weight of the path which connects the node with the BS in the communi-
cation tree. After selecting a monitoring node, the path weights of the upstream nodes
in the communication tree are updated according to formula:

wðpsÞ ¼ wðpsÞþ ðeTX þ eRXÞ � Br � wðpsÞ=ErðsÞ ð4Þ

where Br is the number of bits that the selected node is expected to generate in the
round r, eTX and eRX are energies consumed by upstream node s for receiving and
transmitting bit to the next-hop neighbour, and ErðsÞ is residual energy of the node s.
Note that if a path weight of a SN changes, its profit value changes as well. At the end
of each iteration, the selected SN is marked as active node and all targets within its
sensing area are considered already covered in the following iterations. The process
repeats until all targets are covered. In the final phase, the algorithm outputs a sub-tree
of the communication tree on the basis of the selected monitoring nodes.

4 Performance Evaluation

In order to verify the effectiveness of the partially deployed SD-WSN and different
algorithms for node activity scheduling in such an environment, we carried out set of
simulations in MATLAB. Throughout the simulations, we have considered several
random network configurations distributed in an 200 m × 200 m area, where each node
is assigned an initial energy of 0.25 J. In the considered network scenarios, 20 target
points are uniformly distributed over the area, while BS is positioned in the centre of
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the area. All SNs are assumed to have the same sensing range Rs = 40 m and the same
maximum communication range Rc = 80 m. Values of α and β parameters in link cost
definition have been set to 1 and 4 respectively.

WSN operation is organized into rounds. At the beginning of each round, SDN
controller makes decisions regarding the activity status of SNs. We assumed that SNs
send data at fixed rate. Each active SN which has one or more targets in its sensing
area, generates ten 2000b data packets in regular intervals during the sensing phase of
the round. Energy consumption in sleep mode has been neglected. By default, the
round duration is set to be long enough to embrace ten regular reportings of the
monitoring nodes. However, the SDN controller is able to define a smaller round
duration when a selected set of active nodes does not have sufficient energy.

In simulations, we assumed the same radio model discussed in [8, 11, 16]. Energy
consumed for the transfer of a k bit message between two SNs separated by a distance
of r meters has been calculated as follows:

ET ¼ ETxkþEampk ¼
ETxkþ eFSr

2k; r� ro

ETxkþ eTWr
4k; r� ro

(
ð5Þ

ER ¼ ERxk ð6Þ

where ET denotes the total energy dissipated in the transmitter and ER represents the
total energy dissipated in the receiver electronics. Parameters ETx and ERx are per-bit
energy dissipations for transmission and reception respectively. In transmission,
additional energy is dissipated to amplify the signal (Eamp). Parameters eFS and eTW
denote amplifier parameters corresponding to the free-space and two-ray propagation
models respectively, while ro is threshold distance given by the expression:

ro ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eFS=eTW

p
ð7Þ

All the radio model parameters have been configured to values used in [8, 11, 16]
(ETx ¼ ERx ¼ 50nJ=bit, eFS ¼ 10pJ=bit=m2, and eTW ¼ 0:0013pJ=b=m4).

In the first experiment, we have studied the impact of node density on the lifetime
of WSN in scenarios where MTE routing protocol is used by all SNs, and where 25 %
of SNs have SDN capability and perform routing according to the centralized algorithm
described in [11]. In the first scenario (MTE-CPNS), CPNS algorithm is used for
managing activity of SNs, because we assume that all control decisions in MTE net-
work are made in a distributed manner. The performance of SDN-based WSN is
evaluated for each of the activity scheduling algorithms described in Sect. 3
(SDN-MECA, SDN-EACPNS, SDN-CWGS scenarios).

The Fig. 2 shows the WSN lifetime expressed in number of the reporting cycles as a
function of the number of SNs in the network. The shown results are an average of
multiple runs, each with a random generated topology. It should be noted that depending
on the network topology, the obtained results sometimes varied substantially, but per-
formance ordering of the considered network configurations remained the same in all
simulations performed. From Fig. 2 we can see that the network lifetime increases as the
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network density increases. This is because more SNs can be used to sense the targets and
forward data to the BS. The results show that the hybrid WSN, consisted of 75 % of
regular and 25 % of SDNSNS, for the same initial energy always produces a longerWSN
lifetime than traditional WSN with MTE routing scheme and CPNS activity scheduling
algorithm. The short WSN lifetime inMTE-CPNS scenario is dominantly a consequence
of distributed routing. In traditional MTE WSNs, nodes which are close to the gateway
forward the largest amount of data and suffer higher energy losses. These nodes “die”
very fast, causing the network partitioning. Thus, even when there are nodes with suf-
ficient energy that could be used for target coverage, it happens that the generated data
cannot reach the BS because the upstream relaying nodes are out of energy. If we take
WSN with 100 SNs as a representative example, in traditional MTE network the first
node “dies” in 270th reporting cycle, in average. On the other side, in all the analysed
SDN scenarios the first dead node occurs much later (Fig. 3). This could be attributed to a
more balanced energy consumption among SNs.

In simulations of partially deployed SDWSNs, the MECA algorithm for node
activity scheduling has shown the worst performance. This suggests that energy con-
sumption is not a good criterion for selecting active nodes. As discussed earlier, when
the objective is to maximize the WSN lifetime, overall energy consumption is not that
important as to assure that each node consumes energy evenly. MECA algorithm fails
to achieve a balanced energy consumption. The results from Fig. 3 support this claim,
since we can see that the increase in WSN density does not always prolongs the
lifetime of all SNs. However, the main reason of the poor performance of MECA
algorithm is a large amount of generated data within the network. Figure 4 shows an
average number of active SNs during one round of WSN operation. The smaller this
number is, the smaller amount of data is generated. The shown results indicate the
advantages of greedy algorithms for node activity scheduling, which in each iteration
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choose one active node according to specific criteria (CWGC, EACPNS, CPNS). When
a SN is selected to be in active state, all of its targets are considered covered in the
following iterations of the greedy algorithms. Thus, there is a lower probability for
redundant data to be generated, which happens in cases when multiple SNs monitor the
same target. On the other side, MECA algorithm rather examines the optimality of the
complete solutions, consisted of one candidate node for each of the targets. Although
the MECA’s optimization function tends to decrease the number of active nodes, when
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the running time of the algorithm is limited to a reasonable number of iterations (200 in
our simulation setup), the final solution may result in a high level of data redundancy.
However, we can see that the introduction of even a small percentage of SDNSNs has
been sufficient to compensate the inefficient scheduling decisions and prolong the WSN
lifetime. Apparently, CWGC algorithm most efficiently exploits the benefits of cen-
tralized control among all the analysed activity scheduling algorithms. This is because
CWGC uses the knowledge of the routing paths to select monitoring SNs which will
not cause the “transmission bottlenecks” [17]. On the other side, EACPNS algorithm
efficiently balances energy consumption among the monitoring nodes, but it neglects
the fact that some of them might use the same relay SNs to deliver data to the gateway.
Since the routing paths remain valid during the whole sensing phase, energy losses of
the “bottleneck” SNs could be significant. In particular, the proposed WSN architecture
with CWGC activity scheduling algorithm achieves 22.3 % longer lifetime than with
the EACPNS algorithm in topology with 100 SNs.

5 Conclusion

When WSN is densely deployed for the purpose of monitoring a set of targets with
known locations, the energy savings could be achieved by scheduling SNs to work
alternatively. However, due to distributed control plane, in traditional WSNs it is hard to
achieve balanced energy consumption. Routing and scheduling decisions are made by
individual SNs, based on incomplete, local view of the network state, which prevents
global resource optimization and smart traffic management. In this paper, we have
analysed how the mentioned problems could be alleviated with incremental deployment
of SDN-enabled SNs. The hybrid WSN model is presented, which assumes cooperation
between traditional SNs, that run distributed MTE routing protocol, and SDN-enabled
SNs. Through simulations we have shown that if information regarding the positions
and capabilities of SNs are available, the proposed WSN model promises a significant
increase in the WSN lifetime even when a small percentage of SDN-enabled SNs is
deployed. Further on, we have pointed out the importance of a centralized view of the
routing paths for activity scheduling algorithms. In particular, CWGC algorithm [17]
has been identified as very beneficial for the considered WSN scenario.

The results presented in this paper only indicate potential benefits of incremental
SDN deployment into traditional WSNs. In the next phase of our research, we will
evaluate performance of the proposed architecture more accurately, by taking into
account the influence of proportion of SDNSNs on WSN lifetime as well as energy
waste due to control overhead and other more accurate wireless channel models.
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Abstract. To build a flexible and an adaptable architecture network supporting
variety of services and their respective requirements, 5G NORMA introduced a
network of functions based architecture breaking the major design principles
followed in the current network of entities based architecture. This revolution
exploits the advantages of the new technologies like Software-Defined
Networking (SDN) and Network Function Virtualization (NFV) in conjunction
with the network slicing and multi-tenancy concepts. In this paper we focus on
the concept of Software Defined for Mobile Network Control (SDM-C) network:
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1 Introduction

By just observing our daily routines we understand the impact that mobile connectivity
has on our lives. This trend will be even clearer when new services that are envisioned
in these days will come to market: self-driving vehicles or the Internet of Things (IoT)
will further increase the need for expanded and faster network connectivity and increases
the requirements on a mobile network. This goal cannot be achieved by just extending
the current 4G architecture: a complete re-thinking of the mobile network system
towards the 5G networking is needed.

The 5G NORMA1 project aims at providing such a new architecture. Its main char‐
acteristics will be flexibility and adaptability required to match the available network
resources with the fluctuating demand which is the utmost requirement to maintain the
economic viability of future networks. Due to steadily rising energy costs a strongly
related important key performance indicator addressed by the players in 5G is the energy
efficiency as outlined in [1].

Driven by the rising of new technologies like Software-Defined Networking (SDN)
and Network Function Virtualization (NFV), flexibility and adaptability can be achieved
by using a virtualized infrastructure in which Network Function are allocated on demand
by a centralized controller.

To provide the needed performance several levels of infrastructure may be deployed,
ranging from the closest to the antenna (called Edge Clouds) to the most centralized
(called Central Cloud). Network functions can be allocated at different levels according
to the needed performance. This infrastructure is eventually shared among different
tenants to provide different services, using the network slicing concept.

The network is sliced into many dedicated end-to-end virtual networks, each one
handling a business case or a service while sharing the same network infrastructure.
Based on customized SLAs, the owner of the network infrastructure should be able to
allocate (or to sell) the required resources to each network slice. 5G NORMA leverages
network softwarization and virtualization to implement a dynamic and a personalized
network infrastructure resources allocation. In the 5G NORMA architecture the manage‐
ment of the network slices, running on the infrastructure, is in charge of a centralized
controller. In this paper we describe how a network slice is controlled in order to achieve
the target performance level for each business case or a service. In Sect. 2 we describe
the 5G NORMA architecture, and then we focus on the Network Slice controller in
Sect. 3. Section 4 describes the issues related to the coordination of different slices, while
Sect. 5 shows the benefits of this architecture in terms of cost reduction and energy
efficiency. Finally, Sect. 6 concludes the paper.

2 Slicing Enabled 5G NORMA Architecture

5G architecture should bring the required flexibility to support many services with
different stringent requirements in terms of latency, throughput and availability. This

1 http://5gnorma.5g-pppp.eu/.
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requires rethinking the current mobile network architecture to move from current
network of entities architecture to a network of functions architecture. 5G NORMA
introduces an architecture leveraging the network slicing and multi-tenancy concepts
allowing to deploy different network slices instances running on the same network
infrastructure. Each one is tailored to the corresponding service and business needs.

2.1 Design Principles

The future mobile network architecture will be designed by the following the above
principles which play an important role to fulfill the flexibility, scalability, context and
security requirements:

• Multi-tenancy allows for several service providers operating on top of a shared
infrastructure. The range of tenants is diverse, ranging from mobile network operators
(MNOs) via over-the-top (OTT) service providers to companies from vertical indus‐
tries. This also results in varying levels (depths) of service and resource control to
be exposed to tenants.

• A shared infrastructure leverages the economies of scale to be expected when
hosting multiple logical mobile networks. The infrastructure consists of heteroge‐
neous hardware resources (general-purpose as well as dedicated, special-purpose
hardware) and necessary software for hosting mobile network functions. The infra‐
structure as a whole is provided by several infrastructure providers, e.g., MNOs or
3rd party providers.

• Efficient control frameworks allow for a sufficient abstraction of controllable
resources and functions and expose uniform control APIs on different abstraction and
architectural levels. Thus, they allow for, e.g., cross-domain orchestration of network
functions and services, flexibility in function decomposition and placement, and
customized business service composition.

• The fragmentation of administrative domains increases complexity. Vertically,
at least business service providers, network service providers and infrastructure
providers have to be differentiated. Depending on the type of tenant, some or even
all can collapse into one. Horizontally, multiple providers of each type co-exist.

2.2 Building Blocks Overview

The concept of network slicing is paramount within the 5G NORMA architecture.
Therefore, the main 5G NORMA building blocks are related to this concept. More
specifically, three families are envisioned (see Fig. 1): (i) related to the network slice
life cycle and the interactions among different network slice instances, (ii) related to the
management functions within a slice, and (iii) the mobility management module. In the
sequel, each block will be introduced.

The Software Defined for Mobile Network Orchestrator (SDM-O) interfaces the
network slices infrastructure to the business domain. The handling of slice creation
requests (e.g., vehicular, IoT, possibly belonging to different tenants) is managed here.
Requests come mapped to a set of KPIs according to the requested service: e.g., a vehicular
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and a HD video slice requests will be associated to low latency and high bandwidth KPIs,
respectively. These abstract requirements are translated to real network requirements that
are used to build the chain of virtual Network Functions (vNF) and physical Network
Functions (pNF) by using a template library. This process is similar to the one under inves‐
tigation by the IETF Service Function Chaining (SFC) WG2. The needed vNFs are finally
orchestrated by SDM-O, which has a complete view of the network: the optimal set of
resources to be used and their location in the infrastructure is decided here.

On the other hand, the Software Defined for Mobile Network Control (SDM-C)
directly manages the resources assigned to a network slice (there is a SDM-C in every
network slice allocated by the SDM-O): it builds the forwarding path used to realize an
SFC (Service Function Path, SFP, in the IETF SFC WG) while fulfilling the constraints
and requirements defined by the SDM-O.

The information used to define those constraints is gathered from the QoE/QoS
Mapping module, which also continuously analyzes the performance of a network slice
and reports to the SDM-C. The configuration of a network slice may then be changed
based on the QoS reporting. The re-configuration may happen at either vNF level or by
reconfiguring forwarding paths by using an SDN interface. If the reconfiguration
performed within a slice is not enough to fulfill the requirements assigned to a network
slice, the SDM-C requests for more resources to the SDM-O.

Besides the Mapping & Monitoring module, also the Mobility Management module,
in charge of selecting the right mobility scheme (e.g. Client based mobility, such as
MIPv6, Network-based mobility, such as Proxy Mobile IPv6…) according to the
service/user, reports to the SDM-C. The information exchanged through this interface
is the one regarding the mobility of users, and it is used by SDM-C to deal with mobility-
related aspects within the slice. The functional mobility of vNF between edge clouds is

2 https://datatracker.ietf.org/wg/sfc/.

Fig. 1. The 5G NORMA connectivity and QoE/QoS management building blocks.
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also managed by this module exploiting an interface with the SDM-O, which executes
the migration.

The last major operation affecting a network slice is its reshaping (i.e., scale-in and
scale-out operation). As mentioned above, these requests are managed by the SDM-O
if they are related to computational resources. Otherwise, requests for shared resources
(e.g., radio resources) are managed by the Software-Defined Mobile Network Coordi‐
nator named SDM-X.

2.3 5G NORMA Architecture

Figure 2 shows the architecture as specified so far in 5G NORMA [2]. The architecture
differentiates between service layer functions which e.g. consider constraints and
requirements related to demanded service and the policies applicable to the customer.
The service layer itself is generally out of scope here. Major focus here is on the MANO
(MANagement and Orchestration) layer mainly responsible for long-term allocation of
resources for virtual network functions. The depicted architecture indicates at which
functional entities the building blocks shown in Fig. 2 are logically located. Further
details of the functional entities characteristics and features are described in [2]. The
exact functionality is still for further specification within the 5G NORMA project. A
typical example for newly defined entity in 5G NORMA is the SDM-C. The latter has
two interfaces. The southbound interface (SBI) connects to all (dedicated) pNFs and
vNFs. The northbound interface connects to the 5G NORMA-MANO components. For

Fig. 2. 5G NORMA functional reference architecture
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sharing pNFs and vNFs across multiple slices instances, a common entity named SDM-
X is introduced as detailed in Sect. 4.

Another example for instantiation is the multipath feature of 5G which enables a
device to be connected via multiple radio links and transport paths to enhance reliability,
improve handover performance and save resources by efficient usage of different radio
sites and/or technologies matching to the actual session demands. This functionality
included in mobility management is realized at different vNFs in the Control Plane under
control of one or multiple SDM-Cs resulting in new challenges for efficient operation.

3 Software Defined for Mobile Network Control Design
for a Network Slice

Along the lines of SDN, 5G NORMA architecture incorporates the Software-Defined
Mobile Network Control and Orchestration (SDM-C and SDM-O) concept which
includes functions relevant for radio access and mobile core network. Starting by intro‐
ducing the SDN concept, we describe in Sect. 3.2, our approach SDM-C highlighting
the similarities and the new proposed features.

3.1 SDN Overview

The well-known approach of SDN has been recently introduced by researchers and data
center architects in order to decouple the signaling layer (controller) from the physical
resources. This directly implies a functional split between C-plane and U-plane. The
Open Networking Foundation (ONF) focuses its activities on the adoption of the SDN
paradigm in the standard network deployments. In particular, they aim at providing open
interfaces for simplifying the development of novel software that is used to directly
control the network. In addition, open interfaces between functions should be defined
to allow multi-vendor access technology to be readily integrated into the network.
Therefore, the SDN approach can be envisaged as the key-enabler for having software-
based programmability of network functions (NFs) and network capabilities.

On the one hand, the network is based on a set of physical network elements (NE)
forming sub-networks within the network control domain of a SDN controller. The
network intelligence is located in the SDN controller, which takes care of managing the
physical network elements, seen as abstract resources. Each NE contains a controller
which instantiates an agent as well as a virtualizer to supporting the agent. The agent
represents dedicated resources which will be assigned to a particular service. Hence, the
resources assigned to the agent are mapped onto the hardware abstraction layer of the
single NE.

On the other hand, the network elements are controlled by a SDN controller, placed
on different platforms. The SDN controller includes a coordinator and a data plane
control function (DPCF). Another agent with virtualizer may be instantiated in the SDN
controller to directly support applications on upper layers.

In Fig. 3, we show the ONF-SDN architecture, where NFs are properly managed by
the applications.
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We can easily identify three different layers in the SDN architecture: (i) the data
plane, wherein network entities expose their capabilities through D-CPI interface, (ii)
the controller plane, the intermediate layer which maps the applications requirements
onto physical resource requests while it feedbacks the infrastructure status to the appli‐
cation layer by means of A-CPI interfaces and, (iii) the application plane, where SDN-
capable applications are developed.

It is clear that the current SDN architecture is well realized for fixed/transport
network. For that, further modifications are needed to support RAN part of the network
and forthcoming 5G features and to coordinate with legacy network controller to guar‐
antee a smooth transition to the novel SDN paradigm.

3.2 Intra Network Slice Control

The inter-slice control comprises two main blocks. The first one is the SDM-C which is
slightly different from SDN, introduced in Sect. 3.1, in case of mobile network through
the co-existing of data and control plane. The second block is the QoE awareness which
play an innovative role in 5G architecture design introduced by 5G NORMA.

3.2.1 Software Defined for Mobile Network Control
The Software Defined for Mobile Network Control (SDM-C) is a key function of the
5G NORMA architecture. It is assumed to have an SDM-C instance per network slice.
It controls all of the network slice’s dedicated pNFs, vNFs and associated resources
(network, radio). The SDM-C allows for a fast reconfiguration (the right order will be
assessed through the course of the project), to dynamically influence and optimize the
performance of its network slice within the given amount of resources assigned to its
network slice, i.e. at the time of the last (re-)orchestration made by SDM-O. The
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Fig. 3. The ONF-SDN architecture [4]
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(re-)configuration occurs after (re-)instantiation and can be considered to take place at
a different time scale (with extents in the order of several seconds).

Following the SDN spirit, the SDM-C also exposes a Northbound Interface (NBI)
towards the 5G NORMA-MANO functions, whose scope is two-fold. The 5G NORMA-
MANO to SDM-C direction is used to define all the QoE /QoS constraints that have to
be fulfilled for a given traffic identifier, that may range from a single flow to an entire
network slice. The granularity of this API (that goes beyond the simple network function
re-configuration) will be determined during the project, but we can provide some exam‐
ples of its envisioned operation. For instance, the UL/DL scheduler can be dynamically
configured by the SDM-C to provide the needed QoE-related KPIs to HD Video Users
flows, while maintaining resources for Best Effort user flows. The network capacity may
be another KPI that the SDM-C must fulfill, taking decisions about network function
reconfiguration and routing.

In the case that the given QoE/QoS targets of the service(s) provided by its network
slice cannot be met, the SDM-C may request re-orchestration. For that purpose, it uses
the SDM-C to 5G NORMA-MANO interface to trigger a re-instantiation request (both
of computational capabilities or shared resources such as frequencies or other shared
network function).

3.2.2 QoE Awareness in 5G for Energy Efficiency
Quality of Experience (QoE), which is lately becoming the ultimate item to be delivered
to end-users, is defined as “the degree of delight or annoyance of a person whose expe‐
riencing involves an application, service, or system” [3]. This contrasts with Quality of
Service (QoS), which concerns objective and technical metrics at network (delay, jitter,
packet loss, etc.) and application level (frame rate, resolution, etc.).

QoE-awareness refers to the ability of knowing about and react according to the user
perceived quality (QoE) of a certain service. The 5G-NORMA network architecture will
allow the development of QoE-aware mechanisms, being one of their main goals energy
efficiency (see Sect. 5).

A key aspect to achieve QoE-awareness is the proper monitoring of the QoS factors.
Conventionally, legacy and 4G mobile networks employ QoS measures based on objec‐
tive system-centric metrics at network (such as delay, jitter or packet loss, etc.) and
application level (frame rate, resolution, etc.). In 5G-NORMA the QoE will be then
derived from these QoS metrics through a QoE/QoS mapping process using appropriate
mathematical functions. Furthermore, the QoE model shall include the complete end-
to-end objective system factors (network, application/service and terminal) and the
subjective human influencing factors (expectations, likings, etc.) along with information
about the user’s context and business factors (Fig. 4).
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Fig. 4. Monitoring and mapping of the QoE influencing factors

QoE/QoS mapping and monitoring is strongly architecturally related to the SDM-
C. The QoE engine described in Fig. 4 will be an application running in the Northbound
of the SDM-C.

4 Software Defined for Mobile Network Control Design for a Set
of Network Slices

To optimize the infrastructure usage and support different business cases or services, it
is expected that many network slices will be instantiated on the same infrastructure.

According to NGMN, a set of network slices could share one or many network
functions or network capabilities. One can cite, the scheduling function deployed to
share the same spectrum among network slices. Thus, two network functions categories
could be defined: dedicated or common ones, invoking different manner of control. For
that purpose, our 5G NORMA design introduces a new component called SDM-X
developed in the following section.

4.1 SDN Hierarchy Overview

In [4], the ONF provides its perspective on the relationship between SDN and NFV.
According to the report, a SDN controller virtualizes resources under its control, and
then orchestrates their shared use to satisfy the user requests. VNFs are among the
resources available for a SDN controller, which brings together SDN and NFV. The
goal is to structure the resources as an end-to-end service. This process is recursive, as
SDN controllers at a higher hierarchical level can see lower level controllers as resources
as well. One illustrative example is given in Fig. 5, showing a SDN hierarchy where the
Green controller has a global perspective, while the Blue, Gold and Violet controllers
have a local view of their sub-domains.
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Fig. 5. SDN hierarchy example [4] (Color figure online)

The Green controllers orchestrates the resources offered by its subordinate SDN
domains to offer a service for some given user-network interface (UNI) to some network-
network interface (NNI), as well as coordinates the handoff between domains (alignment
of physical port, protocol stack, security, etc.), which requires alignment between Green
and the neighboring domains. Alignment may be achieved by provisioning, discovery,
or negotiation.

Local SDN controllers will recursively operate in the same way with the resources
in their domain (orchestrating, interconnecting and provisioning resource instances).

A similar dynamic occurs in 5G NORMA, where the Software-Defined for Mobile
Network Coordination (SDM-X) manages network functions or resources shared among
selected network slices. Those resources can be physical or virtual network functions,
or wireless resources, like spectrum. The SDM-O decides which functions will be shared
among network slices and provides the SDM-X with the relevant service policy. The
SDM-X combines this policy with the received network MANO requirements and
decides whether to modify or not a network slice capabilities, in order to fulfill the agreed
Service Level Agreement (SLA) for the given tenant.

4.2 Software Defined for Mobile Network Coordination for Common Functions
Control

5G NORMA defines Software Defined for Mobile Network Coordination (SDM-X) in
order to control resources and vNFs sharing among instantiated network slices [5]. Based
on service policies defined by the SDM-O (orchestrator) it can provide short term modi‐
fications to fulfill the SLA of a given tenant. Due to the decomposition and virtualization
of core and RAN related NFs [2] the SDM-X controls and reacts on data flow require‐
ments if the network slices share their allocated resources. The SDM-X coordinates the
resources (e.g. computing power or radio resources), vNF and pNFs shared by network
slices and decides, e.g. which network function, such as scheduling or ICIC schemes
have to be used to avoid conflicts. It needs to tightly interact with all affected SDM-Cs
which have access to the same PNFs and VNFs.
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It is of paramount importance to have a common entity among network slices which
provides scheduling decisions for efficient usage of wireless physical resources, such as
frequency, time and transmission points. It has to coordinate and control the access of
single network slice related SDM-Cs on common pNFs and vNFs to prevent conflicting
decisions.

Based on [6], Fig. 6 shows an example, how the SDM-X needs to control inter-slice
related radio resource allocation and RAN related network functions. Focus of the
example is on RAN related aspects, while the core related functions are excluded for
simplicity here. Figure 6 illustrates three instantiated slices A (green), B (magenta) and
C (blue). Within each network slice A and C one data flow is given, while in network
slice B, two data flows are concurrently served. Dependent on QoS requirements of the
data flows and network slice related policies the SDM-X needs to decide which set of
RAN related network functions the data flows need to have when network slices are
allowed to use the same physical radio resources. Slice A and B use the same time,
frequency grid while slice C dedicated resources are allocated based on the defined
network slice C policy in time and frequency domain. Thus for these exclusively
assigned resources the slice (C) specific SDM-C can decide autonomously on how to
map radio resources to the flows and packets. However, slice C might use the same Tx
points as slice A and B. Therefore the SDM-X needs to resolve upcoming conflicting
requests of the slice individual SDM-Cs.

Fig. 6. SDM-X control of radio resources and RAN network functions (Color figure online)

5 Energy Efficiency Impact

The proposed 5G NORMA architecture leveraging NFV and SDN approaches can
provide energy proportionality by gracefully adjusting the network resource to the
current demand, to improve inter alia energy consumption.
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SDM-O can allocate network functions at selected geographical locations exploiting
the energy saving benefits of centralized scenarios, e.g. in terms of the power amplifier,
air-condition, etc., and distributed environments, e.g. allocating network functions and
content at the edge of the network, closer to the end user, can save energy for the mobile
backhaul and core network. In addition, SDN enables a split of the control and data plane
simplifying energy saving management of distributed functions and heterogeneous radio
environments, while at the same time creates flexible service chains among virtualized
network functions in where energy can be an additional optimization parameter.

To this end, the way that network and node resources are allocated by the SDM-O
and controlled via SDM-C/X in a specified network slice has a clear impact on the overall
energy consumption. The number of nodes, routing paths and associated virtual
machines (VM) that will be allocated, to be active for a specific set of users request will
define the energy footprint of the resource allocation. The power consumption of a node
can be deemed as load depended and more specifically scales linearly with respect to
the CPU usage [7]. To this end, the power consumption can be modeled as shown below
based on the CPU utilization Ucpu.

P =

{
Pidle + (Pmax − Pidle) × Ucpu

0
, ifUcpu > 0
, otherwise

Where Pidle and Pmax denote the power consumption of the node in the idle state and
the maximum power consumption of the node (i.e., when the node is fully utilized)
respectively. Since the utilization is in essence a function of time, i.e., Ucpu(t), the total
energy consumption can be calculated by integrating the above function over a required
time interval. Noting the fixed cost of having elements idle, the resource orchestration
should take this into account in order to minimize the number of low utilized nodes. At
the same time, care should be taken in high node utilization regimes due to the potential
QoS penalties that might incur especially since there is interference between the oper‐
ations of different VM instances [8]. Besides node perspective, the ability to shift
network functions via VM migration between centralized and distribute cloud platforms
considering also the fronthaul contribute to energy saving as it is demonstrated in [9].

In addition to, QoE-awareness may have a great impact also on energy efficiency.
QoE allows having satisfied users while allocating the minimal amount of resources,
thus reducing costs, avoiding churn and increasing energy efficiency. This is particularly
interesting in wireless networks, where radio resources are scarce. 5G networks will
have to cope with unprecedented densification levels, causing the access network to
account for the major energy consumption share [10]. In this scenario a moderate reduc‐
tion in the data rates can lead to large energy (and therefore costs) savings as it is shown
in [11].

6 Conclusions

In this paper we present the 5G NORMA perspective on controlling the network slices.
We introduce the concept of Software Defined for Mobile Network Control (SDM-C)
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putting forward its role in controlling the intra network slices resources and its comple‐
mentarity with the Orchestration component called SDM-O. We demonstrated the need
for another controller named SDM-X in charge of configuring and controlling the
common network functions (physical or virtual) between a set of network slices instan‐
tiated on the same infrastructure. The energy impact of 5G NORMA design is also
discussed showing the direct benefit through the use of our concept SDM-C/X/O.
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Abstract. Research on 4G/5G cellular networks is progressively shifting to
paradigms that involve virtualization and cloud computing. Within this context,
prototyping assumes a growing importance as a performance evaluation method,
besides large-scale simulations, as it allows one to evaluate the computational
requirements of the system. Both approaches share the need for a structured and
statistically sound experiment management, with the goal of reducing errors in
both planning and measurement collection. In this paper, we describe how we
solve the problem with OpenAirInterface (OAI), an open-source system for
prototyping 4/5G cellular networks. We show how to integrate a sound, validated
software, namely ns2-measure, with OAI, so as to enable harvesting samples of
arbitrary metrics in a structured way, and we describe scripts that allow structured
experiment management, such as launching a parametric simulation campaign
and harvesting its results in a plot-ready format. We complete the paper by
demonstrating some advantages brought about by our modifications.

Keywords: LTE-A · Cloud-RAN · OpenAirInterface · Performance evaluation ·
Experimentation · ns2-measure

1 Introduction

Future 5G cellular networks will employ virtualization and cloudification of the Radio
Access Network (RAN) [12], whereby the baseband processing is done on virtual base‐
band units (BBU) running on commodity hardware, leaving only antennas on site. On
the other hand, software products, both commercial and open-source, are already avail‐
able that emulate a software BBU compliant with the 3GPP standards. One such product
OpenAirInterface (OAI), which runs an LTE protocol stack entirely implemented in
software [2]. OAI also allows one to carry out experiments using hardware equipment
and commercial terminals. The above two fact motivate a shift in the research paradigm,
which is progressively based on prototypes of cellular networks. In fact, OAI has been
and is being widely used in EU-funded and academic projects in the field of cellular
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networks. The Flex5GWare EU project [6], where the authors of this paper are involved,
aims at building cost-effective hardware/software platforms for 5G so as to increase the
hardware versatility and reconfigurability, increase capacity and decrease the overall
energy consumption. Within it, one of the proof of concepts will consist in evaluating
resource allocation algorithms in a Cloud-RAN environment, which will be realized
running a customized version of the OpenAirInterface software on virtual machines.

This implies the need to get credible performance metrics out of the OAI software,
for both the cell and the user, and at several levels: what is the cell MAC-level
throughput, how user application-level throughput varies with the number of users or
interfering eNBs, how much energy is consumed, etc. It goes without saying that the
above activity must be done with a long-term perspective, so as to keep the software
maintainable, and ensuring that rigorous, unbiased and statistically sound results are
obtained. In this respect, it has already been observed in [7, 8] that an unstructured
approach to experiment management is often a major source of bugs, and ultimately
affects the credibility of the results.

Unfortunately, OAI offers little in the way of a structured experiment management,
leaving the task almost entirely to the user. First of all, emulation scenarios are defined
in non-parametric XML files. This requires a user to manually change the XML file so
as to modify the parameters (e.g., in order to vary the number of users), possibly in
several parts simultaneously, which is error-prone. For instance, even generating a new
replica of the same emulation scenario with a different random seed becomes non trivial.
As far as measure gathering is concerned, OAI offers two basic ways: one is system
logging printouts, which can be redirected to file and parsed (using standard tools such
as grep). The other is a built-in dashboard, which shows the instantaneous situation at
the physical level in terms of channel response and signal power. These tools, which
were probably meant for different purposes – namely, logging/debugging for the first
one, and debugging and providing a quick visual feedback regarding physical-layer
parameters for the second, are not suited for a systematic performance evaluation. For
instance, the throughput is computed having the simulation duration at the denominator,
regardless of when the generator is actually started. This implies that – if generators are
started at different times in the simulation – the throughput results are incorrect. More‐
over, there is no way to define a warm-up phase, where samples are not collected. Finally,
the overhead of writing on file the entire system log (of which just a minor portion may
be of interest) is non negligible.

In this paper we describe how to automate experiment management with OAI so as
to make it faster, structured and less error prone. First of all, we show how to integrate
an existing software, namely ns2-measure [7], into OAI. ns2-measure was originally
developed for the ns2 simulator, and offers to researchers a framework for data collection
and creation of statistically sound results. We describe the steps to compiling the two
software together (something made slightly tricky by the fact that OAI is written in ANSI
C, whereas ns2-measure is in C++), and the few, localized modifications required to
OAI. This enables a user to gather a wide range of measures of interest in a seamless
way, adding a negligible overhead to the OAI running time and memory consumption.
Moreover, we describe intuitive, yet general scripts that can be used to generate para‐
metric emulation scenarios and aggregate performance metrics across a set of parametric
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scenarios to facilitate producing output graphs and tables. As for parametric scenario
generation, our script describe the set of parameters that should vary across the scenarios
(therein including the initial seed for the random generators when independent replicas
are required) at a high level, and the script generates the XML scenario files to run the
OAI emulation and manages their execution. As for aggregation of performance metrics,
we show scripts that allow to compute means and related confidence intervals, taking
measures from ns2-measure outputs or OAI built-in logging facilities.

The rest of the paper is organized as follows: Sect. 2 reports background information
on OAI. Section 3 describes the ns2-measure software. In Sect. 4 we describe our tools
and explain how to integrate ns2-measure with OAI. We report some example evaluation
results in Sect. 5, and we conclude the paper in Sect. 6.

2 OpenAirInterface

OpenAirInterface (OAI) is an open-source platform for wireless communication
systems, developed at Eurecom’s Mobile Communications Department. It allows one
to prototype and experiment with LTE and LTE-Advanced (Rel-10) systems, so as to
perform evaluation, validation and pre-deployment tests of protocol and algorithmic
solutions. OAI allows one to experiment with link-level simulation, system emulation
and real-time radio frequency experimentation. As such, it is widely used to setup Cloud-
RAN and Virtual-RAN prototypes. It includes a 3GPP-compliant LTE protocol stack,
namely the entire access stratum for both eNB and UE and a subset of the 3GPP LTE
Evolved Packet Core protocols [2].

OAI can be used in two modes: the first one is a real-time mode, where it provides
an open implementation of a 4G system interoperable with commercial terminals, so as
to allow experimentation. This requires using a software-defined radio frontend (e.g. the
Ettus USRP210 external boards [3]) for airtime transmission.

The second mode is an emulation mode, where software modules emulating eNBs
and UEs communicate through an emulated physical channel. In the emulation mode,
scenarios are completely repeatable since channel emulation is based on pseudo-random
number generation. In emulation mode, OAI can emulate a complete LTE network [1],
using the oaisim package. Several eNBs and UEs can be virtualized on the same machine
or in different machines communicating over an Ethernet-based LAN. The PHY and the
radio channels are either fully emulated (which is time-consuming) or approximated in
a PHY abstraction mode, which is considerably faster. In both cases, emulation mode
runs the entire protocol stack, using the same MAC code as the real-time mode. This
way, the oaisim package can be used to alpha-test and validate new implementations or
sample scenarios, dispensing with all the problems that airtime transmission on a SDR
frontend may bring about. Since the same code is used in the emulation and the real-
time mode, a developer can then switch seamlessly to the real-time environment.

OAI includes the OAI Traffic Generator (OTG), which can be mounted on top of the
LTE stack and used to run an emulation with different loads [4]. The generator includes
predefined traffic profiles, such as device-to-device, gaming, video streaming and full
buffer, and can be customized using OAI scenario descriptors (OSDs).
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OAI’s structure reflects the one of the LTE protocol stack: every layer of the stack
is composed of one or more modules, implemented by one or more C libraries. Every
layer or module uses calls to interface functions of other modules to retrieve status
information and to encapsule/decapsule data. For example, the MAC scheduling module
gets called by the main MAC module at every subframe and is implemented in
eNB_scheduler.c and pre_processor.c files [9]. Every application in the OAI suite (such
as oaisim and the real time eNB) instantiates and initializes the stack layers and the other
modules it needs: oaisim, for example, makes use of other modules for the emulation
capabilities, the most notable being the OTG, the OAI Channel Generator (OCG) which
emulates the radio channel and the OAI Mobility Generator (OMG) that emulates the
movements of the nodes. After the init phase, the application enters in a loop phase
where modules and layers execute their functions on a per-subframe basis; lastly, before
exiting, the main process deallocates the layers and possibly executes termination oper‐
ations (e.g., output of performance stats).

OAI software uses three methods for the output of performance metrics:

• a graphical dashboard that can be optionally shown while the system emulation or
the eNB implementation runs, which shows received/sent signal power, channel
impulse and frequency responses, constellation diagram and PUSCH/PDSCH
throughput (see Fig. 1).

Fig. 1. Detail of the graphical dashboard showing in real-time the physical-level stats of a node
in OAI system emulation.

• A series of prints in the standard output logging of the system emulation, which
appear when the traffic generator is enabled, and show traffic-related metrics (sent
and received bytes, application level throughput, one-way delay and so on).

• One or more files with PHY level stats on HARQ processes and DLSCH/PDSCH
throughput.

All these methods are useful to get a rough idea of how the system behaves, but none
of them, taken alone, is sufficient to profile it completely and effectively: the graphical
dashboard is shown in real-time, it leaves no logs and it is destroyed once OAI termi‐
nates. The traffic generator stats have the disadvantage of being written on standard
output together with the entire OAI log, so they must be collected using grep or other
text search tools, which can be more and more impractical as the number of simulation
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runs and input parameters increases. The same can be said of the output files for the
PHY stats. Another limitation of the traffic generator stats is that throughput is calculated
on the entire emulated time, taking no account of the initial warmup time in which the
system is running but the generator is not.

In general, OAI is missing a structured, flexible and extendable system for the
collecting and managing performance measures. Different metrics get collected and
shown in different ways and the only way for the user to keep track of experiment results
is to tailor custom scripts to launch OAI and extract the desired data from the existing
outputs. The time interval of samples collection cannot be selected and this makes the
analysis of dynamic scenarios difficult when not impossible and leads to warped meas‐
urements when warmup time is a critical factor.

Moreover, built-in metrics might not be sufficient for research purposes. For
example, the performance evaluation of MAC scheduling algorithms would need to keep
track of resource block allocation, which is not among the built-in metrics. In this case,
the lack of an efficient and robust metrics collection framework makes custom metrics
hard to implement and collect, and even when they are implemented they are bound to
the same limits of the built-in ones.

3 Ns2-Measure

The ns2-measure package [7] is a C++-based framework for collection of statistics. It
was originally developed for the ns2 network simulator [10], offering an interface to
TCL, its main configuration language. Its C++ API however, can be used for integration
into any C/C++ code. The main goal of ns2-measure is to provide researchers a struc‐
tured and ready-to-use tool for collection of statistically sound measurements. More in
detail it can be used for both collecting samples of user-defined metrics during the
simulation, and to estimate the average values or the probability density function (PDF)
of the above samples. Metrics can be of three types, depending on how their samples
are collected, as listed below:

• RATE, which are time-related and time-averaged, e.g. the throughput;
• CONTINUOUS, describing a continuous-time stochastic process (either discrete- or

continuous-state), i.e. one whose trajectories are continuous in time. An example is
the number of packets in the queue during the simulation, which is a discrete quantity
(hence discrete-state) that varies at any time (hence continuous-time);

• DISCRETE, describing a discrete-time stochastic process, i.e. one whose trajectories
are impulses. An example is the end-to-end delay of a flow, a continuous quantity
measured at successive packet departure instants (hence discrete-time).

The framework also offers the user support for independent replicas, which are used
to obtain statistically sound results (e.g., with associated confidence intervals).

Each metric (of any type) can be defined for more than one entity at a time within
the system. This allows a user to obtain both system-wide and per-entity statistics. For
example, when simulating an LTE network one might be interested in both a cell-level
and a per-UE throughput, and both can be defined and sampled simultaneously. Data
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collection can be enabled and disabled dynamically at runtime by flipping the collect
variable. This allows the user some (very much needed) freedom: for instance, she can
define a warm-up time wherein statistics are not collected, or she can measure the
throughput of intermittent applications in a meaningful way, by turning on throughput
sample collection only when a burst of activity occurs.

The core element of ns2-measure is the Stat C++ class. It is responsible for creating
data structures for each metric at the beginning, collecting samples while the emulation
runs and producing output at the end. It also keeps a reference to the elapsed emulated
time, to tag time-related metrics, such as the RATE ones. These operations are made
available via three main C++ functions. The Stat::command instantiates the data struc‐
tures for the user-defined metrics, activates and deactivates the collection and manages
the output file. The available metrics are configured via file and are included into the
system during compilation. The above data structures are implemented in the Sample
class, which stores the measured samples for each entity, keeping track of their total,
maximum and minimum values.

The Stat::put function is used to insert data collection probes within the code. This
function takes as a parameter the name of the considered metric, the ID of the entity for
which the sample is collected and the measured value, which will be stored in the appro‐
priate instance of the Sample class, possibly updating the max and min values.

The Stat::print function is used to finalize an experiment. More in detail, it computes
and stores to a file the estimated mean value of each metric. Files will also contain the
run-id of the experiment, which can be used when multiple replications of the same
scenario are run, e.g. to aggregate metrics across the various replications.

The output of experiments performed on complex and possibly large system can
grow quite big in some cases. For this reason results are stored into binary files, thus
reducing the occupancy with respect to text files. If needed, the results can be converted
to human-readable text format using external tools that come together with the ns2-
measure framework.

4 Contributions and Integration

In this section we first explain how to integrate ns2-measure with OAI, and then show
scripts that automate experiment management, so as to facilitate running entire simula‐
tion campaigns.

4.1 Integrating ns2-Measure

As outlined before, the core of ns2-measure is the Stat class, which collects the raw
samples from user-defined probes. It is a static C++ class which uses the method
Stat::command to implement the TCL interface and interpret the commands specified
in Table 1. The other main method is Stat::put, which implements the collecting probe
and accepts as input parameters the name and type of the metric and the value of the
sample. The metrics’ names are defined in two headers, metrics.h (which contains
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macros with names to use when calling the put method) and metric_names.h (which
contains human-readable names to be used when saving the output).

Table 1. Main commands of ns2-measure TCL interface.

$ stat file < filename> Specify the output file
$ stat on Enable sample collection
$ stat off Disable sample collection
$ stat print Print stats on output file

Since the Stat class has been developed with ns2 in mind, a certain effort of adaptation
must be spent to port it on other simulators. In particular we need to work: (a) on code
interoperability so that the Stat methods can be used in the new environment; (b) on the
method that the Stat collecting probe must use to read the simulated time when acquiring
samples, and (c) since build automation tools (such as CMake) are likely to be used, we
need to make them aware of the new code. The following passages describe the specific
interventions on OAI. However, they are general enough to apply to other C++-based
simulation softwares.

Code Wrapping. OAI is mainly implemented in C and makes no use of the TCL
language, so the static class must be modified so as to allow its methods to be called
from the C code. To achieve this, we implemented a wrapping library which contains
one C function per TCL command: for example stat_cmd_add() calls Stat::command,
thus emulating the “add” TCL command and so on. Similarly, the stat_put() function
wraps the Stat::put method (see Fig. 2).

Fig. 2. The wrapping library contains one wrapper function per TCL command and a wrapper
function for the probe. An initialization procedure is defined for the sake of convenience.

Simulated-Time Reading. On collecting a sample, the Stat class calls an ns2 method
to read the current value of the simulated time. In OAI these calls must be replaced by
a read to the time_ms variable, which is updated at every new subframe.

Build Tools. Since OAI uses CMake [11] as an automation tool for building, we added
as a libraries the Stat class and the wrapping library, and we added these libraries to the
OAI System Emulation target. To speed up testing, we added the ability to activate or
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deactivate the ns2-measure functionality at run time via configuration file, without
having to recompile the target.

In order to use the new code, the OAI code must be modified in at least two points,
namely the initialization phase and the termination phase, plus all the points where we want
to put a probe in the loop phase. In the initialization phase we need to call the file
command, specifying the name of the output file (again, the file name can be specified
through a configuration file), and the add command, once per metric. In this phase one
may want to activate measure collection using the on command (alternatively, this can be
deferred to the time when the traffic is actually started). For the sake of convenience, all
these operations are gathered in a stat_init() function. In the termination phase we need to
call the print command so that the output metrics are calculated and the output is printed
of the specified file. In the loop phase, probes are added where required. The procedure to
add a new metric is thus quite straightforward, and consists of the following steps:

• define its name in the ns2-measure files metrics.h and metrics_names.h,
• add a call to stat_add() inside the stat_init() function (stat_init.c),
• add the probe using stat_put() wherever samples are to be collected, including the

stat.h header. For example, if we need the number of resource blocks allocated by
the scheduler, we need to insert a stat_put() call inside the pre_processor.c file.

Note that the target code must be recompiled only when new probes and/or new
metrics are inserted, while ns2-measure can be (de)activated via configuration file.

4.2 Experiment Management Automation

The method used by OAI to define scenarios is XML files, the so-called OAI Scenario
Descriptors (OSDs). These allow a very fine-grained customization of the emulation
scenario, editing parameters such as the transmission power of the eNB antennas, the
mobility model for the nodes and the profile of the traffic flows. However, OSDs do not
support variable parameters, so when running an emulation campaign a different OSD
must be prepared for each combination of parameter values.

Fig. 3. Automated campaign management using handling scripts.
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To fill this gap we implemented an automatization script package: the main script
takes as input a configuration file where parameter values or ranges of values are speci‐
fied; then, for every combination of parameter values it calls another script which gener‐
ates a specific XML descriptor, and launches the OAI system emulation using that
descriptor; lastly, another script parses the results from different runs and gathers them
in a CSV file. For example, if we want to try the same scenario with 1, 2 or 3 UEs, we
specify the parameter numUEs as {1, 2, 3} and the script will generate three different
XML descriptors, launch OAI three times, and merge the three sets of results in a CSV
file. This process is shown in Fig. 3.

5 Experimental Results

The purpose of this section is twofold. On one hand, we show that the integration of
ns2-measure framework has a negligible impact on OAI performance. On the other hand,
we exemplify the benefits that our framework brings to the user by showing that different
(and unbiased) throughput results are obtained by allowing sample collection to start
with the traffic generation (instead of at time zero), and by showing that comparing
different metrics allows a user to get an immediate insight on the behavior of the system.

To assess the impact of the new code on performance, we evaluate the execution
time and memory occupancy as a function of the traffic rate, both with and without ns2-
measure samples collection activated.

We run OAI System Emulation (oaisim) on a machine with an AMD FX 8350 4 GHz
CPU, 8 GB RAM, running Xubuntu 14.04.2, emulating an eNB sending downlink traffic
to a UE, using increasing traffic rates. The main emulation parameters are summarized
in Table 2.

Table 2. Main parameters for the performance evaluation campaign.

Parameter Value
Emulated time 20000 TTIs (20 s)
# eNBs 1
# UEs 1
Mobility and position Static - eNB and UE are 200 m apart
Traffic type CBR: 800, 1600, 2400, 3200 kbits/s at the application

level
# ns2-measure metrics 12

A note on traffic generation: OAI allows one to specify the size of generated traffic
packets at the application level. OAI appends 55 bytes of TCP/IP headers and OTG
metadata [9] to each packet. If we specify a packet size of 100 B and an inter-packet
time of 1 ms, we obtain a data rate of 100 × 8 = 800 kbits/s at the application level, or
(100 + 55) × 8 = 1240 kbits/s at the IP level. OAI statistics refer to IP-level traffic.

We added 12 custom metrics, which get collected on a per-subframe basis. This adds
12 function calls to the init phase and 12 × 1000 = 12000 function calls per second to
the loop phase. Each configuration/scenario is run three times with three different seeds,
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for a total of nine runs per configuration. To evaluate the execution time and the memory
occupancy (more specifically the maximum resident set size, i.e., the maximum amount
of memory the process allocates during its execution) we use the/usr/bin/time
command [5].

Figure 4 shows the results for the execution time: the introduction of ns2-measure
samples collection introduces minimal to null overhead. Also memory occupancy is
unchanged, being about 800000 kB for every run.

Fig. 4. Execution time of OAI system emulation, determined with/usr/bin/time, emulating 20 s
of DL CBR traffic from an eNB to a UE.

We now show that our solution eliminates biases in throughput measurement. Since
the traffic generator needs the underlying protocol stack and an active radio bearer to
work, it needs to wait for the initialization of the stack and the establishment of the RRC
connection. The OAI in-code documentation fixes the minimum starting time at 310 ms
[14], and we chose a starting time of 500 ms in our experiments.

The native stat collection uses the entire emulation time to calculate traffic
throughput and other rates, without considering the traffic starting time. Conversely, in
our experiments, ns2-measure started collecting samples when the traffic started. In
Fig. 5 we show the IP-level throughput of the UE, as measured by the native traffic
generator and by ns2-measure. As expected, the values reported by ns2-measure are
slightly higher, since the measurement interval is 500 ms shorter (as it should be).

This very experiment can also be used to show another benefit of using a flexible
metric collection: a sub-linear behavior can be observed in the throughput curve, which
suggests that the network approaches saturation as the offered load increases. This claim
can be easily verified by collecting the number of resource blocks (RBs) allocated to the
UE by the eNB scheduler (25 being the maximum number of RBs for the specific
configuration). The number of RBs is shown on the right vertical axis, and clearly shows
that the knee in the throughput is due to resource depletion. The same metric can also
be used to infer the energy consumed by the eNB, according to well-established models
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of energy consumption [13], e.g. to evaluate the energy efficiency of the scheduling
algorithm in use.

Moreover, while the statistics offered by OTG are calculated above the LTE protocol
stack (i.e., at the IP level), with ns2-measure we can probe all the layers, e.g. to assess
the overhead introduced by each of them. Figure 6 shows the throughput measured at
different layers. As we expect, the closer we get to the physical layer the higher the
throughput is, as more headers are added to the application payload.

Fig. 6. Data throughput between an eNB and a UE, using different profiles of DL CBR traffic,
as measured by ns2-measure at different layers of the LTE protocol stack.

Fig. 5. IP-level throughput between an eNB and a UE as measured by OAI traffic generator and
ns2-measure (left vertical axis); number of RBs allocated to the UE (right vertical axis).

764 N. Iardella et al.



6 Conclusions

This paper presented a set of tools to automate experiment management with a C-RAN
prototype realized through OpenAirInterface. These tools allow a user to create a whole
simulation campaign, i.e., to launch (possibly several replicas of) scenario where param‐
eters vary, and to harvest the results obtained in the above campaign in a plot-friendly
way. Having these tools spares a user time-consuming and error-prone tasks, which can
be automated, thus enhancing the credibility of her simulations and increasing her
productivity.

As a companion and complementary contribution, we integrated a structured and
validated measuring framework, namely ns2-measure, into OAI. This allows one to
define metrics in an easy way, and enable/disable measure gathering dynamically. On
one hand, this speeds up debugging, since it allows a user to analyze the reasons of
unexpected behaviors in the system by cross-checking different related metrics. On the
other hand, this presents the user with a simple unified approach to harvesting measures,
thus facilitating experimenting in the large (e.g., in teamwork).
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