
123

S P R I N G E R  B R I E F S  I N 
E L E C T R I C A L  A N D  CO M P U T E R  E N G I N E E R I N G

Bannour Ahmed
Mohammad Abdul Matin

Coding for MIMO-
OFDM in Future 
Wireless Systems



SpringerBriefs in Electrical and Computer
Engineering



More information about this series at http://www.springer.com/series/10059

http://www.springer.com/series/10059


Bannour Ahmed • Mohammad Abdul Matin

Coding for MIMO-OFDM
in Future Wireless Systems

123



Bannour Ahmed
L’institut Superieur D’informatique
Demahdia

Mahdia
Tunisia

Mohammad Abdul Matin
Institut Teknologi Brunei
Gadong
Brunei Darussalam

ISSN 2191-8112 ISSN 2191-8120 (electronic)
SpringerBriefs in Electrical and Computer Engineering
ISBN 978-3-319-19152-2 ISBN 978-3-319-19153-9 (eBook)
DOI 10.1007/978-3-319-19153-9

Library of Congress Control Number: 2015939996

Springer Cham Heidelberg New York Dordrecht London
© The Author(s) 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(www.springer.com)



Preface

MIMO-OFDM has been recognized as one of the most promising techniques for
future communication systems as it supports high data rate transmission, multi-
media services over fading channel that is time selective, and frequency-selective
fading. This, in turn, has drawn lots of thought among researchers and students,
which results in a large number of coding across space, frequency, and time for
MIMO-OFDM systems to exploit three types of diversity schemes in wireless
communications. Therefore, an effort has been made in this book to introduce
different coding schemes to the reader and promote further research in their area of
interest.

This book is concerned with the use of the Algebraic Space Time Coding
(ASTC) technique combined with Orthogonal Frequency Division Multiplexing
(OFDM) to overcome the frequency selectivity channel problems. The first part
analyzed the performance of the ASTC codes under a correlated Rayleigh channel.
The Algebraic Space Time Codes (ASTC), based on the cyclic algebras, has shown
good spectral efficiency, full diversity, and a full rate under nonselective channel
conditions. However, the radio-mobile channel is a selective channel whose fea-
tures vary with the time. This selectivity is owed to the multi-path phenomenon and
generates interferences between symbols (IES). So, the second objective of was to
develop a new technique in order to adapt the ASTC codes to the frequency
selective channels. It has been shown that by their construction, the Algebraic
Space Time Codes have a reasonable BER when working in a nonselective channel
thanks to their properties (full rank, full rate, and nonvanishing determinant for
increasing rate). We have proved that it is possible to combine MIMO-OFDM
systems with an ASTC encoder under a frequency-selective channel. Computer
simulations have shown the efficiency of the proposed ASTC encoder either in
terms of BER performance, capacity, or in terms of PAPR reduction. The third part
aimed to minimize the sensibility of the ASTC codes to frequency synchronization
in selective channels. A new algebraic Carrier Frequency Offset (CFO) estimation
technique, for MIMO-OFDM systems with ASTC under quasi-static correlated
Rayleigh frequency-selective fading channels, has been developed. The technique
uses a preamble and is especially suitable for burst mode communication.
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The preamble consists of orthogonal training sequences simultaneously transmitted
from the various transmit antennas. The proposed system exploits all the subcarriers
in frequency domain, which provides a remarkable performance improvement
compared to other well-known methods and reaches the Cramèr-Rao Lower Bound
(CRLB).

This book also addresses multiuser MIMO-OFDM systems which benefit from
the combined space and frequency domain freedom as well as multiuser diversity.
To achieve high symbol rate for multiuser MIMO-OFDM system, two coding
schemes have been presented for space–frequency (SF) codes and space–time–
frequency (STF), where a systematic design of high-rate, full-diversity multi-user
SF and STF codes for MIMO frequency-selective fading multiple access channel
has been discussed. The book highlights the unique design issues which put the
reader in good pace to be able to understand the coding theory and grasp the
processes involved.

Bannour Ahmed
Mohammad Abdul Matin

vi Preface



Contents

1 Overview of MIMO-OFDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 OFDM Modulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3.1 Principal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3.2 Orthogonality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.3 Cycle Prefix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.4 Synchronization and PAPR Issue for OFDM. . . . . . . . . . 4
1.3.5 Advantages of OFDM . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Transmitter Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 The Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 Coherent MIMO-OFDM Detector . . . . . . . . . . . . . . . . . . . . . . 7
1.7 Empirical Bit Error Rate Calculation . . . . . . . . . . . . . . . . . . . . 9
1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Wireless Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Wireless Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2.1 Fading Channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Frequency Non Selective Channel . . . . . . . . . . . . . . . . . 12
2.2.3 Frequency Selective Channel. . . . . . . . . . . . . . . . . . . . . 13
2.2.4 Doppler Shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.5 Rayleigh Channel Model . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.6 Correlated Rayleigh Channel Generation. . . . . . . . . . . . . 16

2.3 Transmission Channel in Information Theory. . . . . . . . . . . . . . . 16
2.3.1 Information Quantity, Entropy and Mutual Information . . . 17
2.3.2 Shannon Paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.3 Channel Capacity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

vii

http://dx.doi.org/10.1007/978-3-319-19153-9_1
http://dx.doi.org/10.1007/978-3-319-19153-9_1
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec12
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec12
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec13
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Sec13
http://dx.doi.org/10.1007/978-3-319-19153-9_1#Bib1
http://dx.doi.org/10.1007/978-3-319-19153-9_2
http://dx.doi.org/10.1007/978-3-319-19153-9_2
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec12
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec12
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec13
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Sec13
http://dx.doi.org/10.1007/978-3-319-19153-9_2#Bib1


3 Code Design for MIMO-OFDM System. . . . . . . . . . . . . . . . . . . . . 21
3.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Symbols and Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Code Design Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.4.1 Rank Criterion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.2 Block Fading Product Criterion . . . . . . . . . . . . . . . . . . . 30

3.5 Multiuser Space-Frequency Code Design . . . . . . . . . . . . . . . . . 30
3.5.1 Code Design Example . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5.2 Example 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5.3 Example 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4 Algebraic Space-Time (ST) Codes: An Overview . . . . . . . . . . . . . 39
4.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 ST-MIMO Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2.1 Construction Criterion for ST Codes . . . . . . . . . . . . . . . 40
4.3 Algebraic Space Time Codes. . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.3.1 Construction Criterion for ASTC . . . . . . . . . . . . . . . . . 42
4.3.2 Definition of AST Codes . . . . . . . . . . . . . . . . . . . . . . . 43

4.4 Golden Codes Performances in Fading Channels . . . . . . . . . . . . 44
4.4.1 System Encoder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.2 Correlated Rayleigh Fading Channel . . . . . . . . . . . . . . . 46
4.4.3 Channel Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.4.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5 ASTC-MIMO to ASTC-MIMO-OFDM System . . . . . . . . . . . . . . . 53
5.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 ASTC-MIMO-OFDM System Model . . . . . . . . . . . . . . . . . . . . 54
5.3 Capacity Analysis of ASTC-MIMO-OFDM System

in Frequency Selective Channels . . . . . . . . . . . . . . . . . . . . . . . 55
5.4 Simulation Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.5 New CFO Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.6 ASTC Decoder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.6.1 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.7 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . 66
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

viii Contents

http://dx.doi.org/10.1007/978-3-319-19153-9_3
http://dx.doi.org/10.1007/978-3-319-19153-9_3
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_3#Bib1
http://dx.doi.org/10.1007/978-3-319-19153-9_4
http://dx.doi.org/10.1007/978-3-319-19153-9_4
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec11
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec12
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Sec12
http://dx.doi.org/10.1007/978-3-319-19153-9_4#Bib1
http://dx.doi.org/10.1007/978-3-319-19153-9_5
http://dx.doi.org/10.1007/978-3-319-19153-9_5
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec5
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec6
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec7
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec8
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec9
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Sec10
http://dx.doi.org/10.1007/978-3-319-19153-9_5#Bib1


6 Space Time Frequency (STF) for Multiuser MIMO-OFDM . . . . . . 71
6.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.1.1 Code Design Example . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

7 Generale Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Appendix A: MIMO-OFDM Empirical BER. . . . . . . . . . . . . . . . . . . . 83

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Contents ix

http://dx.doi.org/10.1007/978-3-319-19153-9_6
http://dx.doi.org/10.1007/978-3-319-19153-9_6
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec1
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec2
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec3
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Sec4
http://dx.doi.org/10.1007/978-3-319-19153-9_6#Bib1
http://dx.doi.org/10.1007/978-3-319-19153-9_7
http://dx.doi.org/10.1007/978-3-319-19153-9_7


List of Figures

Figure 1.1 Block diagram of an OFDM transmitter . . . . . . . . . . . . . . . 2
Figure 1.2 Orthogonal multicarrier modulation technique . . . . . . . . . . . 3
Figure 1.3 Cyclic prefix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Figure 1.4 ASTC-MIMO-OFDM transceiver. . . . . . . . . . . . . . . . . . . . 5
Figure 1.5 Frequency-domain channel matrix Hk for nc ¼ 32 . . . . . . . . 8
Figure 2.1 Wireless channel model . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Figure 2.2 Radio propagation environment . . . . . . . . . . . . . . . . . . . . . 12
Figure 2.3 Frequency-non-selective fading channel . . . . . . . . . . . . . . . 13
Figure 2.4 Frequency-selective fading channel . . . . . . . . . . . . . . . . . . 14
Figure 2.5 Doppler spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Figure 2.6 Shannon paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Figure 3.1 Multiuser MIMO-OFDM System . . . . . . . . . . . . . . . . . . . . 24
Figure 3.2 SF coding structure in MIMO-OFDM system . . . . . . . . . . . 31
Figure 3.3 Threaded algebraic SF code design . . . . . . . . . . . . . . . . . . 33
Figure 4.1 ST-MIMO system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 4.2 Family tree of space time codes . . . . . . . . . . . . . . . . . . . . 41
Figure 4.3 Block diagram of MIMO-ASTC system . . . . . . . . . . . . . . . 45
Figure 4.4 Space time repartition of pilot symbol . . . . . . . . . . . . . . . . 47
Figure 4.5 Golden code versus Alamouti in an ideal

channel condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 4.6 BER performance for Golden Code, with MMSE decoder,

4-QAM modulation, band width = 9 GHz . . . . . . . . . . . . . 49
Figure 4.7 Golden Code with channel estimation and MMSE

decoder, fd = 0.005, Band width = 9 GHz, V = 30 km/h . . . 50
Figure 4.8 BER performance for the LMMSE Error estimation . . . . . . . 50
Figure 5.1 MIMO-OFDM system employing perfect codes ASTC . . . . . 54
Figure 5.2 Doppler effects on the capacity for GC-MIMO-OFDM

with σw ¼ 10 dB, nt ¼ nr ¼ 2 and nc ¼ 48 subcarriers. . . . . 58
Figure 5.3 Subcarrier effects on the capacity for TC-MIMO-OFDM

with σw ¼ 10 dB and nt¼nr¼2 . . . . . . . . . . . . . . . . . . . . . 58

xi



Figure 5.4 Ergodic capacity of GC and TC codes in MIMO-OFDM
with nt ¼ nr ¼ 2 and nc ¼ 48 subcarrier . . . . . . . . . . . . . . . 59

Figure 5.5 Analytic capacity versus SNR for high and low
correlation, nt ¼ nr ¼ 2 and nc ¼ 48 subcarrier . . . . . . . . . . 59

Figure 5.6 Analytic capacity versus correlation for σwk ¼ 30 dB
and nt ¼ nr ¼ 2 and nc ¼ 48 subcarrier . . . . . . . . . . . . . . . 60

Figure 5.7 Theoretical and simulated variance of CFO for MIMO
configuration of 2� 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Figure 5.8 Theoretical and simulated variance of CFO for MIMO
configuration of 4� 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Figure 5.9 Performance of the proposed method using perfect
and implemented synchronization for 2� 2 and 4� 4
configurations, nc ¼ 128 subcarriers, with an ASTC
scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Figure 5.10 Estimator performance with respect to correlation
for 2� 2 and 4� 4 MIMO configurations and 5dB
and 25dB Eb

N0
values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Figure 6.1 STF coding structure in MIMO-OFDM system . . . . . . . . . . 72
Figure 6.2 Threaded algebraic STF code design . . . . . . . . . . . . . . . . . 75
Figure 6.3 SER performance comparison between the proposed

multiuser SF, multiuser STF code, the multiuser SF
code in [3] and the baseband symbol . . . . . . . . . . . . . . . . . 79

xii List of Figures



List of Tables

Table 3.1 Performance comparison among ST/SF/STF-Coded
OFDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Table 4.1 ST codes by channel use . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Table 5.1 The compensation steps of CFO . . . . . . . . . . . . . . . . . . . . . 64
Table 5.2 Complexity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Table 5.3 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

xiii



Chapter 1
Overview of MIMO-OFDM

1.1 Introduction

In the first chapter, we introduce the MIMO-OFDM system, in Rayleigh frequency
selective-channels. Orthogonal frequency division multiplexing (OFDM) has been
adopted in the wireless local-area network (WLAN) standards IEEE 802.11a [1] and
IEEE 802.11g [2] due to its high spectral efficiency and ability to deal with frequency
selective fading. The combination of OFDMwith spectral efficient multiple antenna
techniques makes the OFDM a good candidate to overcome the frequency selective
problems.

1.2 MIMO

MIMO stands for Multiple-input Multiple-output. It uses multiple antennas both in
transmission and receiver equipment to exploit multipath propagation in wireless
radio communication. It divides the total transmit power among multiple spatial
paths over which to transmit signals, driving the capacity without consuming extra
radio frequency, thus increasing the aggregate spectral efficiency. Due to multipath
propagation, each receiver antenna receives a linear combination of the multiple
transmitted data streams. The data streams are separated at the receiver using algo-
rithms that depend on estimates of all channels between each transmitter and each
receiver.

© The Author(s) 2015
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2 1 Overview of MIMO-OFDM

1.3 OFDM Modulation

1.3.1 Principal

InOFDMmodulation data is transmitted simultaneously on ns subcarriersmodulated
at a rate Rs/ns , where Rs is the rate of one single carrier. In overall the total rate still
the same as in a single carrier systems, further each subcarrier is less sensitive to the
delay spread of the channel, it could be considered as non selective flat fading subcar-
rier. Figure1.1 describe the baseband OFDM transmitter. When bits are generated,
modulated and coded, we obtain OFDM codewords and symbols. The codewords
fellows tow processes. First a time domain transformation is done using the IFFT.
Second the obtained signal is added by a guard interval or Cycle Prefix (CP). The
length of the added time domain signal should be larger than the delay spread of the
channel. The OFDM complex symbols S1, S2, . . . , Si , . . . are then regrouped into
blocks of length Ns (serial to parallel conversion), its transmission time is equal to
Ns .Ts . An OFDM signal during the time [iTs, (i + 1)Ts] can be expressed as

xl(t) =
Ns
2 −l∑

k= Ns
2

Sl,kg(t − ((i + 1)Ts)) exp( j2π fk t) (1.1)

The above equation represents the lth-OFDM symbol. The received signal could be
expressed as

r(t) =
∞∑

l=1

Ns
2 −l∑

k= Ns
2

Sl,kg(t − ((i + 1)Ts)) exp( j2π fk t) + nk(t) (1.2)

where nk(t) is white Gaussian noise at the kth subcarrier.

S/P IFFT P/S Add

CP
Data

Sn,1

Sn,ns

T x

Signal

Fig. 1.1 Block diagram of an OFDM transmitter
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Fig. 1.2 Orthogonal multicarrier modulation technique

OFDM symbol OFDM symbol OFDM symbol

Tcp Tcp Tcp
TsTsTs

Time

Fig. 1.3 Cyclic prefix

1.3.2 Orthogonality

To be free (ICI-free), the orthogonality is an essential condition for OFDM signal. In
fact the spacing between two subcarriers is important in order to have a bandwidth
efficient system. The spacing between the subcarriers should be large enough, this
can cause a higher bandwidth then the the spectral efficiencywill be lost. One solution
is to set OFDM symbols where the center of one subcarrier is positioned such that it
lands into the null of the neighboring subcarrier as shown in Fig. 1.2.

1.3.3 Cycle Prefix

The (CP) is used mainly in terrestrial systems between two consecutive OFDM
symbol, to reduce the effect of the delay spread of themultipath channels as illustrated
in Fig. 1.3. The CP-length is variable and should be adjusted as much as the system
bandwidth is efficient.
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1.3.4 Synchronization and PAPR Issue for OFDM

The message data are carried on orthogonal subcarriers for parallel transmission
to prevent the distortion and the inter-symbol-interference caused by the frequency
selective channel in the multi-path fading. Synchronization issues can destroy this
orthogonality and then OFDM loses its powerful modulation technique. There are
essentially three types of synchronization problems:

• Symbol synchronization
• Carrier synchronization

In Symbol synchronization a timing offset gives rise to a phase rotation of the sub-
carriers. This phase rotation is largest on the edges of the frequency band. If a timing
error is small enough to keep the channel impulse response within the cyclic prefix,
the orthogonality is maintained.

However in carrier synchronization, Frequency offsets are created by differences
in oscillators in transmitter and receiver, Doppler shifts, or phase noise introduced by
nonlinear channels. There are two destructive effects caused by a carrier frequency
offset in OFDM systems. One is the reduction of signal amplitude (the sinc functions
are shifted and no longer sampled at the peak) and the other is the introduction of
ICI from other carriers. The latter is caused by the loss of orthogonality between the
subchannels. Chapter five will focus on a new Carrier Synchronization Offset (CFO)
estimation, which is a key point to hold both the powerful coding technique of ASTC
and the powerful modulation technique of OFDM.

However, one major difficulty is its large peak to average power ratio (PAPR).
These are caused by the coherent summation of the OFDM subcarriers. When N
signals are added with the same phase, they produce a peak power that is N times the
average power. These large peaks cause saturation in the power amplifiers, leading to
intermodulation products among the subcarriers and disturbing out of band energy.
Hence, it becomes worth to reduce PAPR.

1.3.5 Advantages of OFDM

OFDM fits with wideband wireless systems compared to Single carrier transmission
due to its lower complexity equalizer to overcome the ISI problem of the multipath
frequency selective channels. A significant bandwidth gain is also obtained when
using the overlapping parallel subcarriers. The ISI problem is declined using the
cyclic prefix to prevent the system from multipath fading.

One also can modulate each subcarrier using different modulation techniques
M-PSK or M-QAM according to the requirement of the system.
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ŝk
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Fig. 1.4 ASTC-MIMO-OFDM transceiver

1.4 Transmitter Model

Let us consider the baseband-equivalent ASTC-MIMO-OFDM system, with nt = 2
transmit antennas and nr = 2 receive antennas, depicted in Fig. 1.4 [3]. The transmit-
ted binary source sequence sk , with bit energy Eb, is QPSK modulated. The QPSK
symbols are then ASTC encoded.

We note vk = [s4k−3, s4k−2, s4k−1, s4k]T the QPSK symbols encoder input. The
code word output is converted to a serial stream and then fed to nt OFDMmodulators
with nc subcarriers and a cycle prefix (CP) of length ng .

In order to simplify the discussion, we denote the code word xk ∈ Cncnt ×1 the
kth MIMO vector to be OFDM modulated given by

xk =
⎛

⎜⎝
x1,k
...

xncnt ,k

⎞

⎟⎠ = Φ � (sk) (1.3)

where � refers to scaler product vector, xn,k is the MIMO code word to be trans-
mitted on the nth subcarrier at time k and by the qth (q = 1, 2) antenna. sk =
[vk0vk1 . . . vk (ncnt )

4

]T is inCncnt ×1 input symbols vector, andΦ = [φk0φk1 . . .φk (ncnt )
4

]T

denotes the C (ncnt )
4 ×1 vector of the block matrix φkp , where φkp is the coder matrix

at time kp.
After a serial to parallel conversion, the OFDM modulator uses an IDFT module

and a is added. The overall vector of length nc + ng is transmitted over a frequency
and time selectiveMIMO channel. The CP length ng is assumed to be longer than the
largest multi-path delay spread in order to avoid OFDM inter-symbol interference.
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The kth MIMO-OFDM symbol uk ∈ Cnt (nc+ng)×1 is then given by

uk = ξ1
√

nc(F−1 ⊗ Int )xk

where F−1 is the Cncnc×1 Fourier matrix, of which the (n, k)th element is
exp (− j2πnk/nc), ⊗ denotes the Kronecker product, Int represents the nt iden-
tity matrix, and ξ1 ∈ Cnt (nc+ng)×ncnt is the CP adding matrix given by

ξ1 =
[(

0 Ing

Inc

)
⊗ Int

]
(1.4)

The nt (nc + ng) length MIMO-OFDM symbol is transmitted over a time and
frequency selective channel.

1.5 The Channel Model

As mentioned above, we assume that the MIMO-OFDM symbols are transmitted
over a time and frequency selective Rayleigh channel and that the channel taps
remain constant during a packet transmission. Consequently, the (CIR) between qth
transmitting antenna and pth receiving antenna is modeled by a tapped delay line as

hp,q
k =

L−1∑

l=0

h p,q
k (l)δ(k − l) (1.5)

where h p,q
k (l) is the lth path from the qth transmitting antenna to pth receiving

antenna at time k and L is the largest order among all impulse responses. The channel
taps sequence {h p,q

k (l)} is a correlated complex with zero mean, the same variance
σ2

h and the

E{h p,q
k (l)[hm,n

k−k′(l ′)]∗} = ρ
(m,p)
Rx ρ

(n,q)
T x J0(2π fmk′)δ(l − l ′) (1.6)

where J0 is the with zero order, fm is the normalized Doppler shift, ρ
(m,p)
Rx , ρ

(n,q)
T x

refers respectively to the correlation coefficient between the received antennas (m, p)
and the transmitted antennas (n, q).

The received signal at the pth receiving antenna during the kth MIMO-OFDM
symbol is

yp
k =

nT∑

q=1

L−1∑

l=0

h p,q
k (l)uq

k (k − l) + w
p
k (1.7)
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where uq
k is the symbol vector transmitted by the qth antenna and w

p
k is a zero

mean white Gaussian complex noise of variance N0
2 . Let us introduce the

Cnt (nc+ng)×nt (nc+ng) matrices Gk defined as the equivalent

Gk =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

hk(0) 0 . . . . . . . . . 0

hk(1)
. . .

...
...

. . .

...

hk(L − 1) . . . . . . hk(0)

0
. . .

...
. . .

. . .
...

0 . . . . . . hk(L − 1) . . . hk(0)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1.8)

where hk(l) = hp,q
k (l).

We can thus express the MIMO-OFDM received signal in a matrix notation as

yk = Gk uk + wk (1.9)

where yk ∈ Cnr (nc+ng)×1 and wk ∈ Cnr (nc+ng)×1 represents the time k.

1.6 Coherent MIMO-OFDM Detector

At the receiver, after removing the CP, the signal is transformed back to the frequency
domain by the mean of a DFT process. The signal at the DFT output is then given by

zk = 1√
nc

[
(F ⊗ Int nr )ξ2

]
yk (1.10)

where the CP removing matrix ξ2 ∈ Cncnr ×(ncng+1)nr , which discards the ngnr first
elements of yk , is defined as ξ2 = [0ncng Ing ] ⊗ Ing .

By combining Eqs. 1.9 and 1.10, we can re-express the output as

zk =
[
(F ⊗ Int nr )ξ3(F−1 ⊗ Int nr )

]
xk + wk

= Hk xk + wk (1.11)

where the block circulant matrix ξ3 ∈ Cnt nc×nr nc is defined as ξ3 = ξ2Gkξ1 and wk

is the with zero mean and σ2
w and Hk is Cnt nc×ncnt frequency domain matrix defined

as
Hk =

[
(F ⊗ Int nr )ξ3(F−1 ⊗ Int nr )

]
(1.12)
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Fig. 1.5 Frequency-domain channel matrix Hk for nc = 32

Under the assumption that the subcarriers are perfectly orthogonal and that the CP
length is larger than the expected delay spread, it can be shown that the transmitted
symbols are affected by and phase rotation. The channel gain matrix Hk (Fig. 1.5)
is then a block diagonal matrix given by

Hk =
⎛

⎜⎝
Hk(0) 0

. . .

0 Hk(ncnt )

⎞

⎟⎠ (1.13)

where nth block Hk(n) represents the MIMO-OFDM channel gain at the nth sub-
carrier and can be written as

Hk(n) =
L−1∑

l=0

hk(l) exp

(
− j2π

nk

nc

)
(1.14)

The received frequency-domain signal zn,k at the DFT output can be expressed as

zn,k = H(n)xn,k + wn,k (1.15)
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Therefore,we can describe theMIMO-OFDMtransmission system as a set of parallel
flat with correlated attenuation H(n). The channel effect (attenuation) in Eq. (1.11)
is then compensated as

x̂k = H†
k zk (1.16)

where (.)† denotes the pseudo-inverse operator.
Once the channel effect is compensated, the decision variable x̂k is passed for

decoding. A serial to parallel module, at each DFT output, is used to reshape the
signal x̂k and to provide the output signal ŝk .

1.7 Empirical Bit Error Rate Calculation

In order to see in closer window the design criteria of the system design we would
like to analyze in this section the (PEP), we denote by x1 and x2 towMIMO-OFDM
complex Gaussian symbols such as:

x1 = [x1(0), x1(1), x1(2), . . . , x1(Nt (Nc + Ng))]T (1.17)

x2 = [x2(0), x2(1), x2(2), . . . , x2(Nt (Nc + Ng))]T (1.18)

Thepairwise error probability,when x1 is transmitted, over anASTC-MIMO-OFDM
system, and when the received point is closer to x2 than to x1. A coherent channel
H , The development given in Appendix.A derived the following results

Pe ≤
⎛

⎜⎝1 + σ2
s

4σ2
n

Nt +
Ni∑

i=1

λi +
( σ2

s

4σ2
n

)Ni Nt

⎛

⎝
Ni∏

i=1

λi

⎞

⎠
Nt

⎞

⎟⎠

−1

(1.19)

where λi is the i th eigenvalues of QY matrix.
We can see from Eq. (1.19) for small the term consisting of the summation

of the eigenvalues will dominate the bounds. For asymptotically high SNR, however,
the term containing the products of the eigenvalues will be dominant, resulting
in the diversity and coding gain criteria.

1.8 Conclusion

It has been shown that MIMO is possible to combine with OFDM under a frequency-
selective channel. PAPR reduction and frequency synchronization should taken
seriously when working with OFDM. Channel selectivity problem is no more an
issue when is applied, Hence after diagonalization, channel equalization is better
performed.
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Chapter 2
Wireless Channels

2.1 Introduction

The wireless channel environment governs the performance of wireless communi-
cation systems, since the environment is unpredictable and dynamic. This will make
the analysis of the wireless communication system difficult. To that end we classify
the wireless channel model as illustrated in Fig. 2.1. The channel is one of the essen-
tial elements of the transmission chain. Generally, it acts as a disruptive factor that
can alter the issued signal. This chapter will focus on wireless channel classification
then, the channel will be introduced in information theory.

2.2 Wireless Channel Models

2.2.1 Fading Channels

In wireless communications, obstacles, such as houses, buildings, trees and moun-
tains cause reflection, diffraction, scattering and shadowing of the transmitted sig-
nals and multipath propagation. Due to the mutipath the transmitted signals arrive
in different phase angles, amplitude and time interval. The fading is the amplitude
fluctuation of the received signal caused by the frequency selective or time variant
of the multipath channel.

The fading process can follow Rayleigh probability distribution or Rician proba-
bility distribution, this will depend on the strength of scattering components during
transmission. As illustrated in Fig. 2.2, the Rician probability distribution will be
considered for strength of scattering (LOS) and the Rayleigh probability distribution
will be considered for the strength less scattering (NLOS).

© The Author(s) 2015
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Fig. 2.1 Wireless channel model

Fig. 2.2 Radio propagation environment

2.2.2 Frequency Non Selective Channel

The Multipath time delay spread or phenomenon can affect the transmitted wireless
signal.

Frequency non selective channel or frequency selective channel are two categories
of Multipath channels with time delay spread. When the channel bandwidth is much
larger than the bandwidth of the transmitted signal, the received signals are called
frequency non selective known as flat fading.

Figure 2.3 illustrates the flat fading characteristics, it can be seen that symbol
period Ts is greater than the delay spread of channel τ . In this case the inter-symbol
interference (ISI), is not caused. In conclusion a signal is affected by a flat fading
channel if:

Bs � Bc (2.1)

Ts � στ (2.2)
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Fig. 2.3 Frequency-non-selective fading channel

where Bs and Ts represent respectively the bandwidth and symbol period of the
transmitted signal, and Bc and στ represent the coherence bandwidth and root mean
square (rms) delay spread of the channel respectively.

2.2.3 Frequency Selective Channel

Frequency selectivity . occurs when the constant amplitude and linear phase response
of the wireless channel is narrower than the signal bandwidth. In such condition the
symbol period of the transmitted signal is smaller than the channel impulse response

The transmitted symbols have a short duration, compared to the multipath delay
spread, this can cause a multiple attenuated and time delayed versions of the transmit-
ted signal, which results in inter-symbol interference. As opposed to the frequency-
flat nature of the frequency non-selective fading channel, the amplitude of the fre-
quency response of the transmitted signal varies with frequency. Figure 2.4 shows
the characteristics of a frequency selective fading channel. In this figure both the time
and the frequency domain are illustrated to show how wide is the frequency chan-
nel window compared to the original transmitted signal up converted to frequency
domain.

Frequency selective fading channels are called a wideband channels as the channel
τ is much greater than the symbol period Ts of the transmitted signal.
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In conclusion a signal is affected by a frequency selective channel if:

Bs ≥ Bc (2.3)

Ts ≤ στ (2.4)

We can consider a channel is frequency selective when στ = 0.1Ts

2.2.4 Doppler Shift

The propagation in the frequency domain due to a variation in the time domain, is
caused by the movement of the transmitter or receiver. This variation in time domain
is called Doppler Shift. Let fd denote the Doppler shift of the received signal, where
θ is the angle of arrival of the transmitted signal with respect to the direction of the
vehicle. Given that fc is the carrier frequency of the transmitted signal, the of the
received signal is defined as:

fd = v fc

c
cos θ (2.5)

where v is the vehicle speed and c is the speed of light.
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2.2.5 Rayleigh Channel Model

In 1968, Clarke [1] developed a model for writing the mobile radio channel by a
random process. He assumes that the received signal is the sum of L plane waves.
Due to the Doppler effect, the signal frequency is shifted (Fig. 2.5), the shift which
depends on the speed of the mobile. The shift will follow the Eq. (2.5).

The electric field can then be expressed in terms of its components in phase and
quadrature as follows:

Ey(t) = E I (t) cos(2π fct) − E Q(t) sin(2π fct) (2.6)

where

E I (t) = E0

L∑

n=0

cos(2π fn + φn) (2.7)

E Q(t) = E0

L∑

n=0

sin(2π fn + φn) (2.8)

where E0 is the amplitude of the transmitted field supposed constant. fc is the carrier
frequency and fn,φn are the shifted frequency and the phase of the wave number n

S(f)

fcf c − fm fc + fm

f

Fig. 2.5 Doppler spectrum
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respectively. If the number of path L is large, (L > 6), according to the limit central
theorem, E I (t) and E Q(t) are two random, Gaussian, and independent variable [2].

Thus, the channel coefficient hn,k could be considered as complex random
Gaussian process. In an urban environment where the direct path is stopped by

obstacles, the average of hn,k is null, and its variance is equal to σ2
h = E2

0
2 .

Let hI
n,k and hQ

n,k are the phase and the quadrature of hn,k , The function of prob-
ability distribution of hn,k is:

fH (hn,k) = fH I (hI
n,k) fH Q (hQ

n,k) (2.9)

= 1

2πσ2
h

exp

[
− (hI

n,k)
2 + (hQ

n,k)
2

2σ2
h

]
(2.10)

Then, the amplitude will follow the Rayleigh law. Assuming that all the reflectors
have uniform distribution, Clarke showcases that the spectral density function will
have the following shape: The autocorrelation function of hn,k is

ρ = E
{

hk
[
hk−l

]∗} (2.11)

= σ2
h exp( j2π fcl)J0(2π fmlTs) (2.12)

where J0 is the Bessel function of 0 order.

2.2.6 Correlated Rayleigh Channel Generation

The most used method to generate the Rayleigh channel is that proposed by Clarke
[1] in 1968. It consists in generating two identical, independent Gaussian process
distribution and then filter them by identical two low pass filters with Frequency
response H( f ) = √

(S( f )). This allows to filter correlated signals. The output of
each filter is then injected in the inverse fast Fourier transform (IFFT) modules.
The channel impulse response is then obtained as the sum of the two signals issued
from the IFFT modules.

2.3 Transmission Channel in Information Theory

Messages, symbols, code words, signals, and electric waves Electromagnetic or opti-
cal used often in telecommunications, those are but a carriers to handle more funda-
mental and invariant entity called information. The information theory, introduced
by Shannon in 1948, offers a basic mathematical tool to quantify this entity. The
information produced by a source remains invariant with respect to messages and
forms which serve as support transmission. Then it is obvious that the choice of
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adequate message to present the good information is a critical element. The channel
coding’s role is to seek this adequate message to preserve the information quantity
produced by a source. We present in this section, some notions and definitions of
information theory and the famous fundamental theorem of Shannon.

2.3.1 Information Quantity, Entropy and Mutual Information

The idea of quantifying information, states that it is useless to send message if known
by the receiver. This idea, however trivial, has totally defined the information quantity
of a message, as a measure of its uncertainty. Thus, we can conclude that to be sure,
the information quantity should be null, and uncertain event is more informative than
a certain event.

Let x is the realization of an event with probability Pr(x). The intrinsic informa-
tion quantity h(x) of this event will then, an increasing function of its improbability
1/Pr(x), namely:

h(x) = f [1/Pr(x)] (2.13)

where f (.) is a croissant function which satisfy the following condition:

lim
Pr(x)→1

f [1/Pr(x)] = 0 (2.14)

In addition, we hope that the joint observation of two independent events lead to an
information equals to the sum of information obtained by observing individual of
these two events as:

f (x, y) = f (x) + f ( y) (2.15)

where x and y are two events. The logarithm function well verify the conditions
mentioned above. So, the Shannon defined the intrinsic information quantity of an
event x by:

h(x) = log2[1/Pr(x)] (2.16)

= − log2[Pr(x)] (2.17)

This quantity is always positive (it is zero only if x is true). it tends to infinity if
Pr(x) tends to zero. We note in Eq. (2.16), the base of the logarithmic function is 2,
so we can use any base for the logarithm. However, the choice suggested by Shannon
was the base 2 and the unit of the information quantity is the Shannon (Sh).

The intrinsic information by pairs of two event x and y of joint probability
Pr(x, y) is given by:
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h(x, y) = − log2[Pr(x, y)] (2.18)

By the same way, the conditional information of x given y, which accounts for the
information quantity, remaining x subsequent to the observation y, is defined by:

h(x| y) = − log2[Pr(x| y)] (2.19)

We define the mutual information of two events x and y by:

i(x, y) = log2

[
Pr(x| y)
Pr( y)

]
(2.20)

This function accounts the average information quantity, how big the knowledge of an
event y can apport to an event x. This quantity is also symmetric since it measures the
information that knowledge the event x how can yield on the information contained
in y.

Let S be a source, emitting symbols from the alphabet s1, s2, . . . , sn , having each
a probability Pr(si ). When the source is stationary, we can define the mean produced
by this source, also called entropy. The entropy is then given by:

H(S) = E{h(si )} (2.21)

= −
n∑

i=1

Pr(si ) log2[Pr(si )] (2.22)

2.3.2 Shannon Paradigm

In order to study a system of communication in information theory Shannon adopts
the simplified chain, as in Fig. 2.6. This figure presents the Shannon paradigm [3]. The
source transmit unknown messages through a disturbed channel. The receiver, who
has only the disturbed message at the output of the channel, He try to take a decision

Perturbation

Source Channel Receiver

Fig. 2.6 Shannon paradigm
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of the issued signal. He then makes “Assumptions” about the message issued and
chooses the most likelihood. Let denote by X and Y random variables taking values
in {x1, x2, . . . , xn} and {y1, y2, . . . , ym} which represent respectively the message
transmitted by the source and the message received. An important quantity associated
to this pair of random variables is the average mutual information defined by:

I (X,Y) = E{i(xk, yl)} (2.23)

= −
n∑

k=1

l=1∑

m

Pr(xk, ym) log2
Pr(xk, ym)

Pr(xk)Pr( yl)
(2.24)

The average can also be written as

I (X,Y) = H(X) − H(X|Y) (2.25)

= H(Y) − H(Y |X) (2.26)

= H(X) + H(Y) − H(X,Y) (2.27)

We could interpret the above equation as: The average is equal to the transmitted
“information”, reduced by the remaining indetermination between the transmitted
and issued symbol.

2.3.3 Channel Capacity

The is a tool to measure the ability of a channel to transmit information. The capacity
C of a channel is defined as the maximum of the average mutual information I(X,Y )

associated with its input and its output, namely:

C = max
Pr(x)

I (X,Y) (2.28)

The channel capacity represents the maximum information that can be transferred
through a channel. According to the Eq. (2.28), this maximum is defined with respect
to the distribution probability of the transmitted messages.A “good” choice of this
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distribution and messages carrying the information will be an important factor in
achieving or approaching this capability. Thus, it was proposed to interpose a “mod-
ule” between the source and the channel to define the best forms of messages con-
veying information. This module is said encoder of the emitted information and the
mechanism is called channel coding.

2.4 Conclusion

The Channel is an important element of the transmission chain. It often acts as a
disturbing element which changes the transmitted signal. In digital communication,
we are interested in studying and “fixing” the channel effects on the statistics and the
shape of the issued signal. This requires channel modeling of its variations in time
and frequency. Several studies have proposed mathematical models and statistics to
characterize and simulate mobile radio channels. The first section of this chapter has
been devoted to the description of mobile radio channel in digital communication.

In information theory, the notion of the channel takes on another meaning. In
fact, this theory concerned with the amount of information carried by the issued
message. Thus, the transmission channel is seen as a factor that degrades the amount
of transmitted information. The quantification of information was introduced by in
[3]. We saw, in this chapter, a channel is characterized in information theory by its
capacity, which represents the maximum information that can be transmitted via this
channel. To be in edge of the theoretical limit, the channel coding is often required.
This will be the focus of the next chapter by introducing the channel coding in
MIMO-OFDM systems.
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Chapter 3
Code Design for MIMO-OFDM System

3.1 Introduction

Future broadband wireless systems will provide extreme high data rate and better
performance over time-selective and frequency-selective channel. To support this
high speed data transmission and high performance, two powerful technologies,
namely, multiple-input multiple-output (MIMO) antennas and orthogonal frequency
division multiplexing (OFDM) modulation are combined together. The first one
which is MIMO technology provides transmission of different information simul-
taneously over wireless channel through multiple antennas, thereby boosting the
system throughput. The second one that is OFDM system divides the transmitted
information bits into many different sub-blocks and sends them over a large number
of closely spaced different sub-channels. Therefore, MIMO-OFDMhas the potential
to achieve more reliable performance at higher data rate since MIMO can boost the
capacity and the diversity and OFDM can mitigate the detrimental effects due to
multipath fading. In this chapter, an overview of space-time (ST), space frequency
(SF), and space-time-frequency (STF) as well as a systematic design of high rate full
diversity SF and STF coding for multiuser MIMO-OFDM is reported full diversity
of SF code design criteria is derived.

MIMO-OFDMsystems offer huge freedoms in space, time, and frequency. There-
fore, ST, SF, and STF can be applied to exploit the maximum diversity from MIMO
channels. Space-time (ST) coding is a potent scheme that can improve the reliability
of data transmission in MIMO systems. It encodes a data stream across different
transmit antennas and time slots, so that multiple redundant copies of the data stream
can be transmitted through independent fading channels. It combines coding with
transmit diversity to achieve high diversity performance in wireless systems. Such a
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coding scheme in general can be classified into two major classes: ST trellis codes
and ST block codes. This coding scheme is effective in flat-fading channels only.
However, the MIMO channels experience frequency-selective fading, which com-
plicates the design of ST codes because of ISI.

The full diversity SF code design criteria were derived in [1]. To exploit the full
diversity in MIMO multipath fading channels, an SF code design approach was
proposed by multiplying the input information stream with a part of the DFT matrix.
Though the resulting SF codes can achieve full diversity, a large bandwidth efficiency
loss has occurred. The symbol rate is not more than 1/(At , L). In [2] a systematic
design of full diversity SF block codes (SFBC) was proposed. By repeating each row
of the ST codes matrix on L different subchannels of the same OFDM block, the
SF codes provide higher data rates than the approach described in [1]. However, the
main drawback is that they cannot achieve a rate larger than 1/L.

The design of full diversity SFBC with rate-1 was recently proposed in MIMO-
OFDM systems for any number of transmit antennas and arbitrary power delay
profiles [3]. Recently, a systematic design of high rate SFBCwas proposed to achieve
the rate-At and the full diversity inMIMO-OFDMsystems for anynumber of transmit
antennas [4]. However, because a zero-padding matrix has to be used when N is
not an integer multiple of At L , the symbol transmission rate At cannot always be
guaranteed. To address this issue, a universal design of SFBC, as a special case of
STF coding, was then proposed in [5] that can always achieve the rate-At and the full
diversity for any number of transmit antennas and any arbitrary channel power delay
profiles. It is constructed by applying the layering concept, which was used in the
design of threaded algebraic space-time (TAST) code [6], with algebraic component
codes, where each component code is assigned to a “thread” and interleaved over
space and frequency.

STF codes have been proposed for exploiting multipath diversity in MIMO-
OFDM systems over quasi-static channels [1, 7–9]. The performance of STF codes
in MIMO-OFDM systems was also recently studied for a variety of system configu-
rations and channel conditions in [7]. It was shown that the maximum diversity is the
product of time diversity, frequency diversity, and space diversity [9]. Recently, a sys-
tematic design of high-rate STF codes was proposed for MIMO frequency-selective
block-fading channels in [5]. By spreading the algebraic coded symbols across dif-
ferent OFDM subchannels, transmit antennas, and fading blocks, the proposed STF
codes can achieve a rate-At and a full diversity of At Ar Au L , where is the number
of independent fading blocks in the codewords.

The performance comparison among aforementioned ST coding, SF coding and
STF coding approaches for MIMO-OFDM systems is presented in Table3.1.



3.2 Symbols and Notations 23

Table 3.1 Performance comparison among ST/SF/STF-Coded OFDM

Coding approach Code rate Diversity gain

ST-OFDM [10] 1 At Ar

ST-OFDM [11] 1 : L At Ar L

SF-OFDM [2] 1 : L At Ar L

SF-OFDM [12] 1 At Ar L

SF-OFDM [5] At At Ar L

STF-OFDM [13] 1 At Ar Au L

STF-OFDM [10] At At Ar Au L

SF-OFDM [14] At At Ar L for each user

SF-OFDM [15] for multiuser
MIMO-OFDM

1 At Ar L for each user

STF-OFDM [16] for multiuser
MIMO-OFDM

At At Ar Au L for each user

3.2 Symbols and Notations

Throughout this chapter, the following notations are being used. Z , Q and C stands
for the integer ring, the rational number field, and complex number field respectively.
Q(J ) represents the field generated by j and rational where j = √−1. Z [ j] denotes
the field generated by the j and integer ring. [x] represents the smallest integer larger
than x. [x] represents the largest integer smaller then x. The subscripts T and H
denotes the transpose and Hermitian of a complex matrix respectively. ⊗ and ◦
denotes the kronecker and Hadamard product respectively.

3.3 System Model

Consider in a single-cell network the MIMO-OFDM system has Z users of which
each user is equipped with At transmit antennas while base station (BS) has Ar

receive antennas and N-tone OFDM (Fig. 3.1). The channels experiences wideband
multi-path fading induced by L independent paths between each transmit-receive
antennas. The multiuser MIMO channels are subject to the following assumptions:

• All channels are subject to block-fading; that means the channel gains between
each pair of transmit and receive antennas are constant over one fading block, but
varies independently in another fading block. Each OFDM symbol is transmitted
during the fading block d, where d = 1, . . . , Au .

• All path gains between any pair of transmit and receive antennas during any fading
block follow the same power profile, E[|hm,n(a)|2] = δ2a > 0.



24 3 Code Design for MIMO-OFDM System

USER 1

USER 2

Frequency
Selective
Fading
Channel

1

At

1

At

Base
Station

At

1

Fig. 3.1 Multiuser MIMO-OFDM System

• The fading channel for any pair of transmit and receive antenna is assumed to be
given by, n

hm,n(t)=
L−1∑

a=0

hm,n(a)δ(t−τa) for,m = 1, . . . ,Ar ; n = 1, . . . ,At and z = 1, . . . ,Z;
(3.1)

where n is the transmit antenna of user z and m is the receive antenna of BS during
the fading block d. τa is the ath path delay and each hm,n(a) denotes the channel
coefficient of ath the path from the transmit antenna n to the receive antenna m.
δ(t − τa) represents the unit impulse function that determines the specific multi-path
bins that have components at time t and excess delay τa .

• MIMO channels are to be spatially uncorrelated. The statistics of the channel
hd

m,n(t) are given by δ2a and τa , for, a = 0, 1, 2 . . . , L − 1 and is assumed that the
average path delay is known at the transmitter. The system has been developed
for the coherent scenario where the channel state information (CSI) hm,n(a) is
perfectly known at the receiver.

• All path gains between any pair of transmit and receive antennas during any fading
block follow the same power profile E[|hm,n(a)|2] = δ2a > 0.

• Moreover, it is assumed that

Let,
hm,n(t) = [hz

m,n(0), . . . , hz
m,n(L − 1)] (3.2)

for, m = 1, Ar ; and n = 1, Z; denote the complex channel between the n-th transmit
antenna of user z and m-th receive antenna of BS. H (z)

m,n denotes the frequency
response of the channel from the n-th transmit antenna of user z to the m-th receive
antenna of BS during fading block d. It can be given by the DFT of the channel
impulse response as follows,

H (z)
m,n = F[hz

m,n] (3.3)
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where, the partial DFT matrix can be given by

F = [ f τ0 , . . . , f τL−1 ] (3.4)

And

H (z)
m,n =

[
H (0)

m,n, . . . , H (N−1)
m,n

]T
(3.5)

The column vector f is given by, f = [1, ζ, . . . , ζN−1] and ζ = exp(− j2π
Ts

).
Where Ts denotes the duration of one OFDM symbol.

The source generates a block of Ns information symbols S which are QAM from
the discrete alphabet τ . The information symbol vector S ∈ T N∫ is encoded into
N × At code matrix C (z) ∈ T N×At . The symbol rate of the code matrix is given by
R = Ns

N .
The system is developed for the coherent scenario where the channel state infor-

mation (CSI) hm,n(a), a = 0, 1, . . . , L − 1 is perfectly known at the receiver
which is stated earlier. The statistic of the channel is given by δ2a and τa where
a = 0, 1, . . . , L − 1 and is known at the transmitter (i.e. τa). Assuming for user z,
theOFDMsymbol X (z)

n transmitted from the nth transmit antenna and assuming each

user has N-tone OFDM the codeword C (z) can be written as C (z) =
[

X (z)
1 . . . X (z)

At

]
.

Assume that each user uses N-pt OFDM and transmits the OFDM symbol X (z)
n

through the nth transmit antenna of user z. At the BS, the received signal in the
frequency domain can be given by Two codeword, C (z) and C (z′) of two different
users z and z′ are assumed to be independent.Assume that the perfect synchronization
is available at the receiver. Then the received signal at the base station can be given by

Ym =
At∑

n=1

Z∑

z=1

diag
(

X (z)
n

)
H (z)

m,n + nm (3.6)

where,

• Ym =
[
Y (z)

m (0) Y (z)
m (1) . . . Y (z)

m (N − 1)
]T

, nmT N is Additive White Gaussian

Noise (AWGN) with zero mean and covariance N0IN
• Ym ∈ T N is the received signal at the mth antenna of base station.

Using (3.3) and (3.6) we get,

Ym =
At∑

n=1

Z∑

z=1

diag
(

X (z)
n

)
Fh(z)

m,n + nm (3.7)

=
At∑

n=1

Z∑

z=1

diag
(

X (z)
n

) L−1∑

a=0

f τl h(z)
m,n(a) + nm (3.8)
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Let

Ea = diag( f τa ) (3.9)

Ea X (z)
n = diag

(
X (z)

n

)
f τa (3.10)

Substituting (3.9) in (3.7), we get

Ym =
At∑

n=1

Z∑

z=1

L−1∑

a=0

Ea X (z)
n h(z)

m,n (a) + nm (3.11)

Let, h(z)
m (a) =

[
h(z)

m,1 (a) . . . h(z)
m,At

(a)
]T

; again asC (z) =
[

X (z)
1 . . . X (z)

At

]
from (3.11)

we get

Ym =
Z∑

z=1

L−1∑

a=0

EaC (z)h(z)
m (a) + nm (3.12)

Let,
P(z) =

[
E0C (z) . . . EL−1C (z)

]
(3.13)

And, h(z)
m =

[
h(z)

m (0) . . . h(z)
m (L − 1)

]T
. Then, Ym =

Z∑

z=1

p(z)h(z)
m + nm Let,

P =
[

p(1) . . . p(Z)
]

(3.14)

and

hm =
[
h(1)

m . . . h(Z)
m

]T
(3.15)

We have,
Ym = Phm + nm (3.16)

Moreover, using the following notations: Y =
[
Y T
1 . . . Y T

Ar

]T
, h =

[
hT
1 . . . hT

Ar

]T
,

n =
[
nT
1 . . . nT

Ar

]T
and X = IAr ⊗ P

Y =
√

ρ

At
Xh + n (3.17)

√
ρ
At

ensures that the SNR at each receive antenna ρ, independently of the transmitter

At . A systematic design of multiuser SF codes forMIMO frequency-selective fading
MAC is presented based on the code design criteria.
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3.4 Code Design Criteria

The criterion for space-time/ frequency is based on the error event analysis whichwas
first discussed in [17]. Following this, a ST code design criteria for multiple access
channel has been established in [18], but it was only for two users. Addressing this
issue, a systematic design of full diversity SF codes for any number of users has
been considered in [15]. Depending on the desired transmission rate tuple for two
users, dominant error event regions for the two users MAC was discussed [17]. It
was shown that for the rate region with user-1 or user-2 is in error, and then the
well known single user ST/SF codes are sufficient. But, for the rate region where
both users are in error, a joint code design is necessary for optimization, i.e.:- to get
full-diversity for any error event. Moreover, the code design criteria were based on
high-SNR and low-SNR region. As, the effect is less pronounced for low SNR, the
code design criteria for SF code MAC is based on the high-SNR region.

is given as,

P
(

C (z) → Ĉ (z)|H
(

e j 2πN i
))

= Q

√
Es

2σ2
n

d2
(

C (z), Ĉ (z)|H
(

e j 2πN i
))

(3.18)

where, the squared Euclidian distance between the codeword C (z) and (
�

C)(z) noted
by

d2
(

C (z), Ĉ (z)| −
H

)
=
∥∥∥∥

(
IAr ⊗ �

C
(z)
)

H̄

∥∥∥∥
2

(3.19)

where H̄ = H
(

e j 2πN i
)
, using Q(x) ≤ e

−x2
2 we get:

P
(

C (z) → Ĉ (z)|H̄
)

≤ e
−Es
4σ2n

d2
(

C(z),Ĉ(z)|H̄
)

(3.20)

Denoting, ρ = Es
σ2

n
as SNR, the (3.20) can be written as,

P
(

C (z) → Ĉ (z)|H̄
)

≤ e
−ρ
4

∥∥∥∥

(
IAr ⊗�

C
(z))

H̄

∥∥∥∥
2

(3.21)

As every Eigen value of the At × At matrix
(

C (z) − Ĉ (z)
) (

C (z) − Ĉ (z)
)T

is an

Eigen value of At Ar × At Ar matrix,

[(
C (z) − Ĉ (z)

) (
C (z) − Ĉ (z)

)T
]

× IAr (with

multiplicity Ar ).
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Let, R(z) = IAr ⊗
(

�

C
(z)H

�

C
(z)
)

and then using singular value decomposition,

we get R(z) = U H �U , where, � = diag
(
λ1, . . . ,λWLWtAr

)
with, λf ≥ 0 for f =

1, 2, . . . ,wLwtAr where,

wL = 2
log2L�Wt = 2
log2At�

Therefore,

∥∥∥∥

(
IAr ⊗ �

C
(z)
)

H̄

∥∥∥∥
2

= H̄ H U H �UH̄ Let, γ̄ = UH̄ and γ̄f denotes the

f th element of the vector γ̄ then

∥∥∥∥

(
IAr ⊗ �

C
(z)
)

H̄

∥∥∥∥
2

=
WL Wt Ar∑

f =1

λ f
∣∣γ f
∣∣2 (3.22)

Substituting (3.22) into (3.21) we get,

P
(

C (z) → Ĉ (z)|H̄
)

≤ e
−
(

ρ
4

WL Wt Ar∑
f =1

λ f |γ f |2
)

(3.23)

Taking the expectation of (3.23), we get,

P
(

C (z) → Ĉ (z)
)

≤
r∏

f =1

(
1

1 + ρ
λ f
4

)
(3.24)

where r is the rank of the matrix R(z). As our SF code design criteria is based on
high-SNR thus for high-SNR, ρ >>> 1 thus (3.25) reduced to,

P
(

C (z) → Ĉ (z)
)

≤
(ρ

4

)−rz
rz∏

f =1

1

λ f
(3.25)

Simplifying the equation, we get,

P
(

C (z) → Ĉ (z)
)

≤ ρ−rz

rz∏

f =1

1

λ f
(3.26)

For 2-user system, let, 2-users transmitted codeword denoted by, C = [
C (1)C (2)

]
.

Let, Ĉ denotes the detected codeword. Three types of error event such as type-1,
type-2, type-3 are assumed, where type-1 and type-2 represents the error events
when user-1 or user-2 is in error, and type-3 represents the error events when more
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than one user are in error [19]. Thus for given H̄ , the total average pair wise error
probability is given by

Pe = Pe1 + Pe2 + Pe3 (3.27)

where Peq = E
[
Peq |H̄] and [Peq |H̄ |], for q = 1, 2, 3. The three terms in (3.27)

depicts all error events when the pair wise error C �= Ĉ occurs. The first and second
term denotes the probability of the error event that only the first or second users are
in error. The last term represent the probability of the error events that both users are
in error. Now,

Pe1 ≤
(
ρ−d1

)
⎛

⎝
d1∏

f =1

1

λ f

⎞

⎠ (1 − β1) β2 (3.28)

Similarly,

Pe2 ≤
(
ρ−d2

)
⎛

⎝
d2∏

f =1

1

λ f

⎞

⎠ (1 − β2) β1 (3.29)

And,

Pe3 ≤
(
ρ−d3

)
⎛

⎝
d3∏

f =1

1

λ f

⎞

⎠ (1 − β1) (1 − β2) (3.30)

where the inequality is obtained from the PEP of a single user codeword given

in (3.26) with [dq ] being the diversity gain, and
dq∏

f =1

1
λ f

being the coding gain

specifically,

dq = Ar . min
∀C(z) �=Ĉ(z)

rank

(
�

C
(z)
)
, for q = 1, 2, 3, and, for z = 1, 2

Zang and Letaief showed that single user SF codes are not optimal for multi-user
systembecause the optimal code should achieve full diversity for all of the cases given
in (3.28), (3.29) and (3.30) [15]. Thus for MAC, joint code design is necessary. For
a general case of Z users, let, the code word C = [C (1)C (2) . . . C (z)

]
and Ĉ denotes

the detected code word. Assume
�

C = C − Ĉ and
�

C
(z) = C (z) − �

C
(z)
. Then, the

probability of symbol error can be upper bounded as [15],

Pe ≤
∑

|D|=1

(
ρ−r1

)
⎛

⎝
r1∏

f =1

1

λ f

⎞

⎠ (P (|D| = 1)) + · · · +
∑

|D|=Z

(
ρ−rZ

)
⎛

⎝
rZ∏

f =1

1

λ f

⎞

⎠ (P (|D| = Z))

(3.31)
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where, D =
{

z| C (z) �= Ĉ (z)
}

and for C �= Ĉ, |D| ≥ 1.rw (w = 1, . . . , Z) is the

rank of the matrix

R = IAr ⊗
(

�

C
H �

C

)

where only w out of Z user have
�

C
(z) �= 0 and the probability that only w out of

Z users have C (z) �= Ĉ (z) is denoted by P (|D| = w). Now, Peq is dominated by
the codeword difference matrices with minimum rank [20]. As rw denotes the diver-
sity order of the error event when w out of Z users are in error, the full-diversity
for every error event should be guaranteed by the code design. Thus in this coherent
scenario, the code design criteria of full diversity SF codes for MAC over MIMO
frequency-selective block-fading channels as follows:

3.4.1 Rank Criterion

Maximize the transmit diversity gain,

rw = Ar .rank
(

C − �

C
)

(3.32)

over all pairs of distinct codeword C and Ĉ when only w out of Z users have for
w = 1 . . .Z.

3.4.2 Block Fading Product Criterion

Maximize the coding gain;

Cw =
rw∏

f =1

λ f (3.33)

over all pairs of distinct codeword C and Ĉ when only w out of Z users have for
w= 1 . . .Z.

3.5 Multiuser Space-Frequency Code Design

Gartner and Bolcskei in [?] show that joint code designs are necessary whenever mul-
tiple users transmit concurrently at high rates. Otherwise, employing the traditional
single-user ST/SF codes for each of the users is optimal. But their work is limited
to a 2-user case only and no explicit systematic code design was given. Based on
this concept, Zhang and Letaief propose a systematic design of SF codes to achieve
the full diversity when multiple user error dominates. The achievable gain can be
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up to Ar At L for every user, where At and AR denote the number of transmit and
receive antennas, respectively, and L denotes the number of independent channel
taps. However, the transmit rate of each user is limited to 1. Therefore, in [14], an
idea of high-rate SF codes is presented and increase the transmit rate to At per user.
In this section, a systematic design of full diversity Ar At L and high code rate (i.e.
rate-At ) has been proposed. Few examples of the proposed multi-user SF codes have
also been given. The SF code has been constructed by applying threaded layering
concept which was first used in the design of threaded algebraic space-time (TAST
code). Utilizing the duality space-frequency coding in frequency-selective channel
is constructed from space-time coding in time-selective channel. The design of full
diversity Ar At L and high rate At SF codes has been shown in Fig. 3.2. It is assumed
the system has N-OFDM tones. Let

Q = WZ WL Wt

where, WL = 2
log2L�, Wt = 2
log2 At�, WZ = 2
log2Z�, A block of N At infor-
mation symbols S(z) = [S1(z)S2(z) . . . SB Q

(z)]T . Where, S(z) ∈ T N At , and S is a
constellation are normalized into the unit power and are evenly splitting into B = N

Q
subblocks,

S(z) =
[(

S1
(z)
)T (

S2
(z)
)T

. . .
(

SB
(z)
)T
]T

(3.34)

Each sub block Sb
(z) ∈ T WZ At WL Wt , where b = 1, 2, . . . , B, is composed of the

signal vectors Sw
(z) ∈ T w̃, w = 1, 2, 3, . . . , and w̃ = WZ WL At . The signal vector

is composed of QAM symbols. Thus,

Sb
(z) =

[(
S1

(z)
)T (

S2
(z)
)T

. . .
(

Swt
(z)
)T
]T

(3.35)

Each one of the component vector is than encoded independently using constituent
encoder, where, is the output alphabet and given by

Discret
memory
less

Source
S(z)

S
(z)
1

S
(z)
B

S
(z)
1

S
(z)
2

S
(z)
Wi

TASF

S
(z)
1

S
(z)
2

S
(z)
Wi

TASF

Cz
1 Cz

1

Cz
B Cz

B

Cz

Fig. 3.2 SF coding structure in MIMO-OFDM system
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X̄ (z)
w

(
Sw

(z)
)

= φ1,wΘSw
(z) (3.36)

= φ1,w X̄ (z)
w (3.37)

where Θ , is an w̃ × w̃ unitary matrix () and it is constructed by the first principal
matrix of the following matrix:

ψ = F H
ỹ diag

(
1,ϕ, . . . ,ϕỹ

)
(3.38)

where, ỹ = 2
log2w̃�, Fỹ is the ỹ × ỹ discrete Fourier transform (DFT) matrix and

ϕ = e

(
j2π
4ỹ

)

. φ1,w is the Diophantine number, and are chosen to ensure full diversity

andmaximize the for the joint code. Here, φ1 = θ
1

Wt , where θ is an algebraic clement
with degree at least WL Wt overA.A is the extension ofQwhich contains the signal

alphabet T ⊂ Z [|], all the entries of Θ and e
− j2πτl

Ts (l = 0, 1, . . . ,L − 1).
Each φ1,w is chosen from the wth diagonal layer of the Wt × At matrix.

�1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1
φ1

φ1
(wt −1) . . .

1 . . .

φ1
(wt −At )+1

φ1
(wt −At )+2

φ1
2

...

φ1 . . .
...
. . .

...

...

φ1
(wt −1) φ1

(wt −2) · · · φ1

(
1− At

Wt

)
Wt

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

From (3.36) after multiplying with Sw
(z) the rotational matrix Θ we get X̄ (z)

w =[
Xw

(z) (1) Xw
(z) (2) . . . Xw

(z) (w̃)
]

=
[
x̄ (z)
w,1 . . . x̄ (z)

w,wL

]T
(3.39)

= ΘSw
(z). (3.40)

It is worth noting that, multiplying information symbol vector Sw
(z) by the rotational

matrix Θ maximize the associated minimum product distance.

dw̃
Δ= min

X̄ (z)=Θ
(

S(z)−S′(z)
)
,S(z) �=S′(z)

w̃∏
w=1

∣∣∣X̄ (z)
w

∣∣∣, where X̄ (z)=
[
X̄ (z)
1 X̄ (z)

2 . . . X̄wt
(z)
]T

As coding gains are proportional to the minimum product distances associated
with the rotational matrix used, the maximization of the coding gain in the code
design criteria is achieved. In (3.39), the terms χ̄

(z)
w,i is given by,

χ̄
(z)
w,i =

[
Xw

(z)
(

Pi
l + 1

)
. . . Xw

(z)
(

Pi
l + At

)]
(3.41)
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For i = 1, 2WL , where the index, Pi
l = (i − 1) At + (l − 1)WL At and l =

1, 2, . . . , WZ . Next, a space-frequency formatter fW

(
X̄ (z)

w

(
Sw

(z)
))

assigns the wth

code symbols Xw
(z)
(
Pi

l + n
)
, n = 1, 2, . . . , At of the row vector x̄ (z)

w,i on the wth

layer of the Wt × At matrix, X̄ (z)
i,l = χi

(z) ◦�1 where Wt × At denotes the Hadamard

product, and the matrix χi
(z) is given by,

χi
(z) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(z)
(

Pi
l + 1

)
XWt

(z)
(

Pi
l + 1

)
...... X(Wt −At )+2

(z)
(

Pi
l + 1

)

X2
(z)
(

Pi
l +
⌊
At
wt

+ 1
⌋)

X1
(z)
(

Pi
l + 2

)
...... X(Wt −At )+3

(z)
(

Pi
l + 2

)

X3
(z)
(

Pi
l + 2

)
X2

(z)
(

Pi
l +
⌊
At
wt

+ 2
⌋) . . . X(Wt −At )+4

(z)
(

Pi
l + 3

)

.

.

.

XWt
(z)
(

Pi
l + At

)
.
.
.

XWt −1
(z)
(

Pi
l + At

)
.
.
.

......

.

.

.

X(
1− At

Wt

)
Wt +1

(z)
(

Pi
l + At

)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

The diagonal layer index of X̄ (z)
i,l is shown in Fig. 3.3, At = 5 and Wt = 8

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
2
3

8
1
2

7 6 5
8 7 6
1 8 7

4 3 2 1 8
5
6
7
8

4
5
6
7

3 2 1
4 3 2
5 4 3
6 5 4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Figure3.3 example of symbols placement in the diagonal layers of X̄ (z)
i,l matrix for

At = 5 and Wt = 8. Thus each sub-block, Sb
(z)T WZ At WL Wt b = 1, 2, 3, ., B is

encoded into an SF code matrix Cb of size Q × At matrix, where,

S
(z)
b

S
(z)
1

S
(z)
2

(Swi)(z)

Xw(S
(z)
w ) fwXw(S

(z)
w ) X

(z)
i C

(z)
b

Fig. 3.3 Threaded algebraic SF code design
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cb
(z) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X̄ (z)
1,1
...

X̄ (z)
1,WZ
...

X̄ (z)
WL ,1
...

X̄ (z)
WL ,WZ

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.42)

Next for multi-user MIMO-OFDM MAC, the encoded codeword C̄ (z)
b is given by,

C̄ (z)
b = Cb

(z) ◦ (Φ2,z ⊗ 11×At

)
(3.43)

where, Φ2,z is the zth column of the matrix Q × WZ , Φ2 which is given by

Φ2 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1
φ2

φ2
(Q−1) . . .

1 . . .

φ2
(Q−Z)+1

φ2
(Q−Z)+2

...

...

... . . .

...
. . .

...

...

φ2
(Q−1) φ2

(Q−2) · · · φ2

(
1− Z

Q

)
Q

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

(3.44)

where φ2 is given by φ2 = φ
1
Q where φ is an algebraic number with degree of

at least QWL over A where A is the field extension of Q which contains all the

entries of the Θ signal alphabet, T ⊂ Z [ j] and e
− j2πτl

Ts , (l = 0, 1, . . . , L − 1).
Note that, the co-operation between the users is not necessary because the differ-
ence of the proposed SF codes between any two users is determined by the design
of Φ2,z in (3.44) which is the column matrix of Φ2 and different columns Φ2 are
selected for different users. It is worth noting that, according to the Theorem 1
and Theorem 2 given in [15], the coding gain expresses the simultaneous Dio-

phantine approximation of the numbers {φ0
1,φ

1
1 = θ

1
wt , . . . ,φwt −1

1 = θ
wt −1
wt } and

{φ0
2 = 1,φ1

2 = φ
1
ρ , . . . ,φ

Q−1
2 = φ

Q−1
ρ } by other algebraic numbers, depending on

the constellation used. This observation implies that optimizing the coding gain is
equivalent to choosing these Diophantine numbers to be “badly approximated” by
other algebraic number. The presented SF coding applies the same coding strategy
to every encoded sub block C

z
b, b = 1, 2, . . . , B. So, for convenience, we have just

showed the SF coding of one sub block C
z
b as illustrated in Fig. 3.3. Thus, the code

rate-At SF codes C (z) ∈ T N×Mt for the zth user is of the form:
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C (z) =
[(

C̄ (z)
1

)T (
C̄ (z)
2

)T
. . .
(

C̄ (z)
B

)T
]T

(3.45)

Note that as code confirms that N is the integer multiple of Q, no zero-paddingmatrix
is required in the code structure. Thus the rate-At can be always guaranteed.

3.5.1 Code Design Example

For convenience because the same coding strategies can be applied to every sub-block
C̄ (z)

b , b = 1, . . . , B.

3.5.2 Example 1

Let, At = 2, L = 2, Z = 2 for z = 1,

C̄ (1)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(1)(1) φ1X2

(1)(1)

φ2φ1X2
(1)(2)

φ2
2X1

(1)(5)

φ2
3φ1X2

(1)(6)

φ2
4X1

(1)(3)

φ2
5φ1X2

(1)(4)

φ2
6X1

(1)(7)

φ2
7φ1X2

(1)(8)

φ2X1
(1)(2)

φ2
2φ1X2

(1)(5)

φ2
3X1

(1)(6)

φ2
4φ1X2

(1)(3)

φ2
5X1

(1)(4)

φ2
6φ1X2

(1)(7)

φ2
7X1

(1)(8)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.46)

For z = 2

C̄ (2)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ2
7X1

(2)(1) φ7
2φ1X2

(2)(1)

φ1X2
(2)(2)

φ2
1X1

(2)(5)

φ2
2φ1X2

(2)(6)

φ2
3X1

(2)(3)

φ2
4φ1X2

(2)(4)

φ2
5X1

(2)(7)

φ2
6φ1X2

(2)(8)

X1
(2)(2)

φ2
1φ1X2

(2)(5)

φ2
2X1

(2)(6)

φ2
3φ1X2

(2)(3)

φ2
4X1

(2)(4)

φ2
5φ1X2

(2)(7)

φ2
6X1

(2)(8)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.47)

where, [Xw (1) . . . . . . . . . . . . XW (8)]T = Θ
[
S8(W−1)+1 . . . . . . S8W

]T
, W = 1, 2.
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3.5.3 Example 2

For, At = 3, L = 2, Z = 2, for z = 1,

C̄(1)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(1)(1) φ1

3X4
(1)(1) φ1

2X3
(1)(1)

φ2φ1X2
(1)(1) φ2X1

(1)(2) φ2φ1
3X4

(1)(2)

φ2
2φ1

2X3
(1)(2) φ2

2φ1X2
(1)(2) φ2

2X1
(1)(3)

φ2
3φ1

3X4
(1)(3) φ2

3φ1
2X3

(1)(3) φ2
3φ1X2

(1)(3)

φ2
4X1

(1)(7) φ2
4φ1

3X4
(1)(7) φ2

4φ1
2X3

(1)(7)

φ2
5φ1X2

(1)(7) φ2
5X1

(1)(8) φ2
5φ1

3X4
(1)(8)

φ2
6φ1

2X3
(1)(8) φ2

6φ1X2
(1)(8) φ2

6X1
(1)(9)

φ2
7φ1

3X4
(1)(9) φ2

7φ1
2X3

(1)(9) φ2
7φ1X2

(1)(9)

φ2
8X1

(1)(4) φ2
8φ1

3X4
(1)(4) φ2

8φ1
2X3

(1)(4)

φ2
9φ1X2

(1)(4) φ2
9X1

(1)(5) φ2
9φ1

3X4
(1)(5)

φ2
10φ1

2X3
(1)(5) φ2

10φ1X2
(1)(5) φ2

10X1
(1)(6)

φ2
11φ1

3X4
(1)(6) φ2

11φ1
2X3

(1)(6) φ2
11φ1X2

(1)(6)

φ2
12X1

(1)(10) φ2
12φ1

3X4
(1)(10) φ2

12φ1
2X3

(1)(10)

φ2
13φ1X2

(1)(10) φ2
13X1

(1)(11) φ2
13φ1

3X4
(1)(11)

φ2
14φ1

2X3
(1)(11) φ2

14φ1X2
(1)(11) φ2

14X1
(1)(12)

φ2
15φ1

3X4
(1)(12) φ2

15φ1
2X3

(1)(12) φ2
15φ1X1

(1)(12)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.48)

For z = 2,

C̄(2)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ2
15X1

(2)(1) φ2
15φ1

3X4
(2)(1) φ2

15φ1
2X3

(2)(1)

φ1X2
(2)(1) X1

(2)(2) φ1
3X4

(2)(2)

φ2
1φ1

2X3
(2)(2) φ2

1φ1X2
(2)(2) φ2

1X1
(2)(3)

φ2
2φ1

3X4
(2)(3) φ2

2φ1
2X3

(2)(3) φ2
2φ1X2

(2)(3)

φ2
3X1

(2)(7) φ2
3φ1

3X4
(2)(7) φ2

3φ1
2X3

(2)(7)

φ2
4φ1X2

(2)(7) φ2
4X1

(2)(8) φ2
4φ1

3X4
(2)(8)

φ2
5φ1

2X3
(2)(8) φ2

5φ1X2
(2)(8) φ2

5X1
(2)(9)

φ2
6φ1

3X4
(2)(9) φ2

6φ1
2X3

(2)(9) φ2
6φ1X2

(2)(9)

φ2
7X1

(2)(4) φ2
7φ1

3X4
(2)(4) φ2

7φ1
2X3

(2)(4)

φ2
8φ1X2

(2)(4) φ2
8X1

(2)(5) φ2
8φ1

3X4
(2)(5)

φ2
9φ1

2X3
(2)(5) φ2

9φ1X2
(2)(5) φ2

9X1
(2)(6)

φ2
10φ1

3X4
(2)(6) φ2

10φ1
2X3

(2)(6) φ2
10φ1X2

(2)(6)

φ2
11X1

(2)(10) φ2
11φ1

3X4
(2)(10) φ2

11φ1
2X3

(2)(10)

φ2
12φ1X2

(2)(10) φ2
12X1

(2)(11) φ2
12φ1

3X4
(2)(11)

φ2
13φ1

2X3
(2)(11) φ2

13φ1X2
(2)(11) φ2

13X1
(2)(12)

φ2
14φ1

3X4
(2)(12) φ2

14φ1
2X3

(2)(12) φ2
14φ1X1

(2)(12)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.49)
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where, [Xw (1) . . . . . . . . . . . . XW (12)]T = Θ
[
S12(W−1)+1 . . . . . . S12W

]T , W =
1, 2, 3, 4.

3.6 Conclusion

This chapter presents a general MIMO-OFDM systemmodel. The analysis is carried
out for the coherent scenariowhere the channel state information is perfectly knownat
the receiver. Later on, the basic issues such as code design criteria forMIMO-OFDM
links with frequency-selective fading are investigated. The chapter also demonstrates
the maximum achievable diversity order and coding gain of SF code. Two examples
of code constructions are presented that can achieve full space-frequency diversity.

References

1. Li QC, Li KH,Teh KC (2008) Noncoherent space-frequency codes for broadband MIMO
systems over frequency-selective fading channels. In: Proceedings of the 67th IEEE vehicular
technology conference, VTC Spring 2008, 11–14 May 2008, Singapore, pp 554–558

2. Su W, Safar Z, Olfat M, Liu KJR (2003) Obtaining full-diversity space-frequency codes from
space-time codes via mapping. IEEE Trans Signal Process 51(11):2905–2916

3. Liu Z, Xin Y, Giannakis GB (2002) Space-time-frequency coded OFDM over frequency-
selective fading channels. IEEE Trans Signal Process 50(10):2465–2476

4. AminMR, Trapasiya SD (2012) Space time coding scheme forMIMOsystem-literature survey.
Procedia Eng 38:3509–3517

5. Zhang W, Xia X, Ching P (2007) High-rate full-diversity space-time-frequency codes for
broadband MIMO block-fading channels. IEEE Trans Commun 55(1):25–34

6. El Gamal H, DamenM (2003) Universal space-time coding. IEEETrans Inf Theory 49(5):1097
7. Fozunbal M, McLaughlin SW, Schafer RW (2005) On space-time-frequency coding over

MIMO-OFDM systems. IEEE Trans Wirel Commun 4(1):320–331
8. Molisch AF, Win MZ, Winters JH (2002) Space-time-frequency (STF) coding for MIMO-

OFDM systems. IEEE Commun Lett 6(9):370–372
9. SuW,Safar Z,OlfatM,LiuK (2005)Towardsmaximumachievable diversity in space, time, and

frequency: performance analysis and code design. IEEE Trans Wirel Commun 4:1847–1857
10. A space-time coded transmitter diversity technique for frequency selective fading channels
11. Liu Y, Zhang W, Ching PC (2013) Full-diversity distributed space-time codes with an efficient

ML decoder for asynchronous cooperative communications. In: IEEE international conference
on acoustics, speech and signal processing, ICASSP 2013, Vancouver, BC, Canada, 26–31
May 2013, pp 5011–5015

12. Su W, Safar Z, Liu KJR (2005) Full-rate full-diversity space-frequency codes with optimum
coding advantage. IEEE Trans Inf Theory 51(1):229–249

13. Kundu S, Pados DA, Su W, Grover R (2013) Toward a preferred 4 × 4 space-time block code:
a performance-versus-complexity sweet spot with linear-filter decoding. IEEE Trans Commun
61(5):1847–1855

14. Shelim R, Matin MA, Alam AU (2013) A systematic design of high-rate full-diversity space-
frequency codes for multiuser MIMO-OFDM system. WSEAS Trans Commun 12:154–163

15. Zhang W, Ben Letaief K (2010) A systematic design of full diversity multiuser. IEEE Trans
Signal Process 58(3):1732–1740



38 3 Code Design for MIMO-OFDM System

16. Shelim R, Matin MA, Alam AU (2011) High-rate full-diversity space-time-frequency code for
multiuserMIMO-OFDM systems over frequency selectivemultiple access channels. J Converg
Inf Technol 6:8–22

17. Gallager R (1985) A perspective on multiaccess channels. IEEE Trans Inf Theory 31:124–142
18. Multiuser space-time/frequency code design
19. Gärtner ME, Bölcskei H (2006) Multiuser space-time/frequency code design. In: Proceedings

of IEEE ISIT, Seattle, WA, 9–14 July, pp 2819–2823
20. Badr M, Belfiore J (2008) Distributed space-time block codes for the MIMO multiple access

channel. In: 2008 IEEE international symposium on information theory, ISIT 2008, Toronto,
ON, Canada, 6–11 July 2008, pp 2553–2557



Chapter 4
Algebraic Space-Time (ST) Codes:
An Overview

4.1 Introduction

This chapter introduces (ASTC). Alamouti works in MIMO systems, makes the
MIMO under high consideration with the invention of Space Time Block Code
(STBC) in [1] for two transmitter and one receiver antenna. The idea was to improve
the channel capacity by exploiting the spatial diversity which can mitigate the
detrimental effects due tomultipath fading. Themost performed algebraic space-time
codes for 2 × 2 MIMO systems are then described and tested under a non selective
Rayleigh correlated channel condition.

4.2 ST-MIMO Channel

The transmission scheme that we consider in this chapter is a multiple antenna sys-
tem Multi Input Multi Output (MIMO) using a Space-Time coding (ST), (Fig. 4.1),
with nt transmitting antennas and nr receiving antennas. The outer code is a stan-
dard binary code (block code, convoluted code, turbo-code,…). The inner code is
a space-time code. Its role is to disperse bits or symbols modulated on the dif-
ferent degrees of freedom of the channel, Space-Time codes brings a dependence
between the temporal and spatial field in order to increase both the spectral efficiency
and the diversity order. The coefficient hi j represents the fading of the path between
the transmitting antenna i and receiving antenna j . At the output of the modulation,
the information symbols are encoded by the ST code, and subsequently transmitted
through a transmission channel. At the reception, the ST-decoder allows the recov-
ery of information symbols, which after demodulation generate information bits. The
codeword X is a matrix of dimension nt × T , where T is the temporal length code.
Each component of the codeword X is a linear combination of information symbols.

© The Author(s) 2015
B. Ahmed and M. Abdul Matin, Coding for MIMO-OFDM in Future
Wireless Systems, SpringerBriefs in Electrical and Computer Engineering,
DOI 10.1007/978-3-319-19153-9_4
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Fig. 4.1 ST-MIMO system

Error
Correcting
encoder

Space
Time
encoder

Table 4.1 ST codes by channel use

Coherent Differential Non-coherent case

min(nr , nt )
1
2 min(nr , nt ) M∗

(
1 − M∗

T

)

M∗ = min
(
nr , nt ,

T
2

)

The signal received by each antenna is the superposition of signals transmitted by
all transmitting antennas through the noisy transmission channel. The received code
word is then written as

Y nr ×T = Hnr ×nt .Xnt ×T + Wnr ×T (4.1)

where H is thematrix of the transmission channel, W is the AdditiveWhite Gaussian
Noise (AWGN). There are two classes of transmission system depending on knowl-
edge of the transmission channel at the receiver as presented in Table4.1. We speak
about a coherent system, if the channel coefficients are assumed to be perfectly
known at the receiver. If the channel coefficients are unknown by the receiver, two
cases are possible: the first corresponds to the system that uses non-coherent tech-
niques for estimating the coefficients of the transmission channel, such as sending
training sequences. The second is the differential system which decodes the ST code
without knowledge of the channel. The optimum number diversity degrees by chan-
nel is function of nt , nr and T as in Table4.1.

In this chapter, we consider the transmission channel, as a quasi-static Rayleigh
channel, assumed unknown at the receiver (non-coherent case). In the following we
will look at the space-time coding for the coherent case.

4.2.1 Construction Criterion for ST Codes

The idea is to find a criterion of “pseudo-distance” from the expression of asymptotic
errors probability to minimize the probability of error, such as:

• The Hamming distance for the symmetrical binary channel.
• The product distance for Rayleigh channel.

Thus, to establish criteria for building space time codes (Fig. 4.2), we should evaluate
the expression of the pairwise error probability.
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Fig. 4.2 Family tree of space time codes

Let X and T are two distinct codeword. The asymptotic pairwise error probability
for a Rayleigh quasi-static channel is bounded by:

Prob(X → T ) ≤
⎛

⎝ 1
∏r

i=1

(
1 + Esλi

8N0

)

⎞

⎠
nr

(4.2)

where i = 1 . . . n are the singular values of the matrix (X − T )H (X − T ) and r is
its rank. At high SNR, the pairwise error probability is bounded by:

Prob(X → T ) ≤
((

r∏

i=1

λi

)−nr
(

1
Es
8N0

)r.nr
)

(4.3)

The diversity order of the system is the exponent of the inverse of the Signal to Noise
Ratio: r × nr . One can immediately notice that the space diversity in reception is
acquired, it remains to recover the space diversity in transmission. The criteria for
construction of space-time codes base on the last remarks are:

• The rank criterion: In order to achieve maximum diversity nt nr , the matrix
(X − T )H (X − T ) must be full rank.

• The determinant criterion: To maximize the coding gain, the determining min-
imum of the matrix (X − T )H (X − T ) must be maximized.
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4.3 Algebraic Space Time Codes

We have seen in the last section, space-time codes were constructed to minimize
error probability per code word. For that they must achieve a high diversity (rank
test) and to be closer to the maximum diversity order for MIMO channel and this
is corresponding to the number of transmit antennas multiplied by the number of
reception antennas nt × nr . So, for a fixed rate R, the error probability decreases
with the signal to noise ratio.

The study of the ergodic of MIMO channel highlighted the existence of spa-
tial multiplexing gain K which increases the capacity of the channel. This gain in
Multiplexing is the number of degrees of freedom of the channel: K = min(nt , nr ).

A MIMO transmission system associated with an ST code can benefit both the
multiplexing gain and the diversity gain. However, both are difficult to reconcile: In
fact a MIMO system may have simultaneously the diversity gain and multiplexing
gain space, but the maximization of one does not necessarily result in maximizing
the other.

Algebraic Space Time Codes are then constructed to achieve the rank and the
determinant criterion and to reconcile between themultiplexing gain and the diversity
gain. This is done based on unique algebraic methodology as explained in the next
sub-section.

4.3.1 Construction Criterion for ASTC

The construction of ASTC codes is based on the following approach as described
in [2]:

1. Choice of the base
2. Choice of the extension
3. Definition of the cyclic algebra
4. Definition of ST code

The base is the body on which the extension base is defined and to which the infor-
mation symbols belong. We consider the base L = Q(i) or L = Q( j).

The expansion base is the body on which the division is cyclic algebra where is
constructed. In the case of ASTC, we must then choose an extension cyclic base K
of L of degree nt × L . Then we could define σ the Galois group generator of base
K , Gal(K/L).

Let γ ∈ A = Gal(K/L ,σ, γ) a cyclic algebra of nt degree. The algebra A is a
division algebra, which requires that γ, γ2, . . . , γnt −1 are not norm in K ∗. Also, γ
must be in Z[i] or Z[ j] to ensure a minimum determinant of ST code does not faint.
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4.3.2 Definition of AST Codes

The code is a 2 × 2 diagonal space time algebraic code obtained using the turned
constellations of integer algebra, with rate 1 Symbole/uc, and full diversity. The
construction of DAST is valid codes only for multiple of 4, nt ∈ 1, 2, 4, 2n . The
code word is described as follows [3]:

XDast = Hnt .diag(Mvnt ) (4.4)

where

M = 1√
2

(
1 θ
1 −θ

)
θ = exp(iπ/4) (4.5)

where Hnt is the Hadamard matrix of nt degree.
As shown in [3, 4], the code is a 2×2 space time algebraic code obtained using the

integer algebra, with rate R = Nt = 2 Symbole/uc (used code word), and diversity
D = nt ×nr = 4. Each space time layer is associated with its proper algebraic space
ϕ in order to alleviate the problem of ISI (Inter-Symbol-Interferences). The TAST
codes return full yield, maximum diversity but the coding gain vanishes when the
size of the constellation increases. For nt = nr = T = 2 the code word is expressed
as:

XTast = 1√
2

(
(v(1) + θ v(2)) ϕ (v(3) + θ v(4))

ϕ (v(3) − θ v(4)) (v(1) − θ v(2))

)
(4.6)

where

θ = exp(iλ) λ ∈ � ϕ = θ2

A linear dispersion code, constructed from cyclic algebras division center Q(i)
is a perfect code if it satisfies:

• A full rate
• (NVD) when the spectral efficiency increases

The perfect codes are valid only for nt ∈ 2, 3, 4, 6. The following perfect codes are
defined for nt = nr = 4:

Ck,4×4 =
nt −1∑

n=0

diag

(
1√
15

Mdk[n]
)

En (4.7)

where

M =

⎡

⎢⎢⎣

0.2582 − 0.3122i 0.3455 − 0.4178i − 0.4178 + 0.5051i − 0.2136 + 0.2582i
0.2582 + 0.0873i 0.4718 + 0.1596i 0.1596 + 0.054i 0.7633 + 0.2582i
0.2582 + 0.2136i −0.5051 − 0.4178i − 0.4178 − 0.3455i 0.3122 + 0.2582i
0.2582 − 0.7633i − 0.054 + 0.1596i 0.1596 − 0.4718i −0.0873 + 0.2582i

⎤

⎥⎥⎦



44 4 Algebraic Space-Time (ST) Codes: An Overview

and

E =

⎡

⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 1
i 0 0 0

⎤

⎥⎥⎦

The following perfect codes are defined for nt = nr = 2, these codes are the optimal
perfect code, called the “Golden Code” because it achieves the rank and the determi-
nant criterion and reconciles between the multiplexing gain and the diversity gain,
for that reason this code will be tested and analyzed in a sever channel conditions.

Ck,2×2 = 1√
5

[
α(vk[1] + θvk[2]) α(vk[3] + θvk[4])
α(vk[3] + θvk[4]) α(vk[1] + θvk[2])

]
(4.8)

where

θ = 1 + √
5

2
; θ = 1 − √

5

2
;α = 1 + i − iθ;α = 1 + i − iθ

4.4 Golden Codes Performances in Fading Channels

In this section, we analyze the performance of the most performed Algebraic Space
Time Codes (ASTC), known as Golden codes, in correlated Rayleigh channel. We
consider a coherent demodulator andwe analyze the channel estimation error impact.

4.4.1 System Encoder

We consider a coherent system over a non selective MIMO channel 2 × 2, with
imperfect channel estimation. The baseband system model used in this paper is
shown in Fig. 4.3. The binary source sequence bi of length L is modulated using the
QAM-4 modulator, then encoded using the Golden code mapper. Each information
sequence is encoded by the ASTC encoder into two stream constellations as follows

vni ,ni +1 = [s(2ni+1)−3, s(2ni+1)−2, s(2ni+1)−1, s(2ni+1)] (4.9)

The output of the encoder can be written in matrix form as described in (4.8)

X N×N = 1√
p

(
α (v(1) + θ v(2)) α (v(3) + θ v(4))
α (v(3) + θ v(4)) α (v(1) + θ v(2))

)
(4.10)
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Fig. 4.3 Block diagram of MIMO-ASTC system

where

θ = 1 + √
5

2
θ = 1 − √

5

2
α = 1 + i − iθ α = 1 + i − iθ

We note here that the encoder can transmit 4 symbols on each antenna at the same
time, whereas the Alamouti [1] encoder can only code 2 symbols at a time. The best
ASTC “Golden codes” is for p =

√
5 the received matrix is:

Y nt ×nr = Hnt ×nr .Xnr ×nt + Wnt ×nr (4.11)

where X is the transmitted codeword of duration T , H is the channel matrix andW is
the i. i. d. Gaussian noise matrix. Subscripts indicate the dimensions of the matrices.
In this work, we consider square (nt = T = 2) linear dispersion to have full-rate
square codes using QAM. We can re-express the total code word X of length L at
time (ni , ni+1) as the follows:

Xni = 1√
5

⎛

⎜⎜⎝

(α (s(2ni+1)−3 + θ s(2ni+1)−2))(ni ,1)

(α (s(2ni+1)−1 + θ s(2ni+1)))(ni+1,1)
(α (s(2ni+1)−1 + θ s(2ni+1)))(ni ,2)

(α (s(2ni+1)−3 + θ s(2ni+1)−2))(ni+1,2)

⎞

⎟⎟⎠ (4.12)

To obtain the lattice representation of the system above we should re-express the
total transmitted system over a non selective channel Hni with time variation:

Hni = 1√
5

⎛

⎜⎜⎜⎜⎜⎝

h11
ni

h21
ni+1

0 0

h12
ni

h22
ni+1

0 0

0 0 h11
ni

h21
ni+1

0 0 h12
ni

h22
ni+1

⎞

⎟⎟⎟⎟⎟⎠
(4.13)
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where hni is the channel coefficient at time ni . To decode the received signal we use
the MMSE decoder. The solution of the linear MMSE is given by [5]:

x̂MMSE =
(

1

SNR
I + Ĥ

H
.Ĥ

)−1

Ĥ H . y (4.14)

where H is a L × 4 matrix, y is a L × 1 vector and I is the identity L × L matrix.
The decision vector for each 4 transmitted symbol is then:

ŝMMSE = Φ−1 × x̂M M SE (4.15)

where

Φ =

⎛

⎜⎜⎝

α αθ 0 0
0 0 iα iαθ
0 0 α αθ
α 0 0 0

⎞

⎟⎟⎠ (4.16)

4.4.2 Correlated Rayleigh Fading Channel

We suppose that the encoded signal is transmitted over a non selective Rayleigh
fading channel. We adopt here the Clarke channel model. The received signal is the
sum of q waves, we take into account the Doppler shifts effect. To obtain a correlated

Rayleigh fading channel, the autocorrelation function of
{

h j
k

}
process is given by:

rh = E[h j
k h j

k−q ]
= σ2

hexp( j2π fcq)J0(2π fmqTs) (4.17)

where J0 is the Bessel function with zero order, fm is the maximum Doppler shift
and j is the antenna’s number.

4.4.3 Channel Estimation

The basic assumption was that the receiver has perfect channel knowledge. However,
this does not apply to real situations. In such cases, it becomes necessary to estimate
the channel parameters. In this section, we present a channel estimation method
for systems using pilot symbols. We use, at pilot location the LS (Least Squares)
estimationmethod [6–8].Thepilot insertion scheme is shown inFig. 4.4.The estimate
channel can be obtained by minimizing the error matrix E2

k per symbol where E2
k is

given by [7]
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Fig. 4.4 Space time
repartition of pilot symbol

E2
k = (

yp
k − x p

k hp
k

)H (
yp

k − x p
k hp

k

)
(4.18)

where yp
k is the received vector with the kth pilot symbol, x p

k is the kth transmitted
pilot sample, and hp

k is the channel coefficient for the kth symbol. The least squares
solution for the estimate channel is obtained by:

hL S =
[
(x p

k )H x p
k

]−1
(x p

k )H yp
k (4.19)

where (.)H denotes the Hermitian operator, p indicates pilot symbols. Thus the
estimate channel coefficients at 4 consecutive symbol pilot positions are denoted by:

hL S =

⎛

⎜⎜⎝

xk(1)p xk(2)p 0 0
0 0 xk(1)p xk(2)p

xk(3)p xk(4)p 0 0
0 0 xk(3)p xk(4)p

⎞

⎟⎟⎠

†

yL S
ni

(4.20)

where † is the pseudo-inverse operator. We use the (Linear MinimumMean Squares
Estimation) method in order to optimize the estimation, by minimizing the following
mean-square error [6]

ĥi j,LMMSE(p) =
[

xi (p)H xi (p) + σw
2
]−1

xi (p)H y j (p) (4.21)

At non pilot position we assume that the maximumDoppler shift fm is small enough
to suppose that the channel is slow fading over the duration of one MIMO symbol.
We can estimate the channel response at a data symbol location using a decision
feedback equalizer [8]. In this case, the channel transfer function is estimated using
past estimated values. First, channel values at already estimated locations are used
to make an initial decision on the transmitted code word.

x̃ni = (hL M M SE
ni

)† yL M M SE
ni

(4.22)



48 4 Algebraic Space-Time (ST) Codes: An Overview

After that, the channel estimation is updated by:

h̃
L M M SE
ni

=
[
(̃xni )

H x̃ni

]−1
(̃xni )

H yni
(4.23)

4.4.4 Simulation Results

To investigate the performance of the proposed space time code, a series of Monte
Carlo simulations were carried out. Transmitted symbols belong to 4-QAM. For all
simulations the BER curves were averaged over 100,000 trials.

This subsection compares the BER performances of the Golden code and the
classical Alamouti code.

Figure4.5 shows, that for a high SNR, the Golden code have a good performance
in terms of BER. However, for a SNR near to 10dB, the BER remains close to BER,
despite, we are coding 4 symbols at the same time. However we code only 2 symbols
with Alamouti, then the gain still significant in terms of rate (full rate). These results
lead us to deal with real channel conditions mainly if we use a correlated Rayleigh
channel with a severe decoder likeMMSE andwith an unknown channel coefficients.

Fig. 4.5 Golden code versus Alamouti in an ideal channel condition
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Figure4.6 shows the effect of Doppler shift, to better understand the behavior of
ASTC in time varying channel. It is shown when f d = 0.001, and f d = 0.005, the
gain obtained is about 0.8 dB at a BER equals to 10−3. This gain is less significant
when the normalized Doppler frequency increases.

Figure4.7 presents the performance of ASTC when the channel is unknown to
the receiver. For LS estimator, the BER is close to 10−4 at SNR equals to 23 dB,
however, in case of the method at SNR equals to 22 dB, the BER is about 10−4,
then the gain is around 2 dB for the LMMSE estimator. The LS estimator suffers
from a high mean-square error and does not take into account the channel correlation
property. These drawbacks can be addressed by the channel estimation technique,
which helps reducing the estimation error. The ASTC tested under thoses server
channel condition maintain its properties.

Figure4.8 shows the LMMSE estimation error for a set of SNR. We note that at
40 dB, the error is the lowest.

Fig. 4.6 BER performance for Golden Code, with MMSE decoder, 4-QAM modulation, band
width = 9 GHz
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Fig. 4.7 Golden Code with channel estimation and MMSE decoder, fd = 0.005, Band width = 9
GHz, V = 30 km/h

Fig. 4.8 BER performance for the LMMSE Error estimation
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4.5 Conclusion

This chapter presents an overview of ASTC. ASTC code has reasonable BER
obtained from numerical results when working in a realistic environment. In fact,
ASTC provides full rank, full rate, and non-vanishing determinant for an increasing
rate. Based on the theoretical analysis and simulation results, this chapter concludes
that it is interesting to implement the Golden code in the future generation of cellular
networks. The difficulties to deal with realistic conditions push us to think how we
can use those codes, when working on a selective channel without losing any of its
spectral performance [7, 8].
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Chapter 5
ASTC-MIMO to ASTC-MIMO-OFDM
System

5.1 Introduction

In the first part of this chapter, we propose to analyze the capacity of a
MIMO-OFDM system using the ASTC codes in Rayleigh frequency selective-
channels. The ASTC-MIMO-OFDM transmitter model is as described in Chap. 1.
We develop analytically the capacity expression of an ASTC-MIMO-OFDM system,
and we present simulation results for different scenarios.

The second part presents a new algebraic Carrier Frequency Offset (CFO) estima-
tion technique for multi-input multi-output (MIMO) orthogonal frequency division
multiplexing (OFDM) system, to overcome the sensitivity of Algebraic Space Time
Codes (ASTC) to frequency synchronization. In fact OFDM and ASTC are very sen-
sitive to the transmitter and receiver synchronization imperfections [1, 2]. Thus, the
synchronization is crucial for ASTC-MIMO-OFDM-based systems. Frequency syn-
chronization errors destroy the orthogonality among the subcarriers, which results in
inter-carrier interference (ICI) [3–6]. Therefore an accurate CFO estimation is essen-
tial for OFDM receiver design. Various carrier synchronization schemes have been
proposed for SISO OFDM systems. Some schemes rely on pilot or preamble data
[7–16] and some use the inherent structure of the OFDM symbol in either frequency
[17] or time domain [18]. For multiple antenna OFDM, data-aided schemes are pro-
posed for receiver diversity and MIMO in [19, 20], respectively. A blind method for
receiver diversity combined with OFDM is proposed in [21].

5.1.1 Contributions

The proposed estimator uses an algebraic method to extract the frequency domain
matrix perturbation from the MIMO-OFDM signal. The main contributions of this
work are:

© The Author(s) 2015
B. Ahmed and M. Abdul Matin, Coding for MIMO-OFDM in Future
Wireless Systems, SpringerBriefs in Electrical and Computer Engineering,
DOI 10.1007/978-3-319-19153-9_5
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• The proposed CFO estimation technique is applied for MIMO-OFDM systems
employing algebraic space time coding schemes with random CFO among all
transmit and receive antenna pairs [22].

• We use the same training symbol for the CFO and channel estimation, simplifying
the process and reducing bandwidth utilization for the estimation.

• We studied the correlation effect on the CFO estimator.
• The proposed estimator out-performs the CP-based [23], Moose [7] and Classen

[24] methods and reaches the CRLB at high signal to noise ratio.

5.2 ASTC-MIMO-OFDM System Model

Let us consider the baseband-equivalent system, with nt transmit antennas and nr

receive antennas, depicted in Fig. 5.1. The transmitted binary source sequence sk is
QPSK modulated. The QPSK symbols are then ASTC encoded.

We note vk = [s4k−3, s4k−2, s4k−1, s4k]T and dk = [v4k−3, v4k−2, v4k−1, v4k]T

as the ASTC encoder input. Ck,2×2 and Ck,4×4 are the ASTC encoder output at
time k, respectively for the perfect codes (nt = 2 × nr = 2) and the perfect codes
(nt = 4 × nr = 4), given by [25]

S/P IDFT
sk

xk

Selective channel G

Add CP uk

xnc×1
1

xnc×1
2

ŝk

S/P remove CP DFT

ASTC encoder

CFO

Estimation

and

Compensation

ASTC decoder

nt = 1, . . . , 4

nr = 1, . . . , 4

P/S

S/P IDFT Add CP P/S

S/P remove CP DFT

Perfect
space time

codes

Perfect
space time
codes

Fig. 5.1 MIMO-OFDM system employing perfect codes ASTC
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5.3 Capacity Analysis of ASTC-MIMO-OFDM System in
Frequency Selective Channels

To obtain the analytic expression of the information capacity of ASTC-MIMO-
OFDM system for a given channel matrix H , the mutual information between trans-
mitted code word xk and received vector zk should be determined. The mutual
information is given as defined in Chap. 2 and Eq. (2.25) by

I (xk, zk) = H(zk) − H(zk |xk) = H(zk) − H(wk) (5.1)

where H(y) denotes the entropies of multivariate distribution y. The capacity equals
the maximum mutual information. Maximizing I (xk, zk) is equivalent to maximizing
H(zk). Thus we can derive the capacity as

C = max(H(zk)) − H(wk) (5.2)

We have to derive the exact expression of H(zk)) to obtain the capacity expression.
The entropies of zk is given by [26]

H(zk) = −
∫

p(zk) log2 [p(zk)] dzk (5.3)

= log2 det(π Qze)

where Qz is the of zk .
From Eq. (1.11), we can derive the covariance relationship between the received
signal zk and the transmitted codeword xk as

Qzk
= Qwk

+ H Qxk
H H (5.4)

where Qwk
= σ 2

wk
Incnt

The above analysis leads to the following capacity expression

C = max(H(zk)) − H(wk) (5.5)

= log2 det(π Qzk
e) − log2 det(π Qwk

e)

= log2 det
(
πe( Qwk

+ H Qxk
H H )
)

+ log2 det(π Qwk
e)−1

= log2 det

(
Incnt + 1

σ 2
wk

H Qxk
H H

)

= log2 det

(
Incnt + 1

σ 2
wk

Qxk
H H H

)
bits/s/H z

http://dx.doi.org/10.1007/978-3-319-19153-9_2
http://dx.doi.org/10.1007/978-3-319-19153-9_2
http://dx.doi.org/10.1007/978-3-319-19153-9_1
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We can derive the expression of the covariance matrix Qxk
for the two transmitted

codewords as

Qxk
= E
(

xk xk
H
)

(5.6)

= E
(
Φ � sk(Φ � sk)

H
)

= {ΦΦH }Incnt

Then the capacity expression will be

C = log2 det

(
Incnt + 1

σ 2
w

ΦΦH H H H
)

(5.7)

Since the frequency domain channel Hn,k is a diagonal matrix, from (1.13) we can
derive the following expression

‖Hk‖2 =
⎛

⎜⎝
‖Hk(0)‖2 0

. . .

0 ‖Hk(ncnt )‖2

⎞

⎟⎠

= Hk H H
k

= ncnt‖H(n)‖2∀ 1 ≤ n ≤ ncnt

whereas

‖Hk(n)‖2 = ‖
L−1∑

l=0

hk(l) exp

(
− j2π

nk

nc

)
‖2 (5.8)

≤
L−1∑

l=0

‖hk(l) exp

(
− j2π

nk

nc

)
‖2 (5.9)

≤
L−1∑

l=0

‖hk(l)‖2 = L .P2
h (5.10)

where Ph = E{h p,q
k (l)

[
hm,n

k−k′(l ′)
]∗} denotes the mean power to each channel coef-

ficient in time domain. If we derive the exact expression of ΦΦH we get Incnt . At
this step, we can bound the last capacity expression by

C = log2 det

(
Incnt

[
1 + 1

σ 2
wk

‖Hk‖2

])

http://dx.doi.org/10.1007/978-3-319-19153-9_1
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C = log2

([
1 + 1

σ 2
wk

ncnt L‖Hk‖2

]ncnt
)

(5.11)

C ≤ log2

([
1 + 1

σ 2
wk

ncnt L P2
h

]ncnt
)

C ≤ ncnt log2

([
1 + 1

σ 2
wk

ncnt L P2
h

])

If we average over the capacity of ncnt narrowband channels we derive the following
capacity

C ≤ log2

([
1 + 1

σ 2
wk

ncnt L P2
h

])
bits/s/Hz (5.12)

5.4 Simulation Analysis

We consider the case when H is chosen according to (1.12). We investigate 1000
independent channel realizations for a fixed number of nt × nr = 2 × 2 antennas.
The (CCDF) is used as tool, to give the probability that the capacity C is larger than
the capacity abscissa Cx .

Figures 5.2 and 5.3, depict the CCDF of the capacity C developed in (5.12), re-
spectively for GC and TC codes. In Fig. 5.2, the CCDF of the capacity is plotted for
up to 10 dB. The results show that at 90 % probability, the capacity is larger than 11
bits/s/Hz when the normalized Doppler frequency fd = 0.01, and becomes larger
than 11.5 bits/s/Hz when fd = 0.0001. It can be observed that the capacity increases
almost linearly when fd decreases.

In Fig. 5.3, the CCDF of the capacity is plotted for up to 10 dB. The results show
that at 90 % probability, the capacity is larger than 11.4 bits/s/Hz when the number
of subcarrier uses is nc = 48, and becomes larger than 11.6 bits/s/Hz when nc = 64
subcarrier. We observe also that the CCDF curves became closer to each other when
the number of subcarriers increase. This means that the number of nc subcarriers
increases, the capacity will reach the saturation level, mainly when nc ≥ 64.

The as function of SNR per receive antenna, for both the analytic capacity expres-
sion, derived in (5.11) and the simulated expression using (5.5), is shown in Fig. 5.4.
The simulated curves of the two algebraic space time codes GC and TC, remain the
same, this is clearly shown by the analytic capacity expression. It can be observed
also that the match between the analytic and the simulated capacity, is more perfect
for high SNR, mainly when SNR ≥ 16 dB.

In Figs. 5.5 and 5.6 we show the effect of the correlation parameter on the theo-
retical capacity found in (31). As it can be seen from the figures when the correla-
tion parameter Ph increases the capacity performance of the ASTC-MIMO-OFDM

http://dx.doi.org/10.1007/978-3-319-19153-9_1
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Fig. 5.6 Analytic capacity versus correlation for σwk = 30 dB and nt = nr = 2 and nc = 48
subcarrier

system become better. From Fig. 5.5, for example at the capacity equal to 15 bits/s/Hz,
the gain obtained is about 1 dB at high correlation (Ph = 1) compared with that at
low correlation (Ph = 0.001).

These codes maintain their properties under a multi-path channel and achieve
good capacity.

5.5 New CFO Estimator

To investigate the performance of ASTC codes in OFDM systems, we have to re-
duce the sensitivity of the codes to CFOs. For this reason accurate synchronization is
important, preferably before reception of the data. Therefore the data packet is pre-
ceded by a section of predefined data, which is called the preamble. MIMO channel
estimates are also drawn from the preamble.

The preamble is used for both frequency synchronization and channel estimation.
For the proposed frequency synchronization algorithm a repetition of the training
symbol is not required. The preamble is formed by orthogonal codes.

The can be several times as large as the sub-channel spacing. It is usually divided
into an integer part and a fractional part. The integer part causes a circular shift of the
transmitted symbols, but does not cause ICI as the orthogonality of the subcarriers is
maintained. The fractional part, however, causes ICI. So the fractional CFO degrades
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the ASTC performance more seriously. For this reason, in this work we have focused
on the fractional CFO.

At the receiver, when CFO does not occur Δ f = f Tx − f Rx = 0. After removing
the CP, the signal is transformed back to the frequency domain by means of a DFT
process. The signal at the DFT output is then given by

zk = 1√
nc

[
(F ⊗ Int nr )ξ2

]
yk (5.13)

where the CP removing matrix ξ2 ∈ Cncnr ×(ncng+1)nr , which discards the first ngnr

elements of yk , is defined as ξ2 = [0ncng Ing ] ⊗ Ing . By combining Eqs. (1.9) and
(5.13), we can re-express the DFT output as

zk =
[
(F ⊗ Int nr )ξ3(F−1 ⊗ Int nr )

]
xk + wk

= Hk xk + wk (5.14)

where the block circulant matrix ξ3 ∈ Cnt nc×nr nc is defined as ξ3 = ξ2Gkξ1, wk is
the frequency domain noise with zero mean and variance σ 2

w and Hk ∈ Cnt nc×ncnt is
a frequency domain matrix defined as

Hk =
[
(F ⊗ Int nr )ξ3(F−1 ⊗ Int nr )

]
(5.15)

When frequency offset occurs, Δ f �= 0. The received frequency domain signal at
the DFT output will become

rk = (F ⊗ Int nr

)
ξ2 EGkξ1(F−1 ⊗ Int nr )xk + wk

= (GΔ f ⊗ Inr )Hk xk + wk

= B Hk xk + wk (5.16)

where E = diag(e0, e1, . . . , enc+ng−1) ⊗ Inr denotes the phase rotation due to the
CFO, with em = exp( j2πΔ f Ts(nc + ng) + m). Ts denotes the sample time. It is
clear that ξ2 EGkξ1 is no longer block circulant and can thus not be diagonalized by
the DFT and IDFT operations. The Cncnr ×ncnr matrix B = GΔ f ⊗ Inr shows the
influence of the CFO on the received frequency domain symbols. GΔ f is given by
[19, 27]

GΔ f =

⎡

⎢⎢⎢⎣

g0 g−1 . . . g−(nc−1)

g1 g0 . . . g−(nc−2)

...
...

. . .
...

gnc−1 gnc−2 . . . g0

⎤

⎥⎥⎥⎦ (5.17)

where [19, 27]

http://dx.doi.org/10.1007/978-3-319-19153-9_1
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gq = sin(π(δ − q))

nc sin( π
nc

(δ − q))
× exp

(
j
π(nc − 1)

nc
(δ − q)

)

× exp

(
j
2πδ

nc
(nc + 2ng)

)
(5.18)

where δ = Δ f nc/ fs  1 is the frequency offset normalized to the subcarrier spac-
ing fs/nc ( fs is the sampling frequency). We clearly see the following effects of
frequency offset: the wanted carrier multiplied with g0 are rotated and their ampli-
tudes are reduced, and the other elements of G, for q �= 0, introduce cross terms
which result in ICI. From the development of CFO approximation we have another
expression of gq under the consideration ng = nc/4, given by

gq =
sin(π(δ − q)) cos

(
4πδ + πq

nc
− πδ

nc

)

nc sin
(

π
nc

(δ − q)
) (1 ± j tan(θ)) (5.19)

where θ = π
nc

(4πδ + πq
nc

).
When nc is large θ � 0 and further tan(θ) � θ . Thus, for large nc, as θ can

be approximated as θ ≈ π
nc

(4πδ). In the noise free case and by assuming that δ is
sufficiently small, we can re-express the received signal rk in (5.16) as

rk = ‖B‖ exp( jθ)Hk xk (5.20)

where ‖B‖ and θ are the magnitude and phase of the CFO matrix. In order to estimate
the magnitude of the CFO matrix, we use orthogonal training symbols which satisfy
the orthogonality relation xk x H

k = Incnt . Thus we can evaluate ‖B‖ as

‖B‖ =
(
‖rk � xk‖ [‖Hk‖]−1 Int nc

)
(5.21)

We can derive that

‖Hk‖2 = Hk H H
k

= (F ⊗ Int nr )ξ3(F−1 ⊗ Int nr )

×
[
(F ⊗ Int nr )ξ3(F−1 ⊗ Int nr )

]H

= (F ⊗ Int nr )ξ3(F−1 ⊗ Int nr )

× (F−1 ⊗ Int nr )
H ξ H

3 (F ⊗ Int nr )
H

= ξ3ξ
H
3

= ξ2Gkξ1(ξ
H
1 GH

k ξ H
2 )

= ‖Gk‖2 (5.22)
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If we focus on the shape of Gk matrix and suppose that channel coefficients have
roughly the same power during one MIMO-OFDM packet, we can derive ‖Gk‖2 as

‖Gk‖2 =
∑

i, j

|hk(i, j)|2

=
(

L2

2
+ (λ − L)L

)
Ph (5.23)

where λ = (nc + ng)nt and Ph denotes the power to each channel coefficient in time
domain. Since the channel is selective and correlated we can estimate from (1.6) the
power profile of the time domain channel Gk . From (5.21), (5.22) and (5.23) we
evaluate ‖B‖ as

̂‖B‖ = 1
((

L2

2 + (λ − L)L
)

Ph

) 1
2

(‖rk � xk‖) (5.24)

Now we estimate the phase of the CFO matrix. In fact when δ is sufficiently small, we
approximate the phase rotation exp( jθ) by Taylor series expansion up to the second
order term, Jθ = exp( jθ) ≈ 1 + jθ − 1

2θ2. From (5.20) we derive Jθ̂ as

|Jθ̂ |2 Int nc =
[
̂‖B‖2]−1

‖rk � xk‖2
[
‖Hk‖2

]−1
Int nc

=
(

1 + θ̂4

4

)2

Int nc

= α̂ Int nc (5.25)

Since α̂ is known we estimate θ̂ as

θ̂ = 4
√

α̂ − 1 (5.26)

Then we could correct the received signal rk to

r̃k =
[
̂‖B‖ exp( j θ̂ )

]−1
rk (5.27)

= Ĥk xk

Ĥk is diagonalized by the IDFT and DFT operations and can be estimated using
both r̃k and the same pilots symbols as (without any training symbol repetition)

H̃k = diag(xk)
† r̃k (5.28)

Table 5.1 summarizes the procedure of CFO estimation and correction.

http://dx.doi.org/10.1007/978-3-319-19153-9_1
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Table 5.1 The compensation steps of CFO

Steps Operations

1 Estimate magnitude of the CFO Matrix as in (5.24)

2 Estimate the phase of the CFO Matrix as in (5.25)

3 Correct the received signal as in (5.27) rk ⇒ r̃k

4 Estimate the frequency domain channel as in (5.28)

5.6 ASTC Decoder

Once the channel effect is compensated we can estimate the data signal as x̂k = H̃
†
kr̃k

which will be passed for decoding. The maximum-likelihood perfect codes decoding
can be performed using the sphere decoder or the Schnorr-Euchner algorithm. In
this work, we propose to use the zero forcing sub-optimum decoder which reduces
the numerical complexity without significant performance loss. A serial to parallel
module, at each DFT output, is used to reshape the signal x̂k and to provide the
output signal ŝk . If we re-express the received code word x̂k in function of ŝk we can
derive the decoder matrix Φ for both 2 × 2 and 4 × 4 perfect codes as

Φ2×2 = 1√
5

⎡

⎢⎢⎣

α αθ 0 0
0 0 iα iαθ

0 0 α αθ

α αθ 0 0

⎤

⎥⎥⎦ (5.29)

Φ4×4 = [φ1 φ2 φ3 φ4
]

(5.30)

where φi is the decoder block matrix for each received symbol defined as

φ1 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a1 a5 a9 a13
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
a2 a6 a10 a14
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
a3 a7 a11 a15
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
a4 a8 a12 a16

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

φ2 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0
0 0 0 0

ia4 ia8 ia12 ia16
a1 a5 a9 a13
0 0 0 0
0 0 0 0
0 0 0 0
a2 a6 a10 a14
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
a3 a7 a11 a15
0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.31)
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φ3 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
0 0 0 0

ia3 ia7 ia11 ia15
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

ia4 ia8 ia12 ia16
a1 a5 a9 a13
0 0 0 0
0 0 0 0
0 0 0 0
a2 a6 a10 a14
0 0 0 0
0 0 0 0
0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

φ4 =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
ia2 ia6 ia10 ia14
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

ia3 ia7 ia11 ia15
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

ia4 ia8 ia12 ia16
a1 a5 a9 a13
0 0 0 0
0 0 0 0
0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(5.32)

M defined in (4.7) is re-defined as

M =

⎡

⎢⎢⎣

a1 a5 a9 a13
a2 a6 a10 a14
a3 a7 a11 a15
a4 a8 a12 a16

⎤

⎥⎥⎦ (5.33)

The decision for the output signal ŝk will be

ŝk =
{

Φ
†
2×2 x̂k for 2 × 2 perfect code

Φ
†
4×4 x̂k for 4 × 4 perfect code

(5.34)

5.6.1 Complexity Analysis

Now we compare the complexity of the proposed method to those of the methods
published in [28–30]. From Table 5.2, we can see that the major computational com-
plexity of the proposed method is n3

c times less than those of the algorithms in [28–
30]. This saving is significant especially for large nc and shows the computational
advantage of our method.

Table 5.2 Complexity analysis

Methods Complexity

[28] O
(
2(ncnt (nc + ng))

3 + (ncnt )(nc + ng)
2 + n4

c(nt + ng)
3
)

[29]
O
(
(ncnt )

2(nc + ng)
2 + (n3

cn2
t )(nc + ng)

2 + (ncnt )
3(nc + ng)

3
)

[30]
O
(
2(ncnt (nc + ng))

3 + (ncnt )(nc + ng)
2
)

This work O
(
4(ncnt )

3 + ncnt
)

http://dx.doi.org/10.1007/978-3-319-19153-9_4
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5.7 Simulation Results and Discussion

We consider an OFDM orthogonal pilot symbol with a total of nc = 128 subcarri-
ers and no virtual subcarriers. A cyclic prefix of length ng = nc/4 is inserted. The
discrete-time channel has 16 taps. The channel coefficients are assumed to be cor-
related Rayleigh fading with known mean power delay profile Ph = |h(i, j)|2. We
consider 1-user 2 × 2 and 4 × 4 MIMO systems. The CFO was selected randomly
from a range of [−0.5 . . . 0.5]. For all results 10,000 independent realizations were
simulated. The system parameters are summarized in Table 5.3. To check the opti-
mality of the algorithm we derived the Cramer-Rao Lower Bound (CRLB) for the
MIMO frequency offset as a measure of accuracy of the CFO estimator, which can
be considered as the theoretical value of the variance of the estimate. We assume that
the noise used is AWGN, and the signal to be estimated is unbiased. The information
to be estimated in our case is the CFO values, which is provided by the imaginary
part of the approximated function Jδ . The CRLB expression can be written as

CRLB ≥ σ 2

∑(nrnc−1)
p=1

[
∂�(Jδ)

∂δ

]2 = ncσ
2

16π4nr
(5.35)

where σ 2 is the variance of the AWGN used. The CRLB is equal to the theoretical
value of the variance.

The estimated CFO values in Figs. 5.7 and 5.8 for high signal to noise ratio fit
asymptotically with the CRLB curves. The implemented algorithm for 2 × 2 and
4 × 4 MIMO configurations outperforms the estimators proposed in [7, 23] and [24]
at all signal to noise ratio range. For both 2×2 and 4×4 configurations the variance
follows the CRLB asymptotically.

It is clear from the results in Fig. 5.9 that the frequency synchronization method has
some degradation in performance at low signal to noise ratio, which can be explained
by the less accurate estimation of the frequency offset at these Eb

N0
values. In the BER

range of interest, however, the degradation compared to perfect synchronization is
very small for both 2×2 and 4×4 ASTC. We note that for 2×2 perfect codes the gain
is about 2 dB, which is due to the full rate, full diversity and good spectral efficiency
of the 2 × 2 perfect codes. The use of the perfect codes with 4 × 4 configuration

Table 5.3 Simulation parameters

System parameter Parameter value

Modulation QPSK

Bandwidth 18MHz

Number of subcarriers nc = 128

Cyclic prefix length ng = nc
4 = 32

Channel coding Perfect code 2 × 2 and 4 × 4



5.7 Simulation Results and Discussion 67

5 10 15 20 25 30 3510
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

Eb/N0 [dB]

V
ar

ia
nc

e(
C

FO
)

CRLB(Theoretical)
This work
CP−based
Moose
Classen

Fig. 5.7 Theoretical and simulated variance of CFO for MIMO configuration of 2 × 2

5 10 15 20 25 30 35
10−8

10−7

10−6

10−5

10−4

10−3

Eb/N0 [dB]

V
ar

ia
nc

e(
C

FO
)

CRLB(Theoretical)
This work
CP−based
Moose
Classen

Fig. 5.8 Theoretical and simulated variance of CFO for MIMO configuration of 4 × 4



68 5 ASTC-MIMO to ASTC-MIMO-OFDM System

5 6 7 8 9 10 11
10

−4

10
−3

10
−2

10
−1

Eb/N0 [dB]

B
E

R

Perfect Synchro
This work

Perfect Codes
2×2

Perfect Codes
4×4

Fig. 5.9 Performance of the proposed method using perfect and implemented synchronization for
2 × 2 and 4 × 4 configurations, nc = 128 subcarriers, with an ASTC scheme

0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

V
ar

ia
nc

e(
C

FO
)

Correlation Coefficient

2×2−5dB

4×4−5dB

 2×2−25dB

4×4−25dB

Fig. 5.10 Estimator performance with respect to correlation for 2×2 and 4×4 MIMO configurations
and 5 dB and 25 dB Eb

N0
values



5.7 Simulation Results and Discussion 69

increases notably the performance of the proposed MIMO-OFDM system at low
signal to noise ratio and achieve the frequency synchronization more accurately.

In Fig. 5.10 we show the variance performance of the proposed estimator with
respect to correlation coefficient for different Eb

N0
values and antenna numbers. It

can be noticed that as the correlation coefficient increases, the variance of CFO will
decrease to the minimum. The variance will become much smaller for higher Eb

N0
values and larger antenna numbers.

5.8 Conclusion

This chapter presents a new algebraic CFO estimation technique for MIMO OFDM
systems over frequency-selective fading channels employing algebraic space time
coding schemes with random CFO among all transmit and receive antenna pairs.
The performance of the new CFO compensation is evaluated using Monte Carlo
simulation for different correlation and MIMO scenarios, employing two ASTC
codes, and compared with the empirical bound defined by the CRLB and other three
known CFO estimators: CP-based, Moose and Classen techniques. The simulation
results have revealed that the new method reaches the empirical bound very closely
and outperforms those published estimators.
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Chapter 6
Space Time Frequency (STF) for Multiuser
MIMO-OFDM

6.1 Introduction

In this chapter, the designprocedure of STFcode [1]which is capable of achieving full
diversity At Ar Au L and high code rate (i.e. rate-At ) over MIMO frequency selective
block fading channel, is presented. The construction of the presented multiuser STF
is illustrated in Fig. 6.1. The STF code has been constructed from a threaded alge-
braic layering concept, which combines the space-frequency layering with algebraic
component codes. The component code is estimated to be an algebraic number the-
oretic constellation. Each component code is assigned to a “thread” and interleaved
over space time and frequency. Diophantine approximation theory is then used to
make the threads transparent to each other. In addition, another approximation is
used so that the users become transparent to each other. The presented STF code
does not require the cooperation among the users in uplink process and also does not
require zero-padding, which always ensures high symbol rate. The presented coding
schemes are bandwidth efficient as the data streams of all the users are sent simulta-
neously through all the OFDM sub-channels. It is assumed that the source generates
a block of Ns = N At Au information symbols S(z) for user z, where z = 1, 2, . . . , Z
and S(z) ∈ T N At Au , which are QAM from the discrete alphabet τ and the system
has N-OFDM tones.

Let, Q = Wz WL Wt where WL = 2�log2L�, Wt = 2�log2 At�, WZ = 2�log2Z�. The
block of N At Au information symbols S(z) = [S1(z)S2(z) . . . SB Q

(z)]T are normalized
into the unit power and are evenly split into B = N

Q sub blocks,

S(z) =
[(

S1
(z)

)T (
S2

(z)
)T

. . .
(

SB
(z)

)T
]T

(6.1)
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Fig. 6.1 STF coding
structure in MIMO-OFDM
system
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Each sub block S(z)
b ∈ (T )WZA�WLW� , where b = 1, 2, . . . , B, is composed of

the signal vectors Sw(z) ∈ T �̃, w = 1, 2, 3, . . . , and w̃ = WZ WL At . and given by

Sb
(z) =

[(
S1

(z)
)T (

S2
(z)

)T
. . .

(
Swt

(z)
)T

]T

(6.2)

Each one of the component vector Sw is than encoded independently using con-
stituent encoder X̄ (z)

w : T W̃ → χW̃ , where, χ is the output alphabet and given by

X̄ (z)
w = φΘSw

(z) (6.3)

=
[
x−1
w,1

(z)
. . . x−1

w,WL

(z)
. . . x−Au

w,1
(z)

. . . x Au
w,WL

(z)]T
(6.4)

where Θ , is an w̃ × w̃ unitary matrix (rotational matrix) and it is constructed by the
first principal w̃ × w̃ matrix of the following ỹ × ỹ matrix:

ψ = F H
ỹ diag

(
1,ϕ, . . . ,ϕỹ

)
(6.5)

where, ỹ = 2�log2w̃�, Fỹ is the ỹ × ỹ discrete Fourier transform (DFT) matrix and

ϕ = e

(
j2π
4ỹ

)

. It is worth noting that, multiplying information symbol vector Sw by
the rotational matrix Θ maximize the associated minimum product distance,

dw̃
Δ= min

X̄ (z)=Θ
(

S(z)−S′(z)
)
,S(z) �=S′(z)

w̃∏

w=1

(
X̄ (z)

w

)
(6.6)

where X̄ (z) =
[

X̄ (z)
1 X̄ (z)

2 . . . X̄wt
(z)

]T
. As coding gains are proportional to the mini-

mum product distances associated with the rotational matrix used, the maximization
of the coding gain in the code design criteria is achieved.
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Each one of the encoded component vector Sw is then multiplied by the Diophan-
tine number φ1,w that is chosen to ensure full diversity and maximize the coding gain
for the joint code. Each φ1,w is chosen from the wth diagonal layer of the Wt × At

matrix,

�1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1
φ1

φ1
(wt −1) . . .

1 . . .

φ1
(wt −At )+1

φ1
(wt −At )+2

φ1
2

...

φ1 . . .
...
. . .

...

...

φ1
(wt −1) φ1

(wt −2) · · · φ1

(
1− At

Wt

)
Wt

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

�1 will be defined latter. The term (χ̄d
w,i )

(z) in (6.3) is given by,

(χ̄d
w,i )

(z) =
[

Xw
(z)

(
Pl

i,d + 1
)

. . . Xw
(z)

(
Pl

i,d + At

)]
(6.7)

For i = 1, . . . WL , where the index, Pi,dl = (i − 1) At + (l − 1)Wz WL At and
l = 1, 2, ..., WZ .

Next, a space-frequency formatter fW

(
X̄ (z)

w

(
S(z)
w

))
assigns the wth code sym-

bols X (z)
w

(
Pi,dl + n

)
, n = 1, 2, . . . , At of the row vector x̄ (z)

w,id on the wth layer of
the Wt × At matrix,

X̄ (z)
i,l = χi,d

(z) ◦ �1 (6.8)

where Wt × At matrix χ(z)
i,d is given by,

χ
(z)
i,d =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(z)

(
Pl

i,d + 1
)

XWt
(z)

(
Pl

i,d + 1
)

...... X(Wt −At )+2
(z)

(
Pl

i,d + 1
)

X2
(z)

(
Pl

i,d +
⌊
At
wt

+ 1
⌋)

X1
(z)

(
Pl

i,d + 2
)

...... X(Wt −At )+3
(z)

(
Pl

i,d + 2
)

X3
(z)

(
Pl

i,d + 2
)

X2
(z)

(
Pl

i,d +
⌊
At
wt

+ 2
⌋) . . . X(Wt −At )+4

(z)
(

Pl
i,d + 3

)

.

.

.

XWt
(z)

(
Pl

i,d + At

)
.
.
.

XWt −1
(z)

(
Pl

i,d + At

)
.
.
.

......

.

.

.

X(
1− At

Wt

)
Wt +1

(z)
(

Pl
i,d + At

)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

The diagonal layer index of (X̄d
i,l)

(z) is shown in below, At = 3 and Wt = 4

⎛

⎜⎜⎝

1 4 3
2 1 4
3 2 1
4 3 2

⎞

⎟⎟⎠ (6.9)
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Thus, each sub-block, Sb
(z) b = 1, 2, 3, ., B is encoded into an SF code matrix Cb

of size Q × At Au matrix, where,

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

(X̄1
1,1)

(z) · · · (X̄ Au
1,1)

(z)

...
. . .

...

(X̄1
1,WZ

)(z) · · · (X̄ Au
1,WZ

)(z)

...
. . .

...

(X̄1
WL ,1)

(z) · · · (X̄ Au
WL ,1)

(z)

...
. . .

...

(X̄1
WL ,WZ

)(z) · · · (X̄ Au
WL ,WZ

)(z)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.10)

For multi-user MIMO-OFDM MAC, the encoded C̄ (z)
b is given by,

C̄ (z)
b = (

Φ2,z ⊗ 11×At Au

) ◦ Cb
(z) (6.11)

where, Φ2,z is the zth column of the matrix Q × WZ , Φ2

Φ2 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

1
φ2

φ2
(Q−1) . . .

1 . . .

φ2
(Q−Wz)+1

φ2
(Q−Wz)+2

...

...

... . . .

...
. . .

...

...

φ2
(Q−1) φ2

(Q−2) · · · φ2

(
1− Wz

Q

)
Q

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

(6.12)

The choice of φ1 and φ2 are as follows: φ1 = θ
1

wt , where θ is an algebraic

clement with degree at least Wt WL over A, where φ2 = φ
1
Q is an algebraic number

with degree of at least QWL over A, where A is the field extention of Q which

contains the signal alphabet T ⊂ Z[ j], Θ and e
− j2πτl

Ts , (l = 0, 1, . . . ,L − 1) and all
the entries of Θ .

It is worth noting that, according to the Theorems 1 and 2 given in [3], the
coding gain expresses the simultaneous Diophantine approximation of the numbers

{φ0
1,φ

1
1 = θ

1
wt , . . . ,φwt −1

1 = θ
wt −1
wt } and {φ0

2 = 1,φ1
2 = φ

1
ρ , . . . ,φ

Q−1
2 = φ

Q−1
ρ }

by other algebraic numbers, depending on the constellation used. This observation
implies that optimizing the coding gain is equivalent to choosing these Diophantine
numbers to be “badly approximated” by other algebraic number.

The STF coding applies the same coding strategy to every encoded sub block C
z
b,

b = 1, 2, . . . , B. So, for convenience, here, the STF coding of one sub block C
z
b is

illustrated in Fig. 6.2. Thus, the proposed STF codes codes C (z) ∈ T N×At Au for the
zth user is of the form:
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Fig. 6.2 Threaded algebraic STF code design

C (z) =
[(

C̄ (z)
1

)T (
C̄ (z)
2

)T
. . .

(
C̄ (z)

B

)T
]T

(6.13)

Note that as no zero-padding matrix is required in the code structure, the rate-At can
always be guaranteed. Also note that the difference of the STF codes between two
users is made by the selection of different columns of Q ×Wz matrix given in (6.12).
As Φ2 can be known in advance and each transmitter can know its fixed selected
column Φ2,z before the data transmission, the cooperation among the different users
is not necessary in the uplink process.

6.1.1 Code Design Example

In this section, an example of the proposed STF code is presented. For convenience,
we have just shown the sub-block C̄ (z)

1 , because the same coding strategies can be

applied to every sub-block C̄ (z)
b , b = 1, . . . , B.

Example: Let, Au = 1, At = 2, L = 2, Z = 2. So WL = Wt = Wz = 2

Thus Φ1, is 2 × 2 matrix and given by, Φ1 =
(

1 φ1
φ1 1

)
and Φ2 is 8 × 2 matrix

and given by,

Φ2 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 φ7
2

φ2
2 φ6

2

φ3
2 φ5

2

φ4
2 φ4

2

φ5
2 φ3

2

φ6
2 φ2

2
φ7
2 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.14)
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Now, for:
i = 1, l = 1, d = 1, P1

1,1 = 0;

i = 1, l = 2, d = 1, P2
1,1 = 4;

i = 2, l = 1, d = 1, P1
1,1 = 2;

i = 2, l = 2, d = 1, P2
1,1 = 6;

For z = 1, (X̄1
1,1)

(1) =
⎛

⎝
X (1)
1 (1) (φ1X2)

(1)(1)

(φ1X2)
(1)(2) X (1)

1 (2)

⎞

⎠,

(X̄1
2,1)

(1) =
⎛

⎝
X (1)
1 (3) (φ1X (1)

2 (3)

(φ1X2)
(1)(4) X (1)

1 (4)

⎞

⎠,

(X̄1
1,2)

(1) =
⎛

⎝
X (1)
1 (5) (φ1X2)

(1)(5)

(φ1X2)
(1)(6) X (1)

1 (6)

⎞

⎠,

(X̄1
2,2)

(1) =
⎛

⎝
X (1)
1 (7) (φ1X2)

(1)(7)

(φ1X2)
(1)(8) X (1)

1 (8)

⎞

⎠

Now, c1(z) =

⎛

⎜⎜⎜⎜⎜⎜⎝

(X̄1
1,1)

(1)

(X̄1
2,1)

(1)

(X̄1
1,2)

(1)

(X̄1
2,2)

(1)

⎞

⎟⎟⎟⎟⎟⎟⎠
=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(1)(1) φ1X2

(1)(1)

φ1X2
(1)(2) X1

(1)(2)

X1
(1)(3) φ1X2

(1)(3)

φ1X2
(1)(4) X1

(1)(4)

X1
(1)(5) φ1X2

(1)(5)

φ1X2
(1)(6) X1

(1)(6)

X1
(1)(7) φ1X2

(1)(7)

φ1X2
(1)(8) X1

(1)(8)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Thus,

C̄ (1)
1 = (

Φ2,1 ⊗ 11×2
) ◦ c1

(1) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(1)(1) φ1X2

(1)(1)
φ2φ1X2

(1)(2) φ2X1
(1)(2)

φ2
2X1

(1)(5) φ2
2φ1X2

(1)(5)

φ3
2φ1X2

(1)(6) φ3
2X1

(1)(6)

φ4
2X1

(1)(3) φ4
2φ1X2

(1)(3)

φ5
2φ1X2

(1)(4) φ5
2X1

(1)(4)

φ6
2X1

(1)(7) φ6
2φ1X2

(1)(7)

φ7
2φ1X2

(1)(8) φ7
2X1

(1)(8)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.15)
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Similarly, for z = 2

C̄ (2)
1 = (

Φ2,1 ⊗ 11×2
) ◦ c1

(1) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ7
2X1

(2)(1) φ7
2φ1X2

(2)(1)

φ1X2
(2)(2) X1

(2)(2)

φ2X1
(2)(5) φ2φ1X2

(2)(5)

φ2
2φ1X2

(2)(6) φ2
2X1

(2)(6)

φ3
2X1

(2)(3) φ3
2φ1X2

(2)(3)

φ4
2φ1X2

(2)(4) φ4
2X1

(2)(4)

φ5
2X1

(2)(7) φ5
2φ1X2

(2)(7)

φ6
2φ1X2

(2)(8) φ6
2X1

(2)(8)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.16)

Example: Let, At = Au = 2, L = 2, Z = 2, For for user-1,

C̄ (1)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(1)(1) φ1X2

(1)(1) X1
(1)(9) φ1X2

(1)(9)

φ2φ1X2
(1)(2) φ2X1

(1)(2) φ2φ1X2
(1)(10) φ2X1

(1)(10)

φ2
2X1

(1)(5) φ2
2φ1X2

(1)(5) φ2
2X1

(1)(13) φ2
2φ1X2

(1)(13)

φ3
2φ1X2

(1)(6) φ3
2X1

(1)(6) φ3
2φ1X2

(1)(14) φ3
2X1

(1)(14)

φ4
2X1

(1)(3) φ4
2φ1X2

(1)(3) φ4
2X1

(1)(11) φ4
2φ1X2

(1)(11)

φ5
2φ1X2

(1)(4) φ5
2X1

(1)(4) φ5
2φ1X2

(1)(12) φ5
2X1

(1)(12)

φ6
2X1

(1)(7) φ6
2φ1X2

(1)(7) φ6
2X1

(1)(15) φ6
2φ1X2

(1)(15)

φ7
2φ1X2

(1)(8) φ7
2X1

(1)(8) φ7
2φ1X2

(1)(16) φ7
2X1

(1)(16)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.17)

for user-2,

C̄ (2)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ7
2X1

(2)(1) φ7
2φ1X2

(2)(1) φ7
2X1

(2)(9) φ7
2φ1X2

(2)(9)

φ1X2
(2)(2) X1

(2)(2) φ1X2
(2)(10) X1

(2)(10)
φ2X1

(2)(5) φ2φ1X2
(2)(5) φ2X1

(2)(13) φ2φ1X2
(2)(13)

φ2
2φ1X2

(2)(6) φ2
2X1

(2)(6) φ2
2φ1X2

(2)(14) φ2
2X1

(2)(14)

φ3
2X1

(2)(3) φ3
2φ1X2

(2)(3) φ3
2X1

(2)(11) φ3
2φ1X2

(2)(11)

φ4
2φ1X2

(2)(4) φ4
2X1

(2)(4) φ4
2φ1X2

(2)(12) φ4
2X1

(2)(12)

φ5
2X1

(2)(7) φ5
2φ1X2

(2)(7) φ5
2X1

(2)(15) φ5
2φ1X2

(2)(15)

φ6
2φ1X2

(2)(8) φ6
2X1

(2)(8) φ6
2φ1X2

(2)(16) φ6
2X1

(2)(16)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.18)
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Example: Let, Au = 2, At = 2, L = 2, Z = 2, For for user-1,

C̄ (1)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

X1
(1)(1) φ3

1 X4
(1)(1) φ2

1 X3
(1)(1) X1

(1)(13) φ3
1 X4

(1)(13) φ2
1 X3

(1)(13)

φ2φ1 X2
(1)(1) φ2 X1

(1)(2) φ2φ1
3 X4

(1)(2) φ2φ1 X2
(1)(13) φ2 X1

(1)(14) φ2φ1
3 X4

(1)(14)

φ2
2φ1

2 X3
(1)(2) φ2

2φ1 X2
(1)(2) φ2

2 X1
(1)(3) φ2

2φ1
2 X3

(1)(14) φ2
2φ1 X2

(1)(14) φ2
2 X1

(1)(15)

φ2
3φ1

3 X4
(1)(3) φ2

3φ1
2 X3

(1)(3) φ2
3φ1 X2

(1)(3) φ2
3φ1

3 X4
(1)(14) φ2

3φ1
2 X3

(1)(14) φ2
3φ1 X2

(1)(15)

φ2
4 X1

(1)(7) φ2
4φ1

3 X4
(1)(7) φ2

4φ1
2 X3

(1)(7) φ2
4 X1

(1)(19) φ2
4φ1

3 X4
(1)(19) φ2

4φ1
2 X3

(1)(19)

φ2
5φ1 X2

(1)(7) φ2
5 X1

(1)(8) φ2
5φ1

3 X4
(1)(8) φ2

5φ1 X2
(1)(19) φ2

5 X1
(1)(20) φ2

5φ1
3 X4

(1)(20)

φ2
6φ1

2 X3
(1)(8) φ2

6φ1 X2
(1)(8) φ2

6 X1
(1)(9) φ2

6φ1
2 X3

(1)(20) φ2
6φ1 X2

(1)(20) φ2
6 X1

(1)(21)

φ2
7φ1

3 X4
(1)(9) φ2

7φ1
2 X3

(1)(9) φ2
7φ1 X2

(1)(9) φ2
7φ1

3 X4
(1)(21) φ2

7φ1
2 X3

(1)(21) φ2
7φ1 X2

(1)(21)

φ2
8 X1

(1)(4) φ2
8φ1

3 X4
(1)(4) φ2

8φ1
2 X3

(1)(4) φ2
8 X1

(1)(16) φ2
8φ1

3 X4
(1)(16) φ2

8φ1
2 X3

(1)(16)

φ2
9φ1 X2

(1)(4) φ2
9 X1

(1)(5) φ2
9φ1

3 X4
(1)(5) φ2

9φ1 X2
(1)(16) φ2

9 X1
(1)(17) φ2

9φ1
3 X4

(1)(17)

φ2
10φ1

2 X3
(1)(5) φ2

10φ1 X2
(1)(5) φ2

10 X1
(1)(6) φ2

10φ1
2 X3

(1)(17) φ2
10φ1 X2

(1)(17) φ2
10 X1

(1)(18)

φ2
11φ1

3 X4
(1)(6) φ2

11φ1
2 X3

(1)(6) φ2
11φ1 X2

(1)(6) φ2
11φ1

3 X4
(1)(18) φ2

11φ1
2 X3

(1)(18) φ2
11φ1 X2

(1)(18)

φ2
12 X1

(1)(10) φ2
12φ1

3 X4
(1)(10) φ2

12φ1
2 X3

(1)(10) φ2
12 X1

(1)(22) φ2
12φ1

3 X4
(1)(22) φ2

12φ1
2 X3

(1)(22)

φ2
13φ1 X2

(1)(10) φ2
13 X1

(1)(11) φ2
13φ1

3 X4
(1)(11) φ2

13φ1 X2
(1)(22) φ2

13 X1
(1)(23) φ2

13φ1
3 X4

(1)(23)

φ2
14φ1

2 X3
(1)(11) φ2

14φ1 X2
(1)(11) φ2

14 X1
(1)(12) φ2

14φ1
2 X3

(1)(23) φ2
14φ1 X2

(1)(23) φ2
14 X1

(1)(24)

φ2
15φ1

3 X4
(1)(12) φ2

15φ1
2 X3

(1)(12) φ2
15φ1 X1

(1)(12) φ2
15φ1

3 X4
(1)(24) φ2

15φ1
2 X3

(1)(24) φ2
15φ1 X1

(1)(24)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.19)

for user-2,

C̄ (2)
1 =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ2
15 X1

(2)(1) φ2
15φ1

3 X4
(2)(1) φ2

15φ1
2 X3

(2)(1) φ2
15 X1

(2)(13) φ2
15φ1

3 X4
(2)(13) φ2

15φ1
2 X3

(2)(13)

φ1 X2
(2)(1) X1

(2)(2) φ1
3 X4

(2)(2) φ1 X2
(13)(1) X1

(2)(14) φ1
3 X4

(2)(14)

φ2
1φ1

2 X3
(2)(2) φ2

1φ1 X2
(2)(2) φ2

1 X1
(2)(3) φ2

1φ1
2 X3

(2)(14) φ2
1φ1 X2

(2)(14) φ2
1 X1

(2)(15)

φ2
2φ1

3 X4
(2)(3) φ2

2φ1
2 X3

(2)(3) φ2
2φ1 X2

(2)(3) φ2
2φ1

3 X4
(2)(15) φ2

2φ1
2 X3

(2)(15) φ2
2φ1 X2

(2)(15)

φ2
3 X1

(2)(7) φ2
3φ1

3 X4
(2)(7) φ2

3φ1
2 X3

(2)(7) φ2
3 X1

(2)(19) φ2
3φ1

3 X4
(2)(19) φ2

3φ1
2 X3

(2)(19)

φ2
4φ1 X2

(2)(7) φ2
4 X1

(2)(8) φ2
4φ1

3 X4
(2)(8) φ2

4φ1 X2
(2)(19) φ2

4 X1
(2)(20) φ2

4φ1
3 X4

(2)(20)

φ2
5φ1

2 X3
(2)(8) φ2

5φ1 X2
(2)(8) φ2

5 X1
(2)(9) φ2

5φ1
2 X3

(2)(20) φ2
5φ1 X2

(2)(20) φ2
5 X1

(2)(21)

φ2
6φ1

3 X4
(2)(9) φ2

6φ1
2 X3

(2)(9) φ2
6φ1 X2

(2)(9) φ2
6φ1

3 X4
(2)(21) φ2

6φ1
2 X3

(2)(21) φ2
6φ1 X2

(2)(21)

φ2
7 X1

(2)(4) φ2
7φ1

3 X4
(2)(4) φ2

7φ1
2 X3

(2)(4) φ2
7 X1

(2)(16) φ2
7φ1

3 X4
(2)(16) φ2

7φ1
2 X3

(2)(16)

φ2
8φ1 X2

(2)(4) φ2
8 X1

(2)(5) φ2
8φ1

3 X4
(2)(5) φ2

8φ1 X2
(2)(16) φ2

8 X1
(2)(17) φ2

8φ1
3 X4

(2)(17)

φ2
9φ1

2 X3
(2)(5) φ2

9φ1 X2
(2)(5) φ2

9 X1
(2)(6) φ2

9φ1
2 X3

(2)(17) φ2
9φ1 X2

(2)(17) φ2
9 X1

(2)(16)

φ2
10φ1

3 X4
(2)(6) φ2

10φ1
2 X3

(2)(6) φ2
10φ1 X2

(2)(6) φ2
10φ1

3 X4
(2)(18) φ2

10φ1
2 X3

(2)(18) φ2
10φ1 X2

(2)(18)

φ2
11 X1

(2)(10) φ2
11φ1

3 X4
(2)(10) φ2

11φ1
2 X3

(2)(10) φ2
11 X1

(2)(22) φ2
11φ1

3 X4
(2)(22) φ2

11φ1
2 X3

(2)(22)

φ2
12φ1 X2

(2)(10) φ2
12 X1

(2)(11) φ2
12φ1

3 X4
(2)(11) φ2

12φ1 X2
(2)(22) φ2

12 X1
(2)(23) φ2

12φ1
3 X4

(2)(23)

φ2
13φ1

2 X3
(2)(11) φ2

13φ1 X2
(2)(11) φ2

13 X1
(2)(12) φ2

13φ1
2 X3

(2)(23) φ2
13φ1 X2

(23)(11) φ2
13 X1

(2)(24)

φ2
14φ1

3 X4
(2)(12) φ2

14φ1
2 X3

(2)(12) φ2
14φ1 X1

(2)(12) φ2
14φ1

3 X4
(2)(24) φ2

14φ1
2 X3

(2)(24) φ2
14φ1 X1

(2)(24)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(6.20)

6.2 Performance Results

This section provides the simulation results to evaluate the performance of multiuser
SF/STF codes. Two users scenario has been considered where each user is equipped
with two transmit antennas and two receive antennas with equal power gain. A two
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ray channel model has been simulated for each pair of transmit-receive antennas. The
length of the cyclic prefix is chosen as 16 and N = 64 OFDM tones is used for each
transmit antenna. The second path delay is assumed to be 0.5 s that is, 10 times the
sampling interval. In the simulation, the channel coefficients are independent from
one OFDM block to other block but are remain constant during one OFDM block.
The simulation result shows the performance comparison between the baseband
symbol, multiuser SF codes with 16-QAM, multiuser space-frequency code [2] with
16-QAM and the proposed multiuser space-time-frequency codes [5] with 16-QAM.
From Fig. 6.3, it can be seen that in the low-to-middle SNR region, SF code in [2]
shows the similar performance as [3]. But, in the high SNR region, multi-user SF
codes in [2] have better performance than [3]. Therefore, a higher coding gain is
achieved compared with multi-user SF code in [3] in the high SNR region. Again it
can be seen from the simulation result that the presented multiuser STF codes [4]
have larger slope curve, compared with the two SF codes (i.e. multiuser SF codes
[3], proposed multiuser space-frequency) and with the baseband signal.

This implies that the STF codes [4] achieve a larger diversity gain than both SF
codes. From the analysis in Sect. 6.1, we see that the full-diversity multiuser STF
code [4] can achieve a diversity gain At Ar Au L = 16, whereas the full-diversity
multiuser SF [2] and the multiuser SF codes [3] codes achieves At Ar L = 8 only.
Moreover, it is observed that the presented multiuser rate-2 STF code achieves the
best SER performance among the simulated cases, and outperforms the rate-1 SF
code [3] and proposed rate-2 multiuser SF codes over all the examined SNR values.
This indicates that the rate-2 STF code from 16-QAM has a better coding and the

Fig. 6.3 SER performance comparison between the proposed multiuser SF, multiuser STF code,
the multiuser SF code in [3] and the baseband symbol
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diversity gain than the rate-1 SF code [3] and proposed rate-2 SF from 16QAM. The
simulation result also has showed that our proposed high rate multiuser SF and STF
codes achieve much better performance than the baseband symbols that justifies the
presented schemes. Therefore, the presented multiuser SF and STF codes do not
affect the code performance while the symbol rate is increased to At . On top of that,
the presented multiuser STF/SF coding can guarantee the maximum diversity and
high bandwidth efficiency as well as the minimum multiuser interference.

6.3 Conclusion

A systematic design of high-rate, full-diversity multi-user STF coding for MIMO
frequency-selective fading MAC has been reported in this chapter. Moreover, the
performance comparison between multiuser SF code (explained in Chap. 3) and
multiuser STF code for MIMO-OFDM has also been reported in this chapter. In both
cases, the high-rate (rate-At ) and full-diversity At Ar L (for multiuser SF codes) and
At Ar Au L (for multiuser STF codes) for each user has been achieved without band-
width expansion which validate the theoretical analysis. The presented multi-user SF
and STF code are bandwidth efficient and always ensures rate-At as no zero padding
is needed. Moreover, the proposed coding scheme does not require the co-operation
of multiple transmitters in the uplink process. A few examples of code designs have
been given. Simulation result showed that in the high SNR region, the SF [2] codes
has a better coding gain in compare to [3], while, the STF codes [3] has a better cod-
ing and diversity gain in compare to [3] in both low and high SNR regions. However,
the presented coding schemes do not affect the code performance while the symbol
rate is increased to rate-At .
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Chapter 7
Generale Conclusion

Multiple-input multiple-output (MIMO) technology brings wireless revolution in
providing higher throughput and improved performance over wireless channel by
exploiting spatial multiplexing and diversity gain through multiple antennas. How-
ever, the multipath linear distortion of the environment causes frequency selective
fading ofMIMOchannel.Orthogonal frequency divisionmultiplexing (OFDM) tech-
nology turns the wideband frequency selective channel into a number of parallel nar-
rowband sub-channels where various resources can be dynamically allocated. Due
to the robustness against multipath fading of OFDM technique, MIMO technology
is combined with OFDM in order to deliver high data rates and spectral efficiency,
as well as enhanced link reliability, coverage, and/or energy efficiency.

Chapter1 introduces the reader with MIMO-OFDM system. The combination of
OFDMwith spectral efficient multiple antenna techniques makes the OFDM a good
candidate to overcome the frequency selective fading. PAPR reduction and frequency
synchronization should take into consideration while working with OFDM.

Chapter2 examines theMIMOwireless channel and determines its capacity under
different conditions. This chapter illustrates different types of fading. In information
theory, the notion of the channel takes on another meaning. In fact, this theory
concerned with the amount of information carried by the issued message. Thus, the
transmission channel is seen as a factor that degrades the amount of transmitted
information.

MIMO-OFDMsystems offer huge freedoms in space, time, and frequency. There-
fore, ST, SF, and STF can be applied to exploit the maximum diversity from MIMO
channels. In Chap.3, code design criteria for MIMO-OFDM links with frequency-
selective fading are investigated. A multiuser SF code design procedure is also
demonstrated in this chapter.

Chapter4 introduces the reader with Algebraic Space-Time Codes (ASTC). The
construction of ASTC codes is based on the following approach-Choice of the base,

© The Author(s) 2015
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Wireless Systems, SpringerBriefs in Electrical and Computer Engineering,
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Choice of the extension,Definition of the cyclic algebra,Definition of ST code.More-
over, theoretical and simulation results of the performance of the most performed
ASTC, named Golden codes are presented in this chapter.

Chapter5 analyzes the capacity of aMIMO-OFDM system using the ASTC codes
in Rayleigh frequency selective channels. A new algebraic Carrier Frequency Offset
(CFO) estimation technique forMIMO-OFDM system is also examined to overcome
the sensitivity of ASTC to frequency synchronization.

Coding for multiuser MIMO-OFDM systems is mostly unexplored. Chapter6
reports a systematic design of high rate full diversity STF coding for multiuser
MIMO-OFDM and evaluates the performance of multiuser SF/STF code.
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Appendix A
MIMO-OFDM Empirical BER

For a coherent channel H , the pairwise error probability is performed as in [1, 2]:

Pe = Prob(x1 → x2 | H, x1transmit) (A.1)

= Q
(‖H(x1 − x2)‖2

2σ2
n

)
(A.2)

We derive first an upper Chernoff bounds for the conditional error probability [2–4]:

Pe ≤ exp

(
Q

(‖H(x1 − x2)‖2
4σ2

n

))
= exp

(
Q

(‖ y‖2
4σ2

n

))
(A.3)

We define y as:

y = H
(

x1

σx1
− x2

σx2

)
(A.4)

Since y is a hermitian matrix and if we suppose that σx1 = σx2 = σs then =⇒:

(A.3) ⇒ Pe ≤ exp

(−σ2
s

4σ2
n

yH × y
)

(A.5)

By averaging over the all frequency selective Channel coefficients ⇒ that means we
are averaging mathematically over all y then:

Pe ≤
∫

y
exp

(−σ2
s

4σ2
n

yH × y
)

P( y)dy (A.6)
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If we use (A.18) the inequality number (A.6) becomes:

Pe ≤
∫

y
exp

(−σ2
s

4σ2
n

yH y
)

1

det(π Qy)
exp

(
−( y)H Q−1

y ( y)
)

dy (A.7)

Pe ≤
∫

y

1

det(π Qy)
exp

(−σ2
s

4σ2
n

yH y − ( y)H Q−1
y ( y)

)
dy (A.8)

Pe ≤
∫

y

1

det(π Qy)
exp

(
− yH

(
σ2

s

4σ2
n

y + Q−1
y ( y)

))
dy (A.9)

Pe ≤
∫

y

1

det(π Qy)
exp

(
− yH

(
σ2

s

4σ2
n

I Nt + Q−1
Y

)
y
)

dy (A.10)

Now if we define B =
(

σ2
s

4σ2
n

I Nt + Q−1
Y

)−1

Pe ≤
∫

y

1

π det(Qy)
exp

(
− yH (B−1) y

)
dy (A.11)

And if we multiply det(B) and we divide by det(B) we obtain:

Pe ≤ det(B)

det(Qy)

∫
Y

1

π det(B)
exp

(
− yH (B−1) y

)
dy (A.12)

Pe ≤ det(B)

det(Qy)

∫
y

P( y)dy (A.13)

and as
∫

y
P( y)d y = 1 (A.14)

Pe ≤ det(B)

det(Qy)
=

det

(
σ2

s

4σ2
n

I Nt + Q−1
y

)−1

det(Qy)
(A.15)

Pe ≤ det

(
I Nt + σ2

s

4σ2
n

Qy

)−1

(A.16)

The following mathematic tools is used to complete the last derivation:
A is a hermitian matrix ⇒ A = AH .
‖A‖22 = A × A.
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det(I Nt + αA) = 1 + α

N∑
n=1

axx + α2
N−1∑
n=1

N∑
y=x+1

det

(
axx axy

ayx ayy

)
+ . . . (A.17)

Q y = E( y yH ) = the Covariance matrix of y
For a hermitian matrix Z of covariance Qz with E(Z) = μz mean, the probability
density of Z is performed as:

P(Z) = det (π Qz)
−1exp(−(Z − μz)

H Q−1
z (Z − μz)) (A.18)

The development given let us to conclude:

Pe ≤
⎛
⎜⎝1 + σ2

s

4σ2
n

Nt +
Ni∑

i=1

λi +
(

σ2
s

4σ2
n

)Ni Nt

⎛
⎝ Ni∏

i=1

λi

⎞
⎠

Nt
⎞
⎟⎠

−1

(A.19)

where λi is the i th eigenvalues of QY matrix.
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