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Preface

The pay’s not great, but the work is hard.
Bernard Black

This book provides an introduction to the analysis and control of linear parameter-
varying systems, time-delay systems, and their interactions. The purpose is to give
the readers some fundamental theoretical background on these topics and to give
more insights into the possible applications of these theories. This monograph is
intended to be self-contained and is written in an accessible way for readers
ranging from undergraduate/Ph.D. students to engineers and researchers willing to
know more about the fields of time-delay systems, parameter-varying systems,
robust analysis, robust control, LPV gain-scheduling techniques, and LMI-based
approaches. The only prerequisites are basic knowledge in linear algebra, ordinary
differential equations, and (linear) dynamical systems. Most of the results are
proved unless the proof is too complex or not necessary for a good understanding
of the results. In the latter cases, suitable references are systematically provided.

This monograph is mostly adapted from my Ph.D. thesis [1] and subsequent
works on LPV and time-delay systems. The title of my Ph.D. thesis was Robust
control and observation of linear parameter-varying time-delay systems. It was
supervised by Olivier Sename (Professor at the Grenoble Institute of Technology,
Grenoble, France) and Jean-François Lafay (Professor at Ecole Centrale de Nan-
tes, Nantes, France). My current feelings about my Ph.D. now is similar to what
Andre Geim said about his Ph.D. thesis at his Nobel Prize lecture1 in 2010: ‘‘It is
as exciting as it sounds.’’ But, retrospectively, it was to me an excellent learning
research topic since it lies at the intersection of many fields such as time-delay
systems, LPV systems, optimization, robust analysis, and control. I wrote the
current monograph in the same spirit as I felt it at that time, that is, a book that
covers these fields and their intersections, some of which being nowadays
unavoidable when wandering in the fields of systems and control theory. After

1 The title of his Ph.D. thesis was ‘‘Investigation of mechanisms of transport relaxation in metals
by a helicon resonance method’’.
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graduating, Olivier encouraged me to adapt my thesis into a book. But after 3 years
of Ph.D. and very long months of tedious thesis writing, I was not as enthusiastic
as he was. So I put this aside. In July 2012, I received a phone call from Silviu-
Iulian Niculescu proposing me to write a book from it for the new Springer series
Advances in Delays and Dynamics. And now, here we are!

This book is the first one I am writing. So, I tried to follow, as much as I could,
the recommendations of the excellent textbook Handbook of writing for the
mathematical sciences by Nicholas J. Higham. So, please be indulgent with me if
this book is not a paragon of organization and exposition. I nevertheless hope that
people will enjoy it.

Basel, Switzerland Corentin Briat

Reference

1. C. Briat, Robust Control and Observation of LPV Time-Delay Systems. Ph.D. thesis, Grenoble
Institute of Technology (2008). http://www.briat.info/thesis/PhDThesis.pdf
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Introduction

Tout le monde savait que c’était impossible.
Il est venu un imbécile qui ne le savait pas et qui l’a fait.2

Marcel Pagnol

The qualitative analysis of dynamical systems introduced by H. Poincaré at the end
of the nineteenth century [1] gave birth to the fruitful field on dynamical systems
theory, with all the profound implications and applications we have nowadays
including, among others, systems and control theory. Before Poincaré, differential
equations were mostly viewed as equations to be solved, similarly to as algebraic
equations. Poincaré had the bright idea to try to study differential equations in a
qualitative way, which essentially means that finding solutions is not the objective
anymore, but instead, we focus on establishing certain properties of the solutions.
This point of view is particularly relevant since many differential equations do not
admit closed-form solutions and can only be solved numerically.

In the same vein of Poincaré’s ideas, A.M. Lyapunov developed the theory of
stability of dynamical systems during his Ph.D. thesis [2], which was supervised
by P. Chebyshev. Stability is a fundamental property of dynamical systems having
deep consequences in sciences and engineering. Stability essentially means that
solutions of a dynamical system starting close to an equilibrium point (which is a
resting point of the system), remain close to this equilibrium point. A typical
example is the pendulum example. Pendulums with rigid rod admit two
equilibrium points, one is when the rod is vertical and the mass down, the other
is when the mass is up. Consider the first equilibrium point and assume that there is
no friction. A small push from this resting position will result in sustained
oscillations of bounded amplitude around it. This equilibrium point is therefore
stable. An equilibrium point is, moreover, said to be asymptotically stable if it is
stable and the trajectories starting nearby to it converge back to it. Taking again
the pendulum example and adding friction to the problem will result in damped
oscillations around the equilibrium point. Eventually, the pendulum will stop

2 Everyone knew it was impossible. It came an imbecile who did not know and who did it.
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oscillating and will return to its resting position. This equilibrium point is therefore
asymptotically stable. Opposed to stable equilibrium points, unstable ones are
resting positions from which arbitrarily small perturbations will be amplified,
pushing then the dynamical system away from them. For instance, the second
equilibrium point of the pendulum with friction, i.e., the one with the mass up, is
unstable since when slightly pushed from its equilibrium position, it does not
return there. Instead, it converges to the asymptotically stable equilibrium point.

A fundamental and appealing feature of Lyapunov’s results is that, in the same
spirit as Poincaré’s ideas, the properties of the trajectories in a neighborhood of an
equilibrium point can be assessed without even computing the solutions of the
dynamical system. This can be actually performed using potential functions, now
referred to as Lyapunov functions. These functions form the cornerstones of the
powerful Stability theory also called Lyapunov’s theory of stability or even
Lyapunov theory.

This theory has been broadly accepted by systems and control theorists as a
fundamental starting point for dealing with the analysis and control of dynamical
systems. Whenever control systems are concerned, stability is one of the most
important properties a control system should possess. Ensuring asymptotic
stability of the closed-loop system is an efficient way for assessing that the
controlled process behaves in the desired way, for instance, converges to a desired
equilibrium point. Another striking point is the versatility of the approach which
has been adapted, since then, to an immense variety of systems such as time-
varying systems, discrete-time systems, hybrid systems, and infinite-dimensional
systems. The dynamical systems we are interested in this monograph do not escape
this rule, and Lyapunov theory will be shown to be an adequate tool for dealing
with time-delay and linear parameter-varying systems. Whereas time-delay
systems can be approached as a pure mathematical problem arising from a
scientific field such as biology, ecology or physics, parameter-varying systems
essentially come up from engineering problems such as filtering and control. In
this regard, the field of linear parameter-varying time-delay systems is mostly of
engineering interest only. In this respect, this monograph certainly fits better
people having an engineering background than a background in mathematics.
Some excellent monographs on the mathematics of delay systems moreover
already exist; see for instance [3].

Structure of the Book

Part I is devoted to the representation, analysis and control of linear parameter-
varying (LPV) systems. Parameter-varying systems are a large class of dynamical
systems for which the future evolution of the state depends on the current state of
the system plus some additional signals called parameters. These parameters act as
inputs to the system and shape its internal structure. A typical example of
parameter-dependent dynamics is vehicle dynamics. A vehicle, like a car, can
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indeed have dramatically different dynamics depending on the current speed and
other inputs from the driver; the driver’s inputs playing the role of parameters here.
Parameters can also be internal to the system and be resulting from an
approximation of a nonlinear system into a linear parameter-varying system.
Considering these constant changes in the structure of LPV systems is an
important information to consider in order to understand and characterize their
behavior. LPV systems are analyzed in the same way as uncertain systems are, that
is, using robust stability theory. Robust analysis and control has been initiated in
the 1970s by some researchers, such that M. Athans [4] and coworkers, who
started figuring out that uncertainties could lead to poor performance, drift in the
controlled variables, instabilities, and so on. Robust analysis exactly addresses the
analysis of systems perturbed by uncertainties, whereas robust control is concerned
with the design of controllers for systems subject to uncertainties, that is, the
design of robust controllers. This theory has been applied to an immense variety of
systems over the last few decades.

Following the evolution of the parameters in view of capturing them, for
instance, in a controller, offers an elegant way to adapt, in real-time, the controller
structure to the current configuration of the system. This gives rise to the central
concept of gain-scheduled controller. In the vehicle example previously
mentioned, controllers can be adapted following the driver’s inputs in order to
obtain better performance, such as improved road-holding or comfort. LPV gain-
scheduling can be seen as a direct extension of robust control techniques in which
the controllers are time-invariant and do not adapt to the value of the uncertainties,
which is consistent with the fact that we do not know uncertainties. The first gain-
scheduling ideas in an LPV fashion have been proposed by J. Shamma in his Ph.D.
thesis [5] in 1988 in the context of the gain-scheduled control of nonlinear
systems. The major difficulty, at that time, was the lack of general theory for
analyzing stability of LPV systems and for efficiently designing LPV gain-
scheduled control laws. Modern robust control theory relying on convex
optimization problems, notably involving linear matrix inequalities which
appeared in the 1990s, have provided an appropriate framework for the design
of gain-scheduled controllers in an LPV fashion

We consider linear parameter-varying systems in the first place as they are quite
similar to linear time-invariant systems that we usually encounter in the first
classes on control systems. In this respect, this monograph starts with something
the reader is, in principle, familiar with. The first part indeed introduces the notion
of uncertain system and different concepts of stability, in brief, the essential basics
of robust analysis and robust control. Several stability results depending on the
type of LPV systems are provided along with some discussions and examples.
Finally, gain-scheduled design, which is the only rationale of the LPV formalism,
is introduced and demonstrated as a way to go beyond robust design.

Part II is devoted to the representation and analysis of time-delay systems using
time-domain techniques. Delays are indeed ubiquitous in our world. They can be
encountered in various fields such as biology, physics, networks, or even
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economics, and may be used to represent several physical phenomena such as
propagation and memory. As light propagates at a finite speed, observers looking
at distant stars travel back in time. Propagation delay is therefore something
astronomers face everyday. On the other hand, it is known that the behavior of
many animals must be influenced by past experience in order to maximize the
chances of survival. This means that, through memories, delays are involved in
animal behavior. Propagation phenomena generally arise in networks, physics,
epidemiology, and communication sciences whereas memory effects (or some-
times called hereditary effects) can be found in biology, ecology, and social
sciences. Some of these dynamical systems can be described by delay-differential
equations which are differential equations where the evolution of the current state
depends on current and past state values, as opposed to only the current value for
ordinary differential equations. On a mathematical level, delay systems have been
around for quite a long time, with a particular uprise in the past few decades.
Certainly the first person to have looked at delay-differential equations was Euler
(how surprising!), but we can also trace back delay-differential equations in the
works of Bernoulli, Lagrange, Laplace, Poisson and others, during the eighteenth
century. Early in the twentieth century, it has been noticed that accurate
descriptions of numerous problems in science and engineering were involving
delays. Since then, much attention has been paid to delay problems and, in spite of
this, it is still a very active research topic due to the inherent complexity and rich
behavior these systems possess. On a qualitative level, delays indeed have, most of
the time, a detrimental effect on the behavior of dynamical systems, at least as long
as stability properties are concerned. They can, for instance, cause oscillations or
divergent trajectories. They may, however, lead to important improvements in
terms of behavior whenever complex systems are concerned and where stability is
not a relevant nor meaningful concept anymore.

In this monograph, we will be mostly interested in the impact of delays on the
stability of dynamical systems, and in the different ways for controlling and
observing these systems. Time-delay systems are approached in the same spirit as
LPV systems in the first part of this monograph, that is, by pinpointing differences
between them and standard systems. We address first their representation, different
stability notions specific to these systems are coming next and the possible
associated designs are finally discussed. An extensive exposition of different
stability results along with some comparative statements is notably provided,
together with a particular emphasis on their conservativeness and the source of it—
a discussion that is usually not clearly provided in the literature. The approaches
considered in this monograph are exclusively time-domain approaches for the
simple reason that the aim is to consider time-varying systems, either because the
delay is time-varying or because the matrices of the time-delay system are time-
varying. In this regard, frequency domain techniques are not discussed. Readers
interested in frequency-domain techniques should, for instance, refer to [6, 7].

The last part finally addresses the merging of time-delay and LPV systems. This
class is slightly richer since delays and parameters may interact with each other to
yield parameter-dependent delays and delayed-parameters. Some examples are
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first given for illustration and several methods for stability analysis of LPV time-
delay systems are provided. Design methods for the filtering and observation of
LPV time-delay systems as well as for control are also provided along with
numerical examples.

The last topic, which is not present on the Venn diagram of Fig. 1 although
extensively used in this monograph, is optimization. Most of the results provided
in this book are formulated as linear matrix inequalities or, more generally,
semidefinite programs. This type of optimization problems has been proven to be
verifiable in polynomial-time using dedicated algorithms [8]. In this respect, they
can be considered as a satisfying formulation for an answer to the stability or to
design questions for time-delay and parameter-varying systems. Most of the basics
about the manipulation of LMIs are presented in the main text of the monograph.
Some advanced results can also be found in the main text and in the appendixes.

How to Read

This monograph is concerned with linear parameter-varying and time-delay
systems as main topics and their combination as third topic. An additional topic is
optimization, yet it is not intended to cover optimization in general but rather focus
on matrix inequalities. In this respect, this monograph can be read in several
different ways. The first way is the linear one, which is recommended to readers

Fig. 1 Venn diagram of the topics treated in the monograph

Introduction xxiii



that are not familiar with any of the treated fields. A second way is to focus on one
of the topics and, in this case, each part can be read almost independently of the
others except, perhaps, for the last one where a basic knowledge of time-delay
systems and LPV systems is preferable. Regarding the part on time-delay systems,
some stability results are based on robust stability theory, so it may be interesting
to have a look at Sect. 2.6 before attacking the analysis of time-delay systems.

The appendixes contain supplementary information on linear algebra, linear
matrix inequalities, and numerous important results related to robust analysis and
control. They complement the results included in the main text of the monograph
and have been written to make them usable as a possible, yet not exhaustive,
memo. The appendixes also contain unpublished results.
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Part I
Linear Parameter-Varying Systems



Chapter 1
Introduction to LPV Systems

System Dynamics: Things today are the things of yesterday plus
any changes. The changes are the result of the things of
yesterday. Now extend this to tomorrow.

William S. Bonnell

Abstract The goal of this chapter is to introduce the main ways for representing
linear parameter-varying systems and emphasize their ability to represent a wide
class of dynamical systems. A classification of the types of parameters regarding
their mathematical properties and their physical meaning is also given. Several real
world examples of LPV systems are finally discussed in order to demonstrate the
relevance of the LPV framework.

1.1 System Definition

Linear parameter-varying (LPV) systems are linear dynamical systems1 whose
mathematical description depends on parameters that change values over time. These
parameters are generally considered as bounded and taking values inside a set �ρ ,
often assumed to be a compact and convex polytope (e.g. a box). LPV systems are
commonly described by equations of the form

ẋ(t) = A(ρ(t))x(t)+ E(ρ(t))w(t), t ≥ 0
z(t) = C(ρ(t))x(t)+ F(ρ(t))w(t)
x(0) = x0

(1.1)

1 For more details on dynamical systems, systems theory and related fundamental results, the reader
should refer to [1–4]. Additional details on LPV systems can also be found in [5–7] and references
therein.
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4 1 Introduction to LPV Systems

where x , w and z are the state, the input and the output of the system, respectively.
The parameter vector ρ acts internally on the system by modifying its structure over
time, and, consequently, modifying the overall input-output behavior of the system.
It is assumed above that the matrices are continuous and bounded functions.

The class of LPV systems encompasses a wide variety of systems according to
the type of trajectories of the parameters. For instance,

• LPV systems with arbitrarily fast varying parameters have parameters in the set

P∞ = {ρ : R≥0 → �ρ

}
. (1.2)

For this class of parameters, we shall assume in what follows that the parameters
behave sufficiently nicely so that mild solutions can be defined for all time, i.e. in
the Carathéodory sense.
• LPV systems with slowly varying parameters have parameters in the set

Pν = {ρ : R≥0 → �ρ : ρ̇ ∈ �ν

}
(1.3)

where �ν is a convex and compact polyhedron containing 0.
• LPV systems with piecewise constant parameters have parameters in the set

Ppc =
{
ρ : R≥0 → �ρ : ρi piecewise constant, i = 1, . . .

}
. (1.4)

• Switched systems, see e.g. [8–13], with N modes can be represented as LPV
systems with parameters in the set

Pss =
{

ρ : R≥0 → {0, 1}N :
N∑

i=1

ρi = 1

}

(1.5)

where, again, some conditions have to be satisfied in order to have mild solutions
at any time. In this case, we also have A(ρ) =∑N

i=1 Aiρi .
• Periodic systems, see e.g. [14–17], can be represented as LPV systems with para-

meters in the set of T-periodically varying parameters

Pp =
{
ρ : R≥0 → �ρ : ρ(t) = ρ(t + T ), t ≥ 0

}
. (1.6)

The spirit of the LPV framework is the same as in robust analysis, and very few
assumptions on the uncertainties/parameters are generally made. That is, only the
sets Pν and P∞ are generally considered in the LPV framework. This vagueness
in the definition of the parameter trajectories makes the analysis quite difficult, and
emphasizes the correspondence with the worst-case analysis point of view of robust
analysis and robust control. This viewpoint is also the one considered in this mono-
graph. When stronger assumptions are made of the parameter trajectories, i.e. by
considering the sets (1.5) and (1.6), it is possible to adapt and specialize the tools to
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the considered class of parameters, ultimately leading to very specific and efficient
approaches that will unfortunately not be treated here.

1.2 Types of Parameters

We put aside in this section the mathematical properties of parameter trajectories
in LPV models to rather focus on their type and role. Parameters can indeed be
used to approximate nonlinear dynamics, embed time-varying parts in a systematic
fashion, or even introduce extra degrees of freedom that may be useful for a design
perspective.

1.2.1 Approximating Nonlinear Systems: Quasi-LPV Systems

Whenever LPV systems are considered as approximations of nonlinear systems,
scheduling parameters are functions of the state of the system. This particular type
of LPV systems is referred to as quasi-LPV systems,2 sometimes abbreviated qLPV
systems; see for instance [18–26]. As an example, the following scalar nonlinear
system

ẋ(t) = −x(t)3 (1.7)

can be represented as
ẋ(t) = −ρ(t)2x(t) (1.8)

with ρ(t) := x(t) ∈ R. While the above LPV representation is asymptotically stable
for every parameter value ρ �= 0, and therefore exactly characterizes the stabil-
ity of the original nonlinear system, it is very important to keep in mind that, in
general, an LPV approximation is not equivalent (in terms of stability, controllabil-
ity or any other property) to the original nonlinear system. Moreover, an important
additional difficulty is that nonlinear systems generally admit several LPV approx-
imations/representations, and finding the most accurate one is not an easy task; see
e.g. [22, 30, 31] for some approximation methods. To illustrate this, let us consider,
for instance, the Van-der-Pol equation with reverse vector field considered in [30]:

ẋ1(t) = −x2(t)
ẋ2(t) = x1(t)− 0.3(1− x1(t)2)x2(t).

(1.9)

2 A similar framework is based on Takagi-Sugeno systems where nonlinear systems can be repre-
sented as a state-dependent convex combination of linear time-invariant systems (polytopic system);
see e.g. [27–29].
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The phase plot of the above nonlinear system is depicted in Fig. 1.1. The sys-
tem (1.9) has an unstable limit cycle, i.e. every trajectory starting from inside the
region delimited by the limit cycle converges to 0, while every trajectory starting
from outside this region escapes to infinity. After a quick look at the model (1.9), the
following LPV representation may be proposed

ẋ1(t) = −x2(t)
ẋ2(t) = x1(t)− 0.3(1− ρ(t)2)x2(t)

(1.10)

where ρ(t) = x1(t). The above system can be shown to be quadratically asymptoti-
cally stable using the Lyapunov function V (x) = xT Px , P ∈ S

2�0 (see Sect. 2.3.1)
provided that |ρ(t)| ≤ 0.98. The corresponding region of attraction then coincides
with the level sets of the Lyapunov function V for which we have x1 ∈ [−0.98, 0.98].
This region of attraction is depicted in Fig. 1.2 where we can see that the computed
region is clearly a conservative region of attraction for the 0-equilibrium point. How-
ever, a more accurate nontrivial representation determined in [30] is given by

ẋ(t) =
[

0 −1
1+ 0.24ρ1(t)ρ2(t) −0.3+ 0.06ρ1(t)2

]
x(t) (1.11)

where ρ1(t) = x1(t) and ρ2(t) = x2(t). It can be proved that this system is
asymptotically stable provided that |ρ1(t)| ≤ 1.253 and |ρ1(t)ρ2(t)| ≤ 0.85. The
corresponding region of attraction is depicted in Fig. 1.3 where we can see that this
representation is better able to characterize the basin of attraction than system (1.10),
but still remains conservative. Approximating nonlinear dynamics by LPV ones is
still an open problem to date…

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

x
1
(t)

x 2(t
)

Fig. 1.1 Phase portrait of the Van-der-Pol equation (1.9) and some trajectories solutions of the
system

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Fig. 1.2 Computed region of attraction (in grey, centered about the origin) using the LPV approx-
imation (1.10) of the Van-der-Pol equation (1.9)
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Fig. 1.3 Computed region of attraction (in grey, centered about the origin) using the LPV approx-
imation (1.11) of the Van-der-Pol equation (1.9)

Another difficulty when dealing with the control of quasi-LPV systems obtained
from the linearization of a nonlinear system lies in the presence of hidden coupling
terms that may lead to an unstable closed-loop system even if the corresponding
closed-loop LPV system is stable. For more information about these coupling terms
see e.g. [32, 33].
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1.2.2 Embedding Time-Varying Components: Intrinsic Parameters

Parameters can also be used to hide/embed time-varying components in order to use
LPV gain-scheduling techniques for controlling the original system. For instance,
the linear time-varying system (T -periodic in fact)

ẋ(t) = (−a + b sin(ωt))x(t), ω = 2π/T (1.12)

can be represented as
ẋ(t) = (−a + bρ(t))x(t) (1.13)

where ρ(t) := sin(ωt) ∈ [−1, 1]. As for qLPV approximations, stability of the
original system is not equivalent to stability of the LPV approximation. From periodic
systems theory, the periodic system (1.12) can be shown to be asymptotically stable if
and only if a > 0. The LPV approximation (1.13) is, on the other hand, asymptotically
stable if and only if a > 0 and |b| < a. This loss of equivalence stems from the fact
that the LPV description embeds the actual periodic trajectory of the sine function
into the more general set

E =
{
ρ : R≥0 → [−1, 1]

}

which includes the worst-case (most harmful) trajectories ρ ≡ −1 and ρ ≡ 1.
The above example is actually not very meaningful since stability analysis should

have been performed according to periodic systems theory. It, nevertheless, has the
merit to emphasize the conservatism of LPV descriptions that embed trajectories in
wider sets.

Some other systems, however, naturally involve parameters representing some
intrinsic time-varying components with a priori unknown trajectories. In this case,
LPV representations may be exact. One such example is given by the system, see
Fig. 1.4,

R(t)C(t)
dVout (t)

dt
+
(

1+ R(t)
dC(t)

dt

)
Vout (t) = Vin(t) (1.14)

which represents an RC circuit with time-varying capacity C(t) (assumed to be
differentiable) and time-varying resistance R(t).

Fig. 1.4 RC circuit with
time-varying resistance and
capacity
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1.2.3 Artificial/Extrinsic Parameters

Extrinsic parameters are mostly involved when design is the underlying objective,
e.g. control design. These artificial parameters may then be used in the control law in
order to shape its structure according to certain constraints or objectives. They may
govern, for instance, different operating modes optimizing different criteria such as
rate of convergence, H∞-norm, etc.3 In such scenarios, it is generally assumed that a
high-level monitoring system adapts the values of the parameters according to some
performance objectives and constraints.

To illustrate this, let us consider the following single-input single-output LTI
system

ẋ(t) = x(t)+ u(t)
y(t) = x(t)

(1.15)

where x ∈ R and u ∈ R are the state and the control input, respectively. It is proposed
to determine a control law such that

1. the output y tracks a differentiable reference signal r , and
2. the bandwidth of the closed-loop system can be adjusted in real-time.

The control law

u(t) = −(1+ ρ(t))x(t)+ ρ(t)r(t), ρ(t) > 0 (1.16)

where ρ is an external parameter yields the closed-loop system

ẋ(t) = −ρ(t)(x(t)− r(t)). (1.17)

It is immediate to see that the dynamics of the system is asymptotically stable, and that
the bandwidth can be adjusted in real-time by playing with ρ(t). A faster response
is obtained with a larger parameter value.

1.3 Representation of LPV Systems

Now that we have introduced the different families of parameters, it is time to intro-
duce the different LPV modeling paradigms that are omnipresent in the literature.
Since the overall LPV framework is a direct descendent of robust analysis and con-
trol, readers familiar with the field of robust control will certainly understand this as
a reinterpretation of uncertain systems into LPV systems.

3 These ideas have been successfully applied in the context of switching controllers, see e.g. the
references [9, 34–39].



10 1 Introduction to LPV Systems

Generic LPV systems are first presented in Sect. 1.3.1, polytopic LPV systems
and LPV systems in LFT-form then follow in Sects. 1.3.2 and 1.3.3, respectively.
Finally, LPV systems in input/output form are very briefly introduced in Sect. 1.3.4.

1.3.1 Generic LPV Systems

This formulation for LPV systems is the most natural one since LPV systems are
directly taken as they are [5, 40] and represented as

ẋ(t) = A(ρ(t))x(t) (1.18)

where x ∈ R
n is the state of the system and ρ : R≥0 → �ρ is the vector of

time-varying parameters. No transformation nor preprocessing is applied to the sys-
tem structure, and the parameter dependence is very general, e.g. polynomial, ratio-
nal, exponential, etc. The only underlying assumptions are that the matrix function
A : �ρ → R

n×n be bounded, and that the parameters behave sufficiently well so
that solutions to the differential equation are well-defined.

When the system depends polynomially on the parameters, the matrix A(ρ) can
be expressed as

A(ρ) = A0 +
∑

i

Aiρ
αi (1.19)

where ραi follows the multi-index notation.
A “less naive” formulation takes the form of an LPV system in descriptor form

[41–44]: [
In 0
0 0

] [
ẋ(t)
ẏ(t)

]
=
[

Ā11(ρ) Ā12(ρ)

Ā21(ρ) Ā22(ρ)

] [
x(t)
y(t)

]

x(0) = x0

y(0) = −A22(ρ(0))−1 A21(ρ(0))x0

(1.20)

where the matrix functions Āi j (ρ) are continuous in ρ ∈ �ρ , with the additional
property for Ā22(ρ) to be nonsingular4 for all ρ ∈ �ρ . The advantage of this for-
mulation lies in the possibility for considering plants that depend rationally on the
parameters and reformulating them as polynomial or affine descriptor LPV systems,
provided that the state y is chosen adequately. Assume, indeed, that these matrices
are affine or polynomial, then simple calculations show that the matrix A(ρ) in (1.18)
admits the following representation in terms of the matrices of the descriptor system
(1.20):

A(ρ) = Ā11(ρ)− Ā12(ρ) Ā
−1
22 (ρ) Ā21(ρ). (1.21)

4 Nonsingularity of A22 automatically implies that the system is regular and impulse-free [45].
These conditions imply that for any compatible initial condition, there exists a unique continuous
solution to (1.20).
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Fig. 1.5 N -unit simplex �N .
For N = 2 (left) the polytope
is a simple segment while for
N = 3 (right) the polytope
consists of a triangular closed
surface

This illustrates that rational and polynomial matrices A(ρ) can be easily encoded in
the descriptor representation (1.20). A similar idea is exploited in Sect. 1.3.3 where
LPV systems in LFT-form are presented.

Example 1.3.1 The LPV system

ẋ(t) =
(

ρ(t)

ρ(t)2 + 1
− 3

)
x(t) (1.22)

where ρ ∈ [−1, 1] admits the following descriptor LPV representation:

⎡

⎢
⎢
⎣

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

ẋ
ẏ1
ẏ2
ẏ3

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

−3 −1 0 1
ρ 1 0 0
0 −ρ 1 ρ

0 0 −ρ 1

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

x
y1
y2
y3

⎤

⎥
⎥
⎦ . (1.23)

By applying the formula (1.21), the model (1.22) is retrieved.

1.3.2 Polytopic LPV Systems

The polytopic framework offers an elegant and convenient way for representing and
analyzing LPV and uncertain systems; see, for instance, [46–50]. Unlike generic
LPV systems of the previous section for which we, a priori, did not assume any
particular dependence on the parameters, polytopic systems are, on the other hand,
explicitly represented as a time-varying convex combination of LTI systems. This
structural property can be exploited to obtain stability and stabilization results that
can be easily verifiable using convex optimization techniques.
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1.3.2.1 Convex Compact Polytopes and the N-Unit Simplex

Before explicitly characterizing polytopic LPV systems, it is important to mention
some facts about the N -unit simplex and, more generally, about convex compact
polytopes. Polytopes are generalizations of polyhedra to arbitrary dimensions. They
are objects with ‘flat sides’: squares, cubes, triangles and tetrahedra are well-known
examples. Below is the definition of the N -unit simplex, a very particular and useful
polytope:

Definition 1.3.2 (N-unit simplex) The N -unit simplex, denoted by �N , is
defined as the set

�N :=
{

χ ∈ R
N≥0 :

N∑

i=1

χi = 1

}

. (1.24)

Note that the dimension of the N -unit simplex is equal to N−1 due to the rank-
one relation between its components. Examples of unit simplices are depicted
in Fig. 1.5.

From the above definition, it is easy to see that the N -unit simplex is a compact
and convex polytope. As such, it can be alternatively and uniquely characterized by
the set of its vertices:

V := {v1, . . . , vN } (1.25)

where

vi =
⎡

⎣
0(i−1)×1

1
0(N−i)×1

⎤

⎦ (1.26)

and any point inside �N can be uniquely written as a convex combination of the
vertices vi . The entire N -unit simplex can also be recovered by taking the convex
hull5 of the set of its vertices. We denote the operation of taking the convex hull by
�N = co{V } and the operation of taking the set of vertices by V = vert{�N }. The
notion of convex hull is illustrated in Fig. 1.6. Note, however, that for this example
the operation of taking the set of vertices will only return the points that lie on the
boundary.

As a consequence, any compact convex polytope such as the box

B := [α1, β1] × . . . [α
, β
] (1.27)

can be uniquely characterized in terms of the set of its vertices, and recovered by
taking the convex hull of it. Indeed, for all x ∈ B, there exists λ ∈ �2
 such that

5 The convex hull of a set S is the smallest convex set containing S.
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Fig. 1.6 Convex hull of a set
of points in the plane

x =
2
∑

i=1

λi bi (1.28)

where {b1, . . . , b2
} = vert[B] = {α1, β1} × . . . {α
, β
}. It is interesting to note
while that the dimension of the set B is 
, the cardinal of vert[B] is 2
. This fact
has deep implications on the tractability of certain problems involving polytopic
LPV systems since the size of the set of parameters in the polytopic domain grows
exponentially.

1.3.2.2 Polytopic LPV Systems

Based on the facts on polytopes described above, we are now ready to characterize
polytopic systems in details. Such systems are represented in the following form

ẋ(t) = A(λ(t))x(t) (1.29)

where A(λ(t)) =∑N
i=1 λi (t)Ai , Ai ∈ R

n×n andλ(t) ∈ �N . Any LPV system can be
represented, up to a certain degree of accuracy, by a polytopic LPV system. Systems
that depend linearly on parameters taking values in a compact convex polyhedron,
such as a box, can be exactly represented as polytopic systems. This is, most of
the time, not true for systems having a more general parameter dependence, e.g.
polynomial, or having parameters inside more general convex sets, e.g. a disc. Some
of these facts are illustrated below.

Example 1.3.3 The LPV system

ẋ(t) = [A1ρ1(t)+ A2ρ2(t)] x(t) (1.30)

with ρ(t) ∈ [−1, 1]2 admits an equivalent polytopic representation since the
parameters take values in a convex compact polytope. The box [−1, 1]2 can
indeed be parametrized in terms of variables in the 4-unit simplex as shown
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below:
ẋ(t) = [A1 f1(λ(t))+ A2 f2(λ(t))]x(t) (1.31)

where λ(t) ∈ �4 and

f1(λ) = (λ2 + λ4)− (λ1 + λ3),

f2(λ) = (λ3 + λ4)− (λ1 + λ2).
(1.32)

Note the increase of the number of parameters from 2 to 4.

Systems that depend polynomially on the parameters can, in general, not be
exactly represented as polytopic LPV systems since it is not possible to represent, for
instance, a univariate polynomial of degree 2 as a multivariate polynomial of degree
1, even on a compact set. This is illustrated in the following example.

Example 1.3.4 Let us consider the polynomially-dependent LPV system

ẋ(t) = (A0 + A1ρ(t)+ A2ρ(t)
2)x(t) (1.33)

whereρ(t) ∈ [−1, 1]. Since there is no exact polytopic representation for 1.3.4,
we then view the terms ρ and ρ2 as distinct parameters. The corresponding set
of values is therefore given by

S :=
{
(χ, χ2) : χ ∈ [−1, 1]

}
(1.34)

and is far from being convex. Therefore, we may consider instead the following
convex covering

S ⊂ Se := co
{[−1

0

]
,

[
1
0

]
,

[−1
1

]
,

[
1
1

]}
(1.35)

which is essentially the box [−1, 1] × [0, 1]. Using then the set Se, we get the
polytopic description

ẋ(t) =
[

A0 + A1

4∑

i=1

(−1)iλi (t)+ A2(λ3(t)+ λ4(t))

]

x(t). (1.36)

Since S ⊂ Se, the polytopic representation above is not equivalent to the poly-
nomial representation (1.33). Even more critically, all the points in Se located
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Fig. 1.7 Graphical
representation of the LFT
system (1.37) where H is the
operator mapping w to z

off the parabola are very many, and these artefacts may seriously compromise
the accuracy of the polytopic representation. The system may indeed be stable
over S, but not over Se.

It is also important to mention that many polytopic representations for
(1.33) exist. Polytopic systems can be used to approximate arbitrarily well the
parabola from below. However, approximating from above, by removing part
of the epigraph, a is not possible without destroying convexity, a property lying
at the core of the polytopic formulation. A possible solution to overcome this
difficulty could be to consider a family of polytopic systems, each one of them
approximating a small portion of the parabola.

a The epigraph of a function is the set of points lying on or above its graph.

Example 1.3.5 The closed-unit disc

D̄ :=
{

x ∈ R
2 : ||x ||2 ≤ 1

}

is a convex semi-algebraic set which obviously cannot be alternatively repre-
sented as a polytope. However, it can be approximated as closely as desired
by a convex polytope, e.g. a regular polygon.

Even if polytopic systems may result in inaccurate descriptions for some classes
of LPV systems, they are still theoretically and computationally attractive since
some properties of the considered LPV system may be connected to those of the
subsystems, i.e. the extremal systems located at the vertices of the polytope. In some
cases, stability of the polytopic LPV system can be related to the stability of the
subsystems. This will be explained in more details in Sect. 2.5.

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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1.3.3 LPV Systems in LFT-Form

LPV systems in LFT-form are LPV systems expressed as interconnections of
two subsystems, as shown in Fig. 1.7. The acronym LFT stands for Linear Frac-
tional Transformation and is the reformulation procedure employed to express
LPV/uncertain systems as two-block interconnections. This procedure is ubiqui-
tous in robust analysis and control, for which it has been primarily developed. The
interest for focusing on systems interconnections actually dates back to the mid 70s
when researchers, puzzled by some unexplained and disappointing results on optimal
control of aircrafts and submarines, started to suspect uncertainties to be responsi-
ble of these unsuccessful results. They then decided to investigate robustness issues
in optimal control and laid the foundations of the to-be-successful robust control
theory.6

The key idea behind LFT is to rewrite a complex system as an interconnec-
tion of a “simple and nice” part and a “complicated and annoying” part. The nice
part should possess convenient properties such as linearity, time-invariance, etc. The
annoying part, on the other hand, usually contains time-varying terms, nonlinearities,
infinite-dimensional dynamics, etc. The overall system is then analyzed under this
interconnected-systems paradigm for which many specific tools have been devel-
oped: the Popov criterion [3, 52, 53] for sector-bounded static nonlinearities (Lur’e
problem [54]), gain concepts such as L2-gain [55], singular-values concepts [56–58],
dissipativity theory and its applications [59–63], topological separation [64, 65] and
Integral Quadratic Constraints (IQCs) [66].

The interest of this formulation, in the LPV framework, has been emphasized
in [60, 61] where a convex formulation of the design of gain-scheduled controllers
with H∞-performance has been described. Since then, numerous papers have been
devoted to this problem; see e.g. [60–63, 67].

LPV systems in LFT-form, such as the one depicted in Fig. 1.7, are represented
by

ẋ(t) = Ax(t)+ Bw(t)
z(t) = Cx(t)+ Dw(t)
w(t) = Θ(ρ(t))z(t).

(1.37)

where x is the system state andw/z are loop-signals that describe the interconnection
with the parameter dependent part Θ(ρ). It is immediate to see that the system
consists of the interconnection of an LTI part (A, B,C, D), i.e. the “nice one”, and a
parameter-varying partΘ(ρ), i.e. the “annoying one”. It is generally tacitly assumed
that the interconnection is well-posed, i.e. the matrix I − Θ(ρ)D is invertible for
all ρ ∈ �ρ . Note that several possible LFT descriptions for a given LPV system
exist, and finding the minimal one is desirable for reducing the complexity and
conservatism of the approach [58, 68]. The analysis of such systems will be carried
out in Sect. 2.6 .

6 Readers interested in a short history of robust control theory should read M. G. Safonov’s paper
[51].

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Proposition 1.3.6 The LPV system in LFT-form (1.37) is equivalent to the
LPV systems

ẋ = (A − B(I −Θ(ρ)D)−1Θ(ρ)C)x, (1.38)

ẋ = (A − BΘ(ρ)(I − DΘ(ρ))−1C)x, (1.39)

and [
I 0
0 0

] [
ẋ
ẏ

]
=
[

A B
Θ(ρ)C I −Θ(ρ)D

] [
x
y

]
. (1.40)

Proof The expression (1.38) is obtained by eliminating w from (1.37), and (1.39)
can be obtained from (1.38) using the equality7

(I −Θ(ρ)D)−1Θ(ρ) = Θ(ρ)(I − DΘ(ρ))−1.

The representation (1.40) is obtained by using the identity

w = −Θ(ρ)Cx +Θ(ρ)Dw

and letting y = w.

In the light of the above proposition, we can clearly see that LPV systems in
LFT-form can represent LPV systems with a rational dependence on the parameters.
Note also that while the way to obtain the models (1.38) and (1.39) from the LPV
system in LFT-form is immediate, finding a Linear Fractional Representation (LFR)
corresponding to a system is much trickier. A systematic procedure for building an
LFR from the initial LPV system is detailed in [68]. Several softwares can also be
used to perform this in a safe and convenient way [69, 70].

Example 1.3.7 Let us take back the system of Example 1.3.1. The system
(1.22) can be shown to admit the following (minimal) LFT representation:

[
A B
C D

]
=

⎡

⎢
⎢
⎣

−3 −1 0 1
1 0 0 0
0 1 0 −1
0 0 1 0

⎤

⎥
⎥
⎦ and Θ(ρ) =

⎡

⎣
ρ 0 0
0 ρ 0
0 0 ρ

⎤

⎦ . (1.41)

To see this, just apply the result of Proposition 1.3.6.

7 It is a particular case of the more general equality (A.3).
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1.3.4 LPV Systems in Input/Output Form

For completeness, it seems important to mention the input/output description of LPV
systems. This way of representation is much less spread than the three former ones
and can be used for identification and control design; see e.g. [71–75] and references
therein. LPV systems in input/output form are represented as

D(σ, ρ)y = N (σ, ρ)u (1.42)

where u is the system input, y the system output. The operator σ may either be the
time-derivative operator

(σ y)(t) = ẏ(t)

or the advance operator
(σ y)(t) = y(t + 1)

depending on whether the system is in continuous-time or in discrete-time. It is
important to stress here that despite sharing very similarities with the transfer function
representation used for LTI systems, the framework is way different here since the
system is time-varying. The polynomials N and D are polynomials in σ (operator)
and ρ (time-varying parameters). Additionally, the time-varying nature of the system
is captured through a non-commutativity property of the derivative operator (in the
continuous-time setting) as

σa = ȧ + aσ

for some differentiable function a. Noncommutative polynomials, also referred to
as Ore polynomials or skew-polynomials [76, 77], have also been used to extend the
concept of transfer function to nonlinear systems through the use of Ore algebra, see
e.g. [78].

1.4 Examples

For a correct understanding of the rationale of LPV systems and LPV control, it
seems important to address several examples. Old and recent applications will be
considered, with a specific emphasis on the correspondence with the different types
of parameters we have discussed in the previous sections.

The first example, treated in Sect. 1.4.1, pertains on the application of LPV control
on an inverted pendulum and is taken from [79]. In this example, the initial nonlinear
system is reformulated as a qLPV system in view of designing LPV gain-scheduled
controllers.

The example of Sect. 1.4.2 is concerned with the LPV modeling of a web service
system for combined quality of service and energy management control [80, 81]. This
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model is an example of LPV system with internal parameters which is completely
determined using LPV identification techniques.

The third example, treated in Sect. 1.4.3 and inspired from [82], pertains on the
LPV approximation of aperiodic sampled-data systems. Such systems can be indeed
approximated as polynomial LPV systems in order to derive gain-scheduled con-
trollers that adapt to sampling-period variations.

The fourth and last example, presented in Sect. 1.4.4, is taken from the PhD thesis
[83] where global chassis control is addressed using LPV techniques. In this work,
an artificial parameter is introduced in the design in order to penalize the control
input when it enters a forbidden region.

Several other applications are quickly mentioned in Sect. 1.4.5 as an attempt to
show the wide applicability and potential of the LPV framework.

1.4.1 Inverted Pendulum: Robust Control and Performance

This example is taken from [79] and is one the first experimental applications (if
not the very first one) of gain-scheduling based on LPV techniques. The considered
system is the inverted pendulum depicted in Fig. 1.8 consisting of two arms moving
in the vertical plane.

As for most of the mechanical systems, the equations of motion are nonlinear.
After some change of variables and several algebraic manipulations, the authors have
been able to derive the following LPV representation:

ẋ(t) = A(ρ(t))x(t)+ Bu(t) (1.43)

where

A(ρ) =

⎡

⎢
⎢
⎣

0 1 0 0
α2 0 −α2 0
0 0 0 ρ

0 0 0 −α1

⎤

⎥
⎥
⎦ , B =

⎡

⎢
⎢
⎣

0
0
0
α3

⎤

⎥
⎥
⎦ . (1.44)

Above, α1, α2, α3 are constant terms depending on the constant of gravitation, the
structure of the system and the actuator (a motor). The parameter ρ is given by ρ =
2l1 sin(ϕ1) where l1 is the length of the first arm and ϕ1 is the angle of the first arm.
Gain-scheduled controllers have been designed in [79] using different techniques
(polytopic and LFT formulations) and both led to performance improvements over
robust control (μ-control).
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Fig. 1.8 Inverted pendulum considered in [79]

1.4.2 LPV Model for a Web Service System

The example discussed in this section pertains on the LPV modeling of a web service
system and is taken from [81]. The model takes, as input variable, the admission
probability (or rate), and both the request arrival rate and effective service time
as scheduling parameters. Unlike mechanical systems, no theoretical model can be
obtained from fundamental laws for such systems. It is therefore postulated that it
admits the following representation

xk+1 = Axk + (B0 + B1s f
k + B2s f

k λk)pk

yk = Cxk + (D0 + D1s f
k + D2s f

k λk)pk + s f
k

(1.45)

where xk is the state of the system, pk is the probability that a request is admitted
at time k and the output yk is the server response time. The scheduling parameters
are denoted by λk and s f

k , where λk is the average requests arrival rate for the Web

service application in the k-th time interval, and s f
k is the effective service time in

the k-th time interval.
In order to obtain numerical values for the matrices in the model (1.45), a least-

squares identification procedure is performed in [81]. The considered identification
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scenario can be seen in Figs. 1.9 and 1.10 where the scheduling parameters and input
trajectories are shown.

The least-squares identification procedure returns the following numerical values:

A =
[

0.9445 −0.0289
−0.0280 0.9184

]
, B0 =

[
0.0424
0.1247

]
, B1 =

[−0.0602
−0.0857

]
, B2 =

[
0.1926
0.2862

]

C = [−0.3128 0.0086
]
, D0 = −0.0678, D1 = −0.0542, D2 = 1.2212.
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dashed)

For validation, the measured output data is compared with the output obtained from
the model. This comparison can be seen in Fig. 1.11 where we can see that the model
matches reasonably well the real data.

1.4.3 LPV Models for Aperiodic Sampled-Data Systems

Aperiodic sampled-data systems can also be approximated by LPV systems in
which the “varying sampling-period” plays the role of scheduling parameter. Gain-
scheduling techniques can then be applied to derive controllers which adapt to the
current sampling period value [82]. To illustrate this, let us consider the following
aperiodic sampled-data system in discrete-time form

x(tk+1) = Ad(Tk)x(tk)+ Bd(Tk)u(tk) (1.46)

where x ∈ R
n , u ∈ R

m and Tk := tk+1 − tk ∈ R>0 are the system state,
the control input and the sampling-period at time k, respectively. The sampling-
period-dependent matrices Ad and Bd are obtained from the matrices A and B of the
initial continuous-time system as

Ad(Tk) = eATk and Bd(Tk) =
Tk∫

0

eAs B ds. (1.47)
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Decomposing the matrix Ad(Tk) as

Ad(Tk) = E p(Tk)+ Rp(Tk) (1.48)

where

E p(Tk) := I + ATk + A2T 2
k

2! +
A3T 3

k

3! + . . .+
ApT p

k

p!
is the Taylor expansion of order p of Ad(Tk) and Rp(Tk) is the remainder of the
expansion. Note that a Padé approximation could have also been used to obtain a
rational approximation of the exponential, rather than a polynomial one; see e.g.
[84]. Based on the above decomposition, the system (1.46) can be approximated by
the discrete-time LPV system

x̃k+1 =
(
E p(Tk)+�1

)
x̃k +

⎡

⎣

⎛

⎝
Tk∫

0

E p(s)ds

⎞

⎠+�2

⎤

⎦ uk (1.49)

where �1 and �2 are uncertain matrices verifying ||�i ||2 ≤ αi , i = 1, 2 with

α1 := max
s∈[Tmin ,Tmax ]

||Rp(s)||2

α2 := max
s∈[Tmin ,Tmax ]

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

s∫

0
Rp(θ)dθ

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
2

,
(1.50)

and where Tmin and Tmax are the minimal and maximal sampling period, respectively.
Note that the state has been changed to x̃ to emphasize the difference with the

original system (1.46). Define now, for instance, the gain-scheduled state-feedback
control law

uk = K (Tk)x̃k (1.51)

where K (Tk) is a sampling-period-dependent matrix. Since the approximated system
is polynomial in Tk , it thus seems natural to choose the matrix K (Tk) to be polynomial
as well, and such that the (uncertain) closed-loop system (1.49)–(1.51) is stable. Due
to their time-varying nature, such controllers are expected to be more efficient than
their robust counterparts, i.e. K constant.

1.4.4 Automotive Suspension System

Another application of LPV control is performance adaptation. Parameters can
indeed be introduced in loop-shaping weighting functions in H∞/LPV synthesis,
in order to adapt the characteristics of the closed-loop system in real time, e.g. the
bandwidth of the closed-loop system, the weight on the control input, etc.
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For instance, LPV control of semi-active suspensions is proposed in [85] in view
of performing global chassis control. Semi-active suspensions are particular suspen-
sions where the damping coefficient can be controlled in order to absorb energy in a
desired way, see Fig. 1.12. The control input, i.e. the damping coefficient, can only
take positive values since the suspension system is only able to absorb energy. A
negative damping coefficient, on the other hand, would supply energy and is only
available in active suspensions. The control input is then forced to lie in a certain
region in the deflection speed/force plane, as depicted in Fig. 1.13. Ideally, the force
produced by the suspension must be positive (negative) if the deflection speed is
positive (negative).

An easy way to consider the constraint on the control input in the H∞ framework
is to use the following parameter dependent weighting-function acting on the control
input

Wu(s, ρ) = ρ(u − v) 1

s/1000+ 1
(1.52)

where u is the computed force and v is the achievable force which satisfies the
quadrant constraints depicted in Fig. 1.13. The artificial parameter ρ is chosen to
satisfy the following relation

Fig. 1.12 Different types of suspensions, from left to right: passive, semi-active and active sus-
pensions

Fig. 1.13 Characteristics of passive, semi-active (left) and active (right) suspensions
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ρ(ε) = 10
με4

με4 + 1/μ
(1.53)

for a chosen large enough μ > 0, e.g. μ = 108. In this case, the parameter ρ ranges
from 0 to 10 as shown in Fig. 1.14. By finally inspecting the Bode diagram of W−1

u ,
see Fig. 1.15, we can notice that when ρ is large, i.e. when the computed force is far
away from the achievable region, the control input will be attenuated down to 0, a
value which is always achievable.
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1.4.5 A Wide Range of Applications

We give here a non-exhaustive list of application of LPV modeling and control in the
literature. In [25], the modeling and control of the air path system of diesel engines in
view of reducing polluting gas is addressed. The control of elements in diesel engines
is considered in [23, 24, 86–88] where the air flow, the fuel injection and/or the
power unit are controlled. Turbocharged combustion engines are considered in [89].
In [90, 91], LPV systems are applied to modeling and control of turbofan engines.
Electromagnetic actuators are considered in [92] whereas a robotic application is
presented in [93]. In [94, 95], LPV control is applied to power system regulator. Wind
turbines are considered in [96]. In the papers [21, 26, 97], LPV control is applied to
the synthesis of missile autopilots. In [35], the attitude control of an F-16 Aircraft in
response of the pilot orders for different angles of attack is addressed; aircrafts and
spacecrafts are also considered in [98–101]. LPV vehicle suspensions modeling and
control is presented in [102–107] while global chassis control (attitude control) is
treated in [108–110]. Other automotive applications can be found in the papers [111,
112] and the recent book [113]. Fault detection and isolation using LPV techniques
has been performed in [114] whereas LPV observers have been applied to estimate
cell temperature in battery packs in [115]. Traffic control is considered in [116]. The
control of asynchronous sampled-data systems is treated in an LPV fashion in [117]
while LPV methods are applied to control time-delay systems in [118–121]. Finally,
observer-based LPV control of nonlinear partial differential equations can be found
in [122].

1.5 Control, Observation and Filtering of LPV Systems

To conclude on this introductory chapter on LPV systems, we briefly present in this
section the different controller, observer and filter structures that can be considered
in the context of LPV systems. The main difference with robust control theory lies
in the possibility of adapting over time the structure of the controller/observer/filter
according to the value of the parameters. This procedure is referred to as gain-
scheduling and allows one to improve the performance of the designed process over
non-scheduled ones.

Whereas design conditions will be given for controllers in Chap. 3, no design con-
ditions will be explicitly given for observers and filters. The reason for this asymmetry
lies in the fact that the design conditions derived in Chaps. 7 and 8 in the context
of LPV time-delay systems, are general enough to be applied to non-delayed LPV
systems. The LPV control problem is, however, very important to cover since very
specific and important approaches (that are not covered in the chapter on control of
LPV time-delay systems) deserve to be presented. Note that the design approaches
for controllers can be applied to the design of observers and filters as well.

http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_7
http://dx.doi.org/10.1007/978-3-662-44050-6_8
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1.5.1 Observation and Filtering of LPV Systems

The goal of this section is to briefly introduce filters and observers for LPV systems
of the form

ẋ(t) = A(ρ(t))x(t)+ B(ρ(t))u(t)+ E(ρ(t))w(t)
z(t) = C(ρ(t))x(t)+ D(ρ(t))u(t)+ F(ρ(t))w(t)
y(t) = Cy(ρ(t))x(t)+ Fy(ρ(t))w(t)

(1.54)

where x ∈ R
n , u ∈ R

m , w ∈ R
p, z ∈ R

q and y ∈ R
r are the state of the system, the

known input, the disturbance output, the output to be estimated and the measured
output, respectively. The parameters are assumed to take value in some compact set
�ρ and to have reasonable trajectories ensuring that solutions to (1.54) exist.

1.5.1.1 Gain-Scheduled Filters for LPV Systems

A general filter for LPV systems is given by

ẋF (t) = AF (ρ(t))xF (t)+ BFu(ρ(t))u(t)+ BFy(ρ(t))y(t)
zF (t) = CF (ρ(t))xF (t)+ DFu(ρ(t))u(t)+ DFy(ρ(t))y(t)

(1.55)

where xF ∈ R
nF and zF ∈ R

q are the state of the filter and the estimated output,
respectively. We then design this filter such that it best estimates the signal z, i.e. we
design the filter such that the gain of the transfer w → z − zF is small, e.g. in the
L2-sense. When the dimension of the filter is smaller than the one of the system, the
filter is said to be a reduced-order filter while when the dimension is the same, it is
referred to as a full-order filter.

Filters have been designed in various settings; see e.g. [123–125] for the
LFT-framework, [126] for the polytopic framework and [127] for the generic and
affine frameworks. The case of inexact scheduling parameters has been considered
[128, 129].

1.5.1.2 Gain-Scheduled Observers for LPV Systems

The goal of observers is to estimate the state of the system, that is, we usually design
observers in such a way that the observation error is asymptotically stable and weakly
affected by the disturbances.

Assuming that we have z = T x for some full rank matrix T and y = Cy x in
(1.54), the following observer can be used

ξ̇ (t) = M(ρ(t))ξ(t)+ N (ρ(t))y(t)+ S(ρ(t))u(t)
ẑ(t) = ξ(t)+ H y(t)

(1.56)
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where ξ ∈ R
q and ẑ ∈ R

q are the state of the system and the estimate of z, respec-
tively. In such a case, the observation error is defined as e(t) := z(t) − ẑ(t) and
the observer should be designed such that the dynamical system governing e(t) is
asymptotically stable, and such that the gain of the transfer w → e is small, e.g. in
the L2-sense. The same terminology as for filters applies to observers. This type of
observers has been considered, for instance, in [130].

More restrictive observers of the form

˙̂x(t) = A(ρ(t))x̂(t)+ B(ρ)u(t)+ L(ρ)(y(t)− Cy(ρ(t))x̂(t)) (1.57)

with state x̂ ∈ R
n and gain L(ρ) can be also used to estimate the full state x of the

system (1.54) without any restriction on the structure of the system (1.54). In such
a case, the observation error is defined as e(t) := x(t)− x̂(t). Such observers have
been, for instance, considered in [131–133] in the polytopic setting and in [134] in
the LFT framework. The observability problem for LPV systems has been addressed
in [74, 135].

1.5.2 Control of LPV Systems

We consider, in this section, on the control of LPV systems, systems of the form:

ẋ(t) = A(ρ(t))x(t)+ B(ρ(t))u(t)+ E(ρ(t))w(t)
z(t) = C(ρ(t))x(t)+ D(ρ(t))u(t)+ F(ρ(t))w(t)
y(t) = Cy(ρ(t))x(t)+ Fy(ρ(t))w(t)

(1.58)

where x ∈ R
n , u ∈ R

m , w ∈ R
p, z ∈ R

q and y ∈ R
r are the state of the system, the

control input, the disturbance output, the controlled output and the measured output,
respectively. The parameters are assumed to take value in some compact set �ρ and
to have reasonable trajectories ensuring that solutions to (1.54) exist.

1.5.2.1 Gain-Scheduled Static Controllers for LPV Systems

State-feedback and static output feedback controllers are part of the family of static
controllers:

• Gain-scheduled static output-feedback controllers are given by

u(t) = K (ρ(t))y(t).

• Gain-scheduled state-feedback controllers are given by

u(t) = K (ρ(t)x(t).
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State-feedback controllers have been proposed in [136]. Design conditions of state-
feedback controllers in the generic and LFT frameworks are given in Chap. 3. The
design of static-output feedback is much more complicated and will not be addressed
in this monograph. This problem is well-known to be NP-hard in certain cases [137,
138] and several approaches have been developed to solve this challenging problem
in the time-invariant setting; see e.g. [139–144]. The case of gain-scheduled static
output-feedback controllers has been addressed in the discrete-time setting in [145].

1.5.2.2 Gain-Scheduled Dynamic Controllers for LPV Systems

Dynamic controllers may be classified in two main categories: observer-based output-
feedback controllers and dynamic output-feedback controllers.

Observer-Based Controllers
As the name tells, this type of controllers consists of an observer part estimating the
state of the system and a controller part that computes the control input from the
estimated state. Observer-based output controllers take either of the following forms

ξ̇ (t) = M(ρ(t))ξ(t)+ N (ρ(t))y(t)+ S(ρ(t))u(t)
x̂(t) = ξ(t)+ H y(t)
u(t) = K (ρ(t))x̂(t).

or ˙̂x(t) = A(ρ(t))x̂(t)+ B(ρ(t))u(t)+ L(ρ)(y(t)− Cy(ρ(t))x̂(t))
u(t) = K (ρ(t))x̂(t).

where x̂, ξ ∈ R
n are the states of the observers and M, N , S, L , H and K are

matrices to be determined. Such controllers have been considered, for instance, in
[136, 146, 147].

Dynamic Output-Feedback Controllers
Dynamic output feedback controllers have a similar structure to observer-based ones
with the difference that the state is not aimed to be estimated. The controller is a one-
block structure which simply computes a control input from the measured output, as
seen below:

ẋc(t) = Ac(ρ(t))xc(t)+ Bc(ρ(t))y(t)
u(t) = Cc(ρ(t))xc(t)+ Dc(ρ(t))y(t)

where R
nc is the state of the controller. When the dimension of the controller is the

same as the one of system, the controller is said to be of full-order, otherwise of
reduced-order or fixed-order. The design of reduced-order controllers is a difficult
problem, some instances of it being even known to be NP-hard [137, 138]. Yet some
solutions exist; see e.g. [139, 142, 143].

Gain-scheduled dynamic output-feedback have been considered in [67, 136, 148–
150] in the generic framework, in [61] in the polytopic framework and in [60–63] in

http://dx.doi.org/10.1007/978-3-662-44050-6_3
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the LFT framework. When the parameters are not exactly known, controllers that are
resilient with respect to scheduling errors can also be designed; see e.g. [151, 152].
Several design conditions in the generic and LFT frameworks are given in Chap. 3.
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Chapter 2
Stability of LPV Systems

All stable processes we shall predict. All unstable processes we
shall control.

John von Neumann

Abstract This chapter first presents the main stability and instability results for
general dynamical systems. These results are then further adapted to the analysis of
linear parameter-varying systems in the generic, polytopic and LFT frameworks.
Notably, the notions of quadratic and robust stability using quadratic Lyapunov
functions are introduced. Some other types of Lyapunov functions are also briefly
discussed. The developed results rely on robust analysis techniques such as robust
Lyapunov inequalities, the small-gain theorem, integral quadratic constraints and
topological separation, and are expressed through linear matrix inequalities. A par-
ticular emphasis is made on the connections between the different approaches used
to analyze LPV systems in LFT-form.

2.1 Chapter Outline

The analysis of LPV systems is mainly based on robust stability analysis approaches
since an LPV system is nothing else but an uncertain system with time-varying
parameters. The first section of this chapter therefore starts with some general defin-
itions of stability of fixed points of general dynamical systems and then exposes very
important stability theorems. Namely, the Lyapunov stability theorem, the Barbashin-
Krasovskii theorem and the Chetaev’s instability theorem. The linear system case is
treated as a particular case of these results. Section 2.3 introduces the most common
stability notions used to analyze uncertain and LPV systems, namely the notions of
quadratic stability and robust stability, along with their respective class of Lyapunov
functions. Several other types of Lyapunov functions, such as piecewise-quadratic or
homogeneous ones are also briefly mentioned. In Sect. 2.4, results on generic LPV
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systems are obtained and expressed as parameter-dependent LMIs. Similar results
pertaining on the stability analysis of polytopic LPV systems are derived in Sect. 2.5.
The last section, Sect. 2.6, is about the analysis of LPV systems in LFT-form. Several
approaches based on the notions of L2-gain, small-gain theorems and scalings are first
presented. Approaches relying on the full-block S-procedure, topological separation
and integral quadratic constraints are then introduced. Throughout this section, all
these approaches are related to each other on the basis of their corresponding stability
criteria.

2.2 General Notions of Stability for Dynamical Systems

Before providing key results on stability of LPV systems, it is seems necessary
to provide several general definitions and results about the stability of dynamical
systems.

Definition 2.2.1 Let us consider the dynamical system

ẋ(t) = f (x(t)), t ≥ 0
x(0) = x0

(2.1)

where f is a sufficiently nice function ensuring that the above dynamical
system has a unique solution. Let us denote by x(x0, t) the solution to this
dynamical system when the initial condition is x0. Assume, for simplicity, that
x∗ is a fixed point of (2.1), i.e. f (x∗) = 0. Then, the equilibrium point x∗ is
said to be

• stable (in the sense of Lyapunov) if, for each ε > 0, there is δ = δ(ε) > 0
such that

||x∗ − x0|| ≤ δ ⇒ ||x∗ − x(x0, t)|| ≤ ε (2.2)

for all t ≥ 0.
• attractive if there exists δ with the property that

||x∗ − x0|| ≤ δ ⇒ lim
t→∞ ||x

∗ − x(x0, t)|| = 0. (2.3)

• asymptotically stable (in the sense of Lyapunov) if it is both stable and
attractive.
• exponentially stable if there exist δ, α > 0 and β ≥ 1 such that

||x∗ − x0|| ≤ δ ⇒ ||x∗ − x(x0, t)|| ≤ βe−αt ||x0|| (2.4)

for all t ≥ 0.
• unstable if it is not stable in the sense of Lyapunov.
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The region of attraction of an equilibrium point is defined as the set of initial
states x0 for which we have x(x0, t) → x∗ as t goes to infinity. If this region of
attraction is the whole space, e.g. R

n , then we say that the equilibrium point x∗ is
globally attracting. If the equilibrium point x∗ is, furthermore, globally stable, then
it is globally asymptotically stable. The definition of global exponential stability
follows from the same idea.

It is important to mention that attractivity does not imply asymptotic stability. An
equilibrium point can, indeed, be attractive but the trajectories of the system may not
remain close to the equilibrium. For instance, the equilibrium point x∗ = 0 of the
nonlinear system

ẋ1 = x2
1 − x2

2

ẋ2 = 2x1x2
(2.5)

is attractive but not asymptotically stable.

2.2.1 General Stability and Instability Results

Unlike LTI systems, stability of general systems cannot be inferred by looking at
the explicit solutions since they are, most of the time, difficult or even impossible
to compute. In the case of LPV systems, the solutions are even infinitely many, i.e.
one solution per parameter trajectory. Additionally, the spectrum of the matrix A(ρ)
alone cannot be generally used to conclude on stability since time-variations must
be taken into account. Lyapunov Theory allows us to overcome this difficulty by
implicitly characterizing stability from the expression of the dynamical system, i.e.
the matrix A(ρ), through the use of a Lyapunov function.

Theorem 2.2.2 (Lyapunov’s Stability Theorem [1, 2]) Let us consider the
general dynamical systema

ẋ(t) = f (x(t))
x(0) = x0

(2.6)

having x∗ = 0 as equilibrium point, i.e. f (x∗) = 0. Let D ∈ R
n be a domain

containing x∗ = 0 and V : D → R be a continuously differentiable function
such that

V (0) = 0 and V (x) > 0 in D − {0}, (2.7)

V̇ (x) ≤ 0 in D. (2.8)
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Then, x∗ = 0 is a stable equilibrium point and V is called a Lyapunov function
for (2.6). Moreover, if

V̇ (x) < 0 in D − {0}. (2.9)

then x∗ = 0 is an asymptotically stable equilibrium.

a It is tacitly assumed that the function f satisfies conditions for the existence
of solutions for (2.6) for all t ≥ 0.

Proof The proof is omitted but can be found in many textbooks on nonlinear systems
such as [2]. �

The above theorem states a local stability result only. When global stability is of
interest, the following theorem should be considered instead:

Theorem 2.2.3 (Barbashin-Krasovskii Theorem [2, 3]) Let x∗ = 0 be an
equilibrium point for (2.6) and let V : Rn → R be a continuously differentiable
function such that

1. V (0) = 0 and V (x) > 0 for all x 	= 0
2. ||x || → ∞⇒ V (x)→∞
3. V̇ (x) < 0 for all x 	= 0

then the equilibrium point x∗ = 0 is globally asymptotically stable.

It is important to mention that, as stated, the above results are sufficient only.
Converse theorems arise thus naturally. Converse results are very insightful since
they provide information on the structure of the Lyapunov function to consider.
Given a nonlinear dynamical system, finding a corresponding Lyapunov function
can indeed be very fastidious [4]. The following converse result is due to Kurzweil:

Theorem 2.2.4 (Converse Lyapunov Theorem [5]) Let f in (2.6) be a contin-
uous function. If the system (2.6) is globally asymptotically stable at the origin,
then there exists an infinitely differentiable Lyapunov function.

For completeness, it is also important to mention that instability results also exist.
The following one is due to Chetaev:

Theorem 2.2.5 (Chetaev’s instability theorem[6–8]) Let us consider system
(2.6). Let D ∈ R

n be a domain containing x∗ = 0 and V : D → R be a
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continuously differentiable function andΩ be a subset containing x∗ = 0, i.e.
0 ∈ D ∩Ω . If

1. V (x) > 0 and V̇ (x) > 0 for all x 	= 0 in D, and
2. V (x) = 0 for all x on the boundary of Ω

then the system is unstable about the equilibrium x∗ = 0.

2.2.2 The LTI System Case

Whenever LTI systems are considered, things turn to be much nicer since necessary
and sufficient Lyapunov conditions for stability can be easily stated, as shown in the
following result:

Theorem 2.2.6 Let us consider the following n-dimensional LTI system

ẋ(t) = Ax(t), t ≥ 0
x(0) = x0.

(2.10)

The following statements are equivalent:

1. The system (2.10) is globally asymptotically stable.
2. The system (2.10) is globally exponentially stable.
3. The matrix A is Hurwitz, i.e. λ(A) ⊂ C−.
4. There exist matrices P, Q ∈ S

n�0 such that the Lyapunov equation

AT P + P A + Q = 0 (2.11)

holds.
5. There exists a matrix P ∈ S

n�0 such that the Lyapunov inequality

AT P + P A ≺ 0 (2.12)

holds.

Proof The equivalence of asymptotic stability and exponential stability is immediate
in the LTI case, for instance by looking at the explicit solution x(t) = eAt x0. The
equivalence between 4. and 5. is also immediate. We give some short proofs for the
other statements.

Proof of 4 ⇒ 1: Suppose (2.11) holds for some P, Q ∈ S
n�0. Then defining

V (x) = xT Px , P ∈ S
n�0, we have that

λmin(P)||x ||22 ≤ V (x) ≤ λmax (P)||x ||22
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and

V̇ (x) = xT(AT P + P A)x = −xT Qx ≤ −λmin(Q)||x ||22.

From Theorem 2.2.3, we can conclude on the global asymptotic stability of the
system.

Proof of 3 ⇒ 4: We show here that by assuming �[λ(A)] < 0, it is possible to
construct an explicit solution P ∈ S

n�0 to Eq. (2.11) for any given Q ∈ S
n�0. To find

the solution, first pre- and post-multiply (2.11) by eATs and eAs , respectively, to get

d

ds
[eATs PeAs] + eATs QeAs = 0. (2.13)

Since A has eigenvalues with negative real part, the integration of (2.13) from 0 to
∞ is well-defined and by doing so we finally get

P =
∫ ∞

0
eATs QeAsds. (2.14)

This proves that under the assumption that the system is asymptotically stable, then
for any given Q ∈ S

n�0, there exists a matrix P ∈ S
n�0 such that (2.11) holds.

Proof of 4 ⇒ 3: Let ei be an eigenvector associated with the eigenvalue λi of the
matrix A, for i = 1, . . . , p ≤ n. Pre and post-multiply (2.11) by e∗i and ei , we get

e∗i
(

AT P + P A
)

ei + e∗i Qei = 0
2�[λi ]e∗i Pei + e∗i Qei = 0

and thus

�[λi ] < − e∗i Qei

2e∗i Pei
< 0, i = 1, . . . , p (2.15)

since e∗i Qei > 0 and e∗i Pei > 0. The proof is complete. �

In the theorem above, the inequality (2.12) is referred to as a Linear Matrix
Inequality (LMI), where the inequality sign has to be understood as an inequality
on the eigenvalues of the matrix on the left-hand side. Checking whether an LMI
is feasible, i.e. admits a solution, is a convex feasibility problem for which efficient
numerical tools exist [9, 10]. For more facts and results about LMIs, see Appendix B
and references therein.



2.2 General Notions of Stability for Dynamical Systems 43

Below is an application of Theorem 2.2.6 in the LMI framework:

Example 2.2.7 Let us consider the LTI system (2.10) with matrix A given by

A =
[−1 0

1 −1

]
. (2.16)

According to Theorem 2.2.6, a necessary and sufficient condition for asymp-
totic stability is the existence of a Lyapunov matrix P ∈ S

n�0 such that the LMI
(2.12) holds. Defining the matrix P as

P =
[

p1 p2
p2 p3

]
(2.17)

the LMI (2.12) then reads

AT P + P A =
[

2(p2 − p1) −2p2 + p3
	 −2p3

]
≺ 0.

These LMI conditions are equivalent to the nonlinear inequalitiesa :

P � 0⇔
{

p1 > 0
p1 p3 − p2

2 > 0

AT P + P A ≺ 0⇔
{

p2 − p1 < 0
−4p3(p2 − p1)− (p3 − 2p2)

2 < 0.

(2.18)

A suitable choice is given, for instance, by P =
[

3 2
2 2

]
� 0 and, in such a case,

we have AT P + P A =
[−2 −2
−2 −4

]
≺ 0.

a We use here the fact that a matrix is negative (positive) definite if and only if
all its principal minors are negative (positive).

2.3 Stability Notions for LPV and Uncertain Systems

Let us consider now linear systems with either time-varying or time-invariant para-
meters. Such systems can be generically represented as

ẋ(t) = A(ρ(t))x(t), t ≥ 0,
x(0) = x0

(2.19)
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where x ∈ R
n is the state of the system and the parametric uncertainty vector ρ(t)

takes values in the compact set Δρ ⊂ R
N where N is the number of parameters.

Opposed to unperturbed LTI systems (i.e. not affected by uncertainties), different
types of stability can be defined for uncertain and LPV systems. The most common
ones are referred to as quadratic stability and robust stability. But, before defining
them, it seems necessary to adapt the stability definitions in Definition 2.2.1. Note,
however, that since LPV systems are linear systems, then all the stability properties
are global. The term “global” is therefore implicitly meant in the definitions below.

Definition 2.3.1 Let us consider the LPV system

ẋ(t) = A(ρ(t))x(t), t ≥ 0
x(0) = x0

(2.20)

where ρ ∈ P is the set of parameter trajectories, and let us denote by
x(x0, ρ, t) the solution of this dynamical system given ρ ∈ P and x0 ∈ R

n .
The system (the zero equilibrium point) is said to be

• stable if, for each ε > 0, there is δ = δ(ε) > 0 such that

||x0|| ≤ δ ⇒ ||x(x0, ρ, t)|| ≤ ε (2.21)

for all t ≥ 0 and all ρ ∈P .
• attractive if there exists δ with the property that

||x0|| ≤ δ ⇒ lim
t→∞ ||x(x0, ρ, t)|| = 0 (2.22)

for all ρ ∈P .
• asymptotically stable (in the sense of Lyapunov) if it is both stable and

attractive.
• exponentially stable if there exist δ, α > 0 and β ≥ 1 such that

||x0|| ≤ δ ⇒ ||x(x0, ρ, t)|| ≤ βe−αt ||x0|| (2.23)

for all t ≥ 0 and all ρ ∈P .
• unstable if it is not stable in the sense of Lyapunov.

2.3.1 Quadratic Stability

Quadratic stability is a straightforward extension of Theorem 2.2.6 since the same
Lyapunov function is considered. This type of stability does not make any distinction
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between time-invariant parameters, slowly-varying parameters and parameters that
vary arbitrarily fast. Therefore, quadratic stability may be very conservative.

Definition 2.3.2 (Quadratic Stability) System (2.19) is said to be quadrati-
cally stable if the positive definite quadratic form

Vq(x) = xT P0x, P0 ∈ S
n�0 (2.24)

is a Lyapunov function for (2.19). Such a Lyapunov function is often referred
to as a common Lyapunov function or a parameter-independent Lyapunov
function.

Quadratic stability is only sufficient for asymptotic stability of an uncertain or LPV
system. It is indeed possible to find systems that are asymptotically stable but not
quadratically stable, as shown below.

Example 2.3.3 Let us consider the uncertain system (2.19) with matrix

A(ρ) =
[

1 ρ

−4/ρ −3

]

and time-invariant parameter ρ ∈ [−1,−1/2] ∪ [1/2, 1]. The characteristic
polynomial of this system given by

det(s I − A(ρ)) = s2 + 2s + 1

shows that it is asymptotically stable for all ρ in the uncertainty domain. We
will show now that this system is not quadratically stable using a contradiction
argument; see also [11] for a similar proof on a more complex system. To do
so, let us assume that the system is quadratically stable. Then, there must exist

a matrix P =
[

p1 p2
p2 p3

]
� 0 such that the LMI

Mq(ρ) := A(ρ)T P + P A(ρ) ≺ 0

=
⎡

⎣2p1 − 8p2

ρ
p1ρ − 2p2 − 4p3

ρ
	 2p2ρ − 6p3

⎤

⎦ ≺ 0

holds for all ρ ∈ [−1,−1/2] ∪ [1/2, 1]. Therefore, for any ρ0 ∈ [1/2, 1] we
have both Mq(−ρ0) ≺ 0 and Mq(ρ0) ≺ 0, and thus Mq(−ρ0)+Mq(ρ0) ≺ 0.
Computing this sum explicitly yields
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Mq(−ρ0)+ Mq(ρ0) = [A(−ρ0)+ A(ρ0)]T P + P[A(−ρ0)+ A(ρ0)]
=
[

4p1 −4p2
	 −12p3

]

which cannot be negative definite due to the positive term in left-upper block;
a contradiction. Consequently, the system is not quadratically stable.

It also seems important to relate the concept of quadratic stability to the spectrum
of the matrix A(ρ). It turns out that frozen stability1 of A(ρ) for all ρ ∈ Δρ is neces-
sary for quadratic stability, regardless of the time-varying nature of the parameters.

Proposition 2.3.4 If the system (2.19) is quadratically stable then the spec-
trum of A(ρ) is contained in the open left-half plane for all ρ ∈ Δρ .

Proof The proof is similar to the one of Theorem 2.2.6. �
The converse is not true, as proved above in Example 2.3.3.

2.3.2 Robust Stability

To palliate some of the deficiencies of parameter-independent Lyapunov functions,
such as the one illustrated in Example 2.3.3, a natural idea is to make the Lyapunov
function parameter dependent. This leads us to the concept of robust stability. Unlike
quadratic stability, this stability notion makes the distinction between constant and
time-varying differentiable parameters. In the case of time-varying parameters, robust
stability does indeed consider information on the rate of variation of the parameters.

Definition 2.3.5 (Robust Stability) System (2.19) is said to be robustly stable
if the positive definite quadratic form

Vr (x, ρ) = xT P(ρ)x, P(ρ) � 0, ρ ∈ Δρ (2.25)

is a Lyapunov function for (2.19). Such a Lyapunov function is often referred
to as a parameter-dependent Lyapunov function.

From the definitions above, it is clear that quadratic stability implies robust
stability since quadratic stability is a particular case of robust stability where
P(ρ) = P0. The converse does not hold in general since it is easy to construct
systems that are robustly stable, but not quadratically stable.

1 Frozen stability of an LPV system with matrix A(ρ) is defined as the stability of the matrix A(ρ)
for any fixed ρ ∈ Δρ .
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Example 2.3.6 Taking back the system of Example 2.3.3 and considering now
a parameter-dependent quadratic form (2.25) with matrix

P(ρ) = P0 + P1ρ + P2ρ
2 =

[
p1(ρ) p2(ρ)

	 p3(ρ)

]
,

it is possible to show that

Mr (ρ0)+ Mr (−ρ0) =
[

4(p0
1 + p1

1ρ
2)− 16p1

2 	

	 	

]

where Mr (ρ) := A(ρ)T P(ρ) + P(ρ)A(ρ) and pi (ρ) := p2
i ρ

2 + p1
i ρ + p0

i .
This LMI might be feasible since the (1,1) block may take negative values.
To confirm this, we can solve numerically the stability conditions using some
SDP solver to find the matrix function

P(ρ) =
[

50+ 6ρ2 16ρ
	 1+ 7ρ2

]
(2.26)

showing that the system is robustly stable. See Appendix B for more details
on how to solve parameter dependent LMIs.

As for quadratic stability, it seems important to relate robust stability to spectrum
properties of the matrix A(ρ). We have the following results:

Proposition 2.3.7 Assume that the uncertain parameter vector ρ is time-
invariant. Then, the following statements are equivalent:

1. The system is robustly stable, i.e. there exists P(ρ) ∈ S
n�0 for all ρ ∈ Δρ

such that (2.25) is a Lyapunov function for system (2.19).
2. The spectrum of A(ρ) in (2.19) is contained in the open left-half plane for

all δ ∈ Δρ .

Proof The proof is based on the straightforward extension of the proof of
Theorem 2.2.6 to parameter dependent systems. Since the parameters are time-
invariant, all the calculations still hold. �

In the case of time-varying parameters, the picture is quite different. The rate of
variation of the parameters indeed plays now a very important role.
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Proposition 2.3.8 Assume that the uncertain parameter vector ρ is time-
varying. We have the following statements

1. Assume that the system is robustly stable, then the spectrum of A(ρ) is
bounded away from the imaginary axis for all ρ ∈ Δρ . Moreover, the faster
the parameters are, the farther are the eigenvalues from the imaginary axis.

2. If the spectrum of A(ρ) is contained in the open left-half plane for all
ρ ∈ Δρ , then the system is robustly stable provided that the rate of variation
of the parameters is sufficiently small.

Proof Let us consider the Lyapunov function Vr (x, ρ) = xT P(ρ)x as defined in
Definition 2.3.5. Differentiating the function along the trajectories solution of the
system (2.19), we get the expression

V̇r = xT

[

A(ρ)T P(ρ)+ P(ρ)A(ρ)+
N∑

i=1

ρ̇i
∂P(ρ)

∂ρi

]

x (2.27)

where (ρ, ρ̇) ∈ Δρ ×Δν .
Proof of statement 1. Assume that the system is robustly stable, then there exists

P(ρ) such that (2.27) is negative definite for all (ρ, ρ̇) ∈ Δρ ×Δν . Let ei (ρ) be the
eigenvector associated with eigenvalue λi (ρ) of A(ρ). Then, we have

ei (ρ)
∗
[

A(ρ)T P(ρ)+ P(ρ)A(ρ)+
N∑

k=1

ρ̇k
∂P(ρ)

∂ρk

]

ei (ρ) < 0 (2.28)

for all (ρ, ρ̇) ∈ Δρ ×Δν . This implies that

�[λi (ρ)] < −
N∑

k=1
ρ̇k

yk
i (ρ)

2zi (ρ)
(2.29)

where zi (ρ) := ei (ρ)
∗P(ρ)ei (ρ) > 0 and yk

i (ρ) = ei (ρ)
∗ ∂P(ρ)

∂ρk
ei (ρ). Since the

parameters ρ are assumed to evolve non-monotonically, parameter derivatives can
then take both positive and negative values over time. Therefore, the right-hand
side of (2.29) is worst-case negative, pushing the eigenvalues of A(ρ) away from
the imaginary axis. Additionally, the faster the parameters are, the farther are the
eigenvalues from the imaginary axis.

Proof of statement 2. Assume now that the system (2.19) is frozen stable. There-
fore, for any Q(ρ) � 0, there exists P(ρ) such that

A(ρ)T P(ρ)+ P(ρ)A(ρ) = −Q(ρ). (2.30)
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Plugging this inside (2.27), we get that the system is robustly stable if

− Q(ρ)+
N∑

i=1

ρ̇i
∂P(ρ)

∂ρi
≺ 0 (2.31)

for all (ρ, ρ̇) ∈ Δρ × Δν . From the above expression, it is clear that when the
parameters derivatives take too large values, the inequality is violated. Since this is
true for any Q(ρ), this shows that when the system is frozen stable, then it is also
robustly stable provided that the parameters evolve sufficiently slowly. The proof is
complete. �

2.3.3 Stability with Brief Instabilities

In all the stability concepts and Lyapunov functions described above, it is most of
the time assumed that the frozen LPV system (2.19) is asymptotically stable. This
assumption has been actually relaxed in [12] where parameters are allowed to wander
in the closed right-half plane for sufficiently short periods of time. In the same vein,
a switched system approach is considered in [13] in order to analyze stability of LPV
systems that are not frozen stable. In the latter case, notion of dwell-times arising
from the analysis of hybrid systems [14], such as switched [15–17] or impulsive
systems [18–20], are used.

2.3.4 Other Types of Lyapunov Functions

For completeness, it seems important to quickly mention other types of Lyapunov
functions that can be used for analyzing uncertain and LPV systems.

2.3.4.1 Piecewise Quadratic Lyapunov Functions

An alternative to quadratic stability for systems having arbitrarily fast varying para-
meters relies on the use of piecewise (or composite) quadratic Lyapunov functions
defined as [21–23]:

V (x) = max
i = 1,...,m

{xT Pi x}

where Pi ∈ S
n�0, i = 1, . . . ,m. As shown in [21], piecewise quadratic Lyapunov

functions improve over parameter-independent quadratic Lyapunov functions thanks
to the use of multiple matrices Pi . The resulting conditions are, however, non convex
and may be difficult to solve, especially when m is large.
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2.3.4.2 Polyhedral Lyapunov Functions

Quadratic Lyapunov functions are intimately related to the 2-norm of the state vector.
Polyhedral Lyapunov functions are, on the other hand, related to the∞-norm of the
state-vector as

V (x) = ||QTx ||∞ (2.32)

where Q ∈ R
n×m is a full row rank matrix. Such Lyapunov functions have been

shown to provide necessary and sufficient conditions for the stability of differential
inclusions [24–28]. Note that differential inclusions can be used to represent, with
some degree of accuracy, LPV and uncertain systems with arbitrarily fast-varying
parameters.

2.3.4.3 Homogeneous Lyapunov Functions

Homogeneous Lyapunov functions are extensions of quadratic Lyapunov functions to
higher order homogeneous polynomials with even degree. Such Lyapunov functions
write

V (y) = yT Py (2.33)

where y ∈ R
d(n,m) contains all the monomials of degree m, P ∈ S

d(n,m)
�0 and

d(n,m) = (n + m − 1)!
(n − 1)!m! .

When dealing with such Lyapunov functions, the system that has to be considered
now is given by [29]:

ẏ = A#(ρ)y (2.34)

where A#(ρ) is the extended matrix of A(ρ) in (2.19) given by

A#(ρ) := (K T
m Km)

−1 K T
m

(
m−1∑

i=0

Inm−1−i ⊗ A(ρ)⊗ Ini

)

Km (2.35)

where Km ∈ R
nm×d(n,m) verifies Km y = x ⊗ . . .⊗ x︸ ︷︷ ︸. The symbol ⊗ denotes the

Kronecker product.
Homogeneous Lyapunov functions have been shown to be very efficient for char-

acterizing stability of linear uncertain systems, but not only; see e.g. [30–32] and
references therein. The main drawback is the exponential increase of the computa-
tional complexity as the degree of the homogeneous polynomial increases.
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2.4 Stability of Generic LPV Systems

We will consider, in this section, generic LPV systems of the form

ẋ(t) = A(ρ(t))x(t)
x(0) = x0

(2.36)

[
In 0
0 0

] [
ẋ(t)
ẏ(t)

]
= Ā(ρ(t))

[
x(t)
y(t)

]

x(0) = x0

(2.37)

where x ∈ R
n , y ∈ R

ny and ρ ∈ Δρ ⊂ R
N . The matrices of the above systems are

assumed to be polynomial and to satisfy the assumptions stated in Sect. 1.3.1.

2.4.1 Quadratic Stability

2.4.1.1 General LPV Representation

Let us consider first the system (2.36). We have the following result:

Theorem 2.4.1 The system (2.36) is quadratically stable if and only if there
exists a matrix P ∈ S

n�0 such that the LMI

A(ρ)T P + P A(ρ) ≺ 0 (2.38)

holds for all ρ ∈ Δρ .

Proof The proof is an application of Definition 2.3.2 using the same developments
as in the proof of Theorem 2.2.6. �

The LMI (2.38) for quadratic stability is technically called a semi-infinite dimensional
LMI due to the dependence on parameters. Whereas the LMI (2.12) for LTI systems
defines the LMI constraint set

F :=
{

P ∈ S
n�0 : AT P + P A ≺ 0

}
, (2.39)

the LMI (2.38) actually defines infinitely many constraints sets:

Fρ :=
{

P ∈ S
n�0 : A(ρ)T P + P A(ρ) ≺ 0

}
, ρ ∈ Δρ. (2.40)

http://dx.doi.org/10.1007/978-3-662-44050-6_1
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In the latter case, the overall feasibility problem is taken on the intersection of all the
sets

F̄ :=
⋂

ρ∈Δρ

Fρ. (2.41)

Checking the feasibility of (2.38), or equivalently the non-emptiness of F̄ , is, in
general, a difficult problem which is, to date, still an active field of research, often
referred to as robust optimization. Ways for solving such LMI problems are discussed
in Appendix B.

In the special case where condition (2.38) is affine in ρ, an equivalent finite-
dimensional representation to (2.38) exists:

Theorem 2.4.2 Assume that A(ρ) is affine inρ. Then, the following statements
are equivalent:

1. There exists P ∈ S
n�0 such that the LMI

A(ρ)T P + P A(ρ) ≺ 0 (2.42)

holds for all ρ ∈ Δρ .
2. There exists P ∈ S

n�0 such that the LMIs

A(v)T P + P A(v) ≺ 0 (2.43)

hold for all v ∈ Vρ .

Proof The proof exploits the convexity of the polytope Δρ , from which we can state
that for any ρ ∈ Δρ , there exists λ ∈ Λ2N such that

ρ =
2N∑

i=1

λivi , vi ∈ Vρ. (2.44)

Proof of 2 ⇒ 1: Assume that the LMIs (2.43) hold for all v ∈ Vρ . Then, con-
sidering A(vi )

T P + P A(vi ), vi ∈ Vρ , multiplying it by λi and summing over i
yields

2N∑

i=1

λi

[
A(vi )

T P + P A(vi )
]
. (2.45)

Since by assumption the LMIs (2.43) hold for all v ∈ Vρ and using the facts that
(1) a sum of negative definite matrices is negative definite; and (2) for any ρ ∈ Δρ ,
there is λ ∈ Λ2N such that (2.44) holds, then we can conclude that (2.45) is negative
definite for all λ ∈ Λ2N . Therefore, (2.42) holds for all ρ ∈ Δρ .
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Proof of 1 ⇒ 2: Assume that the LMI (2.42) holds for all ρ ∈ Δρ , then it must
also hold on the vertices of Δρ , and therefore for all v ∈ Vρ . �

The interest of this result lies in the fact that the equivalent conditions (2.43) are in
finite number. We have thus been able to equivalently transform an infinite number of
constraints into a finite number. Note, however, that this number grows exponentially
in terms of the number of distinct parameters N since the number of vertices of Δρ

is an exponential function of the dimension of Δρ .
The use of the matrix cube theorem, see [33, 34] or Theorem B.3.2 in Appendix

B.3.1, allows us to obtain a sufficient condition that is more appealing when the
number of parameter is large. This yields the following result:

Theorem 2.4.3 Assume that A(ρ) is affine in ρ and can decomposed as

A(ρ) = A0 +
N∑

i=1

ρi Ai

and let the parameter vector take value in [−1, 1]N . Assume further that there
exist matrices P ∈ S

n�0, Xi ∈ S
n, i = 1, . . . , N such that the LMIs

− Xi ±
(

AT
i P + P Ai

)
� 0 (2.46)

and

AT
0 P + P A0 +

N∑

i=1

Xi ≺ 0 (2.47)

hold. Then, the LMI (2.42) holds for all ρ ∈ [−1, 1]N and the corresponding
system is quadratically stable.

Proof The proof is a simple application of the matrix cube theorem; see [33, 34] or
Theorem B.3.2 in Appendix B.3.1. �

2.4.1.2 Descriptor LPV Representation

When the system (2.37) is considered, the following result on quadratic stability
holds:
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Theorem 2.4.4 The descriptor LPV system (2.37) is quadratically stable if
and only if there exist P1 ∈ S

n�0, P2 : Δρ → R
ny×n and P3 : Δρ → R

ny×ny

such that the LMI

Ā(ρ)T P(ρ)+ P(ρ)T Ā(ρ) ≺ 0 (2.48)

holds for all ρ ∈ Δρ where P(ρ) =
[

P1 0
P2(ρ) P3(ρ)

]
.

Proof The proof is based on the use of the Lyapunov function

V (x, y) =
[

x
y

]T

P(ρ)T
[

In 0
0 0

] [
x
y

]
(2.49)

with satisfies the additional constraints P(ρ)T Ē = ĒT P(ρ), P1 � 0. The chosen
structure for P(ρ) fulfills these necessary constraints. Differentiating (2.49) yields
the result. �

Note that, in the result above, only the matrix P1 needs to be positive definite since
only the first state evolves according to a differential equation. The second state
is indeed fully characterized by an algebraic equation and, therefore, the matrices
P2 and P3 are arbitrary, i.e. no specific structure nor property. Note, moreover, that
only P1 needs to be parameter independent since this is the only matrix that is
differentiated.

Note also that the LMI (2.48) involves the decision variable P(ρ) which is a
function of ρ. The feasibility problem involved in Theorem 2.4.4 is therefore mean-
ingfully called an infinite-dimensional feasibility problem. This type of feasibility
problem cannot be solved as such and must be approximated, we talk about relax-
ation procedures. Some relaxation schemes are discussed in Appendix B.

The result stated in Theorem 2.4.4 is illustrated in the example below:

Example 2.4.5 Let us consider back the system (1.22) of Example 1.3.1 on
page 11. Quadratic stability can be assessed if there exists a constant P having
the block-triangular structure defined in Theorem 2.4.4 and such that the LMIs

Ā(−1)T P + PT Ā(−1) ≺ 0
Ā(1)T P + PT Ā(1) ≺ 0

(2.50)

http://dx.doi.org/10.1007/978-3-662-44050-6_1
http://dx.doi.org/10.1007/978-3-662-44050-6_1
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hold. It turns out that the matrix P given by

P =

⎡

⎢
⎢
⎣

4 0 0 0
−5 −7 −1 1
−6 −1 −7 −1
−4 1 −1 −7

⎤

⎥
⎥
⎦ (2.51)

satisfies the LMIs (2.50), showing then that the system of Example 1.3.1 is
quadratically stable.

2.4.2 Robust Stability

Let us consider first the system (2.36). We then have the following result:

Theorem 2.4.6 The system (2.36) is robustly stable if there exists a differen-
tiable matrix function P : Δρ → S

n�0 such that the condition

A(ρ)T P(ρ)+ P(ρ)A(ρ)+
N∑

i=1

νi
∂P(ρ)

∂ρi
≺ 0 (2.52)

holds for all (ρ, ν) ∈ Δρ × Vν .

Proof The proof is an application of Theorem 2.2.3 using the Lyapunov function of
robust stability introduced in Definition 2.3.5. After differentiation, we get the LMI
condition

A(ρ)T P(ρ)+ P(ρ)A(ρ)+
N∑

i=1

ρ̇i
∂P(ρ)

∂ρi
≺ 0.

Noting that the dependence of the above inequality on ρ̇i is affine, and that the values
taken by ρ and ρ̇ are (almost everywhere) independent, then the above LMI can be
viewed as affine in ρ̇. The same argument as in Theorem 2.4.2 can be applied and
yields the result. �

The following result is an extension of Theorem 2.4.4 to robust stability:

Theorem 2.4.7 The descriptor LPV system (2.37) is robustly stable if there
exist P1 : Δρ → S

n�0, P2 : Δρ → R
ny×n and P3 : Δρ → R

ny×ny such that
the LMI

http://dx.doi.org/10.1007/978-3-662-44050-6_1
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Ã(ρ)T P(ρ)+ P(ρ)T Ã(ρ)+
N∑

i=1

⎡

⎣νi
∂P1

∂ρi
(ρ) 0

0 0

⎤

⎦ ≺ 0 (2.53)

holds for all (ρ, ν) ∈ Δρ × Vν where P(ρ) =
[

P1(ρ) 0
P2(ρ) P3(ρ)

]
.

2.5 Stability of Polytopic LPV Systems

Polytopic LPV systems can be analyzed in the same way as general LPV systems
discussed in the latter section. This is due to the fact that polytopic systems are affine
LPV systems with parameters in the unit simplex. This property makes polytopic
systems very convenient to work with.

This section will then be concerned with the analysis of the polytopic LPV system

ẋ(t) = A(λ(t))x(t)
x(0) = x0

(2.54)

where x ∈ R
n is the system state, A(λ) =∑N

i=1 λi Ai and λ ∈ ΛN .

2.5.1 Quadratic Stability

A necessary and sufficient condition for the quadratic stability of polytopic LPV
systems is given below:

Theorem 2.5.1 The polytopic LPV system (2.54) is quadratically stable in the
sense of Definition 2.3.2 if and only if there exists a matrix P ∈ S

n�0 such that
the LMIs

AT
i P + P Ai ≺ 0 (2.55)

hold for all i = 1, . . . , N.

Proof Using the Lyapunov function of Definition 2.3.2, we obtain the stability con-
dition

N∑

i=1

λi (t)
[

AT
i P + P Ai

]
≺ 0 (2.56)
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where λ(t) ∈ ΛN for all t ≥ 0.
Sufficiency: Assume that AT

i P+ P Ai ≺ 0 for all i = 1, . . . , N . Then, following
Theorem 2.4.2, we can conclude that (2.56) holds for all λ(t) ∈ ΛN .

Necessity: Assume now that (2.56) holds for all λ(t) ∈ ΛN , then necessarily the
LMI must hold on the vertices of the setΛN , that is for any vector in V = vert{ΛN },
as defined in (1.25). �

As in the case of affine LPV systems, a semi-infinite LMI condition has been turned
into a finite set of LMIs. As before, quadratic stability results are limited in the sense
that a common matrix P has to be found for all the subsystems Ai . The existence of a
common Lyapunov function such that (2.55) holds for all i = 1, . . . , N is a difficult
problem for which partial answers exist. An obvious necessary condition is that the
matrices Ai all be Hurwitz. The following elegant result is taken from [35]:

Theorem 2.5.2 Assume that there exists a nonsingular matrix T ∈ R
n×n such

that the matrices T Ai T−1 are upper-triangular. Then, the following statements
are equivalent:

1. The matrices Ai , i = 1, . . . , N, are Hurwitz.
2. There exists a matrix P ∈ S

n�0 such that the LMIs (2.55) hold for all
i = 1, . . . , N.

Proof The proof that 2.⇒ 1. follows from Theorem 2.2.6. The converse statement,
however, is much more involved and needs Lie algebraic tools that are beyond the
scope of this book. Interested readers should refer to [35] to get more insight on the
proof. �

As a corollary of the above result, when the Hurwitz matrices Ai commute with
each other, there also exists a common quadratic Lyapunov function. More results
of similar flavor can be found in [36–40] and references therein.

2.5.2 Robust Stability

For LPV systems, robust stability captures information on the rate of variation of the
parameters. In the polytopic case, this rate of variation is contained in the term λ̇. A
difficulty here is that there is no immediate definition for a set that will contain the
trajectories of λ̇. To overcome this, we will assume here that the considered polytopic
system approximates an LPV system with Np parameters, denoted by ρ, for which
derivative bounds are known. In this case, it is possible to define a polytope in which
λ̇ evolves within. This is stated below:

http://dx.doi.org/10.1007/978-3-662-44050-6_1
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Proposition 2.5.3 Assume that ρ̇ ∈ Δν = co{Vν}, Vν = {d1, . . . , dN }, N =
2Np and that the decomposition

ρ(t) =
N∑

i=1

λi (t)vi

holds with Vρ = {v1, . . . , vN }. Then, the set of all λ̇’s is given by

Λ̇N :=
⎧
⎨

⎩

⎡

⎣
V
1T

N
0

⎤

⎦

+⎡

⎣
D
0
1T

N

⎤

⎦ ζ : η ∈ ΛN

⎫
⎬

⎭
(2.57)

where ζ(t) ∈ ΛN , V = [v1 . . . vN
]

and D = [d1 . . . dN
]
. Moreover, we have

the identity

ρ̇(t) =
N∑

i=1
ζi (t)di =

N∑

i=1
λ̇i (t)vi .

(2.58)

Proof By differentiating ρ(t) =∑N
i=1 λi (t)vi we get

ρ̇(t) =
N∑

i=1

λ̇i (t)vi .

The idea is now to look for a polytope that contains λ̇. To this aim, we therefore
impose that

ρ̇(t) =
N∑

i=1

ζi (t)di (2.59)

where the di ’s are the vertices of the set Δν , i.e. the elements of Vν . Equating these
expressions, we get

N∑

i=1

λ̇i (t)vi =
N∑

i=1

ζi (t)di

or, in a more compact form
V λ̇(t) = Dζ(t) (2.60)

where V = [v1 . . . vN
]

and D = [d1 . . . dN
]
. In addition to this equality, we have

to also consider the relationships

∑N
i=1 ζi (t) = 1 and

∑N
i=1 λ̇i (t) = 0.
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All combined together, we obtain
⎡

⎣
V
1T

N
0

⎤

⎦ λ̇(t) =
⎡

⎣
D
0
1T

N

⎤

⎦ ζ(t)−
⎡

⎣
0
0
1

⎤

⎦ .

The remaining step is to solve the above equation for λ̇(t). Let us rewrite the above
equation as F X = E where X = λ̇. It is known that there is a solution if and only if
E ∈ span[F]. This is equivalent to the conditionχT E = 0 with FTχ = 0 andχ 	= 0.

It is immediate to observe that

[
V
1T

N

]
is full-row rank. Then, setting χT

0 =
[
0 0 1

]

implies that FTχ0 = 0 and χT
0 E = 0, showing the existence of a solution to the

equation F X = E . The complete set of solutions is given by

λ̇(t) =
⎡

⎣
V
1T

N
0

⎤

⎦

+⎛

⎝

⎡

⎣
D
0
1T

N

⎤

⎦ ζ(t)−
⎡

⎣
0
0
1

⎤

⎦

⎞

⎠+
⎛

⎝I −
⎡

⎣
V
1T

N
0

⎤

⎦

+⎡

⎣
V
1T

N
0

⎤

⎦

⎞

⎠ z(t) (2.61)

where z(t) ∈ R
N is an arbitrary vector and V̄+ is the Moore-Penrose pseudoinverse

of V̄ . Since we only need a particular solution, we can set z(t) ≡ 0 without loss of
generality, and the result finally follows from the fact that

⎡

⎣
V
1T

N
0

⎤

⎦

+⎡

⎣
0
0
1

⎤

⎦ = 0.

The proof is complete. �

Example 2.5.4 Consider a two-parameter problem, i.e. Np = 2, where

(ρ1, ρ2) ∈ [−1, 1] × [−2, 3] and (ρ̇1, ρ̇2) ∈ [−2, 3] × [−5, 6].

We then have the following matrices

V =
[−1 −1 1 1
−2 3 −2 3

]
and D =

[−2 −2 3 3
−5 6 −5 6

]
.

From Proposition 2.5.3, we have

λ̇(t) =

⎡

⎢
⎢
⎣

1 −0.1 −0.25 −1.35
0 1.1 −1.25 −0.15
0 −1.1 1.25 0.15
−1 0.1 0.25 1.35

⎤

⎥
⎥
⎦ ζ(t)
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and it is easy to see that
∑4

i=1 λ̇i (t) = 0 for all t ≥ 0 and that

ρ̇(t) = V λ̇(t) = Dζ(t) (2.62)

as desired.

Based on the above characterization of Λ̇N , we can state the following result:

Theorem 2.5.5 The polytopic LPV system (2.54) is robustly stable if there
exist matrices Pi ∈ S

n�0, i = 1, . . . , N, such that the parameter-dependent
LMI

A(λ)T P(λ)+ P(λ)A(λ)+ P(θ) ≺ 0 (2.63)

holds for all (λ, θ) ∈ ΛN × vert{Λ̇N } where

P(λ) =
N∑

i=1

λi Pi and A(λ) =
N∑

i=1

λi Ai .

Proof The proof is based on the parameter dependent Lyapunov function

V (x, λ) = xT P(λ)x

where P(λ) = ∑N
i=1 λi Pi , Pi ∈ S

n�0, i = 1, . . . , N . Positive definiteness of this
quadratic form is equivalent to the constraints Pi � 0, i = 1, . . . , N . The derivative
of V along the trajectories solutions of system (2.54) is negative definite if and only
if the LMI

A(λ)T P(λ)+ P(λ)A(λ)+ P(λ̇) ≺ 0 (2.64)

holds for all (λ, λ̇) ∈ ΛN × Λ̇N . The result immediately follows. �

The main difficulty arising in the consideration of the LMI (2.63) lies in the fact
that it is not affine in λ. Clearly, convexity is lost and, therefore, we cannot simply
check the condition at the vertices ofΛN as in the affine case. Some results have been
obtained in the literature in order to deal directly with conditions that are quadratic or
homogeneous in λ; see for instance [41–43]. Some other methods are also presented
in Appendix B.

Below, an alternative result, relying on the use of slack-variables, is considered
instead:
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Theorem 2.5.6 The polytopic LPV system (2.54) is robustly stable if there
exist matrices Pi ∈ S

n�0, i = 1, . . . , N, a matrix X ∈ R
n×n and a sufficiently

large scalar ξ > 0 such that the matrix inequalities

⎡

⎣
−(X + XT) Pi + XT Ai XT

	 −ξ Pi +∑N
j=1 Pjθ j 0

	 	 −Pi/ξ

⎤

⎦ ≺ 0 (2.65)

hold for all i = 1, . . . , N and all θ ∈ vert{Λ̇N }.

Proof The proof is made in two steps: the first step consists of showing that the
feasibility of a certain matrix inequality implies the feasibility of (2.63). The second
step uses convexity arguments to yield a finite set of LMIs.

Step 1: Let us consider the matrix inequality

⎡

⎣
−(X + XT) P(λ)+ XT A(λ) XT

	 −ξ P(λ)+ P(λ̇) 0
	 	 −P(λ)/ξ

⎤

⎦ ≺ 0 (2.66)

where X ∈ R
n×n and ξ > 0. The goal is to show that the feasibility of (2.66) implies

the feasibility of (2.63). To do so, first rewrite (2.66) as

⎡

⎣
0 P(λ) 0
	 −ξ P(λ)+ P(λ̇) 0
	 	 −P(λ)/ξ

⎤

⎦

︸ ︷︷ ︸
Ψ

+ He

⎛

⎝

⎡

⎣
I
0
0

⎤

⎦ XT [−I A(λ) I
]
⎞

⎠ ≺ 0.

The matrix X can be eliminated from (2.66) by projection (see the Projection Lemma
in Appendix C.12) as follows. Let

U1(λ) :=
[−I A(λ) I

]
, U2 :=

[
I 0 0

]
,

and define the matrices K1(λ), K2 to be bases of the null-spaces of U1(λ) and U2,
respectively. Their explicit expression is given by

K1(λ) =
⎡

⎣
A(λ) I

I 0
0 I

⎤

⎦ and K2 =
⎡

⎣
0 0
I 0
0 I

⎤

⎦ .

Projecting inequality (2.66) w.r.t. these null-spaces yields
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Ψ1 := K T
1 Ψ K1

= K T
1

⎡

⎣
0 P(λ) 0
	 −ξ P(λ)+ P(λ̇) 0
	 	 −P(λ)/ξ

⎤

⎦ K1

=
[

A(λ)T P(λ)+ P(λ)A(λ)+ ξ P(λ)+ P(λ̇) P(λ)
	 −P(λ)/ξ

]

and
Ψ2 := K T

2 Ψ K2

= K T
2

⎡

⎣
0 P(λ) 0
	 −ξ P(λ)+ P(λ̇) 0
	 	 −P(λ)/ξ

⎤

⎦ K2

=
[−ξ P(λ)+ P(λ̇) 0

	 −P(λ)/ξ

]
.

We have the immediate implication that if (2.66) holds, then both Ψ1 and Ψ2 are
negative definite. A Schur complement on the inequality Ψ1 ≺ 0 gives

A(λ)T P(λ)+ P(λ)A(λ)+ P(λ̇) ≺ 0

which is identical to (2.64). The condition that Ψ2 ≺ 0 is clearly necessary to the
feasibility of (2.66). Thus, we have proved that the feasibility of the matrix inequality
(2.66) implies the feasibility of the LMI (2.64).

Step 2: Noting that the matrix inequality (2.66) is affine in λ and λ̇, we can
therefore convert the infinite set of LMIs into a finite set, and the result follows. �

It is worth noting that condition (2.65) is not an LMI condition due to the presence
of the decision variable ξ > 0. However, when ξ is fixed, the condition actually
becomes an LMI. Finding a suitable ξ > 0 can be easily be performed using a
line-search algorithm that keeps increasing the value of ξ until the problem becomes
feasible, or stops when the value of ξ goes beyond a certain threshold value.

2.6 Stability of LPV Systems in LFT-Form

Let us consider in this section LPV systems in LFT-form given by

ẋ(t) = Ax(t)+ Bw(t)
z(t) = Cx(t)+ Dw(t)
w(t) = Θ(ρ(t))z(t).

(2.67)

Above, the matrixΘ(ρ) is a, possibly structured, matrix containing the time-varying
parameters. The LTI part can be viewed as a linear operator G mappingw to z having
transfer function Ĝ(s) defined as
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Ĝ(s) := C(s I − A)−1 B + D. (2.68)

The analysis of such systems can be carried out using many different techniques.
First of all, the notions of L2-norm, L2-gain and H∞-norm are introduced as a nec-
essary background for stating the first important result that may be used to assess
the stability of the system (2.67): the so-called Small-Gain Theorem. Using then the
concepts of scalings, this result is refined into the Scaled Small-Gain Theorem and
the Dynamic Scaled Small-Gain Theorem. Finally, results based on the full-block
S-procedure, the concept of topological separation and Integral Quadratic Con-
straints are presented, together with some connections between them.

2.6.1 L2-Norm and H∞-Norm

Before stating the main results of this section, it is important to define the notions of
L2-norm, L2-gain and H∞-norm.

Definition 2.6.1 (L2-norm andL2-space) Let w : R≥0 → C
n . The L2-norm

of w is defined as

||w||L2 :=
√∫ ∞

0
w(s)∗w(s)ds. (2.69)

The space of signals mapping R≥0 to C
n with finite L2-norm is denoted by

L2(R≥0,C
n). For simplicity, we use the shorthand L2 for denoting any L2-

space.

Definition 2.6.2 (L2-gain) Let � be a boundeda operator from L2 to L2. Its
L2-gain, denoted by ||�||L2−L2 , is defined as

||�||L2−L2 = sup
||w||L2=1

{||�w||L2

}
.

a An operator from L2 to L2 is bounded if and if ||�w||L2 is finite for all
w ∈ L2.

Note that the L2-gain is defined for any type of operators, e.g. linear, nonlinear,
time-varying, etc.
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Definition 2.6.3 (H∞-norm) Let Ĝ : C→ C
m×p be a proper transfer func-

tion that is analytic in the closed right-half plane. The H∞-norm of this transfer
function, denoted by ||Ĝ||H∞ , is given by

||Ĝ||H∞ = sups∈C̄+ σ̄ (Ĝ(s))= supω∈R σ̄ (Ĝ( jω))

where σ̄ (·) denotes the maximal singular-value; see Appendix A.3.

An important fact is that for an LTI operator G with transfer function Ĝ(s), the
L2-gain of G coincides with the H∞-norm of Ĝ, that is we have

||G||L2−L2 = ||Ĝ||H∞ .

This leads to the following result:

Proposition 2.6.4 The following statements are equivalent:

1. The LTI system G is asymptotically stable.
2. The system G has finite L2-gain.
3. The transfer function Ĝ has finite H∞-norm.

Proof The proof follows from the definition of the H∞-norm. �
Various methods can be applied to compute the H∞-norm of a stable, rational and

proper transfer function: bisection algorithms [44], Hamiltonian-matrix-based algo-
rithms [45], Riccati equations and LMIs [46, 47]. Since LMIs are the most suitable
tools for dealing with LPV systems, only the following LMI-based result is provided:

Lemma 2.6.5 (Bounded-Real Lemma [47, 48]) Let us consider an LTI sys-
tem with transfer function

Ĝ(s) = C(s I − A)−1 B + D.

Then, the following statements are equivalent:

1. The H∞-norm of Ĝ is smaller than γ > 0.
2. There exists P ∈ S

n�0 such that the LMI

⎡

⎣
AT P + P A P B CT

	 −γ I DT

	 	 −γ I

⎤

⎦ ≺ 0 (2.70)

holds.
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Proof Several proofs for this very important result exist. The proof based on the
Kalman-Yakubovich-Popov Lemma (see Appendix C.1) is probably the shortest
one. Another important one is based on dissipativity theory2 and plays an important
role in computing estimates for the H∞-norm of time-delay systems, for instance.

A Schur complement on the LMI (2.70) yields

[
AT P + P A P B

	 0

]
+
[

C D
0 I

]T [
γ−1 I 0

0 −γ I

] [
C D
0 I

]
≺ 0 (2.71)

which is exactly of the form of the condition involved in the Kalman-Yakubovich-
Popov Lemma. Note that since the conditions P � 0 and AT P + P A ≺ 0 are
equivalent to the stability of the matrix A, the matrix jωI − A is therefore invertible
for all ω ∈ R. This shows that the above LMI is equivalent to saying that

[
Ĝ( jω)

I

]∗ [
γ−1 I 0

0 −γ I

] [
Ĝ( jω)

I

]
≺ 0 (2.72)

holds for all ω ∈ R. Expanding the above inequality yields Ĝ( jω)∗Ĝ( jω) ≺ γ 2 I ,
or equivalently, ||Ĝ||H∞ < γ . �

The following proposition shows that the H∞-norm of a system can be computed
by solving a convex semidefinite problem (i.e. an LMI problem):

Proposition 2.6.6 Assume that the LTI system with transfer function

Ĝ(s) = C(s I − A)−1 B + D

has finite H∞-norm given by γ ∗. Then, we also have that

γ ∗ = minP∈Sn�0,γ>0 γ

s.t. (2.70) holds.
(2.73)

Proof This is a simple implication of Lemma 2.6.5. �

2.6.2 Small-Gain Theorem

Let us now consider the system interconnection depicted in Fig. 2.1 where M(s)
is a known transfer function and Δ(s) is an uncertain transfer function verifying

2 For more details on dissipativity theory, see [49].
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||Δ||H∞ ≤ 1. The transfer function (assumed to be causal) of the overall intercon-
nection is given by

MΔ(s) = M(s)

1+ M(s)Δ(s)
.

The analysis of the stability of the interconnection, using for instance, the multi-
variable Nyquist criterion, is not easy due to the presence of the uncertain transfer
function Δ(s). A convenient way for tackling this problem relies on the concepts of
norms and gains previously defined. This leads us to the small-gain theorem:

Theorem 2.6.7 (Small-Gain Theorem [44, 50]) Assume that ||M ||H∞ < 1
and ||Δ||H∞ ≤ 1, then the interconnection of Fig.2.1 is asymptotically stable.

Proof Assuming that ||MΔ||H∞ < 1, then we have

||MΔ||H∞ ≤
||M ||H∞

1− ||MΔ||H∞
<∞. (2.74)

Therefore, the closed-loop system is bounded in the H∞-norm sense, which is equiva-
lent to asymptotic stability. Using the submultiplicativity property3 of the H∞-norm,
we have

||MΔ||H∞ ≤ ||M ||H∞||Δ||H∞
≤ ||M ||H∞ (2.75)

where we have used the fact that ||Δ||H∞ ≤ 1. Consequently, under the assump-
tion that ||M ||H∞ < 1, we have ||MΔ||H∞ < ∞ and the closed-loop system is
asymptotically stable for any ||Δ||H∞ ≤ 1. The proof is complete. �

In general, the small-gain is only a (strong) sufficient condition for stability, but
turns out to be also necessary when Δ(s) is any unstructured uncertain transfer
function matrix with H∞-norm smaller or equal than 1. This is stated in the following
proposition:

Proposition 2.6.8 ([44]) The following statements are equivalent:

1. The interconnection of Fig.2.1 is stable for allΔ(s) verifying ||Δ||H∞ ≤ 1.
2. The transfer function M(s) is such that ||M ||H∞ < 1.

Proof The proof can be found in [44]. �

When the transfer functions M(s) andΔ(s) are fixed, it is easy to construct them
such that the interconnection is stable but the small-gain condition ||MΔ||H∞ < 1

3 Any induced-norm satisfies the submultiplicativity property.
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Fig. 2.1 Interconnection of two single-input single-output transfer functions

is violated. The following transfer functions

M(s) = 10

(s + 1)(s + 2)
and Δ(s) = 10

(s + 3)(s + 4)

illustrate this fact.
As previously said, it is improper to talk about H∞-norm when time-varying

systems are considered since no transfer function in the Laplace domain can be
defined for such systems. We therefore consider the L2-gain instead. The small-
gain argument then directly extends to LPV systems where the uncertain transfer
function Δ(s) is now replaced by the parameter-varying matrix Θ(ρ), ρ ∈ Δρ .
Since the matrix depends on some parameters in a range of values, the worst-case
L2-gain must be considered.

To properly define it, let us consider the multiplication operator Θρ defined as
Θρ(w)(t) = Θ(ρ(t))w(t) for any signal w ∈ L2 of appropriate dimensions.

Proposition 2.6.9 The worst-case L2-gain of the operator Θρ is defined as

sup
ρ∈P
||Θρ ||L2−L2 (2.76)

where P is the set of parameter trajectories and we have that

sup
ρ∈P
||Θρ ||L2−L2 = max

ζ∈Δρ

||Θ(ζ)||2 (2.77)

where || · ||2 is the matrix induced 2-norm.

Proof Let η := Θ(ρ)ξ , then we have

||η||2L2
=
∞∫

0

ξ(s)TΘ(ρ(s))TΘ(ρ(s))ξ(s)ds
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≤ max
ζ∈Δρ

∞∫

0

ξ(s)TΘ(ζ)TΘ(ζ)ξ(s)ds

≤ max
ζ∈Δρ

{
||Θ(ζ)||22

} ∞∫

0

ξ(s)Tξ(s)ds

= max
ζ∈Δρ

{
||Θ(ζ)||22

}
||ξ ||2L2

, (2.78)

where we have used the fact that Δρ is compact. Note that equality holds for some
constant parameter trajectories, i.e. those that maximize the 2-norm ofΘ(·). Taking
finally the square-root yields the result. �

Theorem 2.6.10 Assume that ||Θρ ||L2−L2 ≤ 1 for all ρ ∈ P , then the LPV
system (2.67) is asymptotically stable if

||Ĝ||H∞ < 1. (2.79)

The small-gain condition is a very simple stability test and is often very conserv-
ative in the LPV framework. Two main reasons for that:

• Unlike the Nyquist criterion, no information on the phase is taken into account,
only gains are considered.
• No structural information on the interconnection is captured, e.g. Δ(s) or Θ(ρ)

may have a specific structure, such as a block-diagonal structure, that can be
exploited in the analysis conditions.

This leads us to the notion of scalings and the scaled small-gain theorem.

2.6.3 Constant D-Scalings and the Scaled-Small Gain Theorem

The rationale behind the scaled-small gain theorem is to improve the small-gain
theorem by capturing information on the structure of the interconnection. In this
section, we will assume that Θ(ρ) has the following structure

Θ(ρ) = diag(ρ1 Iη1 , . . . , ρp Iηp ) (2.80)

where ηi is the number of occurrences of the parameter ρi ∈ [−1, 1]; hence
Θ(ρ) ∈ R

η×η, η =∑p
i=1 ηi . Due to the structure of the matrix, it is easy to see that

||Θ(ρ)||2 ≤ 1 for all ρ ∈ [−1, 1]p.
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Definition 2.6.11 The set of D-scalingsa associated with the matrix Θ is
defined as

D(Θ) :=
{

L ∈ S
η
�0 : ΘL1/2 = L1/2Θ

}
(2.81)

where L1/2 denotes the positive definite symmetric square-root of L .

a Note that the definition of the set of D-scalings may slightly differ from one
person to another. The definitions are nevertheless equivalent. For more details
on the scalings the reader should refer to [51, 52].

According to the definition above, the role of the matrix L is to embed a structural
information on the matrixΘ through a commutation property. We have the following
properties for the set D(Θ):
1. D(Θ) is a convex subset of S

η
�0;

2. I ∈ D(Θ);
3. L ∈ D(Θ) =⇒ LT ∈ D(Θ);
4. L ∈ D(Θ) =⇒ L−1 ∈ D(Θ);
5. L1, L2 ∈ D(Θ) =⇒ L1L2Θ = ΘL1L2.

By relying upon D-scalings, the small-gain theorem can be refined into the scaled
small-gain theorem.

Lemma 2.6.12 (Scaled Bounded-Real Lemma [51–53]) Assume that L ∈
D(Θ). Then, the following statements are equivalent

1. The H∞-norm of ĜL := L1/2ĜL−1/2 is smaller than γ > 0.
2. There exists P ∈ S

η
�0 such that the LMI

⎡

⎣
AT P + P A P BL CTL

	 −γ L DTL
	 	 −γ L

⎤

⎦ ≺ 0

holds.

Proof Since L ∈ D(Θ), then we haveΘL1/2 = L1/2Θ and henceΘ = L−1/2ΘL1/2.
Therefore, G can be equivalently substituted by GL := L1/2GL−1/2 in the intercon-
nection. Applying the Bounded-Real Lemma , i.e. Lemma 2.6.5, to the scaled-system
GL yields the LMI

⎡

⎣
AT P + P A P BL−1/2 CTL1/2

	 −γ I L−1/2 DTL1/2

	 	 −γ I

⎤

⎦ ≺ 0.
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A congruence transformation with respect to diag(I, L1/2, L1/2) finally gives the
desired result. �

It is immediate to see that the above result can be viewed as an extension of the
bounded-real lemma. By indeed setting L = I , the bounded-real lemma is immedi-
ately retrieved. Based on the use of D-scalings and the scaled bounded real lemma,
the scaled small-gain theorem can be stated:

Theorem 2.6.13 (Scaled Small-Gain Theorem) Assume that Θ(ρ) has the
structure (2.80). The LPV system (2.67) is asymptotically stable if there exists
P ∈ S

n�0 and L ∈ D(Θ) such that the LMI

⎡

⎣
AT P + P A P BL CTL

	 −L DTL
	 	 −L

⎤

⎦ ≺ 0

holds.

As for the small-gain theorem, a conservatism analysis can be carried out:

Proposition 2.6.14 (Conservatism – scaled small-gain theorem) Assume that
Θ(ρ) is block-diagonal and contains

• s repeated scalar blocks; and
• f unrepeated full blocks.

Then, the scaled-small gain theorem is nonconservative if 2s + f ≤ 3. In all
the other cases, the scaled-small gain theorem may be conservative.

Proof The proof is related to the exactness of the computation of the structured
singular value using D-scalings, see [53]. �

2.6.4 Frequency-Dependent D-Scalings

The extension of the scaled bounded-real lemma to frequency-dependent scalings is
quite recent [54–58], even though frequency-dependent multipliers have been around
for quite some time in IQC analysis [59] and multipliers theory [60]. Frequency-
dependent D-scalings are expected to be less conservative than their constant
counterparts due to their frequency-adapting characteristic. The goal of this section
is simply to provide some introductory material on this approach which requires
advanced techniques. Assume first that
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Θ = diag(Θ1(ρ), . . . , Θm(ρ))

where ||Θ(ρ)||2 ≤ 1 for all ρ ∈ Δρ , and let Q be the set of matrices structured as

Q(s) = diag(q1(s)I, . . . , qm(s)I ) (2.82)

in accordance with the structure ofΘ(ρ). The components qi are single-input single-
output transfer functions that are real valued and bounded on the extended imaginary
axis jR. Stability of the LPV system is then guaranteed if there exists some multiplier
Q ∈ Q for which

[
Ĝ(s)

I

]∗ [
Q(s) 0

0 −Q(s)

] [
Ĝ(s)

I

]
≺ 0 and Q(s) � 0 on jR (2.83)

The key idea is to approximate any filter by a finite basis of elementary filters of the
form

f1,κ (s) =
[
1 f1(s) f2(s) . . . fκ(s)

]

f2,κ (s) =
[
1 f1(s)∗ f2(s)∗ . . . fκ(s)∗

]

where f1,κ (s) and f2,κ (s) are respectively stable and anti-stable4 rows with
f (s)∗ = f (−s)T. Therefore, for any sufficiently large κ , any stable (anti-stable)
filter can be uniformly approximated on jR by f1,κ (s)l1 ( f2,κ (s)l2) using suitable
real-valued columns vectors l1 (l2); see e.g. [61–63]. This implies that Q(s) can be
approximated by

Ψ1(s)
∗MΨ1(s) = Ψ2(s)

∗MΨ2(s) (2.84)

whereΨ j := diag(I⊗ f T
j,κ , . . . , I⊗ f T

j,κ ) and M is a real symmetric matrix such that
M := diag(I⊗M1, . . . , I⊗Mm) in which the Mi ’s are decision variables to be deter-
mined. Based on this characterization, we can now state the following result [54, 55]:

Theorem 2.6.15 The following statements are equivalent:

1. The matrix A is Hurwitz and condition (2.83) holds for some Q of the form
(2.84).

2. There exist real symmetric matrices X,Y and M of appropriate dimensions
such that the LMIs

⎡

⎣
I 0

Ap Bp

C p Dp

⎤

⎦

T⎡

⎣
0 X 0
	 0 0
	 	 diag(M,−M)

⎤

⎦

⎡

⎣
I 0

Ap Bp

C p Dp

⎤

⎦ ≺ 0

4 An anti-stable polynomial has all its roots in C+.
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⎡

⎣
I 0

AΨ1 BΨ1

CΨ1 DΨ1

⎤

⎦

T⎡

⎣
0 Y 0
	 0 0
	 	 M

⎤

⎦

⎡

⎣
I 0

AΨ1 BΨ1

CΨ1 DΨ1

⎤

⎦ � 0

[
X11 − Y X13

	 X33

]
� 0

hold where

[
AΨ1 BΨ1

CΨ1 DΨ1

]
is a minimal realization of Ψ1 and

[
Ap Bp

C p Dp

]
:=

⎡

⎢
⎢
⎢
⎢
⎣

AΨ1 0 BΨ1C D
0 AΨ2 0 BΨ2

0 0 A B
CΨ1 0 DΨ1 DΨ1 D

0 CΨ2 0 DΨ2

⎤

⎥
⎥
⎥
⎥
⎦

is a minimal realization of

[
Ψ1G
Ψ2

]
. Above the matrix X is partitioned

according the matrix Ap.

Proof The proof is quite long and technical. It is thus omitted here but can be found
in [54–57]. �

2.6.5 Full-Block S-Procedure

The full-block S-procedure is a quite general result that encompasses the small-gain
and scaled small-gain results of the previous sections. The term full-block comes
from the fact that the scalings involved are general matrices, as opposed to, for
instance, block-diagonal scalings in the scaled small-gain theorem. The full-block
S-procedure is therefore more general and is expected to cover a wider class of
systems and uncertainties with a reduced conservatism. This framework has been
successfully applied, among others, to the analysis of LPV systems [64–67], time-
delay systems [68–70], interconnected systems [71], etc.

The results of this section can be obtained in many different ways. In the following,
the results will be developed using a simple S-procedure argument, which is enough
for proving an elementary analysis result for LPV systems.

To this aim, let us consider the system (2.67) where Θ(ρ) ∈ R
η×η is a possibly

structured matrix. With the above facts in mind, we can state the following result:
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Lemma 2.6.16 The following statements are equivalent:

1. The system (2.67) is quadratically asymptotically stable for allΘ in the set

FM :=
{

Θ :
[

I
Θ

]T

M

[
I
Θ

]
� 0

}

(2.85)

for some given M ∈ S
2η with M22 ≺ 0.

2. There exist a matrix P ∈ S
n�0 and a scalar τ > 0 such that the LMI

[
AT P + P A P B

	 0

]
+ τ

[
C D
0 I

]T

M

[
C D
0 I

]
≺ 0 (2.86)

holds.

Proof A complete proof with meaningful discussions can be found in [65, 66]. We
propose an alternative one based on the S-procedure. Consider first the quadratic
form V (x) = xT Px , P ∈ S

n�0, which will play the role of Lyapunov function. The
key idea is to provide a decrease condition of the Lyapunov function for allΘ(ρ) in
FM . Differentiating V along the trajectories solutions of the system, we get

V̇ =
[

x
w

]T [
AT P + P A P B

	 0

] [
x
w

]
(2.87)

where w = Θ(ρ)z. The derivative must be negative definite for all pairs of signals
(z, w) verifying

[
z
w

]T

M

[
z
w

]
≥ 0 (2.88)

where z = Cx + Dw. Invoking then the S-procedure, we get the condition (2.86).
Using the fact that the S-procedure is lossless in the single quadratic constraint case,
equivalence between the statements immediately follows. �

Based on the above theorem, we obtain the following result:

Theorem 2.6.17 The LPV system (2.67) is asymptotically stable if there exist
matrices P ∈ S

n�0 and M ∈ S
2η such that the LMIs
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[
AT P + P A P B

	 0

]
+
[

C D
0 I

]T

M

[
C D
0 I

]
≺ 0 (2.89)

[
I

Θ(ρ)

]T

M

[
I

Θ(ρ)

]
� 0 (2.90)

hold for all ρ ∈ Δρ .

Proof The proof is an application of Lemma 2.6.16. �

The main difficulty in checking feasibility of the conditions in Theorem 2.6.17 lies
in the presence of the semi-infinite condition (2.90). These type of robust feasibility
problems can be solved using, for instance, sum of squares techniques as in [72, 73]
where it is shown that the full-block S-procedure can be lossless in certain cases.
The price to pay, however, is a high computational complexity.

The computational burden can be overcome, at the expense of conservatism, by
considering a family M of matrices M for which the condition (2.90) is trivially
satisfied for all matricesΘ(ρ), ρ ∈ Δρ . Consequently, the semi-infinite dimensional
LMI (2.90) can be removed from the problem, making it finite-dimensional and,
therefore, more tractable.

The family of scalings M may differ according to the type of uncertain operators,
say ∇, in some known class, say ∇. Before introducing popular scaling families, it
is convenient to define the set S∇ as the set of matrices that commute with all ∇’s in
∇, i.e.

S∇ :=
{

M ∈ R
η×η : ∇M = M∇, ∇ ∈ ∇} .

2.6.5.1 Passive Uncertainties: Multipliers

When ∇ is the class of positive-real uncertainties, i.e.

∇ = {∇ : ∇ + ∇∗ ≥ 0
} ⊂ C

η×η (2.91)

then a suitable family M is given by

M =
{[

0 D
D 0

]
: D = D∗ � 0, D ∈ S∇

}
. (2.92)
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2.6.5.2 Norm-Bounded Uncertainties: Constant D-Scalings

When ∇ is the class of norm-bounded uncertainties, i.e.

∇ = {∇ : ||∇||L2−L2 ≤ 1
} ⊂ C

η×η (2.93)

then a suitable family M is given by

M =
{[

D 0
0 −D

]
: D = D∗ � 0, D ∈ S∇

}
. (2.94)

2.6.5.3 Real Parametric Uncertainties

When ∇ is the class of norm-bounded real parametric uncertainties, i.e.

∇ = {diag(δ1 Iη1 , . . . , δp Iηm ) : δi ∈ R, |δi | ≤ 1
} ⊂ R

η×η

then suitable families M are given by

• D-G-scalings:

M =
{[

D G
G∗ −D

]
: D = D∗ � 0, G + G∗ = 0, D,G ∈ S∇

}
. (2.95)

• LFT-scalings:

M =
{[

Q S
ST R

]
: R ≺ 0,

[
Iη
∇
]T [Q S

ST R

] [
Iη
∇
]
� 0, ∇ ∈ vert{∇}

}

. (2.96)

• Vertex separators:

M =
{[

Q S
ST R

]
: Ri � 0,

[
Iη
∇
]T [Q S

ST R

] [
Iη
∇
]
� 0, ∇ ∈ vert{∇}

}

. (2.97)

where the Ri ’s are the ηi × ηi diagonal blocks of R, i.e.

R =

⎡

⎢
⎢
⎢
⎣

R1 ∗ · · · ∗
∗ R2 · · · ∗
...

. . .
...

∗ ∗ · · · Rm

⎤

⎥
⎥
⎥
⎦
.
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We can clearly see that D-scalings are a particular case of D-G scalings, and are
hence more conservative when bounded real parametric uncertainties are considered.
The following result has been proved in [74]:

Proposition 2.6.18 The D-G scaling is lossless if

2(s + c)+ f ≤ 3 (2.98)

where s, c and f are the numbers of repeated real scalar blocks, repeated
complex scalar blocks and full complex blocks. When this condition does not
hold, the D-G scalings may be conservative.

Regarding LFT-scalings, it is easily seen that they are less conservative than D-G
scalings but more than vertex separators [75].

2.6.6 Topological and Quadratic Separation

Topological separation, introduced by M. Safonov in the seminal works [76, 77] is
a fundamental result in the theory of interconnection of operators saying that5

…feedback system stability can be concluded if one can ‘topologically’ separate the infinite-
dimensional function space containing the system’s dynamical input-output relations into
two regions, one region containing the dynamical input-output relation of the ‘feedforward’
element of the system and the other region containing the dynamical input-output relation
of the ‘feedback’ element.

The topological separation framework is very general and consists of a unified
theory of stability where Lyapunov functions and contraction mappings (i.e. small-
gain operators) are replaced by ‘separating’ functionals.

The idea of topological separation has been taken back later by T. Iwasaki in [75]
where the results have been specialized to linear systems. In this case, separation can
be made using quadratic separators leading to necessary and sufficient convex sta-
bility conditions. This framework has been later generalized, among others, to more
general input-output relationships [78], LPV systems [79], robust and resilient con-
trol [80, 81], time-delay systems [82–85], sampled-data systems [86] and nonlinear
systems [87].

2.6.6.1 Preliminary Results

Let us consider two finite-dimensional linear operators (matrices)�1 ∈ C
nz×nw and

�2 ∈ C
nw×nz interconnected as in Fig. 2.2. The input and loop signals are related

together via the system of linear equations

5 Quoted from [76].
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Fig. 2.2 General setup of the well-posedness framework

z = �1(w + u1)

w = �2(z + u2)
(2.99)

where it is assumed that �2 belongs to a compact family �2.
Before stating the key results, it is necessary to introduce the definition of well-

posedness6:

Definition 2.6.19 (Well-posedness of feedback systems) The interconnection
depicted in Fig. 2.2 is said to be well-posed if

1. For each pair (u1, u2) ∈ C
nw+nz , there exists a unique pair

(z, w) ∈ C
nz+nw .

2. There exists γ > 0 such that

∣
∣
∣
∣

∣
∣
∣
∣

(
z
w

)∣∣
∣
∣

∣
∣
∣
∣
2
≤ γ

∣
∣
∣
∣

∣
∣
∣
∣

(
u1
u2

)∣∣
∣
∣

∣
∣
∣
∣
2

(2.100)

for all (u, v) ∈ C
nz+nw .

As seen above, the well-posedness property concerns uniqueness and boundedness
of solutions. This is particularly adapted to the analysis of dynamical systems where
uniqueness and boundedness of solutions play very important roles in engineering
and other fields. For constant matrices, it is immediate to obtain the following result:

Proposition 2.6.20 The interconnection (2.99) is well-posed if and only if
det(�2�1 − I ) 	= 0 for all �2 ∈ �2.

Proof Relationships (2.99) can be rewritten as

6 This definition can be extended to a more general case where the operators depend on some
parameters [75].
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[
I −�1
−�2 I

]

︸ ︷︷ ︸
Ω

[
z
w

]
=
[
�1 0
0 �2

] [
u1
u2

]
. (2.101)

Uniqueness and boundedness are immediately seen to be equivalent to the invertibil-
ity ofΩ , i.e. det(Ω) 	= 0, for all�2 ∈ �2. Using the Schur formula for determinants
(see Appendix A.1), we get the condition det(�2�1 − I ) 	= 0 for all �2 ∈ �2. The
proof is complete. �

Whereas the above condition is expressed in terms of standard linear algebra
concepts, checking the invertibility of a class of matrices is not an easy task. The
determinant condition, moreover, turns out to be inapplicable when more complex
operators are considered. In [76], M. Safonov showed that well-posedness can be
characterized in terms of graph separation. The theorem below is a simple version
of this result:

Theorem 2.6.21 (Topological-separation theorem [76, 79]) The interconnec-
tion (2.99) is well-posed if and only if the equality

G1 ∩ G−2 = {0}

holds for all �2 ∈ �2 where

G1 :=
{(

z
w

)
: z = �1w

}
and G−2 :=

{(
z
w

)
: w = �2z, �2 ∈ �2

}
.

The main difficulty is now to find a simple way for proving that the graph G1 does
not intersect the inverse graph G−2 except at 0. Note that the operators�1 and�2 are
linear, the graphs are therefore convex sets, a very convenient property. We can then
use separation ideas to get the following result:

Theorem 2.6.22 (Quadratic Separation Theorem [75]) The following state-
ments are equivalent:

1. The interconnection (2.99) is well-posed
2. There exist M ∈ S

nw+nz such that the conditions

[
I �1

]
M

[
I
�∗1

]
≺ 0 (2.102a)

[
�2 I

]
M

[
�∗2
I

]
� 0 (2.102b)

hold for all �2 ∈ �2.
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Proof The proof can be found in [75]. It is recalled here for completeness.
Proof of 1 ⇒ 2: Assume that 1. holds. Then, from Proposition 2.6.20, we have

that det(�2�1 − I ) 	= 0 for all �2 ∈ �2. Let

M =
[
�1
−I

] [
�1
−I

]∗
− ε I (2.103)

then the left-hand side of (2.102a) becomes −ε(I + �1�
∗
1 ) which is obviously

negative definite. The left-hand side of the condition (2.102b), however, becomes
(�2�1 − I )(�2�1 − I )∗ − ε(�2�

∗
2 + I ). Since the system is well-posed then

det(I − �2�1) 	= 0 and, thus, (�2�1 − I )(�2�1 − I )∗ is positive definite for all
�2 ∈ �2. Therefore, the left-hand side of (2.102b) can be made positive semidefinite
through a suitable choice for ε > 0.

Proof of 2 ⇒ 1: Assume that 2. holds. Then, from Finsler’s lemma (see Appendix
C.11) the condition (2.102a) is equivalent to the existence of ξ > 0 such that we have

M ≺ ξ
[
�1
−I

] [
�1
−I

]∗
. (2.104)

Pre- and post-multiplying the above inequality by
[
�2 I

]
and

[
�2 I

]∗, respectively,
we get that

0 � [�2 I
]

M

[
�∗2
I

]
≺ ξ(�2�1 − I )(�2�1 − I )∗. (2.105)

From (2.102b), we get that (�2�1 − I )(�2�1 − I )∗ is positive definite and hence
that �2�1 − I is invertible for all �2 ∈ �2. The system (2.99) is therefore
well-posed. �

2.6.6.2 Application to LTI Systems

So far, no dynamical systems have been involved in the definitions and results. To
illustrate how well-posedness can be applied in order to characterize stability of
dynamical systems, let us consider the LTI system

ẋ(t) = Ax(t)+ v(t) (2.106)

where v is exogenous signal. This system can be equivalently represented as the
interconnection in Fig. 2.3 where �1 = A and �2 = s−1 I , s being the Laplace
variable, and

�2 =
{
α I : α ∈ C̄+

}
. (2.107)
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Fig. 2.3 Representation of a linear time invariant dynamical system in the well-posedness frame-
work

We have the following proposition:

Proposition 2.6.23 The following statements are equivalent:

1. The interconnection in Fig.2.3 is well-posed for all s ∈ C̄+.
2. The matrix A does not have any eigenvalue in the closed right-half plane.
3. The system ẋ(t) = Ax(t) is asymptotically stable.

Proof Assume that the interconnection is well-posed. Then, the loop signals x and
ẋ are uniquely defined for any input signal v. Taking the Laplace transform of the
signals yields

sx̂(s) = Ax̂(s)+ v̂(s) (2.108)

and therefore
(s I − A)̂x(s) = v̂(s)

where ·̂ denotes the Laplace transform of the corresponding signal. The signal x̂ is
uniquely defined for all s ∈ C̄+ if and only if s is not an eigenvalue of A. The proof
of the converse statement is simply obtained by reversing the arguments. �

The above proposition shows that the determinant condition of Proposition 2.6.20
corresponds to an eigenvalue criterion for stability analysis of LTI systems. The
proposition below shows that the graph separation condition is equivalent to Lya-
punov stability conditions:

Proposition 2.6.24 The following statements are equivalent:

1. The interconnection in Fig.2.3 is well-posed for all s ∈ C̄+.
2. There exists a matrix X ∈ S

n�0 such that the LMI

AX + X AT ≺ 0 (2.109)

holds.
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3. There exists a matrix P ∈ S
n�0 such that the LMI

AT P + P A ≺ 0 (2.110)

holds.

Proof The result is immediate from Proposition 2.6.23 but it is interesting to show
that Lyapunov conditions for LTI systems can be retrieved from Theorem 2.6.22.
According to this theorem, the interconnection is well-posed for all s ∈ C̄+ if and
only if the LMIs

[
I A
]

M

[
I

AT

]
≺ 0 and

[
s−1 I I

]
M

[
s−∗ I

I

]
� 0 (2.111)

hold for all s ∈ C̄+. The following alternative representation

C̄+ =
{

s ∈ C : s−1 + s−∗ ≥ 0
}

(2.112)

indicates that we can use the class of multipliers for positive real uncertainties,
sometimes referred to as P-separators.7 Therefore, we pick

M =
[

0 X
X 0

]
(2.113)

where X ∈ S
n�0. It is immediate to see that the second LMI in (2.111) is verified for

this specific choice of separator, and we are left with the first LMI which is given, in
this case, by

AX + X AT ≺ 0. (2.114)

Equivalence between statements 1. and 2. comes from the losslessness of the P-
separator in the case of a single repeated scalar uncertainty.8 The equivalence between
statements 2. and 3. follows from a simple congruence transformation with respect
to the matrix P := X−1. The proof is complete. �

2.6.6.3 Application to LPV Systems

We present here a basic quadratic stability analysis result for LPV systems using
quadratic separation. Several conditions have been obtained in this framework, see
e.g. [79, 88]. The goal of this part is to obtain a simple stability condition similar
to the one of the full-block S-procedure, i.e. Lemma 2.6.16, in order to emphasize
the correspondence between these two approaches. More advanced results can be

7 See the list of separators/scalings in Sect. 2.6.5.
8 The P-separator has the same nonconservativity properties as the D-scaling [53].
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found in the aforementioned papers. It is crucial to note that Theorem 2.6.22 only
holds for time-invariant operators �1 and �2. Therefore, the first step in view of
generalizing this to more general operators such as time-varying, delay or integral
operators, consists of extending Theorem 2.6.22. To this aim, let us consider the
following interconnection

z(t) = �1(w(t)+ u1(t))
w(t) = �2(z + u2)(t)

(2.115)

where �1 is a real time-invariant matrix and �2 is a time-varying causal linear
operator from9 L2e to L2e. We need the following extension of the definition of
well-posedness:

Definition 2.6.25 The interconnection (2.115) is well-posed if the internal
signals are uniquely defined in terms of (u1, u2) ∈ L2e and there exists γ > 0
such that ∣

∣
∣
∣

∣
∣
∣
∣

(
PT z
PTw

)∣∣
∣
∣

∣
∣
∣
∣
L2

≤ γ
∣
∣
∣
∣

∣
∣
∣
∣

(
PT u1
PT u2

)∣∣
∣
∣

∣
∣
∣
∣
L2

(2.116)

hold for all (u, v) ∈ L2e and all T ≥ 0.

With this in mind, we can state the following result which is a particular case of a
more general statement proved in [89]:

Theorem 2.6.26 The interconnection (2.115) is well-posed if there exists a
Hermitian matrix M such that the conditions

[
�1
I

]T

M

[
�1
I

]
≺ 0 (2.117)

and ∫ T

0

[
ϑ(s)

�2(ϑ)(s)

]T

M

[
ϑ(s)

�2(ϑ)(s)

]
≥ 0 (2.118)

holds for all ϑ ∈ L2e and all T ≥ 0.

Proof The proof can be found in [89]. �

Using the above result, we can state the following theorem which turns out to be
equivalent to Lemma 2.6.16 obtained using the full-block S-procedure:

9 The extended L2-space, denoted L2e, consists of the set of functions f such that all the projections
PT f onto [0, T ], t ≥ 0, are in L2.
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Theorem 2.6.27 The LPV system (2.67) with Θ in the set (2.85) is quadrat-
ically stable if there exist P ∈ S

n�0 and matrices Q, R ∈ S
η, S ∈ R

η×η such
that the LMIs

[
P A + AT P P B

	 0

]
+
[

C D
0 I

]T [Q S
	 R

] [
C D
0 I

]
≺ 0 (2.119)

[
I

Θ(ρ)

]T [Q S
ST R

] [
I

Θ(ρ)

]
� 0 (2.120)

hold for all ρ ∈ Δρ .

Proof First rewrite the LPV system (2.67) as

[
ẋ(t)
z(t)

]
=
[

A B
C D

]

︸ ︷︷ ︸
�1

[
x(t)
w(t)

]
,

[
x(t)
w(t)

]
=
[I 0

0 Θ(ρ(t))

]

︸ ︷︷ ︸
�2

[
ẋ(t)
z(t)

]

where I is the integral operator defined as

I(u)(t) =
∫ t

0
u(s)ds

where u is any integrable function.

We can clearly see that �2 is a time-varying operator and thus that Theorem 2.6.26
must be used. We first show that a suitable multiplier M is defined as

M =

⎡

⎢
⎢
⎣

0 0 P 0
0 Q 0 S
P 0 0 0
0 ST 0 R

⎤

⎥
⎥
⎦ . (2.121)

Evaluating indeed (2.118), we get that

2
∫ T

0 ϑ1(t)T PI(ϑ1)(t)dt = 2
∫ T

0

(
d

dt
[I(ϑ1)(t)]

)T

PI(ϑ1)(t)dt

= ∫ T
0 [I(ϑ1)(t)]T P [I(ϑ1)(t)] dt ≥ 0

(2.122)

for all T ≥ 0 and that
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T∫

0
ϑ2(s)T

[
I

Θ(ρ(s))

]T [Q S
ST R

] [
I

Θ(ρ(s))

]
ϑ2(s)ds ≥ 0 (2.123)

for all ρ ∈ Δρ whenever (2.120) holds for all ρ ∈ Δρ . Therefore, with this specific
choice for M , condition (2.118) is satisfied provided that (2.120) holds. Evaluating
condition (2.117) finally gives the result. �

2.6.7 Integral Quadratic Constraints Analysis

Integral Quadratic Constraints (IQCs) are important mathematical objects that can be
used to implicitly characterize operators in an input/output framework, i.e. through
relationships between their input and output signals, in the same vein as in previous
input/output results such as small-gains, the full-block S-procedure and topological
separation. IQCs have been initially introduced by V. A. Yakubovich in [90] in
the context of stability analysis of nonlinear systems. However, the current IQC
framework, as we understand it now, has been introduced by A. Megrestki in [59]
and been obtained from an elegant blend of Eastern Europe ideas mixing IQCs,
the Kalman-Yakubovich-Popov Lemma (KYP Lemma) [91–94] (see also Appendix
C.1) and the S-procedure [95–98]. The combination of all these concepts and results
makes the overall IQC framework widely applicable, since a lot of operators can be
characterized in such a way and, thanks to the KYP-lemma, the resulting stability
criteria may be expressed in terms of tractable optimization problems. On the top
of that, it can also be shown that this framework encompasses several other stability
criteria and techniques, such as Popov criterion, small-gain results, and can therefore
be seen as a unifying theory of stability.

Many IQCs have been proposed to deal with a wide variety of operators such as
constant real scalars, time-varying real scalars, slowly-varying real scalars
[59, 99], delays [59, 100], odd nonlinearities in a sector [59], sampled-data systems
[101, 102], distributed systems [103], networked systems [104] and even unstable
systems [103] using an IQC interpretation of the ν-gap metric [105–107].

In the following, the main concepts and results of the IQC framework will be
first presented in order to set up the main ideas. IQCs will then be applied to the
stability analysis problem of LPV systems. It will be shown that results obtained
using small-gain theorems, the full-block S-procedure and quadratic separation can
be obtained and extended via the IQC framework.

2.6.7.1 Preliminaries

For completeness, it is important to introduce first the main ideas and concepts
necessary to understand the IQC-framework. The first step is the definition of an
IQC indeed:
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Definition 2.6.28 Two signalsw ∈ L2 and z ∈ L2 are said to satisfy the IQC
defined by � if the inequality

∫ +∞

−∞

[
v̂( jω)
ŵ( jω)

]∗
�( jω)

[
v̂( jω)
ŵ( jω)

]
dω ≥ 0 (2.124)

holds where ·̂ denotes the Fourier transform of the corresponding signal.

It is tacitly assumed above that v and w are square integrable functions whereas �
can, on the other hand, be any Hermitian measurable function. Note, moreover, that
if v andw satisfy several IQCs defined by�1, . . . ,�n , then they also satisfy the IQC
defined by the positive linear combination � = z1�1 + . . . + zn�n for any given
z1, . . . , zn ≥ 0. This basically means that several IQCs can be used to characterize
a given pair of signals (v,w).

By virtue of Plancherel’s Theorem [108] or Parseval’s Theorem [109, 110], the
IQC (2.124) can be expressed in the time-domain as:

∫ ∞

0
σ(xπ (t), w(t), v(t))dt ≥ 0 (2.125)

where σ is a quadratic form and xπ is defined as

ẋπ (t) = Aπ xπ (t)+ Bww(t)+ Bvv(t)
xπ (0) = 0.

(2.126)

For any bounded rational weighting function �, the IQC (2.124) can be expressed
in the form (2.125)–(2.126) by first factorizing � as �( jω) = Ψ ( jω)∗MΨ ( jω)
where �( jω) = Cψ( jωI − Aπ )−1

[
Bw Bv

] + Dψ , and by then defining σ from
Cψ, Dψ and M . This will be illustrated later in this section when stability analysis
of LPV systems will be addressed, and in Sect. 5.9 in the context of delay systems.

2.6.7.2 Stability of Interconnections

Let us consider now the interconnection

v = Gw + f
w = Δ(v)+ e

(2.127)

where e, f are the input signals and v,w are the looped signals. Above, we assume
that the operator G is a stable linear time-invariant operator with transfer function
Ĝ(s) and Δ is a bounded causal operator.

Before providing the main result on stability analysis of interconnections of the
form (2.127), we need first to extend the definition of IQC to operators:

http://dx.doi.org/10.1007/978-3-662-44050-6_5
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Definition 2.6.29 We say that a bounded operator Δ : L2e → L2e satisfies
the IQC defined by � if (2.124) holds for all w = Δ(v), v ∈ L2.

We then have the following result taken from [59]:

Theorem 2.6.30 Let Ĝ(s) be the transfer function the linear system G andΔ
be defined as in (2.127), and assume further that

1. for every τ ∈ [0, 1], the interconnection of G and τΔ is well-posed;a

2. for every τ ∈ [0, 1], the IQC defined by � is satisfied by τΔ;
3. there exists ε > 0 such that the inequality

[
Ĝ( jω)

I

]∗
�( jω)

[
Ĝ( jω)

I

]
� −ε I (2.128)

holds for all ω ∈ R.

Then, the feedback interconnection (2.127) of G and Δ is stable. a The inter-

connection is well-posed if the map (v,w) �→ (e, f ) defined by (2.127) has a
causal inverse on L2e. The interconnection is stable if, in addition, the inverse
is bounded. When G is linear, well-posedness means that I − GΔ is causally
invertible.

The rationale for using τ -dependent conditions in the two first statements is to resolve
an inherent difficulty of the IQC formalism. The IQC (2.124) is, indeed, only defined
for square summable signals, but, if the interconnection is not stable, the signals v
and w may not be square summable. We therefore end up with a circular argument
since we need to assume stability (so that we have square summability of the signals)
in order to assess it. The idea to resolve this is to consider an additional parameter
τ such that stability is immediate for τ = 0, whereas τ = 1 gives the system to be
analyzed. Then, the IQCs are used to show that as the parameter τ increases from
zero to one, there can be no transition from stability to instability.

Proposition 2.6.31 Assume that Δ satisfies IQCs defined by �1, . . . ,�N

and that �q(s) and Ĝ(s) are proper transfer function with no poles on the
imaginary axis. Then, there exist a Hurwitz matrix A ∈ R

n×n and matrices
B ∈ R

n×m,Mq ∈ R
(n+m)×(n+m), q = 1, . . . , N, such that the equality

[
Ĝ( jω)

I

]∗
�i ( jω)

[
Ĝ( jω)

I

]
=
[
( jωI − A)−1 B

I

]∗
Mi

[
( jωI − A)−1 B

I

]

(2.129)

holds for all i = 1, . . . , N and for all ω ∈ R.
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Invoking now the Kalman-Yakubovich-Popov Lemma, we get the following
result [59]:

Lemma 2.6.32 The following statements are equivalent:

1. There exist scalars z1, . . . , zN ≥ 0 such that

[
Ĝ( jω)

I

]∗ ( N∑

i=1

zi�i ( jω)

)[
Ĝ( jω)

I

]
� −ε I (2.130)

holds for all ω ∈ R.
2. There exist scalars z1, . . . , zN ≥ 0 and matrix P ∈ S

n such that the matrix
inequality

[
AT P + P A P B

	 0

]
+

N∑

i=1

zi Mi ≺ 0 (2.131)

holds.

Whenever the matrices Mi ’s are fixed, the condition (2.131) is an LMI in the variables
P, z1, . . . , zN and can be easily checked.

2.6.7.3 Stability Analysis of LPV Systems

Let us consider back the LPV system in LFT-form (2.67) where Θ(ρ) ∈ R
η×η and

ρ ∈ Δρ . We have the following result:

Theorem 2.6.33 Assume that Θ satisfies the IQC defined by

�( jω) =
[

Q S
ST R

]
(2.132)

where Q, R ∈ S
η and S ∈ R

η×η are real matrices, i.e. defined such that the
inequality

Q + SΘ(ρ)+Θ(ρ)TS +Θ(ρ)T RΘ(ρ) � 0 (2.133)
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holds for all ρ ∈ Δρ . Then, the system (2.67) is asymptotically stable if there
exists a matrix P ∈ S

n�0 such that the LMI

[
AT P + P A P E

	 0

]
+
[

C F
0 I

]T [Q S
	 R

] [
C F
0 I

]
≺ 0 (2.134)

holds.

It is immediate to recognize the results that have been obtained using the full-
block S-procedure and in the quadratic separation framework in Sects. 2.6.5 and
2.6.6, respectively. Note also that small-gain results are also included since they
correspond to particular values for the matrices Q, S and R.
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Chapter 3
Control of LPV Systems

The basic tool for the manipulation of reality is the
manipulation of words. If you can control the meaning of words,
you can control the people who must use the words.

Philip K. Dick

Abstract This chapter is devoted to the development of control-laws for linear
parameter-varying systems. The LPV framework allows for an easy design of gain-
scheduled controllers, that is, controllers whose state-space structure depends on the
value of the parameters thereby used as scheduling variables. Ways for designing
gain-scheduled state feedback and dynamic output feedback controllers are presented
in the generic, polytopic and LFT settings. The goal of this chapter is not to detail
the most advanced results obtained to date but rather to give a clear picture of what
can be done. Suitable references pointing towards more recent and efficient results
are given for completeness.

3.1 Gain-Scheduling: The LPV Way

Whereas tools for analyzing LPV systems are directly inherited from robust analysis
and robust control theory, the full flavor of LPV theory is only revealed when design
is the main purpose. The main difference with robust control lies in the fact that
the parameters are assumed to be known or measurable in the LPV framework,
whereas they are unknown, by assumption, in robust control theory. The parameters
can be, therefore, used in the control law in a scheduling fashion, giving rise to
LPV gain-scheduled controllers (Fig. 3.1). It is, however, important to stress that
gain-scheduling existed before the LPV-way, see e.g. [1, 2]. LPV gain-scheduling
techniques treat the problem in a direct and global way whereas, in preceding gain-
scheduling techniques, the controller is constructed from a family of local linear
controllers designed using linear time-invariant methods.

The first gain-scheduled ideas in an LPV fashion have been proposed by
J. Shamma in his Ph.D. thesis [3] in 1988, and subsequent papers [4–6]. The major
difficulty, at that time, was the lack of general theory for analyzing stability of LPV
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Fig. 3.1 Comparison of the
robust (left) and LPV (right)
paradigms.

systems and designing LPV-based gain-scheduled control laws. Indeed, as prophet-
ically stated in [6]:

The limitations of gain scheduling may be summarized as follows. If the possibility of
fast parameter variations is not addressed in the design process, then guaranteed properties
of the overall gain scheduled design cannot be established. The examples presented here
demonstrate that this limitation is a consequence of fundamental control concepts.

In order to remove these limitations, the development of a theory for LPV systems is needed.
This development would involve the modification of robust control design methodologies
such as H∞ and μ-synthesis in order to explicitly address time-variations. It is stressed
that such a modification is not simply a “time-varying” version of current practice. This
difference is due to the absence of knowledge of future time-variations. The availability of
such information is a critical assumption in the current literature on time-varying robust
control.

As predicted, a suitable framework for analyzing and controlling LPV systems
emerged from robust control ideas, such as H∞-control, and the use of LMIs.
Modern robust optimization techniques considerably strengthened this framework by
providing a rigourous way for dealing with parameter-dependent LMIs; see Appen-
dix B. The surveys [2, 7] give insights on the state-of-the-art in the year 2000 whereas
the monograph [8] provides more recent developments of the theory of LPV systems
and control.

3.2 Types of Controllers

Let us consider the following generic LPV system

ẋ(t) = A(ρ(t))x(t)+ B(ρ(t))u(t)

y(t) = C(ρ(t))x(t) (3.1)

where x, u and y are the state of the system, the control input and the measured
output. Two main classes of parameters will be considered. The first family is the
class of bounded parameters with bounded derivatives
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Pν := {ρ : R≥0 → Δρ, ρ̇(t) ∈ Δν, t ≥ 0
}

(3.2)

whereas the second class of parameters is the class of systems with arbitrary variation
rates

P∞ := {ρ : R≥0 → Δρ

}
(3.3)

where we restrict ourselves, in the latter case, to parameter trajectories for which
solutions to (3.1) can be actually defined. As in the previous section, the sets Δρ and
Δν are assumed to be compact and convex polyhedra; e.g. boxes.

As it will be shortly shown, gain-scheduled controllers can be defined as extrap-
olations of their time-invariant counterparts. They are, however, not equivalent in
terms of possibilities and ease of design. The control laws described below assume
perfect knowledge of the parameters, i.e. the parameters in the controller and the
system are equal to each other. Several works address the case of inexact scheduling
parameters; see e.g. [9–11].

3.2.1 Gain-Scheduled State-Feedback

The most simple control-law that can be designed is the gain-scheduled state-
feedback which writes

u(t) = K (ρ(t))x(t). (3.4)

This is an immediate extension of the LTI state-feedback to the LPV setting: the
controller matrix is now a function of the parameters. This controller is the easiest to
design but it requires the knowledge of the full state of the system to be implemented.

3.2.2 Gain-Scheduled Static-Output-Feedback

A, seemingly simple, gain-scheduled control law is the gain-scheduled static-output
feedback control law which takes the form

u(t) = K (ρ(t))y(t). (3.5)

This class of controllers is very easy to implement since the control-input is
directly computed from the measured output. The main difficulty, however, lies in
the difficulty to obtain tractable conditions for the design of such control laws. Note
that some instances of this problem are known to be NP-hard, see e.g. [12–14]. Yet
some methods exist to design them, at least, in the robust setting, see e.g. [15–18],
some of which being extendable to the LPV case.
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3.2.3 Gain-Scheduled Dynamic-Output-Feedback

A very important class of controllers is the class of dynamic-output feedback
controllers:

ẋc(t) = Ac(ρ(t))xc(t)+ Bc(ρ(t))y(t)

u(t) = Cc(ρ(t))xc(t)+ Dc(ρ(t))y(t) (3.6)

where xc is the state of the controller. This class of controllers has been studied,
for instance, in [19–22]. Interestingly, when the order of the controller is equal to
the order of the process, i.e. dim(x) = dim(xc), the design problem turns out to
admit convex solutions in several setups. When the controller is of reduced-order,
i.e. dim(nc) < dim(x), the problem is known to be NP-hard due to the presence of
a rank-constraint (nonconvex) in the stabilization conditions; see e.g. [23].

Observer-based control laws can be understood as a particular case of dynamic
output-feedback. However, the structure of the observer may not always allow for
the derivation of synthesis conditions that are exact and convex. This is, for instance,
the case when both the observer and controller gains are aimed to be determined at
the same time, through a single LMI condition. Separate design, however, always
results in convex synthesis conditions; see e.g. [10]. In this chapter, only general
dynamic output-feedback controllers of the form (3.6) will be considered.

3.3 Generic Parameter Dependent Systems

In this section, we will consider LPV systems of the form

ẋ(t) = A(ρ(t))x(t)+ B(ρ(t))u(t)+ E(ρ(t))w(t)

z(t) = C(ρ(t))x(t)+ D(ρ(t))u(t)+ F(ρ(t))w(t)

y(t) = Cy(ρ(t))x(t)+ Fy(ρ(t))w(t) (3.7)

x(0) = x0

where x ∈ R
n is the state of the system, u ∈ R

m is the control input, w ∈ R
p is the

exogenous input, z ∈ R
q is the controlled output, y ∈ R

r is the measured output and
x0 ∈ R

n is the initial condition. The parameter trajectories are either in Pν or P∞.
Singular LPV systems of the form
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[
I 0
0 0

] [
ẋ(t)
ẋa(t)

]
= Ã(ρ(t))

[
x(t)
xa(t)

]
+ B̃(ρ(t))u(t)+ Ẽ(ρ(t))w(t),

z(t) = C̃(ρ(t))

[
x(t)
xa(t)

]
+ D̃(ρ(t))u(t)+ F̃(ρ(t))w(t), xa(t) ∈ R

η

y(t) = C̃y(ρ(t))

[
x(t)
xa(t)

]
+ F̃y(ρ(t))

x(0) = x0 (3.8)

where

Ã(ρ) =
[

A11(ρ) A12(ρ)

A21(ρ) A22(ρ)

]
, B̃(ρ) =

[
B1(ρ)

B2(ρ)

]
and Ẽ(ρ) =

[
E1(ρ)

0

]
(3.9)

will also be considered.
As explained in Sect. 1.3.1, the latter formulation is beneficial when dealing with

LPV systems of the form (3.7) having rational dependence on the parameters.
In the following, state-feedback and dynamic output feedback results will be

provided, both in the quadratic and robust stabilization settings. In order to design
judicious controllers, the considered stability conditions will also characterize the
L2-gain of the transfer from w to z. Using such a result, the controllers can be
determined such that a certain L2-gain is ensured for the closed-loop system.

3.3.1 Quadratic Stabilization by State-Feedback

Let us consider first quadratic stabilization by state-feedback with L2-gain perfor-
mance constraint. As stated in Sect. 2.3.1, quadratic stability and stabilization address
the case of arbitrarily varying parameters, i.e.ρ ∈P∞.

Theorem 3.3.1 The LPV system (3.7) is quadratically stabilizable by a state-
feedback of the form (3.4) if and only if there exist a matrix X ∈ S

n�0 and a
matrix function Y : Δρ → R

m×n such that the LMI

⎡

⎢
⎣

He [A(ρ)X + B(ρ)Y (ρ)] E(ρ) [C(ρ)X + D(ρ)Y (ρ)]T

� −γ Ip F(ρ)T

� � −γ Iq

⎤

⎥
⎦ ≺ 0

(3.10)
holds for all ρ ∈ Δρ . Moreover, the state-feedback controllaw given by

http://dx.doi.org/10.1007/978-3-662-44050-6_1
http://dx.doi.org/10.1007/978-3-662-44050-6_2
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u = Y (ρ)X−1x (3.11)

ensures that we have ||z||L2 ≤ γ ||w||L2+
(
γ xT

0 X−1x0
)1/2

for allw ∈ L2 and
all parameter trajectories in P∞.

Proof The closed-loop system is given by

ẋ(t) = [A(ρ(t))+ B(ρ(t))K (ρ(t))] x(t)+ E(ρ(t))w(t)

z(t) = [C(ρ(t))+ D(ρ(t))K (ρ(t))] x(t)+ F(ρ(t))w(t). (3.12)

Substituting this model into the Bounded Real Lemma, i.e. Lemma 2.6.5, with con-
stant matrix P yields the LMI

⎡

⎢
⎣

He [P A(ρ)+ P B(ρ)K (ρ)] P E(ρ) [C(ρ)+ D(ρ)K (ρ)]T

� −γ Ip F(ρ)T

� � −γ Iq

⎤

⎥
⎦ ≺ 0

(3.13)
for all ρ ∈ Δρ . A congruence transformation with respect to the matrix diag(X, I, I ),
X := P−1, and the change of variables Y (ρ) = K (ρ)X yield the result. To prove
the bound on the L2-norm of z, just note that (3.13) is equivalent to saying that

V̇ (x(t))− γw(t)Tw(t)+ γ−1z(t)Tz(t) < 0 (3.14)

holds for all col(x(t), w(t)) 	= 0 and where V (x) = xT Px . Integrating from 0 to
∞, we get that

− V (x0) ≤ γ ||w||2L2
− γ−1||z||2L2

(3.15)

where we have used the fact that the system is asymptotically stable,
i.e. lim

s→∞ V (x(s)) = 0. Reorganizing the terms yields

||z||2L2
≤ γ 2||w||2L2

+ γ V (x0) (3.16)

and the result follows. �

The following result concerns quadratic stabilization of singular LPV systems:

Theorem 3.3.2 Assume for simplicity that B2(ρ) is full-column rank. The
LPV system (3.8) is quadratically stabilizable by a state-feedback of the form
(3.4) if and only if there exist a constant matrix X1 ∈ S

n�0, matrix functions

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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X2 : Δρ → R
η×n, X3 : Δρ → R

η×η, Y1 : Δρ → R
m×n and Y2 : Δρ →

R
m×η such that the LMI

⎡

⎢
⎣

He
[

Ã(ρ)X (ρ)+ B̃(ρ)Y (ρ)
]

Ẽ(ρ)
[
C̃ X (ρ)+ D̃Y (ρ)

]T

� −γ Ip F̃(ρ)T

� � −γ Iq

⎤

⎥
⎦ ≺ 0 (3.17)

holds for all ρ ∈ Δρ with

X (ρ) =
[

X1 0
X2(ρ) X3(ρ)

]
and Y (ρ) = [Y1(ρ) Y2(ρ)

]
. (3.18)

Moreover, the state-feedback control law given by

u = (I + K2(ρ)A22(ρ)
−1 B2(ρ))

−1
(

K1(ρ)− K2(ρ)A22(ρ)
−1 A21(ρ)

)
x

(3.19)
wherea

K1(ρ) = (Y1(ρ)− Y2(ρ)X3(ρ)
−1 X2(ρ))X

−1
1

K2(ρ) = Y2(ρ)X3(ρ)
−1 (3.20)

ensures that the L2-gain of the transfer w → z is smaller than γ > 0 for all
parameter trajectories in P∞.

a Perturb X1 and X3 in the case where they are not invertible.

Proof Substituting the closed-loop system in the conditions of quadratic stability
with L2 performance yields

⎡

⎢
⎣

He
[

P(ρ)( Ã(ρ)+ B̃(ρ)K (ρ))
]

P(ρ)Ẽ(ρ) (C̃(ρ)+ D̃(ρ)K (ρ))T

� −γ Ip F̃(ρ)T

� � −γ Iq

⎤

⎥
⎦ ≺ 0

(3.21)
which must hold for all ρ ∈ Δρ where

P(ρ) =
[

P1 0
P2(ρ) P3(ρ)

]
.

Simple calculations show that

X (ρ) := P(ρ)−1 =
[

X1 0
X2(ρ) X3(ρ)

]
=
[

P−1
1 0

−P3(ρ)
−1 P2(ρ)P

−1
1 P3(ρ)

−1

]
.
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A congruence transformation with respect to the matrix diag(X (ρ), I, I ) and the
changes of variables

Y1(ρ) = K1(ρ)X1 + K2(ρ)X2(ρ)

Y2(ρ) = K2(ρ)X3(ρ) (3.22)

yield the result. To finally obtain the closed-form for the controller we note that u =
K1(ρ)x + K2(ρ)xa but we have that xa = −A22(ρ)

−1 A21(ρ)x − A22(ρ)
−1 B2(ρ)u

and thus we obtain (3.19). It remains to prove that the matrix I+K2(ρ)A22(ρ)
−1 B2(ρ)

is indeed invertible. First note that admissibility of the closed-loop system is equiv-
alent to the feasibility of (3.17). Therefore, this implies that A22(ρ)+ B2(ρ)K2(ρ)

is invertible. Since, A22(ρ) is invertible by assumption, this is equivalent to say that

I + B2(ρ)K2(ρ)A22(ρ)
−1

is invertible as well and, after multiplying on the right by B2(ρ), which is full-column
rank, we get that the matrix

B2(ρ)[I + K2(ρ)A22(ρ)
−1 B2(ρ)]

is also full column-rank. This finally implies that the matrix I+K2(ρ)A22(ρ)
−1 B2(ρ)

is full-rank, hence invertible. The proof is complete. �
We have the following corollary when K2 = 0:

Corollary 3.3.3 The LPV system (3.8) is quadratically stabilizable by a state-
feedback of the form (3.4) if there exist a constant matrix X1 ∈ S

n
0, matrix
functions X2 : Δρ → R

η×n, X3 : Δρ → R
η×η and Y : Δρ → R

m×n such
that the LMI

⎡

⎢
⎣

He
[

Ã(ρ)X (ρ)+ B̃(ρ)Ỹ (ρ)
]

Ẽ(ρ)
[
C̃ X (ρ)+ D̃Ỹ (ρ)

]T

� −γ Ip F̃(ρ)T

� � −γ Iq

⎤

⎥
⎦ ≺ 0 (3.23)

holds for all ρ ∈ Δρ where

X =
[

X1 0
X2(ρ) X3(ρ)

]
and Ỹ (ρ) = [Y (ρ) 0

]
. (3.24)

Moreover, the state-feedback control law given by
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u = Y (ρ)X−1
1 x (3.25)

ensures that the L2-gain of the transfer w → z is smaller than γ for all
parameter trajectories in P∞.

3.3.2 Quadratic Stabilization by Dynamic-Output Feedback

Let us consider now the dynamic control law (3.6) and the system (3.7). We have
the following result:

Theorem 3.3.4 There exists a gain-scheduled dynamic output feedback control
law (3.6) of order n that quadratically stabilizes (3.7) and ensures that the L2-
gain of the transferw→ z is less than γ > 0 if and only if there exist matrices
X1,Y1 ∈ S

n�0 such that the LMIs

N T
Y

⎡

⎣
A(ρ)Y1 + Y1 A(ρ)T Y1C(ρ)T E(ρ)

� −γ Iq F(ρ)
� � −γ Ip

⎤

⎦ NY ≺ 0 (3.26)

N T
X

⎡

⎣
X1 A(ρ)+ A(ρ)T X1 X1 E(ρ) C(ρ)T

� −γ Ip F(ρ)T

� � −γ Iq

⎤

⎦ NX ≺ 0 (3.27)

and [
X1 I
� Y1

]
� 0 (3.28)

hold for all ρ ∈ Δρ and for full-rank matrices NX (ρ), NY (ρ) defined as

[
Cy(ρ) Fy(ρ) 0r×q

]
NX (ρ) = 0 and NY (ρ)

T

⎡

⎣
B(ρ)
D(ρ)
0p×m

⎤

⎦ = 0. (3.29)

Proof The closed-loop system obtained from the interconnection of (3.6) and (3.7)
is given by

⎡

⎣
ẋ
ẋc

z

⎤

⎦ =
([

Ā(ρ) Ē(ρ)

C̄(ρ) F(ρ)

]

+
[

B̄(ρ)

D̄(ρ)

]

K̄ (ρ)
[

C̄y(ρ) F̄y(ρ)
]
)⎡

⎣
x
xc

w

⎤

⎦ (3.30)



102 3 Control of LPV Systems

where C̄(ρ) = [C(ρ) 0
]
, D̄(ρ) = [0 D(ρ)

]
and

Ā(ρ) =
[

A(ρ) 0
0 0

]
, Ē(ρ) =

[
E(ρ)

0

]
, B̄(ρ) =

[
0 B(ρ)
I 0

]
,

C̄y(ρ) =
[

0 I
Cy(ρ) 0

]
, F̄y(ρ) =

[
0

Fy(ρ)

]
, K̄ (ρ) =

[
Ac(ρ) Bc(ρ)

Cc(ρ) Dc(ρ)

]
.

(3.31)

Furthermore, let

Acl(ρ) = Ā(ρ)+ B̄(ρ)K̄ (ρ)C̄y(ρ),

Ccl(ρ) = C̄(ρ)+ D̄(ρ)K̄ (ρ)F̄y(ρ). (3.32)

The closed-loop system is quadratically stable if and only if the LMI

⎡

⎣
He [X Acl(ρ)] X Ē(ρ) Ccl(ρ)

T

� −γ Ip F̄y(ρ)

� � −γ Iq

⎤

⎦ ≺ 0 (3.33)

holds for all ρ ∈ Δρ , for some X ∈ S
2n�0 and some K̄ : Δρ → R

(n+m)×(n+p). Letting

X =
[

X1 X2
� X3

]
, Y := X−1 =

[
Y1 Y2
� Y3

]
(3.34)

and applying the Projection Lemma (see Appendix C.12) yield the result. Moreover,
by virtue of the Completion Lemma (see Appendix C.13) the condition (3.28) is
equivalent to the existence of positive definite matrices (3.34). �
Remark 3.1 The conditions of Theorem 3.3.4 can be modified in order to specify
existence conditions for a dynamic output feedback of reduced order, say nc < n. In
this case, the rank constraint

rank

[
X1 I
� Y1

]
≤ n + nc (3.35)

must be added to Theorem 3.3.4 and (3.28) becomes

[
X1 I
� Y1

]

 0. (3.36)

Due to the presence of the rank-constraint, the problem is non-convex (NP-hard).
Several approaches have been proposed to solve such problems; see e.g. [15, 24].

So far, the conditions are only existence conditions, no explicit formula has been
provided for constructing the controller matrices. The following result addresses this
point [25, 26]:
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Proposition 3.3.5 Assume that D and Fy are full-column and full-row rank,
respectively. Then, the controller can be constructed by using the following
procedure:

1. Compute Dc(ρ) solution of

σ̄
(
F(ρ)+ D(ρ)Dc(ρ)Fy(ρ)

)
< γ (3.37)

and set Dcl(ρ) := F(ρ)+ D(ρ)Dc(ρ)Fy(ρ).

2. Solve for B̂c(ρ) and Ĉc(ρ) in

⎡

⎣
0 Fy(ρ) 0

Fy(ρ)
T −γ Ip Dcl(ρ)

T

0 Dcl(ρ) −γ Iq

⎤

⎦

⎡

⎣
B̂c(ρ)

T

�

�

⎤

⎦ = −
⎡

⎣
Cy(ρ)

E(ρ)T X1
C(ρ)+ D(ρ)Dc(ρ)Cy(ρ)

⎤

⎦

⎡

⎣
0 D(ρ)T 0

D(ρ) −γ Iq Dcl(ρ)

0 Dcl(ρ)
T −γ Ip

⎤

⎦

⎡

⎣
Ĉc(ρ)

�

�

⎤

⎦ = −
⎡

⎣
B(ρ)T

C(ρ)TY1(
E(ρ)+ B(ρ)Dc(ρ)Fy(ρ)

]T

⎤

⎦ .

3. Compute

Âc(ρ) = −
[
A(ρ)+ B(ρ)Dc(ρ)Cy(ρ)

]T

+
[(

X E(ρ)+ B̂c(ρ)Fy(ρ)
)T

C(ρ)+ D(ρ)Dc(ρ)Cy(ρ)

]T

M

[
(E(ρ)+ B(ρ)Dc(ρ)Fy(ρ))

T

C(ρ)Y1 + D(ρ)Ĉc(ρ)

]

where

M =
[−γ Ip Dcl(ρ)

T

� −γ Iq

]−1

.

4. Solve for X2 and Y2 in the factorization problem

X2Y T
2 = I − X1Y1 (3.38)

using singular value decomposition.
5. Solve for the controller matrices

Ac(ρ) =X−1
2

(
Âc(ρ)− X1(A(ρ)− B(ρ)Dc(ρ)Cy(ρ))Y1 (3.39)

− B̂c(ρ)Cy(ρ)Y1 − X1 B(ρ)Ĉc(ρ)
)

Y−T
2

Bc(ρ) =X−1
2

(
B̂c(ρ)− X1 B(ρ)Dc(ρ)

)
(3.40)

Cc(ρ) =
[
Ĉc(ρ)− Dc(ρ)Cy(ρ)Y1

]
Y−T

2 . (3.41)
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The first step can be addressed numerically by solving for Dc(ρ) in the LMI

[−γ I F(ρ)+ D(ρ)Dc(ρ)Fy(ρ)

� −γ I

]
≺ 0. (3.42)

If an analytical solution is preferred, then we can use the results of [27] to obtain

Dc(ρ) = −(D(ρ)TΦ(ρ)D(ρ))−1 D(ρ)TΦ(ρ)F(ρ)Fy(ρ)
T Rc(ρ) (3.43)

where Rc(ρ) = (Fy(ρ)Fy(ρ)
T)−1 and

Φ(ρ) = (−γ 2 I − F(ρ)F(ρ)T + F(ρ)Fy(ρ)
T Rc(ρ)Fy(ρ)F(ρ)T

)−1
. (3.44)

3.3.3 Robust Stabilization by State-Feedback

Let us address now the case of robust stabilization. This type of results is concerned
with the case of parameter trajectories in Pν .

Theorem 3.3.6 The LPV system (3.7) is robustly stabilizable by a state-
feedback of the form (3.4) if there exist a differentiable matrix function
X : Δρ → S

n�0 and a matrix function Y : Δρ → R
m×n such that the

LMI ⎡

⎣
	(ρ, ν) E(ρ) [C(ρ)X (ρ)+ D(ρ)Y (ρ)]T

� −γ Ip F(ρ)T

� � −γ Iq

⎤

⎦ ≺ 0 (3.45)

holds for all (ρ, ν) ∈ Δρ × Vν where

	(ρ, ν) := He [A(ρ)X (ρ)+ B(ρ)Y (ρ)]−
N∑

i=1

νi
∂X

∂ρi
(ρ). (3.46)

Moreover, the state-feedback control lawgiven by

u = Y (ρ)X (ρ)−1x (3.47)

ensures that the L2-gain of the transfer w → z of the closed-loop system is
less than γ for all parameter trajectories in Pν .

Proof The closed-loop system is given by
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ẋ = (A(ρ)+ B(ρ)K (ρ))x + E(ρ)w
z = (C(ρ)+ D(ρ)K (ρ))x + F(ρ)w.

Substituting in the conditions in the Bounded Real Lemma yields the inequality

⎡

⎣
M(ρ)+ ∂P(ρ) P(ρ)E(ρ) [C(ρ)+ D(ρ)K (ρ)]T

� −γ Ip F(ρ)T

� � −γ Iq

⎤

⎦ ≺ 0

where M(ρ) = He [P(ρ)A(ρ)+ P(ρ)B(ρ)K (ρ)], ∂P(ρ) = ∑N
i=1 νi

∂P

∂ρi
(ρ) and

(ρ, ρ̇) ∈ Δρ × Δν . Performing first a congruence transformation with respect to
the matrix diag(X (ρ), I, I ) where X (ρ) := P(ρ)−1, and using the fact that a
nonsingular and differentiable matrix Q(t) verifies1

Q−1(t)
d Q(t)

dt
Q−1(t) = − d

dt

[
Q(t)−1

]
(3.48)

we get the final result where Y (ρ) = K (ρ)X (ρ). �

3.3.4 Robust Stabilization by Dynamic-Output Feedback

Theorem 3.3.7 There exist a gain-scheduled dynamic output feedback control
law (3.6) of order n that robustly stabilizes (3.7) if and only if there exist
differentiable matrix functions X1,Y1 : Δ→ S

n�0 such that the LMIs

NY (ρ)
T

⎡

⎢
⎢
⎣

He[A(ρ)Y1(ρ)] −
∑

i νi
∂Y1(ρ)

∂ρi
Y1(ρ)C(ρ)

T E(ρ)

� −γ Iq F(ρ)
� � −γ Ip

⎤

⎥
⎥
⎦ NY (ρ) ≺ 0

(3.49)

NX (ρ)
T

⎡

⎢
⎢
⎣

He[X1(ρ)A(ρ)] +
∑

i νi
∂X1(ρ)

∂ρi
X1(ρ)E(ρ) C(ρ)T

� −γ Ip F(ρ)T

� � −γ Iq

⎤

⎥
⎥
⎦ NX (ρ) ≺ 0

(3.50)
and [

X1(ρ) I
� Y1(ρ)

]
� 0 (3.51)

1 To show this, use the relation Q(t)Q(t)−1 = I and differentiate it.
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hold for all (ρ, ν) ∈ Δρ×Vν and for full-rank matrices NX (ρ), NY (ρ) defined
as

[
Cy(ρ) Fy(ρ) 0r×q

]
NX (ρ) = 0 and NY (ρ)

T

⎡

⎣
B(ρ)
D(ρ)
0p×m

⎤

⎦ = 0.

Moreover, in such a case, the controller also ensures that the L2-gain of the
transfer w → z of the closed-loop system is less than γ for all parameter
trajectories in Pν .

Proposition 3.3.8 The construction is very similar to as in the quadratic sta-
bilization case:

1. Compute Âc(ρ), B̂c(ρ), Ĉc(ρ) and D̂c(ρ) as in Proposition 3.3.5.

2. Compute the controller matrices using the formulas

Ac(ρ, ρ̇) =X2(ρ)
−1
[

X1(ρ)Y
′
1(ρ, ρ̇)+ X2(ρ)Y

′
2(ρ, ρ̇)

T (3.52)

+ Âc(ρ)− X1(ρ)(A(ρ)− B(ρ)Dc(ρ)Cy(ρ))Y1(ρ) (3.53)

− B̂c(ρ)Cy(ρ)Y1(ρ)− X1(ρ)B(ρ)Ĉc(ρ)
]

Y2(ρ)
−T (3.54)

Bc(ρ) =X2(ρ)
−1
(

B̂c(ρ)− X1(ρ)B(ρ)Dc(ρ)
)

(3.55)

Cc(ρ) =
[
Ĉc(ρ)− Dc(ρ)Cy(ρ)Y1(ρ)

]
Y2(ρ)

−T (3.56)

where

Y ′j (ρ, ρ̇) =
∑

i

ρ̇i
∂Y j (ρ)

∂ρi
, j = 1, 2.

An important difference with respect to the result on quadratic stability lies in the
presence of the terms Y ′j (ρ, ρ̇) that make the controller matrices dependent on ρ̇.
In general, derivatives of parameters are difficult to measure or to estimate, e.g. due
to the presence of noise, and this makes the controllers defined above difficult to
implement. This fact motivated the definition of practically valid controllers which
refers to controllers that do not depend on the parameter derivatives [26].

In order to overcome this difficulty, several approaches have been provided in
the literature. In [26], controllers are made practically valid by assigning a specific
structure to the variables X1,Y1, X2 and Y2. In [28], controllers are scheduled with
a filtered version of the parameters, the derivative of which is known. A different
method which does not rely on filtering nor imposing the matrices a specific structure
has been recently proposed in [29].
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3.4 Polytopic LPV Systems

This section will be concerned with the control of polytopic LPV systems of the form

ẋ(t) = A(λ(t))x(t)+ Bu(t)+ E(λ(t))w(t)

z(t) = C(λ(t))x(t)+ Du(t)+ F(λ(t))w(t)

x(0) = x0 (3.57)

where x ∈ R
n is the system state, u ∈ R

m is the control input, w ∈ R
p is the

exogenous input and z ∈ R
q is the controlled output. The λ-dependent matrices are

defined as

A(λ) =
N∑

i=1

λi Ai , E(λ) =
N∑

i=1

λi Ei

C(λ) =
N∑

i=1

λi Ci , F(λ) =
N∑

i=1

λi Fi

where λ ∈ �N . As in the previous sections, we assume that the trajectories of the
parameters are such that solutions to (3.57) are well-defined. Note that the matrices
B and D do not depend on λ for some technical reasons that will be explained later.
It must be, however, pointed out that the system (3.57) is non-restrictive in the sense
that any polytopic LPV system, i.e. with B(λ) and D(λ)matrices, can be turned into
a system of the form (3.57) by suitably filtering the input by a low-pass filter [20]
and augmenting the system with the state of the filter.

In this section on polytopic LPV systems, we will consider a polytopic version of
the state-feedback (3.4) having the form

u(t) =
(

N∑

i=1

λi (t)Ki

)

x(t) (3.58)

where the Ki ’s are the gains to be determined. The case of dynamic output feedback is
not treated since this is very similar to the case of generic LPV systems; see e.g. [30].

3.4.1 Quadratic Stabilization by State-Feedback

Let us start with the case of quadratic stabilization. We have the following result:
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Theorem 3.4.1 The LPV system (3.57) is quadratically stabilizable using a
state-feedback of the form (3.58) if there exist a matrix X ∈ S

n�0,matrices

Yi ∈ R
m×n, i = 1, . . . , N, and a scalar γ > 0 such that the LMIs

⎡

⎣
He [Ai X + BYi ] Ei (Ci X + DYi )

T

� −γ Ip FT
i

� � −γ Iq

⎤

⎦ ≺ 0 (3.59)

hold for all i = 1, . . . , N. Moreover, the state-feedback control law given by
(3.58) with the matrices Ki = Yi X−1 ensures that the L2-gain of the transfer
w→ z is smaller than γ > 0 for all λ : R≥0 → �N .

Proof Substituting the closed-loop system into the Bounded-Real Lemma yields the
LMI condition

N∑

i=1

λi

⎡

⎣
He[P(Ai + BKi )] P Ei (Ci + DKi )

T

� −γ Ip FT
i

� � −γ Iq

⎤

⎦ ≺ 0 (3.60)

that must hold for all λ ∈ �N . Performing a congruence transformation with respect
to diag(X, Ip, Iq), X = P−1, and exploiting the convexity (inλ) of the LMI condition
yield the result where we have set Yi := Ki X . �

It is important to stress that if B or D were depending on λ, we would have
obtained quadratic terms in λ in the LMI condition (3.60). These terms are more
difficult to handle since convexity is usually lost. Several methods can be used to
deal with such a case; see e.g. [31–34].

3.4.2 Robust Stabilization by State-Feedback

Let us continue with the robust stabilization case:

Theorem 3.4.2 The LPV system (3.57) is robustly stabilizable using a state-
feedback of the form (3.58) if there exist matrices Qi ∈ S

n�0, i = 1, . . . , N, a
matrix W ∈ R

n×n and a sufficiently large scalar ξ > 0 such that the matrix
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inequalities

⎡

⎢
⎢
⎢
⎢
⎣

−He[W ] Qi + Ai W + BYi W Ei (Ci W + DYi )
T

� −ξQi +∑N
j=1 Q jθ j 0 0 0

� � −Qi/ξ 0 0
� � � −γ Iq FT

i
� � � � −γ Iq

⎤

⎥
⎥
⎥
⎥
⎦
≺ 0

(3.61)
hold for all i = 1, . . . , N, and all θ ∈ vert{�̇N }. Moreover, the state-feedback
control law given by (3.58) with matrices Ki = Yi W−1 ensures that the
L2-gain of the transfer w→ z is smaller than γ > 0 for all λ : R≥0 → �N ,
λ̇ ∈ �̇N .

Proof The proof is similar as for quadratic stabilization with the difference that we
use Theorem 2.5.6. �

3.5 LPV Systems in LFT-Form

Only quadratic stabilization by state-feedback and dynamic output feedback using
constant D-scalings [19, 20] will be addressed in this section. The rationale for
restricting us to this case is for simplicity of exposure in introducing recent ideas
and tools behind LPV control design in LFT-form. The recent results based on the
full-block S-procedure [21] and frequency-dependent D-scales [22] are obviously
more accurate but way more complicated to expose. The purpose of this section is
to give the readers a familiarity with the ideas and tools involved in LPV control in
LFT-form but practitioners are encouraged to use more recent results, such as the
one in [22].

The following class of LPV systems in LFT-form are considered in this section

⎡

⎢
⎢
⎣

ẋ(t)
z0(t)
z1(t)
y(t)

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

A E0 E1 B
C0 F00 F01 D0
C1 F10 F11 D1

Cy Fy0 Fy1 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

x(t)
w0(t)
w1(t)
u(t)

⎤

⎥
⎥
⎦

w0(t) = �(ρ(t))z0(t)

x(0) = x0 (3.62)

where x ∈ R
n , w1 ∈ R

p, z1 ∈ R
q , u ∈ R

m , y ∈ R
r are the state of the system, the

exogenous inputs, the controlled output the control input and the measured output,
respectively. The channel z0, w0 ∈ R

n0 is the scheduling channel through which the
parameters act on the system. The matrix�(ρ) is assumed to be diagonal with affine

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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entries in ρ and such that
||�(ρ)||2 ≤ 1 (3.63)

for all ρ ∈ Δρ := [−1, 1]N where N > 0 is the number of distinct parameters.
We also need the assumption that the system (3.62) is well-posed, i.e. the matrix
I − F00�(ρ) is invertible for all ρ ∈ Δρ .

The following result, proved in [21, 35], will play a central role in the derivation
of the next results:

Lemma 3.5.1 (Dualijection Lemma [21, 35]) Let M ∈ S
n be a nonsingular

symmetric matrix having n+ positive eigenvalues and n− := n− n+ negative
eigenvalues, and let S ∈ R

n×n− be a full column rank matrix which can be
written as

S =
[

In−
S1 + S2 X S3

]
(3.64)

for some given matrices S1, S2 and S3.
Then, the following statements are equivalent:

1. There exists X such that

[
In−

S1 + S2 X S3

]T

M

[
In−

S1 + S2 X S3

]
≺ 0 (3.65)

holds.
2. The matrix inequalities

N T
3

[
In−
S1

]T

M

[
In−
S1

]
N3 ≺ 0 (3.66)

and

N T
2

[
ST

1−In+

]T

M−1
[

ST
1−In+

]
N2 � 0 (3.67)

hold for full-rank matrices N2,N3 defined as S3N3 = 0 and ST
2 N2 = 0.

This result is an elegant mix of the Dualization Lemma (see Appendix C.9) and
the Projection Lemma (see Appendix C.12), whence the name Dualijection Lemma.
It provides a compact and generic way for solving control problems as long as
the hypothesis on the matrices M and S are satisfied. It can be straightforwardly
generalized to the case where the upper-block of the matrix S is not the identity
matrix anymore. In this case, we have the following result:
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Lemma 3.5.2 (Generalized Dualijection Lemma) Let M ∈ S
n be a

nonsingular symmetric matrix having n+ positive eigenvalues and n− :=
n − n+ negative eigenvalues, S ∈ R

n×n− be a full column rank matrix which
can be written as

S =
[

J
S1 + S2 X S3

]
(3.68)

for some given matrices S1, S2, S3 and J where J is nonsingular.
Then, the following statements are equivalent:

1. There exists X such that

[
J

S1 + S2 X S3

]T

M

[
J

S1 + S2 X S3

]
≺ 0 (3.69)

holds.
2. The matrix inequalities

N T
3

[
J
S1

]T

M

[
J
S1

]
N3 ≺ 0 (3.70)

and

N T
2

[
J−T ST

1−In+

]T

M−1
[

J−T ST
1−In+

]
N2 � 0 (3.71)

hold for full-rank matrices N2,N3 defined as S3N3 = 0 and ST
2 N2 = 0.

3.5.1 Quadratic Stabilization by State-Feedback

Let us consider first in this section gain-scheduled state-feedback controllers of the
form

[
u(t)
zc(t)

]
=
[

Kux Kuc

Kcx Kcc

] [
x(t)
wc(t)

]

wc(t) = �(ρ(t))zc(t) (3.72)

where zc/wc is the controller scheduling channel. Note that the system and the con-
troller are scheduled exactly in the same way, i.e. in an LFT-fashion and with respect
to the same matrix �(ρ). Note that scheduling may not be necessarily performed
using the same parameter matrix as, for instance, in the approach based on the full-
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block S-procedure where the scheduling matrix is constructed in order to satisfy a
certain condition.

The next result makes use of constant D-scalings. For convenience, the set of
D-scalings associated with a matrix �(ρ) ∈ R

n0×n0 is recalled below

D(�) =
{

L ∈ S
n0�0 : L1/2� = �L1/2

}
(3.73)

where L1/2 is the positive square-root of L . We then have the following result:

Theorem 3.5.3 Assume that there exist matrices X ∈ S
n�0, L1, J1 ∈ D(�)

and a scalar γ > 0 such that the LMIs

[
L1 I
� L̃1

]
� 0 (3.74)

[
F00 F01
F10 F11

]T [L1 0
� γ−1 Iq

] [
F00 F01
F10 F11

]
−
[

L1 0
0 γ Ip

]
≺ 0 (3.75)

and

N T

⎛

⎜
⎝

⎡

⎣
He[AX ] � �

C0 X −L̃1 �

C1 X 0 −γ Iq

⎤

⎦+
⎡

⎣
E0 E1
F00 F01
F10 F11

⎤

⎦ M̃

⎡

⎣
E0 E1
F00 F01
F10 F11

⎤

⎦

T
⎞

⎟
⎠N ≺ 0

(3.76)
hold where N is defined as a full-rank matrix satisfying

[
BT DT

0 DT
1

]N = 0

and

M̃ :=
[

L̃1 0
0 γ−1 Ip

]
. (3.77)

Then, there exists a well-posed gain-scheduled state-feedback of the form
(3.72) that stabilizes the system (3.62) and ensures that the L2-gain of the
transfer w1 → z1 is less than γ > 0 for all ρ ∈P∞1 .

Proof The closed-loop system can be written as
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⎡

⎢
⎢
⎣

ẋ(t)
z0(t)
zc(t)
z1(t)

⎤

⎥
⎥
⎦ =

(
Ā + B̄ K̄ C̄

)

⎡

⎢
⎢
⎣

x(t)
w0(t)
wc(t)
w1(t)

⎤

⎥
⎥
⎦

[
w0(t)
wc(t)

]
= �a(ρ(t))

[
z0(t)
zc(t)

]
(3.78)

where �a(ρ) := diag(�(ρ),�(ρ)) and

Ā =

⎡

⎢
⎢
⎣

A E0 0 E1

C0 F00 0 F01
0 0 0 0

C1 F10 0 F11

⎤

⎥
⎥
⎦ , B̄ =

⎡

⎢
⎢
⎣

B 0
D0 0
0 I

D1 0

⎤

⎥
⎥
⎦ ,

C̄ =
[

I 0 0 0
0 0 I 0

]
, K̄ =

[
Kux Kuc

Kcx Kcc

]
. (3.79)

Substituting this system in the Scaled-Bounded Real Lemma (i.e. Lemma 2.6.12)
yields the LMI (after factorization)

ST

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 P 0 0 0
� −L1 −L2 0 0 0 0 0
� � −L3 0 0 0 0 0
� � � −γ Ip 0 0 0 0
� � � � 0 0 0 0
� � � � � L1 L2 0
� � � � � � L3 0
� � � � � � � γ−1 Iq

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

S ≺ 0 (3.80)

where L =
[

L1 L2
� L3

]
∈ D(�a) and

S =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I
A E0 0 E1

C0 F00 0 F01
0 0 0 0

C1 F10 0 F11

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 0
0 0
0 0
B 0
D0 0
0 I

D1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

K̄

[
I 0 0 0
0 0 I 0

]
. (3.81)

Note then that the LMI (3.80) can be rewritten as

[
I

Ā + B̄ K̄ C̄

]T

M

[
I

Ā + B̄ K̄ C̄

]
≺ 0 (3.82)

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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where M is the central matrix of (3.80). From the structure of M , it is clear that it has
n + 2n0 + p negative eigenvalues and n + q + 2n0 positive eigenvalues. Hence, the
matrix is invertible. The rank of S is equal to n + 2n0 + p. Lemma 3.5.1 therefore

applies and we get the LMIs of Theorem 3.5.3 where L̃ =
[

L̃1 L̃2

� L̃3

]
:= L−1.

It remains to prove that the controller is well-posed in the sense that the control
input u is causally and uniquely defined by the state x . First note that, upon feasibility
of the conditions of the scaled bounded real lemma, the overall closed-loop system
is well-posed. This means that the matrix

[
I 0
0 I

]
−
[

F00 D0 Kuc

0 Kcc

] [
�(ρ) 0

0 �(ρ)

]
(3.83)

is invertible for all ρ ∈ [−1, 1]N . Since the open-loop system is well-posed by
assumption, i.e. I − F00�(ρ) invertible for all ρ ∈ [−1, 1]N , then the invertibility
condition above is equivalent to the invertibility of I−Kcc�(ρ), which is equivalent,
in turn, to the well-posedness of the controller. Therefore, the controller is well-posed.
The proof is complete. �

Proposition 3.5.4 The controller matrices can be constructed using the
following procedure [20]:

1. Compute the matrices L2 and L3 such that

L :=
[

L1 L2
� L3

]
� 0, L−1 =

[
L̃1 L̃2

� L̃3

]
(3.84)

by first using a singular value decomposition on each diagonal block of
I − L1 L̃1 to determine the product L2 L̃T

2 and then determining L by
solving the equation:

[
L̃1 L̃2
I 0

]
L =

[
I 0

L1 L2

]
. (3.85)

2. Solve for K̄ in the LMI

� + U K̄VT + V K̄ TUT ≺ 0 (3.86)

where
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� =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

AT P + P A P E0 0 P E1 CT
0 0 CT

1
� −L1 −L2 0 FT

00 0 FT
10

� � −L3 0 0 0 0
� � � −γ Ip FT

01 0 FT
11

� � � � −L̃1 −L̃2 0
� � � � � −L̃3 0
� � � � � � −γ Iq

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

U =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

P B 0
0 0
0 0
0 0

D0 0
0 I

D1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

and VT =
[

I 0 0 0 0 0 0
0 0 I 0 0 0 0

]
.

Proof The first step follows from the application of the Completion Lemma; see
Appendix C.13. The second statement follows from the substitution of the closed-
loop system into the Scaled-Bounded Real Lemma (Lemma 2.6.12) to obtain the
inequality (3.86). Note that since P and L are known, then the inequality (3.86) is
an LMI. �

3.5.2 Quadratic Stabilization by Dynamic Output-Feedback

In this section, we consider gain-scheduled dynamic output-feedback of the form

⎡

⎣
ẋc(t)
zc(t)
u(t)

⎤

⎦ =
⎡

⎣
Ac Bc By

Cc Dcc Dcy

Cu Duc Duy

⎤

⎦

⎡

⎣
xc(t)
wc(t)
y(t)

⎤

⎦

wc(t) = �(ρ(t))zc(t) (3.87)

where zc/wc is the scheduling channel. The design of such controllers using constant
D-scalings has been solved independently in [19, 20]. In what follows, however, a
proof that differs from the ones of the above references will be provided. The main
reason for proposing this alternative proof is to show the convenience of Lemma
3.5.1 for solving gain-scheduled controller design problems in more complicated
frameworks such as the one based on the full-block S-procedure and the use of
frequency-dependent D-scales. The complexity of the proofs are, on the other hand,
very similar.

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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The following result states sufficient conditions for the existence of gain-scheduled
controllers of the form (3.87):

Theorem 3.5.5 Assume that there exist matrices P1, P̃1 ∈ S
n�0, L1, L̃1 ∈

D(�) and a scalar γ > 0 such that the LMIs

[
P1 I
� P̃1

]
� 0

[
L1 I
� L̃1

]
� 0 (3.88)

N T
C

⎛

⎜
⎜
⎝

⎡

⎢
⎣

He[P1 A] P1 E0 P1 E1

� −L1 0

� � −γ Ip

⎤

⎥
⎦+

⎡

⎢
⎣

CT
0 CT

1

FT
00 FT

10

FT
01 FT

11

⎤

⎥
⎦M1

⎡

⎢
⎣

CT
0 CT

1

FT
00 FT

10

FT
01 FT

11

⎤

⎥
⎦

T
⎞

⎟
⎟
⎠NC ≺ 0

(3.89)
and

N T
B

⎛

⎜
⎝

⎡

⎢
⎣

He[AP̃1] P̃1CT
0 P̃1CT

1

� −L̃1 0

� � −γ Iq

⎤

⎥
⎦+

⎡

⎣
E0 E1
F00 F01

F10 F11

⎤

⎦ M̃1

⎡

⎢
⎣

E0 E1

F00 F01

F10 F11

⎤

⎥
⎦

T⎞

⎟
⎠NB ≺ 0

(3.90)
hold with

M1 =
[

L1 0
� γ−1 Iq

]
, M̃1 =

[
L̃1 0
� γ−1 Ip

]
(3.91)

and where NC and NB are full-rank matrices satisfying

[
Cy Fy0 Fy1

]NC = 0 and
[
BT DT

0 DT
1

]NB = 0. (3.92)

In such a case, there exists a gain-scheduled dynamic output-feedback of
order n of the form (3.87) that stabilizes system (3.62) and ensures that the
L2-gain of the transfer w1 → z1 is less than γ for all ρ ∈P∞1 .

Proof The closed-loop system is given by

⎡

⎢
⎢
⎢
⎢
⎣

ẋ(t)
ẋc(t)
z0(t)
zc(t)
z1(t)

⎤

⎥
⎥
⎥
⎥
⎦
= ( Ā + B̄�C̄

)

⎡

⎢
⎢
⎢
⎢
⎣

x(t)
xc(t)
w0(t)
wc(t)
w1(t)

⎤

⎥
⎥
⎥
⎥
⎦

(3.93)
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where

Ā =

⎡

⎢
⎢
⎢
⎢
⎣

A 0 E0 0 E1
0 0 0 0 0

C0 0 F00 0 F01
0 0 0 0 0

C1 0 F10 0 F11

⎤

⎥
⎥
⎥
⎥
⎦
, B̄ =

⎡

⎢
⎢
⎢
⎢
⎣

0 0 B
I 0 0
0 0 D0
0 I 0
0 0 D1

⎤

⎥
⎥
⎥
⎥
⎦

� =
⎡

⎣
Ac Bc By

Cc Dcc Dcy

Cu Duc Duy

⎤

⎦ and C̄ =
⎡

⎣
0 I 0 0 0
0 0 0 I 0

Cy 0 Fy0 0 Fy1

⎤

⎦ . (3.94)

The rest of the procedure follows from the same lines as for state-feedback design,
i.e. we apply Lemma 3.5.1 to eliminate the controller matrices and obtain the LMI
conditions. �

Proposition 3.5.6 The controller matrix can be constructed using the follow-
ing procedure [20]:

1. Compute the matrices L ∈ D(�a) from L1 and L̃1 as in Proposition 3.5.4.
2. Compute the matrix P � 0 from the matrices P1 and P̃1 using singular

value decomposition.
3. Solve for K̄ in the LMI

� + U K̄VT + V K̄ TUT ≺ 0 (3.95)

where

� =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

He[P1 A] AT P2 P E0 0 P E1 CT
0 0 CT

1
� 0 0 0 0 0 0 0
� � −L1 −L2 0 FT

00 0 FT
10

� � � −L3 0 0 0 0
� � � � −γ Ip FT

01 0 FT
11

� � � � � −L̃1 −L̃2 0
� � � � � � −L̃3 0
� � � � � � � −γ Iq

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,
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U =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

P2 0 P1 B
P3 0 PT

2 B
0 0 0
0 0 0
0 0 0
0 0 D0
0 I 0
0 0 D1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,VT =
⎡

⎣
0 I 0 0 0 0 0 0
0 0 0 I 0 0 0 0

Cy 0 Fy0 0 Fy1 0 0 0

⎤

⎦ .

Remark 3.2 Unlike for the state-feedback case, the obtained controller may not be
well-posed since the scaled-bounded real lemma only ensures that the matrix

I −
[

Dcc Dcy Fy0
D0 Duc F00 + D0 Duy Fy0

] [
�(ρ) 0

0 �(ρ)

]
(3.96)

is invertible for all ρ ∈ Δρ and this does not imply, in general, that I − Dcc�(ρ) is
invertible for all ρ ∈ Δρ .

When D0 = 0 or Fy0 = 0, well-posedness of the interconnection is then equiv-
alent to well-posedness of the system and the controller, separately. These matrices
can be made parameter independent by filtering the input or the output of the system
by low-pass filters. Another procedure is proposed in [20] to generate well-posed
controllers.
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Part II
Time-Delay Systems



Chapter 4
Introduction to Time-Delay Systems

Nous pouvons rêver d’équations fonctionelles plus compliquées
que les équations classiques parce qu’elles renfermeront en
outre des intégrales prises entre le temps passé très éloigné et le
temps actuel, qui apporteront la part de l’hérédité. (We may
dream about more complicated functional equations than
classical equations since they shall in addition contain integrals
taken between the distant past time and the current time, which
shall bring the share of heredity.)

Emile Picard

Abstract The goal of this chapter is to introduce the main manners for representing
time-delay systems. As for parameters in LPV systems, delays can also be classified in
different categories depending on the their nature and the way they act on the system.
Several real world examples are given to motivate the usefulness and relevance of
time-delay systems in science and engineering. We notably discuss about the harmful
and beneficial effects of the delays on the stability properties of dynamical systems.
Controllers and observers that are specific to time-delay systems are finally briefly
presented.

4.1 Representation of Time-Delay Systems

Three main distinct frameworks for representing time-delay systems are presented in
this section: functional differential equations, differential equations with coefficients
in a ring of operator and abstract representation on infinite-dimensional linear space.

4.1.1 Functional Differential Equations

The most common way for representing time-delay systems is by means of functional
differential equations; see e.g. [1–5]. Perhaps the most simple, yet general, linear
time-delay system is given in this framework by

© Springer-Verlag Berlin Heidelberg 2015
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124 4 Introduction to Time-Delay Systems

ẋ(t) = Ax(t)+ Ah x(t − h)

x(s) = ϕ(s), s ∈ [−h, 0] (4.1)

where x is the state of the system, h > 0 is the constant delay andϕ ∈ C([−h, 0],Rn)

is the functional initial condition. Unlike, LPV systems, or finite-dimensional sys-
tems, discussed in the first part of this monograph, the solution of a time-delay system
is not uniquely defined by the sole knowledge of the pointwise initial condition x0 at
t = 0 but by a functional initial condition ϕ(·) defined over the interval [−h, 0] [3].
This critical difference tells us that time-delay systems are not finite-dimensional
systems, but infinite-dimensional ones and that their state, i.e. the minimal informa-
tion needed to properly define the notion of solutions, is not a single point x(t) in
R

n , but a function xt defined as xt (s) = x(t + s), s ∈ [−h, 0].

4.1.2 Differential Equation with Coefficients in a Ring of Operators

This framework for time-delay systems has been developed quite early and has
led to several important algebraic results on the analysis [6, 7], decoupling [8, 9],
controllability [10], observability [11], control [9, 12] and observation [11] of time-
delay systems.

The counterpart of (4.1) in this framework is given by the following differential
equation with coefficients in a ring

ẋ(t) = Ā(∇)x(t)

where Ā(∇) = A + Ah∇ and ∇ is the shift operator defined as

(∇x)(t) = x(t − h). (4.2)

It is important to mention here that the fact that the operator ∇ belongs to a ring
is primordial from an engineering perspective. The inverse of ∇, denoted by ∇−1, is
the advance operator

(∇−1x)(t) = x(t + h) (4.3)

which violates causality since it is not possible to predict the future (in principle).
If, however, the future were predictable, ∇ would have been considered as invertible
and the coefficients of Ā to lie in a field.

4.1.3 Abstract Representation Over an Infinite Dimensional
Linear Space

The framework is typically the general framework of infinite-dimensional systems
[13–16] applied to the special case of time-delay systems, see e.g. [17–20]. In this
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framework, the state-space is defined as R
n × L2([−h, 0],Rn) and the state writes

x̃ =
[

x(t)
xt (s)

]

where s ∈ [−h, 0] and xt (s) = x(t + s). System (4.1) admits the following abstract
representation

d

dt

[
x(t)
xt (·)

]
= A

[
x(t)
xt (·)

]

where the operator A is defined as

A
[

x(t)
xt (·)

]
=

[
Ax(t)+ Ah xt (−h)

dxt (θ)

dθ

]

.

The operator A is the infinite dimensional counterpart of the finite dimensional
operator A describing LTI dynamical systems of the form ẋ = Ax . Many tools have
been developed to deal with such abstract systems, lots of them relying on functional
analysis and operator theory.

4.2 Bestiary of Time-Delay Systems and Delays

In this section, we shall focus on the functional differential equations framework
which is the one we consider throughout this monograph. When considering this
formulation, different types of delay systems and different types of delays can be
distinguished. They are exposed below.

4.2.1 Types of Time-Delay Systems

Following the commonly accepted denomination partly introduced by
Kamenskii [21], four types of time-delay systems may be defined, namely systems
with discrete delay, with distributed delay, neutral delay and scale delay.

4.2.1.1 Systems with Discrete Delays

Systems with discrete delays (see e.g. the monographs [2–5, 22–24]) or pointwise
delays, are systems where delayed signals are shifted pointwisely in time:
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ẋ(t) = Ax(t)+ Ah x(t − hx )+ Bu(t)+ Bhu(t − hu)

y(t) = Ch x(t − hy)

x(s) = ϕ(s), s ∈ [−h, 0] (4.4)

where x, u and y are respectively the state, the input and the output of the
system, respectively. To every signal, a different delay has been assigned. To distin-
guish between systems where the delays act on different signals, the denominations
of state-delay systems, input-delay systems or output-delay systems are very often
used. Systems with discrete delays arise in many processes and engineering prob-
lems such as networked control systems [25, 26], communication networks [27–30],
epidemiology [31, 32], systems biology [33, 34], water flow control [35], etc.

Systems with discrete delays exhibit a more complicated behavior than finite-
dimensional linear systems. A striking difference is that they possess an infinite
(countable) number of characteristic roots (or eigenvalues), as opposed to a finite
number for LTI systems without delays. To illustrate this, let us consider the system

ẋ(t) = αx(t − h) (4.5)

where α ∈ R and h > 0. Two different eigenvalue profiles have been computed using
the method described in [36], the results are depicted in Figs. 4.1 and 4.2. We can see
that the system is unstable when α = −1 and h = 2, and stable when α = −1 and
h = 1. It is, furthermore, possible to prove that when α < 0, the system is stable for
any constant delay belonging to [0, h̄) where

h̄ = π

2|α| .

When α > 0, the system is unstable regardless of the delay value. An important fact
about eigenvalues is that the number of unstable ones can only be in finite number
since the number of characteristic roots located to the right of any vertical line in the
complex plane is finite. Based on the above formula, stability regions in the (α, h)-
plane can be easily derived; see Fig. 4.3. It is very important to mention that, for
retarded delay systems, stability is a continuous property when seen as a function
of the system parameters [24]. This has deep practical and theoretical consequences
since this means that retarded delay systems are intrinsically robust with respect to
small changes in the delay.

4.2.1.2 Systems with Distributed Delays

Systems with distributed delays (see e.g. the monographs [2–5, 22–24]) are systems
involving continuous-delays of the form
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Fig. 4.1 Eigenvalues of system (4.5) with α = −1 and h = 1. The system is asymptotically stable
since all the characteristic roots have negative real part
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Fig. 4.2 Eigenvalues of system (4.5) with α = −1 and h = 2. The system is unstable since there
is a pair of complex characteristic roots in the right-half plane

ẋ(t) = Ax(t)+
0∫

−hx

Ah(θ)x(t + θ)dθ + Bu(t)+
0∫

−hu

Bh(θ)u(t + θ)dθ (4.6)

where x and u are the state and the input of the system, respectively. In the
system above, we can clearly see that past values of the state and the input influence
the evolution of the system through a continuous weighted sum (an integral). Simi-
larly to as discrete-delay systems, distributed-delay systems have an infinite number
of characteristic roots.

When the matrix functions Ah(·) or Bh(·) admit a rational Laplace transform,
the system can be reformulated as a linear time-delay system with discrete-delays
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Fig. 4.3 Stability regions of system (4.5). Unstable region in white; stable region in grey

by suitably augmenting the number of state variables [37]. When, however, kernel
functions are polynomial or rational, numerical methods can be used to analyze them
[38, 39].

Distributed delay systems arise in combustion systems in rockets [40, 41],
epidemiology [42], traffic model and control [43], biology [44, 45], etc.

4.2.1.3 Neutral Systems

Neutral systems (see e.g. [2–4, 46, 47]) are systems where the delay acts on the
higher order derivative. A simple example is given by

ẋ(t)− Fẋ(t − h) = Ax(t). (4.7)

This type of systems typically exhibit a more complicated behavior than the other
time-delay systems. While systems with distributed and discrete delays may only
have a finite number of unstable characteristic roots, neutral systems may have them
in infinite number. Additionally, stability is not a continuous property in terms of
the delay. There indeed exists systems which can be destabilized with arbitrarily
small changes in the delay value [48]. The concept of strong stability [3] has been
therefore introduced to overcome this difficulty and obtain robust stability results. In
the example above, strong stability refers to as exponential stability of the difference
equation x(t) = Fx(t − h), which is equivalent to the condition �(F) < 1.

Neutral delay systems arise, for instance, in the modeling of lossless transmission
lines [49], combustion systems [50], partial element equivalent circuits [51], imple-
mentation schemes of predictive controllers [52], control systems with derivative
feedback and delay [53], boundary controlled partial differential equations with
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delays [54], ecological systems [55–57], population dynamics [56, 58] and epi-
demiological models [59, 60].

4.2.1.4 Scale-Delay Systems

Scale-delay systems (see e.g. [61–67]) are less known than the former ones and
much less attention has been devoted to them, at least in the systems and control
community. An example of such systems is given by the pantograph equation:

ẋ(t) = Ax(t)+ Ah x(αt) (4.8)

where α ∈ (0, 1]. We can clearly see that the scaled argument αt takes smaller
values than t , and therefore can be understood as a delayed argument. Letting h(t) =
(1− α)t , (4.8) can be rewritten as

ẋ(t) = Ax(t)+ Ah x(t − h(t)) (4.9)

and therefore system (4.8) can be viewed as a time-delay system with discrete ramp-
shaped time-varying delay. Note that the delay inexorably grows unbounded for this
class of systems.

Historically, the term “pantograph” dates back to the seminal paper [68], where
such equations emerged in a mathematical model for the dynamics of an overhead
current collection system on an electric locomotive. The pantograph equation has
also been previously obtained in [69, 70] to describe the absorption of light by the
interstellar matter. This equation is also found in [71] on a certain partition problem
in number theory and also in [72] on a special ruin problem. We find again this
equation in quantum theory [73, 74] and cell-growth biology [75].

4.2.2 Families of Delays

According to their behavior and dependence, time-delays can be assigned to different
families, and specific approaches are usually necessary to analyze the system they
are involved within.

4.2.2.1 Constant Delays

Constant time-delays are the first class of time-delays that have been considered. The
reasons for that were easier analysis, yet difficult enough, and no real motivation for
considering a more general class of time-delay. Linear systems with constant delays
benefit of a very rich and complete theory based on many different tools, both in
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the frequency and time domains. Even more importantly, linear time-delay systems
with constant delays are part of the few systems for which there exist constructive
necessary and sufficient conditions for characterizing their stability.

Some examples of systems with constant time-delays are given in Sect. 4.3. Some
more examples can also be found in the textbooks [4, 5].

4.2.2.2 Time-Varying Delays

The advent of communication networks and networked control systems where
delays are time-varying partly motivated their analysis. Time-varying delays are
more harmful to stability than time-invariant ones. It is indeed possible to find
systems that are stable for constant-delays but become unstable when the delay
starts to be time-varying: this is very often referred to as the quenching phenomenon
[76, 77]. Notably, when a linear time-invariant system with constant delay is asymp-
totically stable up to a delay h̄, it is most of the time asymptotically stable up to a
delay smaller than h̄ when the delay becomes time-varying. The rate of variation of
the delay indeed plays an important role is reducing the maximal admissible delay
value: the faster the delay, the most harmful the delay is.

It is also important to distinguish between smooth (or at least absolutely contin-
uous) delays and delays that can be possibly discontinuous. Whereas many works
consider delays having derivative smaller than 1, which actually preserves invert-
ibility of the map t �→ t − h(t) where h(t) is the delay, several other works relax
this constraint to allow for larger bounds on the delay derivative, or even no bound
at all. Having fast varying delays may be responsible of undesirable behavior of the
system such as loss of uniqueness of solutions, loss of causality, existence of small
solutions (i.e. non-complete solutions), etc.; see e.g. [78–80] are references therein.

Time-varying delays arise, among others, in networked control systems [25],
sampled-data systems and control [81–83].

4.2.2.3 State-Dependent Delays

State-dependent delays [84] is the last class of time-delays and is certainly the least
well understood. The state-dependence makes the overall system strongly nonlinear,
even when the system expression is affine in the state-variables. State-dependent
delays arise, for instance, in communication networks modeling and analysis [29,
30], networked control systems [26], water flow control [35], soft landing [85, 86].

There is, at this time, no general framework for dealing with such systems and
every instance of them should be considered as a particular case. A lot of works have
been, however, devoted to these systems, e.g. on well-posedness [87], stability analy-
sis [85, 86, 88–91], linearization [92], numerical analysis and integration [93–95],
and control [96–98].
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4.3 Examples

Different examples from various fields are discussed here in order to present the main
types of delay systems introduced in the previous section. Constant, time-varying
and state-dependent delays are covered as well.

The first example is a biological example taken from [33] and is presented in
Sect. 4.3.1. In this example, a delayed protein degradation process is studied both
in the deterministic and stochastic frameworks, leading to models with a constant
discrete delay.

The second example, treated in Sect. 4.3.2 pertains on the representation of ape-
riodic sampled-data systems as systems with sawtooth-shaped discrete delay. This
approach has been first considered in [81, 82].

In Sect. 4.3.3, the epidemiological SIR-model of [42] is discussed. This model
involves a constant distributed delay modeling the recovery time after infection.

A neutral-delay with constant delay model describing forests evolution is dis-
cussed in Sect. 4.3.4.

A recent communication network model is discussed in Sect. 4.3.5. This model
is taken from [29, 30, 99] and consists of a nonlinear model with constant and
state-dependent discrete delays.

4.3.1 Delays in Biological Reaction Networks

Reaction networks are very powerful modeling tools aiming at describing complex
interactions between different agents (or species). Examples of applications range
from chemistry, biology, population dynamics, epidemiology, to communication,
opinion and social networks; see e.g. [100].

We consider here a very simple biological network [33] where a protein P is
produced at constant rate k and degraded at rate γ . A second degradation process
also takes place at rate γd after a delay of τ seconds. This setup corresponds to the
following schematic representation:

φ
k−→ P

P
γ−→ φ

P
γd=⇒ φ.

The first reaction represents the production reaction which occurs at rate k while the
second one is the degradation reaction which occurs at rate γ . The last one represents
the delayed degradation which occurs at rate γd but is effective only after τ seconds.

In what follows, both deterministic and stochastic models are considered.
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4.3.1.1 Deterministic Approach

The deterministic approach is based on reaction network theory that has been de-
veloped in the 70s, see e.g. [101–103]. In this framework, the quantity of species
interacting with each other are described in terms of their concentration, a contin-
uous quantity. Hence the state takes real nonnegative real values. The evolution of
these concentrations is governed by differential equations referred to as reaction rate
equations.

Let x(t) ∈ R≥0 be the concentration of the protein P at time t . We then have the
following deterministic representation for the network

ẋ(t) = −γ x(t)− γd x(t − τ)+ k (4.10)

which is a linear functional differential equation with constant discrete delay. The
unique equilibrium point of the system is given by

x∗ = k

γ + γd
. (4.11)

Global stability of the above equilibrium point can be inferred using frequency do-
main analysis:

Proposition 4.3.1 The system (4.10) is globally asymptotically stable if and
only if one of the following statements holds:

• either γ > γd; or
• γ < γd and τ ∈ [0, τ ∗) where

τ ∗ = 1
√
γ 2

d − γ 2

⎡

⎣π − arctan

⎛

⎝

√
γ 2

d − γ 2

γ

⎞

⎠

⎤

⎦ . (4.12)

Proof The characteristic polynomial of the system (4.10) is given by P(s) +
e−τ s Q(s)where P(s) := s+γ and Q(s) := γd . The idea is to find the critical values
for the constant delay such that we have characteristic roots on the imaginary axis.
Therefore, we look for pairs (ω, τ) ∈ R>0 × R>0 such that P( jω)+Q( jω)e− jτω =
0 holds. It is immediate to see that there exists a τ > 0 such that this equation
holds if and only if there is a positive solution to the polynomial equation |P( jω)|2
−|Q( jω)|2 = 0. We have that

|P( jω)|2 − |Q( jω)|2 = ω2 + γ 2 − γ 2
d . (4.13)
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Case 1 When γ > γd , then there is no positive solution ω and thus the system is
stable for all τ ≥ 0.

Case 2 When γ < γd , then the unique positive solution is given by ω∗ =(
γ 2

d − γ 2
)1/2

and the critical delay value τ ∗ solves the equation

−Q( jω∗)
P( jω∗)

= e jω∗τ∗ (4.14)

which yields the result. �

4.3.1.2 Stochastic Approach

In the stochastic approach, the exact count of molecules is tracked by the model,
that is, the states takes nonnegative integer values. Under several assumptions, it is
possible to show that stochastic chemical reaction networks without delay can be
represented as Markov processes [104]. The presence of a delay, however, destroys
the Markov property of the problem, but similar ideas can still be applied [33]. Under
some assumptions on the delay value and various approximations, it is possible to
prove that the first and second order moments obey the expressions

dm1(t)

dt
= −γm1(t)− γdm1(t − τ)+ k

dm2(t)

dt
= −2γm2(t)+ 2km1(t)− 2γdm1(t − τ)(1− m1(t)). (4.15)

Clearly, the above model is a nonlinear delay system with constant discrete delay.
Note also that the dynamics of the first order moment is identical to the dynamics
in the deterministic case. In this respect, the deterministic model also describes the
evolution of the average number of protein molecules over time. Note that this is not
a general fact, i.e. the deterministic model may not describe the average number of
molecules of the stochastic model.

The equilibrium point of this model is given by

m∗1 =
k

γ + γd

m∗2 = m∗1
k + γd(m∗1 − 1)

γ
. (4.16)
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We have the following stability result:

Proposition 4.3.2 The dynamical model (4.15) is globally asymptotically sta-
ble if and only if the conditions of Proposition 4.3.1 hold.

Proof Global stability of this equilibrium point is easily inferred from the
stability result in the deterministic setting. Indeed, with the same conditions as in the
deterministic case, the equilibrium point of the first order moment is globally asymp-
totically stable. Noting then that the dynamics of the second-order moment is of the
form ṁ2(t) = −2γm2(t)+ f (m1(t),m1(t− τ)) and is simply a low-pass filter with
input depending on m1(t) and m1(t − τ). The input f (m1(t),m1(t − τ)) is bounded
since the first-order moment is bounded when the conditions of Proposition 4.3.1 are
met, and therefore the second-order moment globally converges to its equilibrium
point. �

4.3.2 Aperiodic Sampled-Data Systems

In sampled-data control, continuous-time systems are controlled by discrete-time
controllers implemented in digital devices. The output of the controller is a discrete-
time sequence of numbers that is converted to a continuous signal by a hold function
in order to be driven to the input of the continuous-time system. When the hold-
function is a zero-order hold function and the controller is a sampled-data state-
feedback controller, the overall closed-loop system writes

ẋ(t) = Ax(t)+ Bu(t)

u(t) = K x(tk), t ∈ [tk, tk+1) (4.17)

where x ∈ R
n , u ∈ R

m are the state of the system and the control input, respectively.
The gain K is the stabilizing state-feedback gain to be determined. Each control
input value K x(tk) is maintained over [tk, tk+1)where the sequence {tk} of sampling
instants is assumed to be strictly increasing and to grow without bound (no accumu-
lation point). When periodic sampling is considered, the points of the sequence are
equidistant, e.g. tk+1 = tk +T , for some constant T > 0 called the sampling period.
However, in recent applications such as networked control systems [25, 105, 106]
or event-triggered control [107–109], the sampling-period is not constant anymore
and must be considered as time-varying. Such systems are referred to as aperiodic
sampled-data systems.

Several approaches have been developed to deal with aperiodic sampled-data
systems: discrete-time approaches [110–113], input-delay approaches [81–83,
114–116], robust analysis techniques [117–119], impulsive systems formulation
[120–126], LPV techniques [127], looped-functionals [124–126, 128], or clock-
dependent Lyapunov functions [129].
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Fig. 4.4 Example of delays describing the zero-order hold function: periodic hold-function (top);
aperiodic hold-function (bottom)

The input-delay representation, which is the one in which we are interested in, is
simply based on the identity

x(tk) = x(t − h(t)), t ∈ [tk, tk+1) (4.18)

where h(t) = tk − t , t ∈ [tk, tk+1). Therefore, the sampled-state x(tk) can be viewed
as a delayed version of x(t) with sawtooth delay h(t) = t − tk , t ∈ [tk, tk+1), which
is periodic whenever the sampling is periodic, aperiodic otherwise; see Fig. 4.4.

Based on this fact, the sampled-data system (4.19) can be rewritten as

ẋ(t) = Ax(t)+ BK x(t − h(t))

h(t) = t − tk, t ∈ [tk, tk+1) (4.19)

which is clearly a linear time-delay system with time-varying delay acting on the state
of the system. Techniques for analyzing time-delay systems can therefore be applied
to aperiodic sampled-data systems with a particular attention on the fact that ḣ(t) = 1
almost everywhere, in contrast to the condition ḣ(t) < 1 of Sect. 4.2.2. Due to this
peculiarity, specific methods have to be considered in order to accurately characterize
the stability of sampled-data systems in the time-delay systems framework.

For illustration, we consider the following scalar sampled-data system

ẋ(t) = x(t)− K x(tk), t ∈ [tk, tk+1) (4.20)

where K is the gain of the controller. We then have the following result:
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Proposition 4.3.3 The aperiodic sampled-data system (4.20) is asymptoti-
cally stable if and only if K > 1 and Tk ∈ (0, T̄ ) where

T̄ = log

(
1+ K

K − 1

)
. (4.21)

Proof The proof is based on the computation of the equivalent discrete-time
system. �

We also have the following analogous result:

Proposition 4.3.4 The time-delay system with constant delay

ẋ(t) = x(t)− K x(t − h). (4.22)

is asymptotically stable if and only if K > 1 and h ∈ [0, h̄) where

h̄ = 1√
K 2 − 1

arctan(
√

K 2 − 1). (4.23)

Using the results above, we get the bounds depicted in Fig. 4.5 where we can see
that the system with constant delay has a smaller stability region than the sampled-
data system, i.e. h̄ < T̄ . This essentially means that representing a sampled-data
system by a time-delay system and only considering the delay upper-bound is not
a good strategy since it may be conservative. This demonstrates that it is crucial to
consider the time-varying nature (sawtooth shape) of the delay in order to develop
accurate stability results. A similar remark pertaining on the norm of certain integral
operators involved in the analysis of time-delay and sampled-data systems is made
in [117].

4.3.3 Delay-SIR Model

SIR models (see e.g. [59, 130–136]) and the like, are ubiquitous in epidemiology.
They are instances of a broader family of systems referred to as compartmental
systems [137] whose main paradigm is to
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Fig. 4.5 Stability regions of the systems (4.20) and (4.22)

Fig. 4.6 Block-diagrams
corresponding to the SIS and
SIR model

• represent networks of interactions within a certain population by gathering indi-
viduals having common properties together into compartments, and to
• describe their compartment-to-compartment interactions and migrations.

Compartmental models have applications in population dynamics, epidemiology,
biology, chemistry, ecology, etc.

In epidemiological models, such as SIR-, SIS- or SEIR-models, the compartments
S, E , I and R refer to compartments of susceptible, exposed, infectious and recovered
people (Fig. 4.6). Susceptible are healthy people that can be contaminated when
exposed to the disease by contact with infectious people. Unlike infectious people,
exposed people are contaminated by the disease but cannot transmit it; this is a latent
state such as an incubation state. Finally, infected people may go to a recovered state,
a healthy state, where they are, temporarily or definitively, immune to the disease.

In SIS models, the immunity after recovery is very short and the recovered state can
hence be neglected. This is the case, for instance, of common cold. SIR models with
no feedback from the R-state to the S-state are more adapted to disease like measles,
mononucleosis, mumps or rubella where immunity after infection is permanent.

Historically, these models were considered as deterministic and delay-free such
as the widely known SIR-model [136] given by
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Ṡ(t) = −βS(t)I (t)

İ (t) = βS(t)I (t)− α I (t)

Ṙ(t) = α I (t) (4.24)

where S(t), I (t) and R(t) are the number of individuals being susceptible, infectious
and recovered at time t . The rate constants β and α characterize the rate of infection
and the rate of recovery. The rationale for modeling contamination by the product
S(t)I (t) follows from mass-action law models [138–141], which are reasonable
whenever the population is assumed to be well-mixed. The recovering process is
assumed to be exponential with rate α.

More recently, the importance of considering delays have grown in importance
[59] since delays can model more accurately incubation times, recovery times, etc.
A distributed delay can be introduced in the models in order to incorporate some
latent behavior, for instance the time for an infectious person to recover [59, 60]:

Ṡ(t) = −βS(t)I (t)

İ (t) = βS(t)I (t)− β
∞∫

h

γ (τ)S(t − τ)I (t − τ)dτ

Ṙ(t) = β
∞∫

h

γ (τ)S(t − τ)I (t − τ)dτ.

To account for the fact that the delay may be different from one person to another,
the function γ (τ) somehow serves the role of probability distribution. Under the
assumption that the function γ has a rational, stable and strictly proper Laplace
transform, the system can be reformulated as a system with discrete-delay [37] as

Ṡ(t) = −βS(t)I (t) (4.25)

İ (t) = βS(t)I (t)− cq(t) (4.26)

q̇(t) = Aq(t)+ bS(t − h)I (t − h). (4.27)

where γ̂ (s) := c(s I − A)−1b is the Laplace transform of γ . For instance, choosing
γ (θ) = ξ(1+ δθ)e−λθ with ξ = λ2

δ+λ+δλh eλh gives the model

Ṡ(t) = −βS(t)I (t)

İ (t) = βS(t)I (t)− βN (q1(t)+ δq2(t)

Ṙ(t) = βξ(q1(t)+ δq2(t))

q̇1(t) = −λq1(t)+ e−λh S(t − h)I (t − h)

q̇2(t) = q1(t)− λq2(t)+ he−λh S(t − h)I (t − h). (4.28)
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Table 4.1 Evolution of the
number of infected boys
during the outbreak

Day Number infected Day Number infected

1 3 8 237

2 6 9 191

3 25 10 125

4 73 11 69

5 222 12 27

6 294 13 11

7 258 14 4

For model validation, we use the influenza epidemic scenario reported in the British
Medical Journal of the 4th of March 1978 [142]. This epidemic occurred in a boy’s
boarding school in the north of England where 763 boys between the ages of 10 and
18 were at risk. Using the data reported in [143, 144], see Table 4.1, and assuming
that at day 0, only one individual is infected, i.e. I (0) = 1, R(0) = 0 and S(0) = 762,
we find the parameters

h = 0.69, β = 0.00177, δ = 0.3 and λ = 0.75. (4.29)

The trajectories of the identified model are depicted in Fig. 4.7 where it is possible
to see that the delay-SIR model can be used to describe the evolution of the influenza
among the population. An even better matching between the trajectories and the real
data should be possible to obtain by refining the parameter values.

4.3.4 Neutral Pearl-Verhulst Equation and Ecology

An example of dynamical system governed by a neutral delay equation is the evolu-
tion of forests. The model is based on an extension of the Pearl-Verhulst equation [55,
136, 145, 146] where effects such as soil depletion and erosion have been introduced
in the model to give

ẋ(t) = r x(t)

[
1− x(t − τ)+ cẋ(t − τ)

K

]
(4.30)

where x is the tree population, r is the intrinsic growth rate, K is the environmental
carrying capacity and c is a constant parameter that weights how new growth exhausts
resources. This model has been considered for analysis in [56], and for control in [57].

A simple analysis shows that the system exhibits two distinct equilibrium points:

x∗ = 0 and x∗ = K . (4.31)
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Fig. 4.7 Trajectories of the identified delay-SIR model: Susceptible (plain), Infected (dashed) and
real data (circles)

It seems therefore interesting to study the stability of these equilibrium points.
This leads us to the following result:

Theorem 4.3.5 ([147]) The system (4.30) with r, K , c > 0 has the following
properties:

• The equilibrium point x∗ = 0 is unstable.
• The equilibrium point x∗ = K is locally asymptotically stable if

1. rc < 1; and
2. τ ∈ [0, τ̄ ) where

τ̄ :=
√

1− r2c2

r2

⎡

⎣π
2
+ arctan

⎛

⎝

√
c2r2

1− c2

⎞

⎠

⎤

⎦ . (4.32)

• If rc > 1 or τ > τ̄ , the equilibrium point x∗ = K is unstable.

For illustration, we choose K = 10 and the initial population is set to 1. Setting
different values for c, r and τ , we obtain the Figs. 4.8, 4.9 and 4.10 where we can
observe several different types of behavior for the system (4.30).

4.3.5 Networks and Congestion Control Modeling

In communication networks like Internet, congestion is an important efficiency-
limiting phenomenon responsible of large communication delays and data loss. To
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Fig. 4.8 Trajectories of the ecological model (4.30) for c = 1/2, r = 3 and τ = 0.2
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Fig. 4.9 Trajectories of the ecological model (4.30) for c = 3/4, r = 1 and τ = 0.1 (τ̄ = 2.6389)

try to reduce the effects of congestion (ideally to control it), congestion control
algorithms have been implemented in transmission protocols such as TCP [148].

Congestion control [148, 149] is truly a control problem, in the control theory
sense; see Table 4.2. The network is the system, congestion is the controlled output,
protocols are controllers and the user sending rates, i.e. the rate at which users are
sending information, are the control inputs. The sending rates are computed from

1. congestion windows which correspond to the number of packets the users would
like to maintain in the network,1 and from

2. a congestion measure representing the level of congestion of the network.

1 The definition of the congestion window size may differ from one protocol to another.
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Fig. 4.10 Trajectories of the ecological model (4.30) for c = 3/4, r = 1 and several values for τ
(τ̄ = 2.6389)

Table 4.2 Correspondence
between control theory and
communication networks
terminologies

Control theory Communication networks

System Network

Controlled output Congestion (through flight size)

Reference Congestion window size

Controller Protocol

Control input User sending rate

Measured output Congestion measure (delays, data loss)

Usual congestion measures are data loss (as in TCP) or delays (as in FAST-TCP,
[150]): we refer to them as loss-based and delay-based protocols, respectively.

Modeling congestion is therefore of great importance for multiple reasons. First
of all, models can be used for theoretical analysis of congestion and may allow for
a better understanding of the underlying mechanisms. Model-based protocol design
is another interesting benefit since protocols could then be analytically designed
to guarantee certain objectives, FAST-TCP is one such example. The availability of
accurate mathematical models for networks may also give rise to a new generation of
model-based simulators, opposed for instance to NS-2,2 a discrete-event simulator.

4.3.5.1 A Congestion Model Based on the Conservation of Information

Many different classes of models have been proposed: stochastic continuous-time
models [151], discrete-time models [152, 153], continuous-time models [27, 28,

2 More information on NS-2 available here http://nsnam.isi.edu/nsnam/index.php/Main_Page.

http://nsnam.isi.edu/nsnam/index.php/Main_Page
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Fig. 4.11 Simple
multiple-users/single buffer
topology

154–159], hybrid models [160] and, finally, conservation-law-based models [29, 30,
99, 161] which take the form of hybrid systems with state-dependent delays.

In this example, we shall focus on continuous-time systems also referred to as
fluid-flow models in the literature [162, 163]. In this framework, transmitted informa-
tion through the network is viewed as a fluid flowing through pipes. This liquid has
however few things in common with water or gas, since it somehow shares properties
with both liquids and solids at the same time.

The model described below is a simplification of the one from [30] where the hy-
brid nature of the model has been neglected for simplicity of exposure. Let us consider
the topology depicted in Fig. 4.11 where N users, denoted by Ui , communicate via a
single FIFO queue.3 Users’ flows experience a constant propagation delay T f , called
forward propagation delay, before reaching the queue. Symmetrically, flows leaving
the queue experience a backward propagation delay Tb when they return to the users.
The total propagation delay is simply defined as the sum T := T f + Tb.

Queue model. When the queue is assumed to be non-empty over time, an acceptable
model [28] is given by

τ̇ (t) = 1

c

(
N∑

i=1

φi (t − T f )− c

)

(4.33)

where τ is the queuing delay, c is the capacity of the downstream link, i.e. the maximal
rate at which the server can process stored information, and φi is the sending rate
of user i (Fig. 4.12). Note the presence of the forward propagation delay T f . The
flows leaving the queue, denoted by φo

i , have been proved to obey the formula [29,
30, 159, 164]

φo
i (t) =

φi (t − d(t))c
∑N

j=1 φ j (t − d(t))
(4.34)

3 FIFO stands for “First-In-First-Out” and means that the packets leave the queue in the same order
they entered. This is an order preserving queue.
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Fig. 4.12 Block diagram of a
FIFO queue

where the delay d(t) solves the implicit functional equation

d(t) = τ(t − d(t)), t ≥ 0. (4.35)

For illustration, let us consider two square input flows

φ1(t) = (1+ β)c(1+ Sq(ωt))/2

φ2(t) = (1+ β)c(1− Sq(ωt))/2 (4.36)

where β > 0 is a given parameter and Sq(ωt) := sgn(sin(ωt)) is a square function
of period T = 2π/ω (sgn(·) denotes the signum function). Note that φ1(t)+φ2(t) =
(1 + β)c for all t ≥ 0. Choosing, for instance, ω = 2π , β = 1, c = 100 Mb/s and
τ(0) = 0, we get the results depicted in Fig. 4.13 where we can clearly see that the
model predicts the output flows quite accurately since the number of packets leaving
the queue coincides with the number of packets predicted by NS-2.
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Fig. 4.13 Trajectories of the input and output flows φ1(t) and φo
1 (t) (top) and the number of

transmitted packets by the queue for the model (4.33)–(4.34) and the event-based simulator NS-2
(bottom)
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Fig. 4.14 Block diagram of a
user

Protocol/user model. Under some technical simplifying, quite restrictive, assump-
tions it is possible to show that the users sending rate can be computed from the
derivative of the congestion window size as

ẇi (t) = f (wi (t), μ(t))

φi (t) = ẇi (t)+ φo
i (t − Tb) (4.37)

where wi is the congestion window size of user i and μ is the congestion measure
(Fig. 4.14). The congestion window size is defined here as the number of packets to
maintain throughout the network at any time (in the single queue case).

An example of protocol is FAST-TCP whose behavior can be described as

ẇi (t) = γ
(
−wi (t)+ T

T + μ(t)wi (t)+ α
)

(4.38)

where γ, α > 0 are some tuning parameters of the protocol. This protocol uses the
perceived queuing delay, i.e. a delayed version of the queueing delay, as congestion
measure. The explicit form of the congestion measure is given by

μ(t) = τ(t − Tb − d(t − Tb)). (4.39)

The term γ can be tuned in order to shape reactivity and robustness with respect
to delays, whereas α is the desired number of packets (or bytes) to maintain in the
queue at equilibrium.

Network. In the simple case described above, the queuing delay can be explicitly
solved to get

τ(t) = 1

c

N∑

i=1

wi (t − T f )− T (4.40)

under the assumption that the right-hand side is always nonnegative. After substitu-
tion in the protocol model, we obtain the network model

ẇi (t) = γ
(

−wi (t)+ cT
∑N

i=1wi (t − T − d(t − Tb))
wi (t)+ α

)

, i = 1, . . . , N

(4.41)
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where d(t) is now given by

d(t) = 1

c

N∑

i=1

wi (t − T f − d(t))− T . (4.42)

The overall network model is therefore a N -dimensional nonlinear delay system
with constant and state-dependent delays due to the relation (4.42). Global analysis
of such systems is mainly an open problem. For completeness, we will prove local
stability of the unique equilibrium point

w∗i = w∗ := α +
cT

N
and τ ∗ = Nα

c
. (4.43)

Theorem 4.3.6 The network model (4.41) is locally exponentially stable if
one of the following statements hold:

• T < τ ∗,
• T > τ ∗ and τ ∗ + T < τc where

τc = 1

γ

√
Nα + cT

cT − Nα

⎡

⎣π − arctan

⎛

⎝

√(
cT

Nα

)2

− 1

⎞

⎠

⎤

⎦ . (4.44)

Proof Local approximation of the system about the equilibrium point obeys [92]

˙̃w(t) = γ
(
− Nα

Nα + cT
w̃(t)− cT

N (Nα + cT )
1N1

T
N w̃(t − τ ∗ − T )

)
(4.45)

where1N is the N -dimensional vector of ones. Since the matrix acting on the delayed
term is of rank one, then stability can be inferred from a small-gain argument on the
transfer function

G(s) = cT γ

N (Nα + cT )
1T

N

(
s I − γ Nα

Nα + cT

)−1

1N

= cT γ

(Nα + cT )
(

s + γ Nα
Nα+cT

) . (4.46)

It is easy to see that the system (4.45) is stable for any delay if and only if ||G||H∞ < 1
or, equivalently, if and only if T/τ ∗ < 1. Otherwise, stability depends on the delay
value. To prove the delay upper-bound τc, let us consider the change of variables
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y1(t) =
N∑

k=1

w̃k(t)

yi+1(t) = w̃i+1(t)− w̃i (t) (4.47)

for i = 1, . . . , N − 1. The derivatives of the yi ’s are given by

ẏ1(t) = −γ Nα

Nα + cT
y1(t)− γ cT

Nα + cT
y1(t − h)

ẏi+1 = − Nαγ

Nα + cT
yi+1(t) (4.48)

for i = 1, . . . , N − 1 where we can see that the state components are now totally
decoupled. The states y2, . . . , yN are easily seen to be asymptotically stable. It is
therefore only necessary to analyze the stability of the state y1. Using similar results
as in [4], it is possible to show that the system (4.48) is delay-dependent stable
provided that h < τc where τc is given in (4.44). �

Example 4.3.7 We consider in this example the interconnection depicted in
Fig. 4.15 where two users communicate through a single FIFO queue. The
implemented protocol is a simple resend protocol which sends a new packet
each time an acknowledgment packet is received. Therefore, the number of
packets a user is maintaining in the communication path is constant unless the
congestion window size changes.

For simulation purposes, the bottleneck has capacity c = 100 Mb/s and
the packet size including headers is 1590 bytes. The congestion windows sizes
are initially w0

1 = 50 and w0
2 = 550 packets, respectively. At t = 3 s, w1

is increased to 150 packets. The propagation delays are T1 = 3.2 and T2 =
117 ms for users 1 and 2, respectively. Note that since the propagation delays
are different, the theoretical analysis carried out above is not valid anymore.
Simulations yield the queue trajectories depicted in Fig. 4.16 where we also
compare with several other models that have been proposed in the literaturea

and the results obtained with NS-2. It is easily seen that the proposed model
predicts the same trajectories as NS-2, which is known to be very accurate for
simple topologies. For completeness, the trajectories of the input and output
flows of the queue are depicted in Figs. 4.17 and 4.18.

a See [155] for the static-link model [27, 28] for the ratio-link model and [157,
165, 166] for the joint-link model.
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Fig. 4.15 Single-buffer/multiple-user topology considered in Example 4.3.7
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Fig. 4.16 Evolution of the queue-size in the scenario of Example 4.3.7

4.4 Control, Observation and Filtering of Time-Delay Systems

The goal of this section is to briefly expose the types of filters, observers and
controllers that can be designed for time-delay systems with discrete-delays. The
extensions to neutral systems and to systems with distributed delay follow from the
same ideas, i.e. the incorporation of delayed terms of the same types as the ones
in the system in the controller or observer expression. The main reason for not en-
tering into deep details and not explicitly providing design criteria lies in the fact
that the results developed for LPV time-delay systems in Chaps. 7 and 8 can be
directly applied to the particular case of time-delay systems without parameters. So,
to avoid redundancy and save paper, design problems will only be addressed in the
aforementioned chapters.

http://dx.doi.org/10.1007/978-3-662-44050-6_7
http://dx.doi.org/10.1007/978-3-662-44050-6_8
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Fig. 4.17 Evolution of the input flows of the queue in the scenario of Example 4.3.7
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Fig. 4.18 Evolution of the output flows of the queue in the scenario of Example 4.3.7

4.4.1 Observation and Filtering

The main difference between filters and observers lies in the fact that observers are
usually designed such that the observation error is asymptotically stable, i.e. the
observer tracks the state of the system, whereas filters are aimed to find the best
estimate of any signal in a certain sense, e.g. in the L2-norm sense. In this respect,
observers can be designed for unstable systems, while filters can not. The similarity
of their function makes not very surprising that their structure be quite similar.

In what follows, we shall consider the generic linear time-delay system
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ẋ(t) = Ax(t)+ Ah x(t − h(t))+ Bu(t)+ Ew(t)

z(t) = Cx(t)+ Ch x(t − h(t))+ Fw(t)+ Du(t)

y(t) = Cy x(t)+ Cyh x(t − h(t))+ Fyw(t) (4.49)

where x ∈ R
n , u ∈ R

m , w ∈ R
p, z ∈ R

q and y ∈ R
r are the state of the

system, the control input, the exogenous input, the output to be estimated (observer
or filtered) and the measured output, respectively. The delay h is not assumed to
satisfy any condition.

4.4.1.1 Filters for Time-Delay Systems

Filters with memory involve a delayed component in their dynamical model as seen
below

ẋF (t) = AF xF (t)+ AFh xF (t − h(t))+ BFy y(t)+ BFyu(t)

zF (t) = CF xF (t)+ CFh xF (t − h(t))+ DFy y(t)+ DFuu(t) (4.50)

where xF ∈ R
n is the state of the filter. Note that the dimension of the state of the

filter is the same as the one of the system. The goal of the filter is to make the gain of
the transferw→ z− zF , e.g. the L2-gain, as small as possible. Since the dimension
of xF (t) is n, the above filter is then a full-order filter. When the dimension of the
state of the observer is smaller than the one of the system, the filter is said to be a
reduced-order filter.

It is also important to stress that the filter implements the same delay as the one in
the system, which may be unrealistic from a practical point of view due to the inherent
difficulty of measuring or estimating delays; see e.g. [167–170]. Implementing an
approximate delay, say d(t), seems to be more relevant. When this is the case, the filter
is said to be a filter with approximate memory. When the filter does not implement
any delayed component, it is said to be memoryless. An example of memoryless filter
is given below

ẋF (t) = AF xF (t)+ BFy y(t)+ BFuu(t)

zF (t) = CF xF (t)+ DFy y(t)+ DFuu(t) (4.51)

where xF ∈ R
n is the state of the filter.

Design approaches for such filters have been, for instance, proposed in [171–175].

4.4.1.2 Observers for Time-Delay Systems

Before talking about observation, it seems important to mention a one thing about
observability. Since delay-systems are infinite-dimensional systems, several no-
tions of observability exist depending on the considered framework, i.e. functional
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differential equations, ordinary differential equations with coefficients in a ring of
operators or abstract dynamical systems. Since we are not going to enter into details
about all of this, the interested readers should, for instance, look at these references
[176–180], and references therein.

In a similarly way as for filters, observers with exact memory for the system (4.49)
with y = Cy x and z = T x take the form

ξ̇ (t) = M0ξ(t)+ Mhξ(t − h(t))+ N0 y(t)+ Nh y(t − h(t))+ Su(t)

ẑ(t) = ξ(t)+ H y(t) (4.52)

where ξ ∈ R
q is the state of the observer. The goal of the observer is to make the

estimation error e := z− ẑ asymptotically stable and such that the gain of the transfer
w→ z− ẑ as small as desired. The terminology of filters applies to observers as well.
Note, moreover, that the above observer structure is a quite general one. Some more
restrictive structures, sometimes easier to design and implement, may be considered.
For instance, the observer

ξ̇ (t) = Aξ(t)+ Ahξ(t − h(t))+ Bu(t)+ L(y(t)− Cyξ(t)+ Cyhξ(t − h(t)))

ẑ(t) = ξ(t) (4.53)

where ξ ∈ R
n is a possible one for the system (4.49).

Memoryless observers can also be considered, they take the form

ξ̇ (t) = M0ξ(t)+ N0 y(t)+ Su(t)

ẑ(t) = ξ(t)+ H y(t). (4.54)

where ξ ∈ R
q is the state of the observer.

Design methods for time-delay systems observers have been proposed in the liter-
ature; see e.g. [181] in the Riccati framework, [182–185] in the algebraic framework,
[186–191] in the LMI framework, and also [192] in a more functional analytic setting.

4.4.2 Control

As for finite-dimensional LTI systems, two different classes of controllers can be
designed, namely static and dynamic controllers. On the top of that, the time-delay
nature of the dynamics of the system allows us to consider controllers that may
or may not implement a delayed part. As for observability, several controllability
concepts can be defined. See e.g. [10, 20, 177, 179, 193–198].

In what follows, the following generic linear time-delay system is considered
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ẋ(t) = Ax(t)+ Ah x(t − h(t))+ Bu(t)+ Ew(t)

z(t) = Cx(t)+ Ch x(t − h(t))+ Du(t)+ Fw(t)

y(t) = Cy x(t)+ Cyh x(t − h(t))+ Fyw(t) (4.55)

where x ∈ R
n , u ∈ R

m , w ∈ R
p, z ∈ R

q and y ∈ R
r are the state of the system,

the control input, the exogenous input, the output to be controlled and the measured
output, respectively.

4.4.2.1 Static Controllers with and without Memory

State feedback or static output feedback are part of the family of static controllers:

• Memoryless and exact-memory static output-feedback controllers are given by

u(t) = K y(t) and u(t) = K y(t)+ Kh y(t − h(t)),

respectively.
• Static output-feedback controllers with approximate memory are given by

u(t) = K y(t)+ Kd y(t − d(t)) (4.56)

where the delay d belongs to the set

Dδ :=
{
d : R≥0 → R≥0 : |d(t)− h(t)| ≤ δ}

for some δ > 0.
• Memoryless and exact-memory state-feedback controllers are described by

u(t) = K x(t) and u(t) = K x(t)+ Kh x(t − h(t)),

respectively.
• State-feedback controllers with approximate memory are given by

u(t) = K x(t)+ Kd x(t − d(t)) (4.57)

where the delay d ∈ Dδ for some δ > 0.
Static output-feedback controllers have been considered in [199–203]. The design

of such controllers is known to be NP-hard in certain conditions, see e.g. [204–206].
State-feedback results have been for instance obtained [207–209] in the memoryless
and exact memory case, and in [210, 211] for the approximate memory case.
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4.4.2.2 Dynamic Controllers

Dynamic controllers may be classified in two main categories: observer-based output-
feedback controllers and dynamic output-feedback controllers.

Observer-Based Controllers
As the name indicates, these controllers are made of an observer part which esti-
mates the state of the system and state-feedback part that computes the control input
based on the estimated state value. Observer-based output controllers take one of the
following forms

∣
∣
∣
∣
∣
∣

ξ̇ (t) = M0ξ(t)+ N0 y(t)+ Su(t)
x̂(t) = ξ(t)+ H y(t)
u(t) = K0 x̂(t)

∣
∣
∣
∣
∣
∣

ξ̇ (t) = M0ξ(t)+ Mhξ(t − h(t))+ N0 y(t)+ Nh y(t − h(t))+ Su(t)
x̂(t) = ξ(t)+ H y(t)
u(t) = K0 x̂(t)+ Kh x̂(t − h(t))

∣
∣
∣
∣
∣
∣

ξ̇ (t) = M0ξ(t)+ Mdξ(t − d(t))+ N0 y(t)+ Nd y(t − d(t))+ Su(t), d ∈ Dδ

x̂(t) = ξ(t)+ H y(t)
u(t) = K0 x̂(t)+ Kd x̂(t − d(t))

depending on whether the controller is memoryless, with exact memory or with
approximate memory. Some of these control law structures have been considered in
[181, 212–216].

Dynamic Output-Feedback Controllers
Dynamic output feedback controllers have a similar structure to observer-based ones
with the difference that the state is not aimed to be estimated. The controller is a
one-block structure whose goal is only the computation of a suitable control input
from the measured output. These controllers take the form:

∣
∣
∣
∣

ẋc(t) = Acxc(t)+ Bc y(t)
u(t) = Ccxc(t)+ Dc y(t)

∣
∣
∣
∣

ẋc(t) = Acxc(t)+ Ahcxc(t − h(t))+ Bc y(t)
u(t) = Ccxc(t)+ Chcxc(t − h(t))+ Dc y(t)

∣
∣
∣
∣

ẋc(t) = Acxc(t)+ Ahd xc(t − d(t))+ Bc y(t), d ∈ Dδ

u(t) = Ccxc(t)+ Chd xc(t − d(t))+ Dc y(t)

depending on whether the controller is without memory, with exact memory or with
approximate memory. Such controllers have been considered, for instance, in [207,
217, 218].
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4.4.2.3 Delay-Scheduled Controllers

Delay-scheduled controllers are a class of controllers apart from the previous ones
since their structure depends on the delay value but does not implement a mem-
ory term. These controllers are actually gain-scheduled controllers with the delay
as scheduling parameter, whence the name delay-scheduled controllers. Two main
classes of controllers can be distinguished: smoothly scheduled controllers that de-
pend continuously on the delay value, and switched controllers that switch among a
finite collection of controllers.

Smoothly Scheduled Controllers
These controllers have been relatively few studied in the literature. Most of the
results have been reported in [219–222] in the continuous-time framework. Delay-
scheduled controllers in the discrete-time setting can be obtained by representing
first the discrete-time system with time-varying into a switched system and by then
designing a mode-dependent static output-feedback controller.4 In continuous-time,
delay-scheduled controllers take the forms

u(t) = K (h(t))x(t)

and

ẋc(t) = Ac(h(t))xc(t)+ Bc(h(t))y(t)

u(t) = Cc(h(t))xc(t)+ Dc(h(t))y(t)

where the matrices are assumed to be continuous functions of h(t). The main idea
behind this type of control law is to consider the delay-information in a way that
does not need memory. These controllers kind of therefore lie between memory-
less controllers and controllers with exact memory. Note moreover, that when the
delay is not well-known, it is easier to consider uncertainties than in the case of
controllers implementing a memory. This feature is quite interesting since measur-
ing or estimating the delay in real-time is not an easy task; see e.g. [167–170].

Switched controllers
The other class of delay-scheduled controllers is the class of switched controllers
where the switching signal sequence depends on the value of the delay. Assume that
h(t) ∈ (0, h̄] and let 0 = h0 < h1 < h2 < . . . < hN = h̄. Then, define the signal

σ(t) = i if h(t) ∈ (hi , hi+1]. (4.58)

For all these delay intervals, we design time-invariant controllers that are finally
scheduled according to the value of the delay. That is, we finally obtain controllers
of the form

4 See e.g. [223–225] for discrete-time switched systems and time-delay systems. These references
do not consider delay-scheduled controllers.
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u(t) = Kσ(t)x(t)

or

ẋc(t) = Ac,σ (t)xc(t)+ Bc,σ (t)y(t)

u(t) = Cc,σ (t)xc(t)+ Dc,σ (t)y(t)

that adapt to changes in the delay value. Such controllers have been considered for
instance in [226–228].
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Chapter 5
Stability Analysis of Time-Delay Systems

Time is what prevents everything from happening at once.
John Archibald Wheeler

Abstract This chapter presents the main stability and instability results for
general time-delay systems. These results are further adapted to the analysis of linear
time-delay system using the extensions of Lyapunov theory, namely the Lyapunov-
Krasovskii and Lyapunov-Razumikhin theorems, and input-output analysis tech-
niques such small-gain techniques, integral quadratic constraints and quadratic
separation. Theoretical results regarding the conservatism of model-transformations
and bounding techniques are also derived. The different approaches are compared
with each other based on their corresponding stability criteria. Some discussions
about complexity reduction are also provided. As for LPV systems, all the obtained
stability criteria take the form of matrix inequalities.

5.1 Chapter Outline

The analysis of time-delay systems is a well-developed field gathering a lot of
different techniques. These methods can be categorized to either belong to frequency-
domain or time-domain techniques.

Frequency-domain approaches are mostly devoted to linear time-invariant sys-
tems, yet under some circumstances, it is possible to adapt them to address the case of
varying delays using, for instance, model transformations. Time-domain approaches
can, however, be applied to any type of systems: linear or nonlinear, with constant or
time-varying delays, etc. In the following, only time-domain analysis techniques will
be discussed since they are more suitable for dealing with LPV time-delay systems.
Many excellent monographs are, moreover, already devoted to frequency-domain
techniques; see e.g. [1–3].
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In the following, general notions of stability for time-delay systems as well
as stability/instability results are introduced in Sect. 5.2. Notably, the Lyapunov-
Krasovskii and Lyapunov-Razumikhin Theorems, and an instability result due to
Haddock are presented. Complete Lyapunov-Krasovskii functionals are also intro-
duced in this section. Section 5.3 is devoted to the definition of delay-independent
stability and delay-dependent stability, and also introduces the quenching phenom-
enon. The concepts of model-transformations and additional dynamics are defined
and discussed in Sect. 5.4. The analysis of linear time-delay systems using the
Lyapunov-Razumikhin Theorem is addressed in Sect. 5.5 whereas the Lyapunov-
Krasovskii Theorem is considered in Sect. 5.6 using various model-transformations
and bounding techniques. The analysis of the conservatism of certain bounding
techniques is also carefully made. Sections 5.7 and 5.8 are devoted to the appli-
cation of robust analysis techniques to the analysis of time-delay systems. Notably,
Sect. 5.7 focuses on small-gain results in the L2-norm whereas Sect. 5.8 considers the
L∞-norm. Still in a robust analysis perspective, Sects. 5.9 and 5.10 consider Integral
Quadratic Constraints and quadratic separation, respectively.

5.2 General Notions of Stability for Time-Delay Systems

In this section, general statements about time-delay systems are provided. We, there-
fore, consider the following time-delay system

ẋ(t) = f (t, xt ), t ≥ t0
x(t0 + s) = ϕ(s), s ∈ [−h, 0] (5.1)

where h > 0 is the delay and ϕ ∈ C([−h, 0],Rn) is the functional initial condition.
The state of the system, denoted by xt ∈ C([−h, 0],Rn), is defined as

xt (θ) = x(t + θ).

We assume that the system (5.1) has a unique solution, see e.g. [4–6]. In the following,
xt (t0, ϕ) denotes the state-value at time t with initial condition xt0 = ϕ. We finally
assume, without loss of generality, that (5.1) admits the solution x(t) = 0, i.e.
f (t, 0) = 0, generally referred to as the trivial solution.

5.2.1 Definitions

Definition 5.2.1 (Uniform norm) Let φ ∈ C([a, b],Rn), then the uniform
norm of φ is defined as

||φ||c = max
s∈[a,b] ||φ(s)|| (5.2)
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where || · || is any vector-norm, e.g. the vector 2-norm.

Definition 5.2.2 Consider the time-delay system (5.1). The trivial solution is
said to be

• stable if for any t0 ≥ 0 and any ε > 0, there exists δ = δ(t0, ε) > 0 such
that

||xt0 ||c ≤ δ ⇒ ||x(t)|| ≤ ε (5.3)

for all t ≥ t0.
• attractive if for any t0 ≥ 0 and any ε > 0, there exists δa = δa(t0, ε) > 0

with the property that

||xt0 ||c ≤ δa ⇒ lim
t→∞ ||x(t)|| = 0. (5.4)

• asymptotically stable (in the sense of Lyapunov) if it is both stable and
attractive.
• uniformly stable if it is stable and δ(t0, ε) can be chosen independently

of t0.
• exponentially stable if there exist δ, α > 0 and β ≥ 1 such that

||xt0 ||c ≤ δ ⇒ ||x(t)|| ≤ βe−αt ||x0|| (5.5)

for all t ≥ 0.
• unstable if it is not stable in the sense of Lyapunov.

5.2.2 General Stability and Instability Results

As for finite-dimensional systems, stability of time-delay systems can be also char-
acterized using Lyapunov theory. Two important extensions have been obtained
in this respect: the Lyapunov-Razumikhin theorem, and the Lyapunov-Krasovskii
theorem. The first result involves Lyapunov-Razumikhin function as main ingredi-
ents, whereas Krasovskii’s theorem relies on the use of functionals. The main diffi-
culty in characterizing stability of time-delay systems lies in the fact that the system
is infinite-dimensional and, therefore, the sole knowledge of x(t) is not a sufficient
statistic for establishing the stability of the system. The infinite-dimensional state xt

however contains all the information we need, and must be thus considered instead.
Both aforementioned approaches do capture this subtlety in two very different ways.
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5.2.2.1 Lyapunov-Krasovskii Theorem

Krasovskii’s idea was to extend Lyapunov’s result to account for the infinite-
dimensionality of the state through the use of functionals [7] and obtained the
following result, restated from [2]:

Theorem 5.2.3 (Lyapunov-Krasovskii Stability Theorem) Suppose that the
function

f : R≥t0 × C([−h, 0],Rn)→ R
n

in (5.1) maps R≥t0 × (bounded sets of C([−h, 0],Rn)) into bounded sets of
R

n, and u, v, w : R≥0 → R≥0 are continuous nondecreasing functions, u(s)
and v(s) are positive for s > 0, and u(0) = v(0) = 0.

Assume further that there exists a continuous differentiable functional

V : R× C([−h, 0],Rn)→ R

such that
u(||φ(0)||) ≤ V (t, φ) ≤ v(||φ||c) (5.6)

and

V̇ (t, φ) := lim sup
ε→0+

1

ε
[V (t + ε, xt+ε(t, φ))− V (t, φ)]

≤ −w(||φ(0)||).
(5.7)

Then, the trivial solution of (5.1) is uniformly stable. Moreover, if w(s) > 0
for s > 0, then it is uniformly asymptotically stable. If, in addition, lims→+∞
u(s) = +∞, then it is globally uniformly asymptotically stable.

Proof The proof of this result can be found, for instance, in [2, 7]. �

When the functional V is chosen such that it represents the size of the state xt

at any time t , i.e. it satisfies condition (5.6), a nonpositive V̇ indicates that xt does
not “grow” with t , which in turn means that the considered system is stable. To clear
up readers’ mind, a simple illustrative example is given below. More general and
advanced results are discussed in Sect. 5.6.

Example 5.2.4 Let us consider the scalar system

ẋ(t) = −ax(t)+ bx(t − h) (5.8)
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where a > 0. The Lyapunov-Krasovskii functional

V (xt ) = x(t)2 + q

t∫

t−h

x(s)2ds, q > 0 (5.9)

trivially satisfies the condition (5.6) with u(s) = s2 and v(s) = (1 + qh)s2.
The derivative of V along the trajectories of the system (5.8) is given by

V̇ (xt ) =
[

x(t)
x(t − h)

]T [−2a + q b
b −q

] [
x(t)

x(t − h)

]
. (5.10)

The system is therefore globally asymptotically stable if the matrix

[−2a + q b
b −q

]

is negative definite or, equivalently, if the inequality −2a + q + q−1b2 < 0
holds. In this case, the function w can be chosen as w(s) = εs2 for some
sufficiently small ε > 0.

We can then see that each q > 0 defines a stability region in the (a, b)-plane
which is given by

q + q−1b2

2
< a. (5.11)

To have the maximal stability region, it seems natural to try to minimize the
left-hand side with respect to q . Simple calculations show that the minimum
is attained for q = b, which yields the “maximal” stability region given by
a > 0 and a > b.

It can actually be verified that this stability region is exact whenever the
delay is allowed to take any value in [0,∞).

5.2.2.2 Lyapunov-Razumikhin Theorem

Whereas Krasovskii’s theory relies on the use of functionals in order to consider the
infinite-dimensionality of the state, Razumikhin’s theory rather involves functions
V that are representative of the size of the state x(t). For such functions V , the
functional

V̄ (xt ) = max
θ∈[−h,0] V (x(t + θ))
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serves as a measure of the size of xt . The key idea behind Lyapunov-Razumikhin
theorem is to note that whenever V (x(t)) < V̄ (xt ), then the function V̄ (xt ) does not
grow when we have V̇ (x(t)) > 0. For V̄ (xt ) to grow, it is necessary and sufficient
to have V̇ (x(t)) > 0 when V̄ (xt ) = V (x(t)). This is formalized in the result below:

Theorem 5.2.5 (Lyapunov-Razumikhin Stability Theorem) Suppose that the
function

f : R× C([−h, 0],Rn)→ R
n

in (5.1) takes R≥t0 × (bounded sets of C([−h, 0],Rn)) into bounded sets of
R

n, and u, v, w : R≥0 → R≥0 are continuous nondecreasing functions, u(s)
and v(s) are positive for s > 0, and u(0) = v(0) = 0, v strictly increasing.
Assume further that there exists a continuously differentiable function

V : R× R
n → R

verifying

u(||x ||) ≤ V (t, x) ≤ v(||x ||), for t ≥ t0 and x ∈ R
n (5.12)

and such that the derivative of V along the solution of (5.1) satisfies

V̇ (t, x(t)) ≤ −w(||x(t)||) whenever V (t+θ, x(t+θ)) ≤ V (t, x(t)) (5.13)

for all θ ∈ [−h, 0]. Then, the system (5.1) is uniformly stable.

• If, moreover,w(s) > 0 for s > 0 and there exists a continuous nondecreas-
ing function p(s) > s for s > 0 such that condition (5.13) is strengthened to

V̇ (t, x(t)) ≤ −w(||x(t)||) if V (t + θ, x(t + θ)) ≤ p(V (t, x(t)))

for all θ ∈ [−h, 0], then the system (5.1) is uniformly asymptotically stable.
• If, in addition, lims→+∞ u(s) = +∞, then the system (5.1) is globally

uniformly asymptotically stable.

Proof The proof of this result can be found, for instance, in [2, 8]. �
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Theoretical applications of the above theorem are given in Sect. 5.5.

Example 5.2.6 Taking back the scalar system of Example 5.2.4. The
Lyapunov-Razumikhin function V (x) = x2/2 satisfies the condition (5.12)
with u(s) = v(s) = s2/2. Its time-derivative along the solutions of the system
is given by

V̇ (t) = −ax(t)2 + bx(t)x(t − h). (5.14)

According to Lyapunov-Razumikhin Theorem, we just demand that the deriv-
ative is negative define whenever V (x(t − h)) < p2V (x(t)) for some p > 1.
This is equivalent to the condition |x(t − h)| < p|x(t)|. Thus we obtain the
condition

V̇ (t) ≤ −ax(t)2 + |b||x(t)||x(t − h)|
≤ (−a + |b|p)x(t)2 < 0

(5.15)

where the last inequality has been obtained by upper-bounding |x(t − h)| by
p|x(t)|. Noting that if −a + |b|p < 0 for p = 1, then it also holds for a
sufficiently small p > 1. We finally obtain the stability region defined by
a > 0 and |b| < a, which turns out to be identical to the one obtained with the
Lyapunov-Razumikhin theorem in Example 5.2.4.

5.2.2.3 An Instability Theorem

Instability results can also be found in the literature, even though they are scarcer
due to the difficulty of checking the resulting conditions. For completeness, one such
result is provided here together with the references [9–12]. The following result is
taken from [11] and relies on Lyapunov-Razumikhin-type conditions:

Theorem 5.2.7 Let G be an open subset of C([−h, 0],Rn) containing 0 and
suppose that there exists a function V : Rn → R≥0 such that V (0) = 0 and
V (x) > 0 when x �= 0. Let us further define the functional

V̄ ′(φ) := lim sup
h→0+

V (φ(0)+ h f (φ))− V (φ(0))

h

and assume that one of the following statements hold
1. V̄ ′(φ) > 0 for all φ ∈ G with

V (φ(0)) = max
s∈[−h,0] V (φ(s)) > 0, (5.16)
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2. V̄ ′(φ) > 0 for all φ ∈ G with

V (φ(0)) = min
s∈[−h,0] V (φ(s)) > 0, (5.17)

then the solution x = 0 of the system (5.1) is unstable.

Checking the conditions of the above result is not an easy task since there is, as
usual, no constructive way for finding a “good” function V together with a ‘good’
set G. Moreover, assuming that we have suitable V and G, accurately checking the
condition V̄ ′(φ) > 0 for all φ ∈ G may also be quite tricky.

Example 5.2.8 Let us consider the scalar nonlinear delay system

ẋ(t) = a f (x(t))+ b f (x(t − h))
x(s) = ϕ(s), s ∈ [−h, 0] (5.18)

where the function f : R→ R is continuous, strictly increasing with f (0) = 0.
We propose to show that, when a + b > 0, the zero solution is unstable. Let
V (x) := |x |, then we have two different cases: either b ≤ 0 or b > 0.

1. Suppose b ≤ 0 and assume that t ≥ 0 is such that

V (x(t)) = max
θ∈[−h,0] V (x(t + θ)),

whence |x(t)| = max
θ∈[−h,0] |x(t + θ)|. Then, we have the following cases:

• If x(t) > 0, then we have x(t) ≥ x(t − h) and

V ′(x(t)) = a f (x(t))+ b f (x(t − h))
≥ (a + b) f (x(t)) > 0.

(5.19)

• If x(t) < 0, then we have x(t) ≤ x(t − h) and

V ′(x(t)) = −a f (x(t))− b f (x(t − h))
≥ −(a + b) f (x(t)) > 0.

(5.20)

Therefore, statement 1 of Theorem 5.2.7 holds.
2. Suppose b > 0 and suppose t ≥ 0 is such that

V (x(t)) = min
θ∈[−h,0] V (x(t + θ)),
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whence |x(t)| = min
θ∈[−h,0] |x(t + θ)|. Then, we have the following cases:

• If x(t) > 0, then x(t) ≤ x(t − h) and

V ′(x(t)) = a f (x(t))+ b f (x(t − h))
≥ (a + b) f (x(t)) > 0.

(5.21)

• If x(t) < 0, then x(t) ≥ x(t − h) and

V ′(x(t)) = −a f (x(t))− b f (x(t − h))
≥ −(a + b) f (x(t)) > 0.

(5.22)

Therefore, statement 2 of Theorem 5.2.7 holds.

In conclusion, the zero solution is unstable when a + b > 0 by virtue of
Theorem 5.2.7.

5.2.3 LTI System Case

When LTI systems are considered, explicit Lyapunov-Krasovskii functionals referred
to as complete Lyapunov-Krasovskii functionals have been proven to yield necessary
and sufficient stability conditions for asymptotic stability. Several different complete
functionals have been proposed over the past years, see e.g. [13–17].

Before stating the main result, let us first consider the LTI time-delay system:

ẋ(t) = Ax(t)+ Ah x(t − h)
x(θ) = ϕ(θ), θ ∈ [−h, 0] (5.23)

where x(t) ∈ R
n , ϕ ∈ C([−h, 0],Rn) and h ∈ R≥0 are the system state, the

functional initial condition and the constant time-delay, respectively. We have the
following result:

Theorem 5.2.9 ([2, 16]) The system (5.23) with constant delay h > 0 is
asymptotically stable if and only if there exist a constant matrix P ∈ S

n, a
scalar ε > 0 and continuously differentiable matrix functions

Q : [−h, 0] → R
n×n

R : [−h, 0]2 → R
n×n, R(ξ, η) = R(η, ξ)T,

S : [−h, 0] → S
n
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such that

V (xt ) = x(t)T Px(t)+ 2x(t)T
0∫

−h
Q(ξ)x(t + ξ)dξ

+
0∫

−h

[
0∫

−h
x(t + ξ)T R(ξ, η)x(t + η)dη

]

dξ

+
0∫

−h
x(t + ξ)TS(ξ)x(t + ξ)dξ ≥ ε||x(t)||2

is a Lyapunov-Krasovskii functional and the derivative of V evaluated along
the trajectories of (5.23) verifies

V̇ (xt ) = x(t)T[P A + AT P + Q(0)+ QT(0)+ S(0)]x(t)
−x(t − h)TS(−h)x(t − h)+ 2x(t)T[P Ah − Q(−h)]x(t − h)

−
0∫

−h
x(t + ξ)TṠ(ξ)x(t + ξ)dξ

−
0∫

−h

0∫

−h
x(t + ξ)T

[
∂

∂ξ
R(ξ, η)+ ∂

∂η
R(ξ, η)

]
x(t + η)dηdξ

+2x(t)T
0∫

−h
[AT Q(ξ)− Q̇(ξ)+ R(0, ξ)]x(t + ξ)dξ

+2x(t − h)T
0∫

−h
[AT

h Q(ξ)− R(−h, ξ)]x(t + ξ)dξ ≤ −ε||x(t)||2.

Finding a suitable matrix P and suitable matrix functions Q, R and S is not
an easy task since the decision variables are functions. To overcome this diffi-
culty, discretization schemes involving piecewise affine matrix functions have been
considered in [2, 18, 19] whereas sum-of-squares techniques, that consider polyno-
mial matrix functions, have been applied in [20–25]. A different approach based on
a parametrization of functionals using polynomials is also proposed in [26].

5.3 Delay-Related Notions of Stability

The stability conditions obtained in the Examples 5.2.4 and 5.2.6 do not depend on
the delay value, whereas Theorem 5.2.9 basically characterizes the stability of system
(5.23) for some given delay h > 0. This tells us that two types of stability results
may be distinguished based on whether they depend on the delay value. Suppose
further that we would also be interested in assessing stability of system (5.23) for
a range of delay values or even obtain stability results for another relevant family
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of delays. This leads us to the concepts of delay-independent, delay-dependent and
delay-range stability.

5.3.1 Delay-Independent Stability

Delay-independent stability, as coined in [27], is defined as follows:

Definition 5.3.1 (Delay-Independent Stability) A time-delay system is stable
independently of the delay or delay-independent stable if stability does not
depend on the delay value, that is, if the system is stable for any delay value
in [0,∞).

The above definition immediately extends to systems with multiple delays and
time-varying delays. This concept of stability is quite strong since delays must have
no impact on stability. This imposes, in return, strong constraints on the structure
of the system. It is therefore expected that time-delay systems are, most likely, not
delay-independent stable. However, it is important to point out that these results
are still of importance since, from a pragmatic point of view, delay-independent
stabilization or observation results (relying on delay-independent stability results)
are of great interest in order to make the controlled system or the observer robust
with respect to any delay-perturbation.

Example 5.3.2 Let us consider the linear time-delay system with constant
delay

ẋ(t) =
[−5 1

0 −5

]
x(t)+

[−1 0
1 −2

]
x(t − h). (5.24)

Necessary and sufficient conditions for delay-independent stability [2] are
given by (a) A Hurwitz; (b) (A−1 Ah) < 1; and (c) [( jω − A)−1 Ah] < 1
for all ω > 0. These conditions are fulfilled here since

λ(A) = {−5,−5},
(A−1 Ah) =

√
2

5
,

[( jω − A)−1 Ah] < 0.31, for all ω > 0.

(5.25)

The system is therefore delay-independent stable.

Several methods can be used to prove delay-independent stability of a time-
delay systems. To cite a few: 2-D stability tests, pseudo-delay methods, frequency
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direct methods, frequency sweeping tests, constant matrix tests, matrix pencil tests,
Lyapunov methods, algebraic geometry methods, etc. Interested readers should refer,
for instance, to [1–3, 28].

5.3.2 Delay-Dependent and Delay-Range Stability

Unlike delay-independent stability, delay-dependent stability is a concept of stability
that is actually sensitive to change in the delay values. This is certainly the most
realistic notion of stability since delays are, most of the time, influential on the
stability of real world systems.

Definition 5.3.3 (Delay-Dependent Stability) A time-delay system is delay-
dependent stable if there exists a (bounded) interval I ⊂ R≥0 for which the
system is stable for any delay in I, and unstable otherwise.

In the delay systems literature, the most common interval I is given by [0, h̄) as
illustrated below:

Example 5.3.4 (Delay-Dependent Stability) Let us consider the time-delay
system

ẋ(t) =
[−2 0

0 −0.9

]
x(t)+

[−1 0
−1 −1

]
x(t − h). (5.26)

As stated in Example 5.3.2, the condition (A−1 Ah) < 1 is necessary for
delay-independent stability. For the above system we have that (A−1 Ah) =
10/9 > 1, and thus the system is not stable independently of the delay. A fre-
quency domain analysis allows us to prove that the system is delay-dependent
stable for all h ∈ I := [0, h̄) where

h̄ = 1√
0.19

[

π − arctan

(√
0.19

0.9

)]

� 6.1726. (5.27)

When h = h̄, the characteristic equation of the system has zeros on the imag-
inary axis and the system is not asymptotically stable.

When the system admits a delay stability interval of the form I = [h1, h2] for
some 0 < h1 < h2, the term delay-range stability is very often employed.
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Example 5.3.5 (Delay-range stability [29]) Let us consider the unstable
second order system with negative damping

ÿ(t) = 0.1ẏ(t)− 2y(t)+ u(t) (5.28)

where u(t) is the control input. Assume that, we would like to stabilize this
system with a proportional feedback u(t) = ky(t). This is clearly not pos-
sible since a proportional feedback cannot compensate the negative damping
responsible for instability. Let us explore now the case of a delayed propor-
tional feedback u(t) = ky(t − h). By choosing k = 1, we obtain the system

ẋ(t) =
[

0 1
−2 0.1

]
x(t)+

[
0 0
1 0

]
x(t − h)

which we analyze using time-delay systems tools to conclude on the effect of
h on the stability of the control system.

First of all, note that this system is not stable for h = 0 since the matrix
A + Ah is not Hurwitz, which is consistent with the discussion on the delay-
free proportional feedback. A frequency-dependent criterion similar to the one
used in the previous examples allows us to conclude that the system is stable
for all h ∈ I = (h1, h2) with

h1 := 1

ω1
arctan

(
0.1ω1

2− ω2
1

)

� 0.10018

h2 := 1

ω2

[

π − arctan

(
0.1ω2

ω2
2 − 2

)]

� 1.7178

(5.29)

where ω1 :=
√

3.99−√δ
2

and ω2 :=
√

3.99+√δ
2

, δ = 3.9201.

This example then shows that delays can also have a stabilizing effect for
some systems. In the case treated here, this can be understood through the
approximation

y(t − h) � y(t)− h ẏ(t)

emphasizing that delays can be used to mimic/approximate a derivative action,
see e.g. [29, 30], which is actually needed here in order to counteract the
negative damping. This can be seen from the closeness of the delay lower
bound h1 � 0.10018 to the negative damping value 0.1. Note, however, that
when the delay is too large, the value y(t − h) becomes independent of ẏ(t),
and the derivative action is lost.
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When several delays are involved, the stability maps can be much more
complicated, consisting of several disjoint compact sets, see e.g. [28, 31–33].

5.3.3 Time-Varying Delays and the Quenching Phenomenon

When delays turn out to be time-varying, the rate of variation has a non-negligible
impact on stability. In most of the practical situations, the delay upper-bound is a
nonincreasing function of the maximal rate of variation. The quenching phenom-
enon [21, 34] refers to as the property of a system with constant delay to be stable
over a certain range of delay values, but unstable over the same range when the
delay is time-varying; or vice-versa. Since mathematical tools for analytically and
exactly analyzing time-delay systems with time-varying delays are unavailable, we
will illustrate this phenomenon through an example taken from [34].

Example 5.3.6 ([34]) The time-delay system

ẋ(t) = ax(t)+ bx(t − h) (5.30)

where a = −1, b = −1.5 is exponentially stable for any constant delay
h ∈ [0, h̄) where

h̄ = 2√
5

arccos

(
−2

3

)
� 2.05765.

Assume now that the delay is time-varying and given by h(t) = t − αk,
kα ≤ t < (k + 1)α, α > 0, k ∈ N. This sawtooth delay corresponds to a
zero-order hold function with period α; see Sect. 4.3.2. Therefore, with this
time-varying delay, the delay-system becomes the discrete-time system

xk+1 = ad xk

with xk ≡ x(kα) and ad = eaα(1+a−1b)−a−1b. Stability of the discrete-time
system is ensured if and only if |ad | < 1. Using the numerical values a = −1,
b = −1.5, we get the stability condition α < log(5) � 1.6094 < h̄. This
shows that, even though the time-varying delay takes values inside the stability
interval of constant time-delays, the system with time-varying delay can be
unstable. This illustrates the quenching phenomenon and the harmful impact
of delay variations. It is important to stress than the presence of discontinuities
in the delay function is not responsible of the quenching phenomenon since
it is possible to construct a continuous delay-function for which the same
phenomenon occurs [34].

http://dx.doi.org/10.1007/978-3-662-44050-6_4
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5.4 Model Transformations, Comparison Systems and
Additional Dynamics

Model transformation is a very common procedure introduced quite early in the
analysis of time-delay systems, but not restricted to. The rationale behind model
transformations is to turn a time-delay system into another system, referred to as a
comparison system or comparison model, which may or may not be a time-delay
system. Analysis tools are then applied on the comparison system in order to draw
conclusions on the stability of the original time-delay system. Model transforma-
tions lie at the core of many efficient analysis techniques such as robust analysis
techniques based on LFT, IQCs or well-posedness, or even Lyapunov-Razumikhin
and Lyapunov-Krasovskii approaches. Comparison models may take various forms:
uncertain finite-dimensional linear systems [2, 35–39], time-delay systems [2, 40],
or even uncertain LPV systems [41, 42].

The goal of model transformations is to simplify the analysis of time-delay
systems. The compensation for this is that the comparison system may exhibit
additional dynamics leading to a possible loss of equivalence, in terms of stabil-
ity, between the original and the comparison system. Additional dynamics consist of
supplementary zeros in the characteristic equation of the comparison model. When at
least one of these additional zeros is unstable, the comparison model is unstable and
the stability of the original system cannot be inferred from the comparison model.
Additional dynamics have been studied in [2, 43–46]. Some additional details can
also be found in [47, 48].

Since many different model transformation procedures have been proposed in the
literature, it is difficult to give a complete picture here. We will, however, focus on
three important model transformations to illustrate the notion of additional dynamics.
The first one, the Newton-Leibniz model transformation, see. e.g. [49–53], will be
shown to add additional zeros whose location only depends on the system. The
second one, the parametrized Newton-Leibniz model transformation, will be proved
to be a refinement of the former where the additional zeros do not directly depend on
the system; see [54, 55]. The last one, the descriptor model transformation proposed
more recently in [40, 56], will be shown to yield a comparison model having no
additional dynamics, thus equivalent to the original one.

5.4.1 Newton-Leibniz Model Transformation

The Newton-Leibniz model transformation based on the identity

x(t − h) = x(t)−
t∫

t−h

ẋ(θ)dθ
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is certainly the first model-transformation to have been introduced for the analysis
of time-delay systems [46, 57]. This model transformation allows us to substitute
the delayed term x(t − h) in the system (5.23) by the right-hand side of the above
expression to yield the comparison system

ẋ(t) = (A + Ah)x(t)− Ah

t∫

t−h

[Ax(s)+ Ah x(s − h)]ds. (5.31)

Note that, unlike system (5.23), this comparison model requires an initial condition
in C([−2h, 0],Rn) due to the delayed term in the integral. The comparison model
can now be analyzed using Lyapunov-Krasovskii functionals, Lyapunov-Razumikhin
functions or some robust analysis techniques. This will addressed later in this chapter.

5.4.1.1 Additional Dynamics

Let us now analyze the exactness of the Newton-Leibniz model transformation in
terms of stability characterization. The characteristic equation of system (5.31) given
by

Δn(s) := det
[
s2 I − (A + Ah)s + Ah A(1− e−sh)+ A2

he−sh(1− e−sh)
]

admits the factorization Δn(s) = Δa(s)Δo(s) where

Δo(s) := det(s I − A − Ahe−sh) and Δa(s) := det

(
I − 1− e−sh

s
Ah

)
. (5.32)

The set of characteristic roots of Δc(s) is then simply given by the union of the
sets of characteristic roots of Δa(s) and Δo(s), the latter being nothing else but the
characteristic equation of the original system (5.23). Therefore, assuming thatΔo(s)
is stable, equivalence in terms of stability holds if and only if Δa(s) does not have
any zeros in the closed right half-plane. It is immediate to see that we have

Δa(s) =
n∏

i=1

(
1− λi

1− e−sh

s

)

where λi is the i th eigenvalue of matrix Ah . Let Si be defined as

Si :=
{

s ∈ C : 1− λi
1− e−sh

s
= 0

}
.

We then have the following proposition:
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Proposition 5.4.1 ([2, 46]) For any given Ah, all the additional zeros s ∈ Si ,
i = 1, . . . , n, of Δa(s) satisfy

lim
h↓0
�(s) = −∞.

The above result means that all the additional zeros are stable provided that the
delay is sufficiently small. Therefore, the model transformation preserves stability
for sufficiently small delays. The next question is the preservation of stability for
arbitrarily large finite delays. This question is answered by the following theorem:

Theorem 5.4.2 ([46]) Let λi be an eigenvalue of Ah. Then, the following
statements hold:

1. there is an additional zero of Δa(s) corresponding to the an eigenvalue
λi , �(λi ) �= 0, on the imaginary axis if and only if the time-delay satisfies

h = hi,k = kπ + arg(λi )

�(λi )
> 0, k = 0,±1,±2, . . .

2. there is an additional zero ofΔa(s) corresponding to the an eigenvalue λi ,
�(λi ) = 0, �[λi ] > 0, on the imaginary axis if and only if the time-delay
satisfies

h = 1

λi
.

3. no additional zero of Δa(s) corresponding to a real negative eigenvalue
λi will reach the imaginary axis for any finite delay.

To summarize, when the spectrum of Ah lies on the negative real line, then
the model-transformation is always stability preserving. Otherwise, the comparison
model may be unstable while the original system is not.

5.4.2 Parametrized Newton-Leibniz Model Transformation

This model transformation [54, 55] generalizes the Newton-Leibniz model transfor-
mation by introducing a free parameter C ∈ R

n×n as
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Cx(t − h) = Cx(t)− C

t∫

t−h

ẋ(θ)dθ.

The corresponding comparison model is given in this case by the following time-
delay system with discrete and distributed delays:

ẋ(t) = (A+C)x(t)+ (Ah −C)x(t − h)−C

t∫

t−h

[Ax(s)+ Ah x(s− h)]ds. (5.33)

When C = 0, the original system (5.23) is recovered whereas letting C = Ah

yields the comparison model (5.31) obtained from the Newton-Leibniz model trans-
formation. This model transformation therefore defines a continuous family of com-
parison systems comprising, among others, the systems (5.23) and (5.31).

5.4.2.1 Additional Dynamics

Additional dynamics can be studied exactly in the same way as for the Newton-
Leibniz model transformation. In this case, the characteristic equation can be factor-
ized as Δp(s) = Δa(s)Δo(s) where

Δo(s) := det(s I − A − Ahe−sh),

Δa(s) := det

(
I − C

1− e−sh

s

)
.

(5.34)

It is immediate to see that, with a judicious choice for the matrix C , unstable
additional dynamics may be avoided. This feature makes this model transformation
more interesting than the usual Newton-Leibniz model transformation. When, more-
over, C can be embedded as a decision variable in an LMI stability test, the solver
will automatically find a suitable value for C . Note, however, that the quite intricate
structure of the comparison system may require the use of complex analysis tools,
e.g. complicated Lyapunov-Krasovskii functionals.

5.4.3 Descriptor Model Transformation

The descriptor model transformation, introduced more recently in [40, 56], yields
the comparison model

[
I 0
0 0

] [
ẋ(t)
ẏ(t)

]
=
[

0 I
A + Ah −I

] [
x(t)
y(t)

]
+

t∫

t−h

[
0 0
0 −Ah

] [
x(s)
y(s)

]
ds (5.35)
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where y(t) = ẋ(t). Simple calculations show that the system (5.23) is retrieved after
eliminating the variable y in the above comparison model.

5.4.3.1 Additional Dynamics

The characteristic equation of system (5.35) is given by

Δd(s) := det

⎛

⎝

⎡

⎣
s I −I

−(A + Ah) I + Ah
1− e−sh

s

⎤

⎦

⎞

⎠

= det(s In) det

(
I + Ah

1− e−sh

s
− 1

s
(A + Ah)

)

= det
(
s I + Ah(1− e−sh)− (A + Ah)

)

= det
(
s I − A − Ahe−sh

)

where we have used the Schur determinant formula; see Appendix A.1. It is
immediate to see that the characteristic equation of the transformed model (5.35)
is identical to the one of the original system (5.23). Therefore, no additional dynam-
ics, stable or unstable, are introduced by this model transformation. Note, however,
that the system is changed into a singular system with distributed delay which may
require the use of slightly more complex analysis tools than by considering the initial
time-delay system.

5.4.4 Other Model Transformations

Many other types of model transformations have been introduced in the literature.
For instance, Padé approximants are considered in [37–39], model transformations
by means of operators are reported in [58–64], whereas implicit model and second
order transformations are discussed in [1, 2]. Some of them will be discussed in the
sections on input/output stability analysis techniques.

5.5 Lyapunov-Razumikhin Stability Results

The Lyapunov-Razumikhin theorem, stated in Sect. 5.2.2, can be used to derive
both delay-independent and delay-dependent stability results for systems with time-
invariant and time-varying delays. Interestingly, the obtained stability conditions,
taking the form of matrix inequalities, do not depend on the rate of variation of the
delay. This has made the use of Lyapunov-Razumikhin functions quite appealing in
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fields such as networked control systems where it may be difficult to a priori define
an upper-bound on the delay derivative.

The use of Lyapunov-Razumikhin functions is very often considered as lead-
ing to conservative stability conditions, and is always confronted to the Lyapunov-
Krasovskii approach. Even if this is generally the case when the goal is to derive
generic analysis tools aiming at proving stability for a wide class of systems, e.g. the
class of linear systems, it is very important to keep in mind that these two approaches
do not consider the same stability measure, and should not be directly compared.1

However, when a particular system is considered, e.g. a specific type of nonlinear
system as in [67] where a nonlinear congestion control mechanism is analyzed, it is
sometimes much easier to find a Lyapunov-Razumikhin function than a Lyapunov-
Krasovskii functional since the latter has, in general, a more complicated structure.

5.5.1 Delay-Independent Stability

A simple test on delay-independent stability can be obtained from a direct application
of the Lyapunov-Razumikhin Theorem and the S-procedure as shown below:

Theorem 5.5.1 The time-delay system (5.23) is stable independently of the
delay if there exist a matrix P ∈ S

n�0 and a scalar τ > 0 such that the matrix
inequality [

AT P + P A + τ P P Ah

AT
h P −τ P

]
≺ 0 (5.36)

holds.

Proof Let us consider the Lyapunov-Razumikhin function V (x) = xT Px . The time
derivative of V along the trajectories of system (5.23) is given by

V̇ (xt ) =
[

x(t)
x(t − h)

]T [AT P + P A P Ah

AT
h P 0

] [
x(t)

x(t − h)

]
.

According to the Lyapunov-Razumikhin Theorem, i.e. Theorem 5.2.5, the derivative
V̇ (x(t)) must be negative only whenever V (x(t + θ)) < pV (x(t)) for some p > 1
and for all θ ∈ [−h, 0]. Since, V̇ only depends on x(t−h), we only have to consider

1 It will be shown later that, in the case of linear systems, Lyapunov-Krasovskii functionals can
be connected to robust stability analysis in the L2-norm, and Lyapunov-Razumikhin functions to
robust stability analysis in the L∞-norm: see also [65, 66].
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the inequality V (x(t−h)) < pV (x(t)). Using the S-procedure (see [68] or Appendix
C.8), which is lossless in this case, we get the matrix inequality

[
AT P + P A + τpP P Ah

AT
h P −τ P

]
≺ 0 (5.37)

for some p > 1 and τ > 0. Noting finally that if the above matrix inequality holds
for p = 1, then it also holds for any sufficiently small p > 1 completes the proof. �

Note that condition (5.36) of Theorem 5.5.1 is not an LMI due to the bilinear term
τ P . However, when τ is fixed, the condition becomes an LMI and can be checked
efficiently. Rewriting first condition (5.36) as

AT P + P A + τ P + τ−1 P Ah P−1 AT
h P ≺ 0,

it is immediate to see that a too large or too small τ will yield an infeasible problem.
An upper bound on τ can be determined by solving the generalized eigenvalue
problem [68]

τ̄ := max
P∈Sn�0,τ>0

τ

s.t. AT P + P A + τ P ≺ 0.

The lower bound is, on the other hand, determined by solving the problem

τ := min
P∈Sn�0,τ>0

τ

s.t.

[
AT P + P A P Ah

� −τ P

]
≺ 0.

With these bounds in mind, it is enough to search for τ ∈ (τ , τ̄ ) when solving
condition (5.36). Note, however, that the search procedure may be computationally
expensive.

5.5.2 Delay-Dependent Stability

The Lyapunov-Razumikhin Theorem can also be used to derive several delay-
dependent results. A simple one is presented below:

Theorem 5.5.2 The system (5.23) is stable for all h ∈ [0, h̄] if there exist a
matrix P ∈ S

n�0 and scalars ε1, ε2 > 0 such that the matrix inequality
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⎡

⎣
He[P(A + Ah)] + h̄(ε1 + ε2)P −h̄ P Ah A −h̄ P A2

h
� −h̄ε1 P 0
� � −h̄ε2 P

⎤

⎦ ≺ 0 (5.38)

holds.

Proof This result is based on the Newton-Leibniz model transformation and thus
considers the comparison model

ẋ(t) = (A + Ah)x(t)− Ah

t∫

t−h

[Ax(s)+ Ah x(s − h)] ds.

The time-derivative of the Lyapunov-Razumikhin function V (x) = xT Px along the
trajectories of the above comparison model is given by

V̇ = x(t)THe[P(A + Ah)]x(t)− 2

t∫

t−h

x(t)T P Ah [Ax(s)+ Ah x(s − h)] ds.

Completing the squares2 yields the bounds

−2x(t)T P Ah Ax(s) ≤ ε−1
1 x(t)T P Ah AP−1 AT AT

h Px(t)+ ε1x(s)T Px(s)
−2x(t)T P A2

h x(s − h) ≤ ε−1
2 x(t)T P A2

h P−1 A2T
h Px(t)+ ε2x(s)T Px(s)

where the parameters ε1, ε2 > 0 are arbitrary. Substituting the above bounds in the
Lyapunov-Razumikhin function derivative yields

V̇ ≤ x(t)T
[
He[P(A + Ah)] + hε−1

1 P Ah AP−1 AT AT
h P
]

x(t)

+ hε−1
2 x(t)T P A2

h P−1 A2T
h Px(t)+ ε1

t∫

t−h
x(s)T Px(s)ds

+ ε2
∫ t

t−h x(s − h)T Px(s − h)ds

(5.39)

We need to prove negativity of the derivative whenever V (x(t − h)) ≤ pV (x(t)),
p > 1, therefore only when

t∫

t−h
x(s)T Px(s)ds ≤ phx(t)T Px(t)

≤ ph̄x(t)T Px(t)

2 Let X be symmetric positive definite with positive definite square root X1/2, then (X1/2x
+ X−1/2 y)T(X1/2x + X−1/2 y) ≥ 0 implies that −2xT y ≤ xT X x + yT X−1 y holds. A more
thorough discussion on this type of bounds is provided in Sects. 5.6.2 and 5.6.4.
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and
t∫

t−h
x(s − h)T Px(s − h)ds ≤ p

t∫

t−h
x(s)T Px(s)Tds

≤ hp2x(t)T Px(t)
≤ h̄ p2x(t)T Px(t).

Using these bounds in (5.39) and performing two Schur complements yield

⎡

⎣
He[P(A + Ah)] + (h̄ pε1 + h̄ p2ε2)P −h̄ P Ah A −h̄ P A2

h
� −h̄ε1 P 0
� � −h̄ε2 P

⎤

⎦ ≺ 0.

Noting finally that when the above matrix inequality holds for p = 1 it also holds
for a sufficiently small p > 1 completes the proof. �

As in the delay-independent case, tuning the scaling terms ε1 and ε2 may be very
tricky. A procedure for assigning suitable values to them is discussed in [2].

5.6 Lyapunov-Krasovskii Stability Results

Methods based on Lyapunov-Krasovskii functionals (LKFs) are certainly the most
popular for analyzing and controlling time-delay systems in the time-domain frame-
work. Dozens of different functionals have been proposed in the literature and it
is clearly neither possible nor even interesting to detail them all here. A recurrent
problem in LKF-based results stems from the fact that the benefit from using a given
term in an LKF is theoretically unclear. This is mainly due to the facts that few works
have actually been focused on comparisons of LKFs, and that most of the compar-
isons are made on simple numerical examples. Revealing the connections between
LKFs (or their corresponding criteria) in terms of dominance [69], equivalence or
disjointness, is a critical open question whose answer would allow us to clearly
characterize and categorize Lyapunov-Krasovskii functionals, and yield a neat the-
ory of Lyapunov-Krasovskii functionals. Preliminary comparison results have been
obtained in [70] where several LMI conditions derived from different functionals are
shown to be equivalent. In [35], the equivalence between Lyapunov-Krasovskii and
robust approaches is emphasized. Equivalence and convergence results for certain
types of bounds have also been obtained in [71].

The goal of this section is to introduce and give a clear picture of certain key
LKF-based results in a chronological order or evolutionary way. We will indeed
see how model transformations, see Sect. 5.4, can be used together with LKFs and
various bounding techniques [72, 73] to obtain tractable delay-dependent stability
conditions. Finally, methods avoiding model transformations and making use of more
accurate bounding techniques will be introduced and shown to potentially yield more
interesting results, together with a reduced computational complexity.
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In what follows, many different stablity results will be provided together with
a detailed and fully analyzed proof. The various sources of conservatism, such as
the use of model transformations or bounding techniques, will be clearly pointed
out and some ways to avoid/overcome the conservatism increase will be proposed.
It is very crucial to understand here that every Lyapunov-Krasovskii functional
possesses an inherent conservatism (which is not very well-understood, except
for complete LKFs) and when deriving stability conditions by differentiation, it
is, most of the time, necessary to process the functional derivative, by using
bounding or approximation techniques, in order to obtain tractable conditions. Every
single bound or single approximation technique used in the proof is likely to intro-
duce some extra conservatism. It is therefore very important to carefully choose the
functional, the model transformation (can be actually avoided) and the bounding
techniques in order to preserve accuracy or, in more adapted terms, limit the increase
of conservatism.

5.6.1 Delay-Independent Stability

Several delay-independent stability results can be obtained using Lyapunov-
Krasovskii functionals. The goal of this section is to present two of them. The first
one is obtained from a simple 2-term Lyapunov-Krasovskii functional and has been
proposed in [74, 75]. The second one is an LMI-based necessary and sufficient con-
dition for strong delay-independent stability of delay systems that has been derived
in [76].

5.6.1.1 A Simple Delay-Independent Stability Test

The following result is probably the simplest delay-independent stability test that
can be obtained using the Lyapunov-Krasovskii Theorem. Despite its simplicity, the
characterization of all pairs (A, Ah) satisfying the following theorem is still an open
problem to date; see [77].

Theorem 5.6.1 ([7, 74, 75]) The system (5.23) is stable independently of the
delay if there exist matrices P, Q ∈ S

n�0 such that the LMI

[
AT P + P A + Q P Ah

� −Q

]
≺ 0 (5.40)

holds.

Proof Let us consider the LKF
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V (xt ) = x(t)T Px(t)+
t∫

t−h

x(θ)T Qx(θ)dθ (5.41)

defined for P, Q ∈ S
n�0. The derivative of V along the trajectories of the system (5.23)

is given by

V̇ (xt ) =
[

x(t)
x(t − h)

]T [
AT P + P A + Q P Ah

� −Q

] [
x(t)

x(t − h)

]
.

Negative definiteness of the central matrix therefore ensures delay-independent
asymptotic stability of the system by virtue of the Lyapunov-Krasovskii Theorem.

�

It is worth pointing out the similarities between the matrix inequalities obtained
from the Lyapunov-Razumikhin and Lyapunov-Krasovskii theorems, namely the
conditions (5.36) and (5.40), respectively. The Lyapunov-Krasovskii result is actu-
ally more general since the matrix Q is decoupled from P , unlike in the Lyapunov-
Razumikhin result and, therefore, condition (5.40) is an LMI condition, unlike
(5.36). Note, however, that the latter remains valid for a time-varying delay while
the Lyapunov-Krasovskii condition needs to be adapted to cope with time-varying
delays:

Theorem 5.6.2 The system (5.23) with time-varying delay h(t) satisfying
ḣ(t) ≤ μ < 1 is stable independently of the delay if there exist matrices
P, Q ∈ S

n�0 such that the LMI

[
AT P + P A + Q P Ah

� −(1− μ)Q
]
≺ 0 (5.42)

holds.

Proof The proof relies on the use of the functional

V (xt ) = x(t)T Px(t)+
t∫

t−h(t)

x(θ)T Qx(θ)dθ

defined for P, Q ∈ S
n�0. The rest of the proof follows the same lines as the one for

constant delay. �

We can clearly see that the rate of variation of the delay is harmful to stability.
A Schur complement indeed yields
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AT P + P A + Q + (1− μ)−1 P Ah Q AT
h P ≺ 0

and shows that whenμ increases from 0 to 1, theμ-dependent term to the right grows
without bound.

5.6.1.2 Strong Delay-Independent Stability

The notion of strong delay-independent stability [78] is defined as follows:

Definition 5.6.3 The time-delay system (5.23) with constant delay is strongly
delay-independent stable if

det(s In − A − z Ah) �= 0

for all (s, z) ∈ {(s, z) ∈ C
2 : �[s] ≥ 0, |z| ≤ 1

}
.

Note the main difference with the usual delay-independent stability (see e.g. [79–
83]) that would simply require that

det(s In − A − e−sh Ah) �= 0

holds for all s ∈ C, �[s] ≥ 0 and all h ≥ 0.
The following result, proved in [76], provides a necessary and sufficient condition

for strong delay-independent stability:

Theorem 5.6.4 The following statements are equivalent:

1. The system (5.23) with constant delay is strongly delay-independent stable.
2. There exists k ∈ N>0 and matrices Pk, Qk ∈ S

kn�0 such that the LMI

Ψ T
k

[
Pk(Ik ⊗ A)+ (Ik ⊗ A)T Pk + Qk Pk(Ik ⊗ Ah)

� −Qk

]
Ψk ≺ 0 (5.43)

holds with

Ψk :=
[

Ikn 0kn×n

0kn×n Ikn

]
.

The above theorem can be viewed as a generalization of Theorem 5.6.1 where the
state involved in the LKF (5.41) has been changed from x(t) to
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⎡

⎢
⎣

x(t)
...

x(t − (k − 1)h)

⎤

⎥
⎦

and the matrices P, Q to Pk, Qk . When k = 1, the result of Theorem 5.6.1 is retrieved.
The price to pay for exactness is a polynomial increase of the computational

complexity. The number of variables indeed evolves according to O(k2n2) whereas
the size of the LMI constraint is equal to (k + 1)n.

5.6.2 Delay-Dependent Stability—Newton-Leibniz Model
Transformation

In this section, the Lyapunov-Krasovskii functional

V = x(t)T Px(t)+
t∫

t−h

x(θ)T Qx(θ)dθ +
0∫

−h

t∫

t+θ
ẋ(η)T Rẋ(η)dηdθ (5.44)

where P, Q, R ∈ S
n�0 is considered. We can easily recognize, in the two first terms,

the functional used for delay-independent stability analysis in Sect. 5.6.1. The last
term, as we shall see later, will make the stability condition delay-dependent. Note
that many of other terms can be used for this purpose, see e.g. [1, 2, 59, 84].

Using the above Lyapunov-Krasovskii functional and the Newton-Leibniz model
transformation of Sect. 5.4.1, the following result is obtained:

Theorem 5.6.5 The system (5.23) is stable for all h ∈ [0, h̄] if there exist
P, Q, R ∈ S

n�0 such that the LMI

⎡

⎣
(A + Ah)

T P + P(A + Ah)+ Q + h̄ AT R A h̄ AT R Ah h̄ P Ah

� −Q + h̄ AT
h R Ah 0

� � −h̄ R

⎤

⎦ ≺ 0

(5.45)
holds.

Proof Computing the derivative of the LKF (5.44) along the trajectories of
system (5.31) yields

V̇ = x(t)T[(A + Ah)
T P + P(A + Ah)+ Q]x(t)− 2x(t)T P Ah

t∫

t−h
ẋ(θ)dθ

−x(t − h)T Qx(t − h)+ hẋ(t)T Rẋ(t)−
t∫

t−h
ẋ(θ)T Rẋ(θ)dθ.
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The cross-term

− 2x(t)T P Ah

t∫

t−h

ẋ(θ)dθ (5.46)

introduced by the model transformation cannot be simply substituted by

−2x(t)T P Ah(x(t)− x(t − h))

since we would recover the original system and the effect of the model transfor-
mation would be lost. This term must therefore be judiciously incorporated in the
conditions. A way to do so consists of replacing the cross-term by an upper-bound
of it. Completing the squares allows us to obtain the following (coarse) inequality

− 2x(t)T P Ah ẋ(θ) ≤ x(t)T P Ah R−1 AT
h Px(t)+ ẋ(θ)T Rẋ(θ) (5.47)

which is valid for any R ∈ S
n�0. We therefore get the inequality

−2x(t)T P Ah

t∫

t−h

ẋ(θ)dθ ≤ hx(t)T P Ah R−1 AT
h Px(t)+

t∫

t−h

ẋ(θ)T Rẋ(θ)dθ.

Substituting this bound in V̇ gives

V̇ ≤ x(t)T[(A + Ah)
T P + P(A + Ah)+ Q + h̄ P Ah R−1 AT

h P]x(t)
−x(t − h)T Qx(t − h)+ h̄ ẋ(t)T Rẋ(t).

Expanding, finally, the term ẋ(t)T Rẋ(t) and performing a Schur complement yield
the result. �

Two important facts deserve to be pointed out in the proof above. The first one
concerns the use of the model transformation subsequently imposing the use of a
cross-term bounding technique. The considered bound, based on square completion,
is easily seen to be conservative since the right-hand side of (5.47) is always positive,
while the left-hand side may be negative.

The second fact is about the cancellation of the integral term

−
t∫

t−h

ẋ(θ)T Rẋ(θ)dθ (5.48)

in the functional derivative after bounding the cross-term. At first sight, this seems to
be a rather interesting aftereffect since this integral term looks difficult to deal with.
However, by compensating this term, we lose important information on the stability
of the system since this integral term is negative definite (and therefore contributes
to the negative definiteness of the derivative of the functional).
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We can therefore conclude that the use of the Newton-Leibniz model transforma-
tion may yield some conservative stability conditions due to the loss of important
information on the stability of the system and the potential introduction of addi-
tional dynamics. Ways to improve this certainly relies on the use of less restrictive
model-transformations (or even no model-transformation at all) and/or more accu-
rate bounding techniques. The next section considers the use of a less conservative
model transformation whereas Sect. 5.6.4 introduces a better cross-terms bounding
technique.

5.6.3 Delay-Dependent Stability—Parametrized Newton-Leibniz
Model Transformation

The advantage of using the parametrized Newton-Leibniz formula model transfor-
mation over the standard one lies in the control of additional dynamics. It is shown
here how the free parameter C of the parametrized Newton-Leibniz model transfor-
mation can be automatically determined by convex programming. To this aim, let us
consider the following Lyapunov-Krasovskii functional

V (xt ) = x(t)T Px(t)+
t∫

t−h

x(s)T Qx(s)ds +
0∫

−h

t∫

t+s

x(θ)T R1x(θ)dθds

+
−h∫

−2h

t∫

t+s

x(θ)T R2x(θ)dθds.

(5.49)

Using the above LKF together with the parametrized Newton-Leibniz model trans-
formation, we obtain the following result [85]:

Theorem 5.6.6 The system (5.23) is stable for all h ∈ [0, h̄] if there exist
P, Q, R1, R2 ∈ S

n�0 and W ∈ R
n×n such that the LMI

⎡

⎢
⎢
⎣

He[P A +W ] + h̄(R1 + R2)+ Q P Ah −W h̄W A h̄W Ah

� −Q 0 0
� � −h̄ R1 0
� � � −h̄ R2

⎤

⎥
⎥
⎦ ≺ 0

(5.50)
holds. Moreover, a suitable matrix C is given by the formula C = W P−1.

Proof The proof is only sketched for simplicity since the procedure is similar to the
one of the Newton-Leibniz model transformation. Computing the derivative of the
LKF (5.49) along the solutions of system (5.33) yields the expression
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V̇ (xt ) =
[

x(t)
x(t − h)

]T [
He[P(A + C)] + h̄ R + Q P(Ah − C)

� −Q

] [
x(t)

x(t − h)

]

+ 2x(t)T PC A

t∫

t−h

x(s)ds + 2x(t)T PC Ah

t−h∫

t−2h

x(s)ds

−
t∫

t−h

x(s)T R1x(s)ds −
t−h∫

t−2h

x(s)T R2x(s)ds

where R = R1 + R2. Using the bounds

2x(t)T PC A

t∫

t−h

x(s)ds ≤ h̄x(t)T PC AR−1
1 ATCT Px(t)

+
t∫

t−h

x(s)T R1x(s)ds

2x(t)T PC Ah

t−h∫

t−2h

x(s)ds ≤ h̄x(t)T PC Ah R−1
2 AT

h CT Px(t)

+
t−h∫

t−2h

x(s)T R2x(s)ds

and performing successive Schur complements yield the result with W := PC . �

The above results (partly) overcome the problem of additional dynamics by letting
the optimization solver finding the ‘best’ matrix C . The approach, however, still
relies on a bounding technique that is very conservative. A more accurate bounding
technique is discussed in the next section.

5.6.4 Delay-Dependent Stability—Park’s Inequality

The key idea behind Park’s inequality on cross-terms [72, 73] is to limit the increase
of conservatism when bounding cross-terms such as (5.46) by proposing a more
accurate bound than the one used in Sects. 5.6.2 and 5.6.3. This bound is stated in
the following result:
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Lemma 5.6.7 ([73]) Assume that a, b : Ω → R
n are given vector functions.

Then, for any matrices X ∈ S
n�0 and M ∈ R

n×n, the following inequality

− 2
∫

Ω

b(s)Ta(s)ds ≤
∫

Ω

[
a(s)
b(s)

]T

Ψ

[
a(s)
b(s)

]
ds (5.51)

holds with

Ψ =
[

X X M
MT X (MT X + I )X−1(X M + I )

]
.

Using this bound, the following result is obtained in [73]:

Theorem 5.6.8 The system (5.23) is asymptotically delay-dependent stable
for all h ∈ [0, h̄] if there exist P, Q, R, V ∈ S

n�0 and W ∈ R
n×n such that the

LMI ⎡

⎢
⎢
⎣

M11 −W T Ah AT AT
h V h̄(W T + P)

� −Q AT
h AT

h V 0

� � −V 0
� � � −V

⎤

⎥
⎥
⎦ ≺ 0 (5.52)

holds with M11 = (A + Ah)
T P + P(A + Ah)+W T Ah + AT

h W + Q.

Proof The proof is based on the use of the LKF

V (xt , ẋt ) = x(t)T Px(t)+
t∫

t−h

x(θ)T Qx(θ)dθ +
0∫

−h

t∫

t+θ
ẋ(η)T AT

h X Ah ẋ(η)dηdθ

(5.53)

whose derivative along the trajectories of the comparison system (5.31) is given by

V̇ (xt ) ≤ 2x(t)T Pẋ(t)+ x(t)T Qx(t)− x(t − h)T Qx(t − h)+ h̄ ẋ(t)T Rẋ(t)

−
t∫

t−h

ẋ(s)T AT
h X Ah ẋ(s)ds

= 2x(t)T P(A + Ah)x(t)− 2x(t)T P Ah

t∫

t−h

ẋ(s)ds + x(t)T Qx(t)
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− x(t − h)T Qx(t − h)+ h̄ ẋ(t)T Rẋ(t)−
t∫

t−h

ẋ(s)T AT
h X Ah ẋ(s)ds.

Letting a(s) = Ah ẋ(s) and b(s) = Px(t) in Lemma 5.6.7, we obtain the
inequality

−2x(t)T P Ah

∫ t

t−h
ẋ(s)ds ≤

∫ t

t−h
ẋ(s)T AT

h X Ah ẋ(s)ds

+2x(t)T P MT X Ah

∫ t

t−h
ẋ(s)ds

+h̄x(t)T P(X M + I )T X−1(X M + I )Px(t).

which, substituted in the expression of V̇ , yields the result after the changes of
variables W = X M P and V = h̄ X , and Schur complements. �

Although this technique allows us to reduce the conservatism by coping with cross-
terms more accurately, it is still limited by the use of the Newton-Leibniz model-
transformation and the necessity of using bounding techniques. Note, however, that
this bounding technique can also be used with the parameterized Newton-Leibniz
model transformation, or basically any other one. As a final remark, it seems also
important to mention that the computational complexity of the above result is not
optimal since the matrix W can be eliminated using the projection lemma; see [86]
or Appendix C.12. To avoid redundancy in exposure, complexity reduction is not
performed here but will be described in Sects. 5.6.5 and 5.6.6.

5.6.4.1 Theoretical Comparison of Bounds on Cross-Terms

It seems important to carry out a theoretical analysis of the bounding techniques
discussed above. It is shown below that some of them are irremediably conservative
and that they can be compared with each other in this respect. As a concluding
remark, a non-conservative cross-term upper-bound is proposed.

Before moving on to this right away, it seems important to mention the following
generalization of Lemma 5.6.7 initially proposed in [87]:

Lemma 5.6.9 Assume that a : Ω → R
na and b : Ω → R

nb are given matrix
functions and N ∈ R

na×nb is a given matrix. Then, for any matrices X ∈ S
na ,

Y ∈ R
na×nb and Z ∈ S

nb verifying
[

X Y
� Z

]
� 0 (5.54)
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the following inequality

− 2
∫

Ω

b(s)T N Ta(s)ds ≤
∫

Ω

[
a(s)
b(s)

]T [X Y − N
� Z

] [
a(s)
b(s)

]
ds (5.55)

holds.

It is easily seen that when na = nb, setting N = I , Y = I and Z = X−1

allows us to recover the trivial bound on cross-term −2xT y ≤ xT X x + yT X−1 y
used in Sects. 5.6.2 and 5.6.3. When, on the other hand, N = I , Y = I + X M and
Z = (X M + I )T X−1(X M + I ), we recover the bound of Lemma 5.6.7. The bound
of Lemma 5.6.9 is therefore a generalization of the previous ones.

The question now is: how to measure the conservatism of a bound? To answer
this, let us assume that the following inequality

− 2xT y ≤
[

x
y

]T

M
[

x
y

]
(5.56)

holds for all x, y ∈ R
n and for some matrix M ∈ S

n . Then, is clear that the
conservatism can be measured as the maximal eigenvalue of the matrix

Ms :=M+
[

0 I
I 0

]
� 0. (5.57)

If the maximal eigenvalue is 0, then the bound is exact in the sense that the right-hand
side of (6.56) is equal to the left-hand side for all x, y ∈ R

n . If, however, the maximal
eigenvalue is positive, then there exists a pair (x̄, ȳ) for which we have

[
x̄
ȳ

]T

Ms

[
x̄
ȳ

]
> 0 (5.58)

and thus

− 2x̄T ȳ <

[
x̄
ȳ

]T

M
[

x̄
ȳ

]
, (5.59)

i.e. the bound is conservative.
From now on, the maximal eigenvalue of Ms , λmax (Ms), will be referred to as

the bounding gap.

http://dx.doi.org/10.1007/978-3-662-44050-6_6


198 5 Stability Analysis of Time-Delay Systems

Proposition 5.6.10 The bounding gap of the bound

− 2xT y ≤ xT X x + yT X−1 y (5.60)

is given by max
ζ∈λ(X){ζ + ζ

−1}. Moreover, the gap is minimal when X is chosen

as X = I and the minimum value is 2.

Proof In this case, we simply have

Ms =
[

X In

In X−1

]
. (5.61)

The characteristic polynomial of this matrix is given by

det(ξ I −Ms) = det(ξ In − X) det(ξ In − X−1 − (ξ In − X)−1)

= det(ξ2 In + ξ(X + X−1))

= ξn det(ξ In + (X + X−1))

= ξn∏
ζ∈λ(X)(ξ − ζ − ζ−1)

(5.62)

where the last row has been obtained using the fact that the eigenvalues ζ of X
and ζ−1 of X−1 have the same eigenvectors. Finally, it is immediate to see that the
minimum of the function ζ + ζ−1 is given by 2 and is attained for ζ = 1. The proof
is complete. �

Proposition 5.6.11 The bounding gap of the bound of Lemma 5.6.7 is given
by λmax (X). Moreover, this gap can be made as small as desired.

Proof In this case, we simply have

Ms =
[

X X M + In

MT X + In (MT X + In)X−1(X M + In)

]
. (5.63)

By factorizing this matrix as

Ms =
[

In 0
0 In + X M

]T [X In

In X−1

] [
In 0
0 In + X M

]
(5.64)
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we can clearly see that the central matrix is identical to the matrix of the bounding
technique of Proposition 5.6.10. The bound of Lemma 5.6.7 can hence be understood
as a scaled version of (5.60) and the scaling is optimum when
M = −X−1. In such a case, Ms reduces to

[
X 0
0 0

]
(5.65)

and the result follows. Since X � 0 is arbitrary, then X can be made arbitrarily small.
�

Proposition 5.6.12 The bounding gap of the bound of Lemma 5.6.9 is given by

λmax

([
X Y
� Z

])
(5.66)

and can be made as small as desired.

Proof The proof is simply based on the fact the matrix Ms fully consists of free
variables that can arbitrarily set to any value. The value 0 for the bounding gap can
only be attained by letting X = Y = Z = 0. �

Note, however, that setting X = Y = Z = 0 does not help when deriving stability
conditions since no bounding is actually performed in this case.

All the bounding techniques described above have a nonzero bounding gap, even
though some of them can approach arbitrarily closely this value. Note that the latter
statement has only a theoretical value since numerical solvers work in finite precision.
The following bound, which does not seem to have been proposed anywhere before,
is shown to have zero bounding gap:

Proposition 5.6.13 For any matrices N1, N2 ∈ R
n×n and X ∈ S

n�0, the
following inequality

− 2xT y ≤
[

x
y

]T [X + X N1 + N T
1 X N T

1 + X N2

� X−1 + N T
2 + N2

] [
x
y

]
(5.67)

holds for all x, y ∈ R
n. Moreover, the bounding gap is equal to 0.
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Proof In this case, the matrix Ms is given by

Ms :=
[

X + X N1 + N T
1 X N T

1 + X N2 + In

� X−1 + N T
2 + N2

]
(5.68)

and can be decomposed as

Ms =
[

X In

In X−1

]
+ He

([
X
In

]
[
N1 N2

]
)
. (5.69)

So, applying the elimination lemma (or Finsler Lemma, see [88] or Appendix
C.11) on the matrix inequality Ms � 0 yields the equivalent condition

[
In

−X

]T [X In

In X−1

] [
In

−X

]
� 0. (5.70)

Evaluating the left-hand side yields 0, which means that there always exist N1, N2 ∈
R

n×n such that Ms = 0 and, therefore, that the bound is exact. It is, moreover,
easy to see that the 0 bounding gap is attained with the values N1 = −In/2 and
N2 = −X−1/2. �

5.6.5 Delay-Dependent Stability—Descriptor Model
Transformation

Unlike the model transformations described in the previous sections, the descriptor
model transformation yields a comparison system which is identical to the original
one, from the stability viewpoint. On the strength of this fact, it may be possible
to obtain more efficient stability conditions than by using inaccurate model trans-
formations. To address the stability analysis of the comparison system (5.35), the
following LKF in proposed in [40, 56]:

V (xt , yt ) =
[

x(t)
y(t)

]T

ET P

[
x(t)
y(t)

]
+

0∫

−h

t∫

t+θ
y(s)T Ry(s)dsdθ (5.71)

where

E =
[

1 0
0 0

]
, P =

[
P1 0
P2 P3

]

and P1, R ∈ S
n�0, P2, P3 ∈ R

n×n . The following result can then be obtained:
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Theorem 5.6.14 The System (5.23) is delay-dependent stable for all h ∈
[0, h̄] if there exist matrices P1, R ∈ S

n�0 and P2, P3 ∈ R
n×n such that the

LMI

⎡

⎢
⎣

He[PT
2 (A + Ah)] P1 − PT

2 + (A + Ah)
T P3 h̄ PT

2 Ah

� −P3 − PT
3 + h̄ R h̄ PT

3 Ah

� � −h̄ R

⎤

⎥
⎦ ≺ 0 (5.72)

holds.

Proof The derivative of the LKF (5.71) along the trajectories of the system (5.35) is
given by

V̇ (t) ≤
[

x(t)
y(t)

]T
[

He[PT
2 (A + Ah)] P1 − PT

2 + (A + Ah)
T P3

� −P3 − PT
3 + h̄ R

][
x(t)
y(t)

]

−
t∫

t−h

y(s)T Ry(s)ds − 2
∫

t−h

[
x(t)
y(t)

]T
[

PT
2 Ah

PT
3 Ah

]

y(s)ds.

(5.73)

The cross-term is simply bounded as

−2
∫

t−h

[
x(t)

y(t)

]T
[

PT
2 Ah

PT
3 Ah

]

y(s)ds ≤ h̄

[
x(t)

y(t)

]T
[

PT
2 Ah

PT
3 Ah

]

R−1

[
PT

2 Ah

PT
3 Ah

][
x(t)

y(t)

]

+
t∫

t−h

y(s)T Ry(s)

which leads to the result after performing a Schur complement. �

As seen in the proof, this result relies on the naive cross-term bounding tech-
nique based on squares completion. The result in [89], however, improves this by
considering the bound of Lemma 5.6.7. Although this method relies on a nonconser-
vative model transformation and leads to interesting results, it still has to cope with
cross-terms which are inexorably leading to an increase of conservatism. The com-
putational complexity of the above result is also suboptimal since several matrices
can be eliminated.
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5.6.5.1 Complexity Reduction

From the structure of the LMI condition (5.72), it is easily seen that the matrices P2
and P3 can be fully eliminated from the result. By elimination, it is not meant here
that these matrices are set to 0, but that they are set to their optimal value. This can
be implicitly done using the projection lemma; see [86] or Appendix C.12. By doing
so, we obtain the following result:

Theorem 5.6.15 The following statements are equivalent:

1. There exist a scalar h̄ > 0, matrices P1, R ∈ S
n�0, P2, P3 ∈ R

n×n such
that the LMI (5.72) of Theorem5.6.14 is feasible.

2. The LMI [
M11 h̄ P1 Ah + h̄2(A + Ah)

T R Ah

� h̄3 AT
h R Ah − h̄ R

]
≺ 0 (5.74)

where M11 = He [P1(A + Ah)]+ h̄(A+ Ah)
T R(A+ Ah) is feasible with

the same matrices P1, R ∈ S
n�0 and same scalar h̄ > 0.

Proof Let us first rewrite condition (5.72) as

⎡

⎣
0 P1 0
� h̄ R 0
� � −h̄ R

⎤

⎦+ He

⎛

⎝

⎡

⎣
I 0
0 I
0 0

⎤

⎦

[
PT

2

PT
3

]
[
A + Ah −I h̄ Ah

]
⎞

⎠ ≺ 0. (5.75)

By virtue of the projection lemma (see Appendix C.12), this condition is equivalent
to −h̄ R ≺ 0 and

⎡

⎣
I 0

A + Ah h̄ B
0 I

⎤

⎦

T⎡

⎣
0 P1 0
� h̄ R 0
� � −h̄ R

⎤

⎦

⎡

⎣
I 0

A + Ah h̄ B
0 I

⎤

⎦ ≺ 0. (5.76)

Noting, finally, that the above LMI is equivalent to (5.74) completes the proof. �

The LMI (5.74) in the above result is very instructive, independently of the com-
plexity reduction. The negative definiteness of the (2, 2) block of (5.74) is indeed
equivalent to the condition (Ah) < 1/h̄. This condition on the delay is, therefore,
necessary for the LMI (5.74) to hold. Consequently, this LMI test cannot predict
accurate delay upper-bounds whenever the actual upper bound is greater than (Ah).

This result will be shown in Sect. 5.7.3 to be fully interpreted as a result obtained
from the application of the scaled small-gain theorem.
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5.6.6 Delay-Dependent Stability—Method of Free-Weighting
Matrices

Finsler’s lemma and the projection lemma have been used in previous sections to
eliminate superfluous matrices from the stability conditions. The present approach,
introduced in [90], makes use of this result to incorporate algebraic constraints
relating different signals. Instead of eliminating matrices, the procedure is inverse
here and introduces additional matrices, justifying then the denomination of free
weighting matrices method. Note, however, that these additional matrices are more
generally referred to as slack-variables or lifting variables in the “LMI community”.

The main difference with the previous approaches lies in the (partial) avoidance
of any model transformation. The considered LKF [90] is given by

V (xt , ẋt ) = x(t)T Px(t)+
∫ t

t−h
x(θ)T Qx(θ)dθ +

∫ 0

−h

∫ t

t+θ
ẋ(η)T Rẋ(η)dηdθ

(5.77)
where P, Q, R ∈ S

n�0. We then have the following result:

Theorem 5.6.16 The system (5.23) is delay-dependent stable for all h ∈ [0, h̄]
if there exist matrices P, Q, R ∈ S

n�0 and N ∈ R
3n×2n such that the LMI

Ψ +U T N V + V T N TU ≺ 0 (5.78)

holds with

Ψ =

⎡

⎢
⎢
⎣

Q 0 P 0
� −Q 0 0
� � h̄ R 0
� � � −h̄ R

⎤

⎥
⎥
⎦ , U T =

⎡

⎢
⎢
⎣

I 0 0
0 I 0
0 0 I
0 0 0

⎤

⎥
⎥
⎦ and V T =

⎡

⎢
⎢
⎣

−AT I
−AT

h −I
I 0
0 h̄ I

⎤

⎥
⎥
⎦ .

Proof The derivative of the LKF (5.77) along the system (5.23) is given by

V̇ ≤ ζ(t)T
⎡

⎣
Q P 0
� −Q 0
� � h̄ R

⎤

⎦ ζ(t)−
t∫

t−h

ẋ(s)T Rẋ(s)ds

where ζ(t) = col(x(t), x(t − h), ẋ(t)). Note now that the following identities
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2ζ(t)T N1

⎡

⎣x(t)− x(t − h)−
t∫

t−h

ẋ(s)ds

⎤

⎦ = 0

2ζ(t)T N2
[
ẋ(t)− Ax(t)− Ah x(t − h)

] = 0

h̄ζ(t)T Xζ(t)−
t∫

t−h

ζ(t)T Xζ(t)dθ ≥ 0

hold for any matrices N1, N2 ∈ R
3n×n and X ∈ S

3n�0. The first constraint specifies
the Newton-Leibniz formula; the second one, the system’s dynamics and the last one
incorporates information on the maximal delay value. Adding these constraints to
the derivative yields

V̇ (t) ≤ ζ(t)T (Ξ + h̄ X
)
ζ(t)−

∫ t

t−h

[
ζ(t)
ẋ(s)

]T [X N1

� R

] [
ζ(t)
ẋ(s)

]
ds

where Ξ is the 3n × 3n principal submatrix of the matrix (5.78). Note that since
the matrix X is positive semidefinite then Ξ + h̄ X � Ξ , then the ideal value for X
would be the smallest one. On the other hand, the integral term should be positive
semidefinite as well and this can be imposed by choosing X such that X � N T

1 R−1 N1.
Since we are looking for a ‘small’ X , the optimal choice is then X = N T

1 R−1 N1.
Substitution of this value in the sum Ξ + h̄ X gives, after a Schur complement, LMI
(5.78) with N = [N2 N1

]
. The proof is complete. �

5.6.6.1 Complexity Reduction

The presence of slack variables in stability conditions is actually beneficial when
robustness analysis is of interest, e.g. with respect to polytopic types uncertainties,
since the overall LMI can be expressed as a linear combination of matrices when
the matrices P , Q and R are also parameter dependent; see e.g. Theorem 2.5.6. The
presence of additional variables, however, increases the computational complexity
of the method and makes the derivation of design results, such as control design,
rather difficult. As in Sect. 5.6.5, we perform now an elimination procedure on the
matrices N1 and N2 using the projection lemma; see Appendix C.12. This yields the
following result:

Lemma 5.6.17 The following statements are equivalent:

1. There exist a scalar h̄ > 0 and matrices P, Q, R ∈ S
n�0 and N ∈ R

3n×2n

such that the LMI (5.78) holds.

http://dx.doi.org/10.1007/978-3-662-44050-6_2


5.6 Lyapunov-Krasovskii Stability Results 205

2. The LMI

[
AT P + P A + Q − h̄−1 R P Ah + h̄−1 R

� −Q − h̄−1 R

]
+ h̄

[
AT

AT
h

]
R

[
AT

AT
h

]T

≺ 0

(5.79)
is feasible with the same h̄ > 0, P, Q, R ∈ S

n�0.

Proof Note that LMI (5.78) is already in ‘projection lemma form’ and, therefore,
the projection lemma can be applied directly. Bases for the null-spaces of U and V
are given by

NU =

⎡

⎢
⎢
⎣

0
0
0
I

⎤

⎥
⎥
⎦ and NV =

⎡

⎢
⎢
⎣

I 0
0 I
A Ah

−h̄−1 I h̄−1 I

⎤

⎥
⎥
⎦ ,

respectively. Applying the projection lemma, we get the two equivalent LMIs
−h̄ R ≺ 0 and (5.79). Since the first one is trivially satisfied, the feasibilities of
(5.78) and (5.79) are thus equivalent. The proof is complete. �

The main interest of the result of this section lies in the fact that the approach is free
of model transformation and hence no conservatism is added in this respect. The main
drawback is the computational complexity, but has been resolved by eliminating the
extra variables, leaving only 3 decision matrices, namely P, Q and R. The procedure
to obtain the ‘optimal’ result of Lemma 5.6.17 is quite cumbersome since we have to
use Finsler’s lemma to incorporate constraints, then eliminate them using a similar
result; this way of proceeding does not really seem to be appropriate. Would not it
be possible instead to obtain Lemma 5.6.17 directly? This question is answered in
the following section.

5.6.7 Delay-Dependent Stability—Jensen’s Inequality

The use of Jensen’s inequality in time-delay systems can be traced back to [91],
and has been proved to be very useful since then. In what follows, the inequality is
formally stated first and used then to derive a delay-dependent stability result. The
source of conservatism of Jensen’s inequality is finally discussed.

5.6.7.1 Jensen’s Inequality

This inequality, proved in [92], was first inspired from the inequality of arithmetic
and geometric means introduced by Cauchy in [93]. Jensen’s result has found many
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applications in statistical physics, information theory, statistics and probability theory
and certainly many other fields. In systems and control theory, it can be used to
evaluate norms of certain integral operators involved in time-delay systems analysis
[2] or to provide bounds on certain integral terms present in functionals for time-delay
systems [59, 94], sampled-data systems [95, 96] and impulsive systems [97].

Lemma 5.6.18 (Jensen’s inequality) Let φ be a convex integrable function
and z : [a, b] → R, a < b, be integrable over its domain of definition. Then,
the following inequality

φ

(∫ b

a
z(s)ds

)
≤ (b − a)

∫ b

a
φ(z(s))ds

holds.

Proof The proof can be found in [92, 98]. �

Whenever linear time-delay systems are considered, quadratic functions φ are of
interest:

Corollary 5.6.19 Let Z ∈ S
n�0 and z : [a, b] → R

n be an integrable function
on its domain. Then, the following inequality

(∫ b

a
z(θ)dθ

)T

Z

(∫ b

a
z(θ)dθ

)
≤ (b − a)

∫ b

a
z(θ)T Zz(θ)dθ (5.80)

holds.

Proof This is a simple application of Jensen’s inequality with φ(z) = zT Zz. �

5.6.7.2 Delay-Dependent Stability Condition Using Jensen’s Inequality

By considering the LKF (5.77) and Corollary 5.6.19, we are in position to derive the
following result:

Theorem 5.6.20 ([59]) The system (5.23) is delay-dependent stable for all
h ∈ [0, h̄] if there exist matrices P, Q, R ∈ S

n�0 such that the LMI
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[
AT P + P A + Q − h̄−1 R P Ah + h̄−1 R

� −Q − h̄−1 R

]
+h̄

[
AT

AT
h

]
R

[
AT

AT
h

]T

≺ 0 (5.81)

holds.

Proof The derivative of the LKF (5.77) along the system (5.23) gives

V̇ (t) =
[

x(t)
x(t − h)

]T [AT P + P A + Q P Ah

AT
h P −Q

] [
x(t)

x(t − h)

]

−
t∫

t−h

ẋ(θ)T Rẋ(θ)dθ.

Using Jensen’s inequality, i.e. Corollary 5.6.19, on the integral term yields

−
t∫

t−h

ẋ(θ)T Rẋ(θ)dθ ≤ −1

h̄

⎛

⎝
t∫

t−h

ẋ(s)ds

⎞

⎠

T

R

⎛

⎝
t∫

t−h

ẋ(s)ds

⎞

⎠

= −1

h̄
(x(t)− x(t − h))T R(x(t)− x(t − h)).

(5.82)

Substituting the bound in the LKF derivative yields the result. �

This result deserves several important remarks. First, no model transformation
is used, vanishing then the conservatism of the approach on this level. Second,
the negative integral term that was systematically compensated in the results of
Sects. 5.6.2–5.6.5 is here preserved and partly taken into account through Jensen’s
inequality. Finally, condition (5.81) is identical to condition (5.79), which shows
that the method of free-weighting matrices of Sect. 5.6.6 is essentially equivalent to
using Jensen’s inequality. The benefit of the current approach lies in the simplicity
and directness of the proof.

5.6.7.3 Conservatism of Jensen’s Inequality

With any bounding technique, conservatism is associated. It is therefore important
to address this point for Jensen’s inequality. This can be performed using Grüss
inequality. A simplified, but sufficient for our problem, version of the Grüss inequality
[99] is defined as follows:
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Lemma 5.6.21 (Grüss Inequality) Assume that there exist constant scalars
f −, f +, g−, g+ ∈ R such that f − ≤ f +, g− ≤ g+ and functions f, g :
[a, b] → R satisfying f − ≤ f ≤ f + and g− ≤ g ≤ g+ almost everywhere
on [a, b]. Then, the following inequality

∣
∣
∣
∣
∣
∣

1

b − a

b∫

a

f (s)g(s)ds − 1

(b − a)2

b∫

a

f (s)ds

b∫

a

g(s)ds

∣
∣
∣
∣
∣
∣
≤ 1

4
δ f δg (5.83)

holds where δ f = f + − f −, δg = g+ − g−. Moreover the constant term
1/4 in the right-hand side is sharp and is obtained for the functions f (s) =
g(s) = sgn

(
s − a + b

2

)
where sgn(·) is the signum function.

Similarly to as for bounds on cross-terms, we define the Jensen’s gap to be the
maximal distance between the bounded expression and Jensen’s bound. Specialized
to the quadratic case, the following result on the Jensen’s inequality gap is obtained
using Grüss inequality:

Theorem 5.6.22 [71] Given a function z : [a, b] → R
n, then the Jensen’s

gap is given by

δJ := (b − a)2

4
(z+ − z−)T Z(z+ − z−) (5.84)

where z− ≤ z(s) ≤ z+ almost everywhere on s ∈ [a, b]. Therefore, the
inequality

0 ≤ (b− a)

b∫

a

z(s)T Zz(s)ds−
⎛

⎝
b∫

a

z(s)ds

⎞

⎠

T

Z

⎛

⎝
b∫

a

z(s)ds

⎞

⎠ ≤ δJ (5.85)

holds. Moreover, the constant term 1/4 in δJ is sharp and the gap δJ is attained

for the functions zi (s) = sgn

(
s − a + b

2

)
, i = 1, . . . , n.

Proof The proof is an immediate consequence of Corollary 5.6.19 and the Grüss
inequality of Lemma 5.6.21. �

It can be easily verified that Jensen’s inequality is nonconservative for the class
of constant functions. As stated in Theorem 5.6.22, the Jensen’s gap is attained for a
class of discontinuous functions and therefore, when using Jensen’s bound for deriv-
ing stability conditions, we implicitly consider the entire class of signals tackled by
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Jensen’s inequality, i.e. the class of integrable functions which includes discontinu-
ous ones. This bound thus includes a much wider class of functions than necessary
since linear time-delay systems with constant time-delays have differentiable trajec-
tories and will never exhibit discontinuous solutions. Jensen’s inequality therefore
introduces conservatism that can be characterized in terms of the class of functions it
considers. Possible refinements of the approach rely on delay-fragmentation, see e.g.
[59, 71, 100], or the consideration of a bound that is more adapted to the continuous
trajectories of time-delay systems.

5.6.7.4 Affine Version of Jensen’s Inequality

We show here that a bound very often used in the literature is actually equivalent
to Jensen’s inequality. It is also emphasized that this bound has interesting conser-
vatism reduction properties over Jensen’s inequality since the obtained LMI con-
ditions remain well-posed when the measure of the interval of integration, i.e. the
quantity b − a, tends to 0. This property is very convenient when the size of the
interval of integration is a time-varying or uncertain data of the problem, which turns
out to be the case when analyzing time-delay, sampled-data and impulsive systems
[95, 97, 101].

The following result is useful for deriving the main one:

Lemma 5.6.23 (Relaxation lemma [71]) Let the matrices M22 ∈ S
m�0, M11 ∈

S
n and M12 ∈ R

n×m be given. Then, the following statements are equivalent:

1. The matrix inequality

M11 − M12 M−1
22 MT

12 ≺ 0 (5.86)

holds.
2. There exists a matrix N ∈ R

m×n such that the matrix inequality

M11 + N T MT
12 + M12 N + N T M22 N ≺ 0 (5.87)

holds.

A generalization of this result to the case where M22 is indefinite is provided
in Appendix C.4.

Proof A proof is given in [102] and is quite involved. We provide here an alternative
one (another proof relies on the use of the projection lemma). To see the equivalence
between the statements, it is enough to show that we have
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min
N∈Rm×n

{
N T MT

12 + M12 N + N T M22 N
}
= −M12 M−1

22 MT
12

where the minimum is understood in the sense that

−M12 M−1
22 MT

12 � N T MT
12 + M12 N + N T M22 N for all N ∈ R

m×n

and that there exists a N such that equality holds. It is easy to see that (5.87) is
convex in N since M22 � 0. Completing then the squares, we find that the minimum
−M12 M−1

22 MT
12 is attained for N = −M−1

22 MT
12. The proof is complete. �

The interest of the above result is twofold. First, it can be used to transform
complex nonlinear matrix inequalities in a more convenient form [103–105]. Second,
it can be used to prove the equivalence between several results. The following theorem
addresses the latter problem:

Lemma 5.6.24 (Affine Jensen’s inequality [71]) Let us consider a function
z : R≥0 → R

n integrable over [a, b], 0 ≤ a < b, a matrix R ∈ S
n�0, and a

function w : R≥0 → R
n+m verifying

∫ b
a z(s)ds = Mw(a, b) for some known

matrix M ∈ R
n×(n+m). Then, the following statements are equivalent:

1. The inequality

−
∫ b

a
z(s)T Rz(s)ds ≤ − 1

b − a
w(a, b)T MT RMw(a, b)

holds.
2. The inequality

−
∫ b

a
z(s)T Rz(s)ds ≤ w(a, b)TQ(N )w(a, b)

holds for all N ∈ R
n×(n+m) with

Q(N ) = N T M + MT N + (b − a)N T R−1 N .

Proof The first inequality is a consequence of Jensen’s inequality. The equivalence
of the bounds is a consequence of Lemma 5.6.23. �

A first integral inequality. Let us consider a differentiable function x : R≥0 → R
n

verifying
t∫

tk

ẋ(s)ds = Mw(tk, t)
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where M = [I −I
]

and w(tk, t) = col(x(t), x(tk)). In [95], the following bound is
used:

−
t∫

tk

ẋ(s)T Rẋ(s)ds ≤ w(tk, t)TRw(tk, t), R ∈ S
n�0, t > tk (5.88)

where R = N T M + MT N + (t − tk)N T R−1 N and N ∈ R
n×2n is an additional

matrix to be determined. Then, according to Lemma 5.6.24, we can conclude on the
equivalence with Jensen’s inequality:

−
t∫

tk

ẋ(s)T Rẋ(s)ds ≤ −1

t − tk
w(tk, t)T MT RMw(tk, t). (5.89)

A second integral inequality. In [106], the following bound is considered:

−
t∫

t−τ
ẋ(s)T Rẋ(s)ds ≤ w(t)T(M + τN T R−1 N )w(t) (5.90)

wherew(t) = col(x(t), •, x(t−τ), •) is a vector of signals involved in the system,
N = [N1 N2 N3 N4

]
and

M =

⎡

⎢
⎢
⎣

N1 + N T
1 N2 −N T

1 + N3 N4

� 0 −N T
2 0

� � −N3 − N T
3 −N4

� � � 0

⎤

⎥
⎥
⎦ .

Note that we also have that
t∫

t−τ
ẋ(s)ds = Mw(t)

where M = [I 0 −I 0
]
. We show now that this bound is equivalent to Jensen’s

inequality. Noting that M = N T M + MT N , the right-hand side of (5.90) then
writes

w(t)T(N T M + MT N + τN T R−1 N )w(t)

and, by virtue of Lemma 5.6.24, we have equivalence with Jensen’s inequality
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−
t∫

t−τ
ẋ(s)T Rẋ(s)ds ≤ −1

τ
w(t)T MT RMw(t)

= −1

τ
(x(t)− x(t − τ))T R(x(t)− x(t − τ)).

(5.91)

Explanation of the advantage of the affine formulation over the rational one.
Even though the bounds are theoretically equivalent, they actually exhibit differences
from a computational perspective. Well-posedness of the affine inequality makes it
indeed more adequate for deriving less conservative results. The presence of the
rational term in Jensen’s inequality, e.g. −1/τ in (5.91), forces us to upper-bound
the rational term in order to derive tractable LMI-based results, e.g. −1/τ ≤ −1/τ̄
where τ̄ is the maximal value for τ . By doing so, we actually neglect all the possible
intermediary values of this rational term and only consider the worst-case value. This
conservative bounding procedure is not needed when the affine bound is considered.

To illustrate this, let us consider the sampled-data system

ẋ(t) =
[

0 1
0 −0.1

]
x(t)+

[
0 0

0.375 −1.15

]
x(tk), t ∈ [tk, tk+1) (5.92)

and let us informally compare the result obtained with Theorem 1 of [95] which
uses the affine bound, to the result that would have been obtained with Jensen’s
inequality. The former result shows that the system remains stable provided that
tk+1− tk ≤ 1.6894 whereas the latter yields the bound 0.8691. Clearly, the criterion
based on the affine formulation is less conservative than the one based on Jensen’s
inequality.

As a concluding statement, we can say that even though the bounds are theoret-
ically equivalent, the manipulations performed in order to obtain tractable (LMI)
conditions introduce some additional conservatism.

5.6.8 Fragmented Lyapunov-Krasovskii Functional

The functionals considered in the previous section is rather simple and may yield
to conservative results. In order to improve the results, an idea is to generalize the
functional (5.77) to

V (xt ) = x(t)T Px(t)+
0∫

−h(t)

x(t + θ)T Q(θ)x(t + θ)dθ

+h̄

0∫

−h̄

0∫

θ

ẋ(t + η)T R(θ)ẋ(t + η)dηdθ

(5.93)
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where the decision variables are now the matrix P ∈ S
n�0 and the matrix functions

Q : [−h̄, 0] → S
n�0

R : [−h̄, 0] → S
n�0.

(5.94)

Whenever, the functions Q and R are chosen to be piecewise constant, i.e. as

Q(θ) = Qi , θ ∈
[
−(i + 1)

h(t)

f
,−i

h(t)

f

]
, i = 0, . . . , f − 1

R(θ) = Ri , θ ∈
[
−(i + 1)

h̄

f
,−i

h̄

f

]
, i = 0, . . . , f − 1

(5.95)

where f > 0 is a positive integer, we obtain a so-called fragmented Lyapunov-
Krasovskii functional3 [100]:

V (xt , ρ(t)) = x(t)T Px(t)+
f−1∑

i=0

t−ih f (t)∫

t−(i+1)h f (t)

x(θ)T Qi x(θ)dθ

+h̄ f

f−1∑

i=0

−i h̄ f∫

−(i+1)h̄ f

∫ t

t+θ
ẋ(η)T Ri ẋ(η)dηdθ

(5.96)

where h f (t) := h(t)

f
and h̄ f := h̄

f
and f ∈ N is the fragmentation order.

This functional gives better results than the functional (5.77) due to the presence
of additional decision variables, which makes the functional more flexible, and the
fact that the conservatism introduced by Jensen’s inequality is effectively reduced.
This last point is a consequence of the fact that fragmentation reduces the length of
integration intervals. Indeed, according to Theorem 5.6.22, the gap is proportional
to the measure of the interval and the variability of the integrated function over that
interval. Thus, when intervals get smaller, Jensen’s bounds get tighter; see [71].

5.6.9 Delay-Dependent Stability—Wirtinger’s Inequality

Wirtinger’s inequality has been introduced very recently in the stability analysis
of sampled-data systems using functionals [107], and subsequently in the stability
of time-delay systems [108] and linear impulsive systems. We briefly recall this
inequality below and then provide a stability result relying upon it.

3 Sometimes called discretized Lyapunov-Krasovskii functional.
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5.6.9.1 Wirtinger’s Inequality

There actually exist several Wirtinger’s inequalities but only the following one, taken
from [109], is relevant here:

Lemma 5.6.25 Let z : [a, b] → R
n be a differentiable function over (a, b)

having square integrable first-order derivative and such that z(a) = z(b) = 0.
Then, for any Z ∈ S

n�0, the inequality

b∫

a

żT(s)Z ż(s)ds ≥ π2

(b − a)2

b∫

a

zT(s)Zz(s)ds (5.97)

holds.

We can easily recognize an integral form which is similar to the one involved
in the derivative of Lyapunov-Krasovskii functionals in the previous sections. The
above inequality, however, cannot be directly applied to the integral terms involved
in LKF derivatives due to the constraint z(a) = z(b) = 0 which is, in general, not
satisfied for time-delay systems. To circumvent this difficulty, the following result
based on Wirtinger’s inequality has been proposed in [108]:

Lemma 5.6.26 Let ω : [a, b] → R
n be a differentiable function over (a, b)

having square integrable first order derivative. Then, for any Z ∈ S
n�0, we

have

b∫

a

ω̇(u)Z ω̇(u)du ≥ 1

b − a
(ω(b)− ω(a))T Z(ω(b)− ω(a))+ π2

b − a
ψT Zψ

(5.98)
where

ψ = ω(b)+ ω(a)
2

− 1

b − a

b∫

a

ω(u)du.

Proof Let ω : [a, b] → R be a differentiable function over (a, b) and let
z(u) = (b − u)ω(a)+ (u − a)ω(b)− (b − a)ω(u) where u ∈ [a, b]. Since the
function z satisfies the boundary condition z(a) = z(b) = 0, Lemma 5.6.25 therefore
applies. The derivative of z(u) with respect to u is given by:

ż(u) = (ω(b)− ω(a))− (b − a)ω̇(u),
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and hence the right-hand side of (5.97) writes

b∫

a

żT(u)Z ż(u)du = (b − a)(ω(b)− ω(a))T Z(ω(b)− ω(a))

−(b − a)2
b∫

a

ω̇T(u)Z ω̇(u)du.

(5.99)

Note that the nonnegativity of the above expression immediately yields the well-
known bound obtained from Jensen’s inequality. From Lemma 5.6.25, we obtain

b∫

a

żT(u)Z ż(u)du ≥ π2

(b − a)2

∫ b

a
zT(u)Zz(u)du

≥ π2

(b − a)3

⎛

⎝
b∫

a

z(u)du

⎞

⎠

T

Z

⎛

⎝
b∫

a

z(u)du

⎞

⎠

(5.100)

where the last inequality has been obtained using Jensen’s inequality. By combining
then (5.99) and (5.100) we get

b∫

a

ω̇T(u)Z ω̇(u)du ≥ 1

b − a
(ω(b)− ω(a))T Z(ω(b)− ω(a))

+ π2

(b − a)5

⎛

⎝
b∫

a

z(u)du

⎞

⎠

T

Z

⎛

⎝
b∫

a

z(u)du

⎞

⎠ .

(5.101)

Noting finally that

∫ b

a
z(u)du = (b − a)2

(
ω(b)+ ω(a)

2
− νω(a, b)

)
(5.102)

where νω(a, b) = 1

b − a

∫ b

a
ω(u)du yields the result. �

It is immediate to see in the above result that the right-hand side is made of
two terms: the first one is actually the bound obtained by using Jensen’s inequal-
ity whereas the second term is specific to Wirtinger’s inequality. Note that the
integral term is negative and thus makes the upper bound tighter, improving then
over Jensen’s bound. The reason for this improvement is that C1 functions are con-
sidered in Wirtinger’s inequality (actually functions in the Sobolev space W 1,2) where
as Jensen’s inequality considers integrable functions (in our case, L2 functions). By
considering a more adapted set of functions, i.e. differentiable functions, we can see
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that Wirtinger’s inequality allows us to obtain a more accurate bound on the integral
quadratic term.

5.6.9.2 A Stability Result Using Wirtinger’s Inequality

The following LKF is considered in [108]:

V (xt ) = x(t)T Px(t)+ 2x(t)T Q

t∫

t−h

x(s)ds + h

t∫

t−h

x(θ)TSx(θ)dθ

+
⎛

⎝
t∫

t−h

x(s)ds

⎞

⎠

T

Z

⎛

⎝
t∫

t−h

x(s)ds

⎞

⎠+ h

0∫

−h

∫ t

t+θ
ẋ(η)T Rẋ(η)dηdθ

(5.103)
where P, S, R, Z ∈ S

n and Q ∈ R
n×n . Using this functional, the following result

can be obtained

Theorem 5.6.27 The system (5.23) is stable for all h ∈ [h̄1, h̄2] if there exist
matrices P, S, R, Z ∈ S

n and Q ∈ R
n×n such that the LMIs

[
P Q
� Z + S

]
� 0 (5.104)

⎡

⎣
M11 P Ah − Q + R h(AT Q + Z)
� −hS h(AT

h Q − Z)
� � 0

⎤

⎦+ h2

⎡

⎣
AT

AT
h

0

⎤

⎦ R

⎡

⎣
AT

AT
h

0

⎤

⎦

T

+ 1

h̄
Ψ ≺ 0

(5.105)
hold for all h ∈ {h̄1, h̄2} where M11 = He[P A + Q] + hS − R and

Ψ =
⎡

⎣
R −R 0
� R 0
� � 0

⎤

⎦− π
2

4

⎡

⎣
R R −2R
� R −2R
� � 4R

⎤

⎦ . (5.106)

Proof The proof relies on simple manipulations almost identical to the result based
on Jensen’s inequality with the difference that the inequality of Lemma 5.6.26 is
used instead. A detailed proof can be found in [108]. �
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5.7 L2 Scaled Small-Gain Theorem Based Results

Input/output approaches heavily rely on the use model transformation procedures
and, as we shall see later, these model transformations are generally formulated in
terms of interconnections of operators. These operator-based model transformations
can be much more advanced and accurate than the ones generally used in Lyapunov
approaches (even though they may be adapted to). Using such model transforma-
tions, the original time-delay system is rewritten as an uncertain system in LFT-form
(or the like) which may or may not involve time-delays, and where operators are
considered as uncertainties. The resulting interconnection is then analyzed using
input/output analysis techniques, such as small-gain results, IQCs or topological
separation arguments; see Sect. 2.6.

According to the type and combination of operators, several different stability
criteria can be obtained in this framework. Moreover, it turns out that constructing
operators for deriving comparison models is very often more intuitive than building
an LKF. This makes the overall framework quite neat since operators can be analyzed
and understood independently of the others.

It is shown in this section that several results obtained in Sect. 5.6 can be retrieved
using simple operators and the scaled small-gain theorem; see Sect. 2.6.3.

5.7.1 Delay Operators

Several different “delay-operators” can be found in the literature. For instance,
operators based on Padé approximants are considered in [37, 39], delay-difference
operators in [60] and integral operators in [2, 63, 64, 110–112].

In this section, we will focus on the following simple operators

Dh : w(t)→ w(t − h(t))

Sh : w(t)→
t∫

t−h(t)

w(s)ds
(5.107)

where w ∈ L2. More advanced operators will be considered in Sects. 5.9 and 5.10.

5.7.1.1 Characterization of the Operator Dh

This operator is the “pure-delay operator” and is certainly the simplest operator that
can be considered for studying time-delay systems. We have the following result:

http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Proposition 5.7.1 Let us consider the operator Dh defined in (5.107). Then,

1. when the delay is time-invariant, i.e. ḣ ≡ 0, we have

||Dh ||L2−L2 = 1. (5.108)

2. when the delay is time-varying and such that ḣ ≤ μ < 1, we have

||Dh ||L2−L2 =
1√

1− μ. (5.109)

Proof In the constant-delay case, the operator can be described by the transfer func-
tion D̂h(s) = e−hs which defines a bounded-input bounded-output stable system. In
this case, the L2-gain coincides with the H∞-norm of the transfer function and is
therefore given by 1.

When the delay is time-varying, we have to evaluate the (scaled) L2-norm of the
output of the operator, that is, we look at the quantity ||XDh(w)||L2 , defined for any
nonsingular matrix X . This gives

||XDh(w)||2L2
=
∞∫

0

w(θ − h(θ))T XT Xw(θ − h(θ))dθ

=
∞∫

−h

w(s)T XT Xw(s)
ds

1− ḣ(q(s))

(5.110)

where we have used the change of variables s = θ − h(θ) and used the fact that the
function p(t) defined as s = p(t) := t − h(t) is invertible with inverse q := p−1.
Invertibility of p indeed follows from the fact that p′(t) > 0 for all t ≥ 0 when
assumed that ḣ ≤ μ < 1. Assuming further that w(s) = 0, s ≤ 0, we get that

||XDh(w)||2L2
≤ 1

1− μ ||Xw||
2
L2
. (5.111)

To show that the upper-bound on the gain is tight, it is enough to pick h(t) = μt+h0,
where h0 > 0, and check that, for this delay value, we indeed have

||Dh(w)||2L2
= 1

1− μ ||w||
2
L2

(5.112)

for any w ∈ L2, w(s) = 0, s ≤ 0. The proof is complete. �
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It is easily seen that the operator Dh does not embed any information on the
size of the delay since the norm only depends on the rate of variation of the delay.
This operator alone may be therefore suitable for characterizing delay-independent
stability, but not delay-dependent stability.

5.7.1.2 Characterization of the Operator Sh

Unlike the previously studied operator, the operator Sh turns out to embed some
information on the delay amplitude. It is therefore suitable for performing delay-
dependent stability analysis.

Proposition 5.7.2 Assume that the delay is either time-invariant or time-
varying, and such that ḣ(t) ≤ μ < 1. Then, the L2-gain of the operator
Sh is given by

||Sh ||L2−L2 = h̄ (5.113)

where h̄ is the value of the constant delay or the maximal value of the time-
varying delay.

Proof In the constant-delay case, the operator can be described by the transfer
function

Ŝh(s) = 1− e−h̄s

s
.

Thanks to the pole/zero cancellation at 0, this transfer function has no pole in
the closed right-half plane (actually no pole at all) and thus defines a bounded-input
bounded-output stable system. Therefore, the L2-gain coincides with the H∞-norm
of the transfer function which is given by h̄.

When the delay is time-varying, the scaled L2-norm of the signal Sh(w)must be
evaluated and we get

||XSh(w)||2L2
=
∞∫

0

⎛

⎜
⎝

t∫

t−h(t)

w(s)ds

⎞

⎟
⎠

T

XT X

⎛

⎜
⎝

t∫

t−h(t)

w(s)ds

⎞

⎟
⎠ dt

≤
∞∫

0

h(t)

⎛

⎜
⎝

t∫

t−h(t)

w(s)T XT Xw(s)ds

⎞

⎟
⎠ dt

≤ h̄

∞∫

0

⎛

⎜
⎝

t∫

t−h(t)

w(s)T XT Xw(s)ds

⎞

⎟
⎠ dt

(5.114)
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where the first inequality has been obtained using Jensen’s inequality; see Lemma
5.6.18 and Corollary 5.6.19. The idea now is to exchange the order of integration
and to do so, we define p(t) as s = p(t) := t − h(t). Since ḣ ≤ μ < 1, then we
have that p′(t) > 0 for all t ≥ 0 and thus the function p is invertible. Let q := p−1,
then we get

||XSh(w)||2L2
≤ h̄

∞∫

0

⎛

⎜
⎝

q(s)∫

s

w(s)T XT Xw(s)dt

⎞

⎟
⎠ ds

= h̄

∞∫

0

(q(s)− s)w(s)T XT Xw(s)ds

≤ h̄2||Xw||2L2

(5.115)

where we have used the fact that q(s)− s = h(q(s)) for all s ≥ 0. To show that the
bound is tight, it is enough to consider the delay h(t) = h̄. The proof is complete. �

Unlike the operator Dh , the operator Sh embeds information on the delay mag-
nitude. It does not, however, explicitly capture information on the delay derivative,
although some conditions on the delay-derivative are necessary to obtain the above
result! When the delay violates the condition ḣ(t) ≤ μ < 1, the following result
should be considered instead:

Lemma 5.7.3 ([110]) Let us consider the operator

S ′h : w(t)→
−h̄∫

−h̄−η(t)
w(s)ds (5.116)

where ˙̄h = 0, |η(t)| ≤ h̄ and η̇(t) ≤ μ. Then, we have that

||Sh ||L2−L2 ≤ h̄
√

F(μ) (5.117)

where

F(μ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if μ ∈ [0, 1)

2− 1

μ
if μ ∈ [1, 2)

2− μ

4(μ− 1)
if μ ∈ [2,∞).

The above result shows that the norm of the operator is influenced by the time-
varying nature of the delay, and makes this relationship explicit. It is, however, unclear
whether these bounds are tight or not. As a concluding remark, it is interesting to
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note that F(μ) → 7/4 as μ → ∞. This bound must therefore be used when no
upper-bound on the delay-derivative can be considered.

5.7.2 Delay-Independent Stability

Delay-independent stability can be analyzed by means of the operator Dh . The first
step towards the derivation of this result lies in the reformulation of the system (5.23)
as an uncertain system in LFT-form involving the operator Dh as uncertainty. It is
immediate to see that this reformulation is given by

ẋ(t) = Ax(t)+ Ahw(t)
z(t) = x(t)
w(t) = Dh(z)(t).

(5.118)

The original system is easily retrieved by eliminating w in the above equations. By
noting further that the operator Dh is a norm-bounded operator, D-scalings can be
used to analyze stability of the system (5.118); see the list of scalings in Sect. 2.6.5.
Invoking the scaled small-gain theorem yields the following results:

Theorem 5.7.4 The system (5.23) with constant delay is delay-independent
stable if there exist matrices P, L ∈ S

n�0 such that the LMI
[

AT P + P A + L P Ah

� −L

]
≺ 0 (5.119)

holds.

Theorem 5.7.5 The system (5.23) with time-varying delay satisfying ḣ(t) ≤
μ < 1 is delay-independent stable if there exist matrices P, L ∈ S

n�0 such that
the LMI

[
AT P + P A + L P Ah

� −(1− μ)L
]
≺ 0 (5.120)

holds.

Proof The proofs are straightforward applications of the scaled small-gain theorem
of Sect. 2.6.3. �

It is immediate to recognize the LMIs obtained using the LKF (5.41) in Sect. 5.6.1,
emphasizing the link between Lyapunov-Krasovskii functionals and the use of the
L2-scaled small-gain. Note, moreover, that the necessary and sufficient condition

http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_2
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for strong delay-independent stability of Theorem 5.6.4, taken from [76], can also be
retrieved by using the augmented operator D̃h = Ink⊗Dh , where⊗ is the Kronecker
product, and symmetric matrices P, L of appropriate dimensions.

5.7.3 Delay-Dependent Stability

Delay-dependent stability analysis can be performed using the operator Sh . With
this operator, the system (5.23) reformulates as

ẋ(t) = (A + Ah)x(t)− Ahw(t)
z(t) = h̄(A + Ah)x(t)− h̄ Ahw(t)

w(t) = 1

h̄
Sh(z)(t)

(5.121)

where the factor 1/h̄ normalizes the norm of the uncertainty. The application of the
scaled small-gain theorem leads to the following result:

Theorem 5.7.6 The system (5.23) is delay-dependent stable for all h ∈ [0, h̄]
if there exist matrices P, L ∈ S

n�0 such that the LMI

⎡

⎣
(A + Ah)

T P + P(A + Ah) −P Ah h̄(A + Ah)
TL

� −L −h̄ AT
h L

� � −L

⎤

⎦ ≺ 0 (5.122)

holds.

Proof The proof is a straightforward application of the scaled small-gain theorem.
�

Similarly to as in the delay-independent case, the above result can be connected
to LKFs. Stated as it is, the LMI (5.122) is equivalent to the LMI obtained using the
descriptor model transformation; see Theorem 5.6.15. By using indeed the compar-
ison model

[
ẋ(t)
z(t)

]
=
[

A + Ah h̄ Ah

A + Ah h̄ Ah

] [
x(t)
w(t)

]

w(t) = −1

h̄
Sh(z)(t)

(5.123)

together with the scaling L = h̄ R, R ∈ S
n�0, we obtain the LMI (5.74). Note also

that by using the LKF
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V (xt ) = x(t)T Px(t)+
0∫

−h

t∫

t+s

ẋ(θ)Th̄ Rẋ(θ)dθds (5.124)

and bounding the negative integral term in the derivative by 0, the same LMI would
have been obtained.

5.7.4 Final Remarks

Even though connections with Lyapunov-Krasovskii functionals have been only
emphasized through several examples, it is a well-known fact that many other results
can be connected to scaled-small gain results, see e.g. [35]. Connections have been
also pointed out in [113] in a slightly different, yet relevant, framework. It will be
shown later in Sects. 5.9 and 5.10 that more general results can be related to small-
gain results and, consequently, to Lyapunov-Krasovskii functionals.

5.8 QL∞ Scaled Small-Gain Theorem Based Results

In the section above, results based on the scaled-small gain defined in terms of the
L2-norm have been obtained and connected to Lyapunov-Krasovskii functionals. In
this section, we are interested in scaled small-gain results based on the L∞-norm.
The L∞-norm that we are considering here is, however, not the usual L∞-norm but
a slightly different one which will be referred to as the QL∞-norm in order to avoid
confusion. It will be shown that the obtained results based on the QL∞-norm may be
somehow connected to Lyapunov-Razumikhin results. The use of the L∞-norm has
been proven to be very useful for the analysis of nonlinear systems through the notion
of input-to-state stability (ISS); see e.g. [114–116]. More specifically, it is proved
in [65] that the Lyapunov-Razumikhin Theorem can be understood as a nonlinear
small-gain result in the ISS-framework. We are interested now in the linear version
of this statement using the QL∞-norm as main tool. This norm is defined as4

||w||QL∞ := sup
t≥0
||w(t)||2 (5.125)

and should be contrasted with

||w||L∞ := sup
t≥0
||w(t)||∞. (5.126)

4 Note that usually they are defined using the “essential supremum” operator. We assume here that
the considered signals are bounded on all intervals of measure zero.
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The QL∞-norm defines the same space of bounded functions than the L∞-norm
since w ∈ L∞ ⇔ w ∈ QL∞. The induced-topology is therefore identical since

||w||L∞ ≤ ||w||QL∞ ≤
√

n||w||L∞ . (5.127)

The QL∞-norm has been first introduced in [117] in order to provide tractable
conditions for peak-to-peak gain minimization. It is indeed well-known that the
design of controllers that minimize the L1-norm is a difficult problem [118, 119],
except in some very particular cases; see e.g. [120, 121]. The associated induced-
norm, referred here to as ∗-norm, induces the same topology as the L∞-induced
norm (the so-called L1-norm) on the space of asymptotically stable linear systems.

Proposition 5.8.1 For any given bounded operator H (finite L1- and∗-norms)
mapping p inputs to q outputs, we have

p−1/2||H ||L∞−L∞ ≤ ||H ||∗ ≤ q1/2||H ||L∞−L∞ . (5.128)

Proof The proof follows from inequality (5.127). �

When the system is single-input single-output, the two norms obviously coincide.
Moreover, when the dimension of the output is one, then the ∗-norm is always smaller
or equal to the L1-norm. In such circumstances, when considering the stability of an
interconnection of a system H with an uncertain termΔ verifying ||Δ||∗ = ||Δ||L1 ,
the use of the ∗-norm may be beneficial since ||H ||∗ ≤ ||H ||L1 , authorizing then
a larger set of uncertainties. It is however difficult to conclude on anything in the
general multiple-input multiple-output case.

5.8.1 ∗-Bounded Real Lemma and QL∞ Scaled Small-Gain
Theorem

Let us consider here an LTI system H with state-space representation given by

ẋ(t) = Ax(t)+ Ew(t)
z(t) = Cx(t)+ Fw(t)
x(0) = x0

(5.129)

where x, x0 ∈ R
n , w ∈ R

p and z ∈ R
q are respectively the system state, the initial

condition, the exogenous input and the controlled output.
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A Riccati inequality approach has been proposed in [117] to compute an upper-
bound on the ∗-norm. Later, a quasi-LMI solution has been proposed in [122]. We
continue in the same vein and consider the matrix inequality framework.

Lemma 5.8.2 (∗-Bounded Real Lemma, [122]) The LTI system H with state-
space representation (5.129) is asymptotically stable if there exist a matrix
P ∈ S

n�0 and scalars ξ, η, δ > 0 such that the matrix inequalities

[
AT P + P A + ξ P P E

� −δ I

]
≺ 0 (5.130)

⎡

⎣
ξ P 0 CT

� (η − δ)I FT

� � ηI

⎤

⎦ � 0 (5.131)

hold. Moreover, in such a case, we have ||H ||∗ ≤ η.

Proof The proof is taken from [122] and detailed below for completeness. Assume
that inequalities (5.130) and (5.131) hold. Then, defining V (t) := x(t)T Px(t), the
inequality (5.130) implies that

V̇ (t)+ ξV (t)− δw(t)Tw(t) ≤ 0

holds for all x(t) ∈ R
n, w(t) ∈ R

p. Assuming further that x(0) = 0 and
||w||QL∞ ≤ 1, we get that

V (t) ≤ e−ξ t V (0)+ δ
t∫

0

e−ξ(t−s)w(s)Tw(s)ds

= δ
t∫

0

e−ξ(t−s)w(s)Tw(s)ds

≤ δ||w||QL∞

t∫

0

e−ξ(t−s)ds

= δξ−1(1− e−ξ t )||w||QL∞
≤ δξ−1.

(5.132)

From inequality (5.131), we get that

η−1
[

CT

FT

] [
CT

FT

]T

−
[
ξ P 0
0 (η − δ)I

]
� 0 (5.133)
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and thus
z(t)Tz(t) ≤ ηξ x(t)T Px(t)+ ηw(t)T(η − δ)w(t)

≤ ηδ + ηw(t)T(η − δ)w(t)
≤ η2

(5.134)

and hence ||z||QL∞ ≤ η||w||QL∞ . The proof is complete. �

The ∗-Bounded Real Lemma can be viewed as a starting point for deriving the
scaled small-gain theorem in the QL∞-norm setting. To this aim, let us consider the
uncertain LTI system in LFT-form:

ẋ(t) = Ax(t)+ Bw(t)
z(t) = Cx(t)+ Fw(t)
w(t) = Δ(z)(t)
x(0) = x0

(5.135)

where x, x0 ∈ R
n , w ∈ R

n0 and z ∈ R
n0 are the system state, the initial condition,

the robustness-channel input and output, respectively. The uncertain operator Δ is
assumed to be bounded, i.e. ||Δ||∗ ≤ η−1, η > 0. Similarly as in [123], see also
Sect. 2.6.5, the set of constant D-scalings associated with Δ is defined as

D(Δ) :=
{

U ∈ S
n0�0 : U 1/2Δ = ΔU 1/2

}
(5.136)

where U 1/2 is the unique positive square root of U = U T � 0. Mixing D-scalings
and the ∗-Bounded Real Lemma above yields the following result:

Theorem 5.8.3 (QL∞ Scaled Small-Gain Theorem) The uncertain sys-
tem (5.135) is asymptotically stable if there exist symmetric matrices
P � 0, S ∈ D(Δ) and scalars ε, ξ, δ > 0 such that the matrix inequalities

[
AT P + P A + ξ P P E

� −δS

]
≺ 0 (5.137)

⎡

⎣
ξ P 0 CTS
� (ζ − δ)S FTS
� � ζ S

⎤

⎦ � 0 (5.138)

hold.

Proof Following [123], and as also done in Sect. 2.6.3, we introduce a nonsingular
matrix L such that ΔL = LΔ, thus Δ = LΔL−1. Incorporating the scalings in the
system (5.135), we obtain the ‘scaled’ system

http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_2
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˙̃x(t) = Ax̃(t)+ BL−1w̃(t)
z̃(t) = LCx̃(t)+ L DL−1w̃(t)

(5.139)

where w̃(t) = Lw(t) and z̃(t) = Lz(t). Substituting then the above system inside
inequalities (5.130) and (5.131), and performing a congruence transformation with
respect to diag(I, L) and diag(I, L , L), respectively, yield the result with S :=
LTL ∈ D(Δ). �

5.8.2 Norms of Delay-Operators

Before applying our results, it is necessary to provide theoretical results on our delay
operators in the QL∞ framework, similarly to as in the L2 case.

Proposition 5.8.4 The operator Dh defined in (5.107) satisfies

||Dh ||∗ = 1 (5.140)

for any delay h : R≥0 → R≥0.

Proof Under the standard assumption of zero initial conditions, it is clear that

sup
t≥0
||w(t − h(t))||22 = sup

s≥0
||w(s)||22

for any h : R≥0 → R≥0 and any w ∈ QL∞. This bound is trivially seen to be
attained. �

Proposition 5.8.5 The operator Sh defined in (5.107) satisfies

||Sh ||∗ = h̄ (5.141)

for any h : R≥0 → [0, h̄].

Proof Considering again zero initial conditions, we have
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∣
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∣
∣
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∣
∣
∣
∣
∣
∣
∣

t∫

t−h(t)

w(s)ds

∣
∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
∣

2

2

≤ h(t)

t∫

t−h(t)

||w(s)||22ds

≤ h(t)2 sup
s≤t
||w(s)||22

(5.142)

where the first inequality has been obtained using Jensen’s inequality. Hence, we
have ||Sh ||∗ ≤ h̄. To see that this bound is attained, it is enough to choose the
constant input signal w ≡ 1 and the constant delay h ≡ h̄. �

The main difference with L2-norm results lies in the fact that operator gains do
not depend on the delay derivative, even in the case of fast varying delays. Stability
results obtained via this framework are therefore expected to be applicable to any type
of delay trajectories. Note, however, that certain conditions on the delay derivative
may be necessary to ensure well-posedness of the considered time-delay systems,
see e.g. [124, 125].

5.8.3 Delay-Independent Stability

Using the Dh operator defined in (5.107), the system (5.23) can be equivalently
rewritten as

ẋ(t) = Ax(t)+ Bw(t)
z(t) = x(t)
w(t) = Dh(z)(t)

(5.143)

where the operator Dh is considered as a norm-bounded uncertainty with ∗-norm
equal to 1. By applying then Theorem 5.8.3, we get the following result for delay-
independent stability:

Theorem 5.8.6 The system (5.23) is asymptotically stable independently of
the delay if there exist a matrix P ∈ S

n�0 and a scalar ξ > 0 such that the
matrix inequality [

AT P + P A + ξ P P B
� −ξ P

]
≺ 0 (5.144)

holds.

Proof Substituting the system (5.143) into the matrix inequalities (5.137) and (5.138)
with η = 1 yields
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[
AT P + P A + ξ P P B

� −δS

]
≺ 0 (5.145)

and ⎡

⎣
ξ P 0 S
� (1− δ)S 0
� � S

⎤

⎦ � 0. (5.146)

The second inequality is equivalent to δ ≤ 1 and ξ P − S � 0. Choosing the best
value for S, i.e. S = ξ P , we get that

[
AT P + P A + ξ P P B

� −δξ P

]
≺ 0. (5.147)

The best value for δ ≤ 1 is given by δ = 1, which leads to condition (5.144). The
proof is complete. �

We can recognize in the above result the matrix inequality condition for delay-
independent stability obtained using the Lyapunov-Razumikhin Theorem in
Sect. 5.5.1.

5.8.4 Delay-Dependent Stability

Consider now the comparison system

[ ˙̃x(t)
z(t)

]
=
⎡

⎣
A + B 0 −h̄ B

I 0 0
A B 0

⎤

⎦
[

x̃(t)
w(t)

]

w(t) = diag

(
Dh,

1

h̄
Sh

)
(z)(t).

(5.148)

where h(t) ∈ [0, h̄] for some h̄ > 0. We obtain the following theorem:

Theorem 5.8.7 The system (5.23) is asymptotically stable for all h(t) ∈ [0, h̄],
h̄ > 0 if there exist matrices P, Q ∈ S

n�0 and scalars ξ > 0, δ ∈ (0, 1) such
that the matrix inequality

⎡

⎣
(A + B)T P + P(A + B)+ ξ P −h̄ P B A −h̄ P B2

� −δ(ξ P − S1) 0
� � −δ(1− δ)S1

⎤

⎦ ≺ 0

(5.149)
holds.
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Proof The D-scaling corresponding to the uncertainty structure is given by

S := diag (S1, S2) � 0.

Substitution of the comparison system (5.148) into (5.137) yields that

⎡

⎣
(A + B)T P + P(A + B)+ ξ P 0 −h̄ P B

� −δS1 0
� � −δS2

⎤

⎦ ≺ 0 (5.150)

or equivalently

[
(A + B)T P + P(A + B)+ ξ P −h̄ P B

� −δS2

]
≺ 0. (5.151)

Substituting now the comparison system (5.148) into (5.138) with η = 1, we get that

⎡

⎢
⎢
⎢
⎢
⎣

ξ P 0 0 S1 ATS2

� (1− δ)S1 0 0 BTS2
� � (1− δ)S2 0 0
� � � S1 0
� � � 0 S2

⎤

⎥
⎥
⎥
⎥
⎦
� 0. (5.152)

This is equivalent to saying that δ ≤ 1 and

⎡

⎣
ξ P − S1 0 AT

� (1− δ)S1 BT

� � S−1
2

⎤

⎦ � 0 (5.153)

which are equivalent in turn to δ ≤ 1 and

S−1
2 � A(ξ P − S1)

−1 AT + (1− δ)−1 BS−1
1 BT. (5.154)

Inequality (5.151) is equivalent to

(A + B)T P + P(A + B)+ ξ P + δ−1h̄2 P BS−1
2 BT P ≺ 0 (5.155)

and substituting the smallest possible value for S−1
2 defined by (5.154) yields

P(A + B)+ (A + B)T P + ξ P

+δ−1h̄2 P B
(
(1− δ)−1 BS−1

1 BT + A(ξ P − S1)
−1 AT

)
BT P ≺ 0.

(5.156)

A Schur complement yields the inequalities δ < 1 and
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⎡

⎣
(A + B)T P + P(A + B)+ ξ P −h̄ P B A −h̄ P B2

� −δ(ξ P − S1) 0
� � −δ(1− δ)S1

⎤

⎦ ≺ 0. (5.157)

The proof is complete. �

This result is very similar to the one obtained with the Lyapunov-Razumikhin
Theorem in Sect. 5.5.2 but does not seem to be equivalent to it.

5.9 Integral Quadratic Constraints

Time-delay systems approaches based on IQCs have been proposed in [60, 126–
131]. The reader should refer to Sect. 2.6.7 or [126] for some details about the IQC
approach. In this section, we will simply describe two different stability tests that can
be obtained in this framework. More advanced ones may be found in the references
above.

5.9.1 Delay-Independent Stability

The following proposition provides an IQC for the operator Dh defined in (5.107):

Proposition 5.9.1 ([60]) Assume that ḣ(t) ≤ μ < 1. Then, the operator Dh

satisfies the IQC

+∞∫

−∞

[
z(t)

Dh(z)(t)

]T [X1 0
0 −(1− μ)X1

] [
z(t)

Dh(z)(t)

]
dt ≥ 0

defined for any X1 ∈ S
n�0 and all z ∈ L2.

Invoking then the Kalman-Yakubovich-Popov Lemma and the IQC of Proposition
5.9.1, a delay-independent stability test can be obtained:

Theorem 5.9.2 The time-delay system (5.23) with time-varying delay satis-
fying ḣ(t) ≤ μ < 1 is asymptotically stable if there exist P, X1 ∈ S

n�0 such
that the LMI

[
AT P + P A + X1 P Ah

� −(1− μ)X1

]
≺ 0 (5.158)

holds.

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Proof Let us rewrite first the system (5.23) as

ẋ(t) = Ax(t)+ Ahw(t)
z(t) = x(t)
w(t) = Dh(z)(t).

(5.159)

From the main IQC theorem, i.e. Theorem 2.6.30, stability of the interconnected
system (5.159) is ensured if

[
G1( jω)

I

]∗ [X1 0
0 −(1− μ)X1

] [
G1( jω)

I

]
≺ 0 (5.160)

for all w ∈ R and where G1(s) = (s I − A)−1 Ah . Invoking then the Kalman-
Yakubovich-Popov Lemma we get the LMI condition

[
AT P + P A P Ah

� 0

]
+
[

I 0
0 I

] [
X1 0
0 −(1− μ)X1

] [
I 0
0 I

]
≺ 0 (5.161)

and the result is obtained. �
We can clearly recognize the delay-independent stability test obtained in the

Sects. 5.6.1 and 5.7.2.

5.9.2 Delay-Dependent Stability

In order to obtain a delay-dependent stability test, the following operator is considered
in [60]:

Th : u(t)→ u(t)− u(t − h(t)). (5.162)

Note the difference with the operator Sh in (5.107) since no integral is involved. An
IQC for this operator is given in the following proposition5:

Proposition 5.9.3 ([60]) Suppose h(t) ∈ [0, h̄] and ḣ(t) ≤ μ < 1. Then, the
operator Th satisfies the IQC defined by

�( jω) =
[|ψ( jω)|2 X2 0

0 −X2

]

where X2 ∈ S
n�0 and where ψ(s) is any bounded rational transfer function

satisfying

5 Additional IQCs can be found in [60, 126].

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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|φ( jω)| > 1+ 1√
1− μ if h̄|ω| > 1+ 1√

1− μ
|φ( jω)| > h̄|ω| if h̄|ω| ≤ 1+ 1√

1− μ.
(5.163)

A suitable choice for ψ(s) is given by

ψ(s) = k
h̄2s2 + ch̄s

h̄2s2 + ah̄s + kc
(5.164)

where k = 1+ 1/
√

1− μ, a = √2kc and c is any positive real number.

Based on the above IQC, we can formulate the following result:

Theorem 5.9.4 The system (5.23) with time-varying delay h(t) ∈ [0, h̄],
ḣ(t) ≤ μ < 1 is asymptotically stable if there exist P ∈ S

3n�0 and X2 ∈ S
n�0

such that the LMI
[

AT
ψ P + P Aψ + CT

ψ X2Cψ P Bψ + CT
ψ X2 Dψ

� DT
ψ X2 Dψ − X2

]

≺ 0 (5.165)

holds where Cψ(s I − Aψ)−1 Bψ + Dψ is a minimal representation of the
transfer function −ψ(s)(s I − A − Ah)

−1 Ah.

Proof Using the operator Th , we can rewrite the system (5.23) as

ẋ(t) = (A + Ah)x(t)− Ahw(t)
z(t) = x(t)
w(t) = Th(z)(t).

(5.166)

From the main IQC theorem, i.e. Theorem 2.6.30, stability of the interconnected
system (5.166) is ensured if

[
G2( jω)

I

]∗ [|ψ( jω)|2 X2 0
0 −X2

] [
G2( jω)

I

]
≺ 0 (5.167)

for allw ∈ R and where G2(s) = (−s I + A+ Ah)
−1 Ah . Invoking then the Kalman-

Yakubovich-Popov Lemma we get the LMI condition

[
AT
ψ P + P Aψ P Bψ

� 0

]
+
[

Cψ Dψ
0 I

]T [X2 0
0 −X2

] [
Cψ Dψ
0 I

]
≺ 0. (5.168)

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Fig. 5.1 Quadratic
separation setup with implicit
transformation

The proof is complete. �

This condition is way different from the other obtained delay-dependent stabil-
ity conditions due to the presence of the filter ψ(s). An identical delay-dependent
stability condition to the condition in Sect. 5.7.3 can be obtained using the operator
Sh defined in (5.107) and the IQC

+∞∫

0

[
z(t)

Sh(z)(t)

]T [
h̄2 X3 0

0 −X3

] [
z(t)

Sh(z)(t)

]
dt ≥ 0

defined for any X3 ∈ S
n�0 and all z ∈ L2.

5.10 Quadratic Separation

This final section on the analysis of time-delay systems pertains on the quadratic
separation framework. This framework has been mostly applied to time-delay
systems in [58, 61–64, 132]. For more details on the quadratic separation frame-
work, see Sect. 2.6.6 or [132, 133].

5.10.1 Preliminary Results

Let us consider first the system depicted in Fig. 5.1 and described by the following
equations

w − u = Δz
E(z − v) = Fw

(5.169)

wherew, z are the interconnection signals and u, v are the input signals. The matrices
E and F are assumed to be known, constant and complex-valued whereas the constant
complex matrixΔ is uncertain and belongs to some set Δ. A generalization to a time-
varying matrix Δ of operators can be found in [62]. A striking difference with the
usual quadratic separation framework of Sect. 2.6.6 lies in the fact that the second

http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_2
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expression of (5.169) is implicit. This will allow us to consider several operators and
specify algebraic relations between their input and output signals.

The following result is proved in [132]:

Theorem 5.10.1 Let us assume for simplicity that E is full-column rank.a

Then, the interconnection (5.169) is well-posed if and only if there exists a
Hermitian matrix X such that the LMIs

[
E −F

]∗
⊥ X
[
E −F

]
⊥ � 0 (5.170)

and [
I
Δ

]∗
X

[
I
Δ

]
� 0 (5.171)

hold for all Δ ∈ Δ where
[
E −F

]
⊥ stands for a basis of the null-space of[

E −F
]
.

Additionally, when E and F are real matrices, the equivalence holds for a
real matrix X = XT.

a For the general case, see [132].

The above result will turn to be useful for developing stability results for time-
delay systems.

5.10.2 Delay-Independent Stability

Let us start with a delay-independent stability test:

Theorem 5.10.2 ([134]) The system (5.23) with constant delay is asymptoti-
cally stable independently of the delay if there exist P, Q ∈ S

n�0 such that the
LMI [

AT P + P A + Q P Ah

� −Q

]
≺ 0 (5.172)

holds.

Proof Let us consider system (5.23) that we rewrite under the form (5.169) with

Δ =
[

s−1 I 0
0 e−sh

]
, E =

[
I 0
0 I

]
, F =

[
A Ah

I 0

]
. (5.173)
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The set Δ is defined here as Δ := {Δ : s ∈ C̄+
}
.

Applying then Theorem 5.10.1, we get that condition (5.171) considered with

X =

⎡

⎢
⎢
⎣

0 0 −P 0
0 −Q 0 0
� � 0 0
� � 0 Q

⎤

⎥
⎥
⎦ (5.174)

with P = PT and Q = QT is equivalent to the condition

[−P(s−1 + s−∗) 0
0 Q(e−2�[s] − 1)

]
� 0. (5.175)

The above condition is satisfied for all s ∈ C̄+ if P, Q ∈ S
n�0.

Considering now the condition (5.170), we get that it is equivalent to

[−AT P − P A − Q −P Ah

� Q

]
� 0. (5.176)

The proof is complete. �

We can clearly recognize, again, the delay-independent stability test obtained in
Sects. 5.6.1, 5.7.2 and 5.9.1.

5.10.3 Delay-Dependent Stability

A simple delay-dependent stability analysis criterion identical to the one obtained in
Sect. 5.7.3 is given below:

Theorem 5.10.3 ([134]) The time-delay system (5.23) with constant delay h
is asymptotically stable if there exist P, Q, R ∈ S

n�0 such that the LMI

[
He[P A] + Q + h AT R A − h−1 R P Ah + h AT R Ah + h−1 R

� −Q + h AT
h R Ah − h−1 R

]
≺ 0

(5.177)
holds.

Proof Let us consider system (5.23) that we rewrite under the form (5.169) with
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Δ =

⎡

⎢
⎢
⎣

s−1 I 0 0
0 e−sh I 0

0 0
1− e−sh

s
I

⎤

⎥
⎥
⎦ , E =

⎡

⎣
I 0 0
0 I 0
I 0 −I

⎤

⎦ , F =
⎡

⎣
A Ah 0
I 0 0
−I I I

⎤

⎦ .

(5.178)
The set Δ is defined here as Δ := {Δ : s ∈ C̄+

}
. The rest of the proof is similar to

the one of Theorem 5.10.2 with the difference that the matrix X is chosen as

X =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 −P 0 0
� −Q 0 0 0 0
� � −h R 0 0 0
� � � 0 0 0
� � � � Q 0

� � � � �
1

h
R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (5.179)

�
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Part III
Linear Parameter-Varying

Time-Delay Systems



Chapter 6
Introduction to LPV Time-Delay Systems

You may delay, but time will not.
Benjamin Franklin

Abstract This chapter introduces parameter-dependent functional differential
equations as a convenient way for representing linear parameter-varying time-delay
systems. Particularities of these systems arising from the coupling between delays
and parameters are notably pointed out. Some examples are then given to show the
practical importance of linear parameter-varying time-delay systems in the modeling
and control of real-world problems. Several stability results involving parameter-
dependent linear matrix inequalities are finally provided. These results constitute the
groundwork for developing design criteria for filters, observers and controllers for
linear parameter-varying time-delay systems.

6.1 Representation of LPV Time-Delay Systems

LPV time-delay systems can be represented in many different ways. Basically, almost
every combination of the representations for LPV and time-delay systems may be
considered. It is clearly unnecessary to enumerate all the possibilities here since we
will only be interested in parameter-dependent functional differential equations.

Such functional differential equations can be reformulated in different ways, as for
LPV systems, that is, in terms of generic LPV delay-differential equations, polytopic
LPV delay-differential equations and LPV delay-differential equations in LFT-form.
We will be mostly interested in generic LPV delay-differential equations since they
are the most flexible. Results for polytopic LPV time-delay systems will be omitted
since they can be easily obtained by using the same ideas as for generic LPV time-
delay systems and polytopic LPV systems; see Chaps. 2 and 3.

LPV delay-differential equations in LFT-form, however, are much more difficult to
deal with for technical reasons. This can be easily explained from the facts that several
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key tools developed in the context of LPV systems cannot be applied or fail to yield
tractable design criteria, e.g. by resulting in nonlinear nonconvex matrix inequalities.
As an example, the dualization lemma (see Appendix C.9) can only be applied
whenever a certain rank condition is satisfied. This rank condition is unfortunately not
fulfilled in most of the interesting problems arising in the control of LPV time-delay
systems in LFT-form. On the other hand, the projection lemma (see Appendix C.12)
which successfully yields convex design conditions for the design of controllers in the
LFT framework (see Sect. 3.5 or [1, 2]) fails to produce tractable design conditions,
and most of time yields strongly nonconvex matrix inequalities. This is the reason
why so few results in this framework have been reported in the literature. We will,
nevertheless, provide some results on the design of gain-scheduled controllers for
LPV time-delay systems in LFT-form together with some computational ways to
solve the nonlinear resulting conditions.

In the following, we will focus on generic LPV time-delay systems of the form:

ẋ(t) = A(ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))
x(θ) = φ(θ), θ ∈ [−h̄, 0] (6.1)

where x ∈ R
n is the state of the system and φ ∈ C([−h̄, 0],Rn) is the functional

initial condition. The time-varying delay h will be assumed to belong to the set

Hμ,h̄ :=
{
h : R≥0 → [0, h̄] : ḣ(t) ≤ μ < 1, t ≥ 0

}
(6.2)

and the parameters to the set

Pν := {
ρ : R≥0 → �ρ : ρ̇(t) ∈ �ν, t ≥ 0

}
(6.3)

or the set
Pν

1 :=
{
ρ : R≥0 → [−1, 1]Np : ρ̇(t) ∈ �ν, t ≥ 0

}
(6.4)

where Np is the number of parameters. By convention, the set H0,h̄ is used for the
constant delay case and Hμ,∞ for the unbounded delay case. The sets P∞ and P∞1
are used to consider parameters with arbitrarily fast variation rates.

6.1.1 Coupling Between Delays and Parameters

LPV time-delay systems admit slight variations compared to pure LPV systems
or pure time-delay systems since delays and parameters may interact to yield de-
layed parameters ρ(t−h(t)) and parameter-dependent delays h(ρ(t)). Systems with
parameter-dependent delays of the form

ẋ(t) = A(ρ(t))x(t)+ Ah(ρ(t))x(t − h(ρ(t))
x(θ) = φ(θ), θ ∈ [−h̄, 0] (6.5)

http://dx.doi.org/10.1007/978-3-662-44050-6_3
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have been studied for instance in [3–5] whereas results on systems with delayed-
parameters represented as

ẋ(t) = A(ρ(t), ρ(t − h(t)))x(t)+ Ah(ρ(t), ρ(t − h(t)))x(t − h(t))
x(θ) = φ(θ), θ ∈ [−h̄, 0] (6.6)

can be found in [6]. A difficulty when considering delayed-parameters lies in the fact
that it is a priori unclear what is their exact domain of values. This will be discussed
in the example of Sect. 6.2.2.

6.2 Examples

Four examples of LPV time-delay systems are presented in this section. The first
one is the well-known milling process considered in [6] which is an LPV time-delay
system in an intrinsic way. The second example concerns the control of an LPV
system with input-delay using a gain-scheduled controller. In this setup, delayed-
parameters are involved in the closed-loop system expression. The third example is
about the approximation of a system with state-dependent delay as an LPV system
with parameter-dependent delay. The last example finally discusses of the approxi-
mation of a nonlinear system with time-varying delays, describing a marine cooling
system, into an LPV time-delay system with two parameters which depend on the
state of the system. Simulations show that the devised approximation is fairly accu-
rate.

6.2.1 Milling Process

Let us consider the example of a milling taken from [7] and depicted in Fig. 6.1. The
corresponding model is given by

m1 ẍ1(t)+ k1(x1(t)− x2(t))− k sin(φ(t)+ β) sin(φ(t))[x1(t − h)− x1(t)] = 0
m2 ẍ2(t)+ cẋ2(t)+ k1(x2(t)− x1(t))+ k2x2(t) = 0

where k1 and k2 are the stiffness coefficients of the two springs, c is the damping
coefficient, m1 is the mass of the cutter, m2 is the mass of the ‘spindle’. The dis-
placements of the blade and tool are x1 and x2, respectively. The angle β depends
on the particular material and tool used, and is constant. The term φ(t) denotes the
angular position of the blade at time t and k is the cutting stiffness. The delay between
successive passes of the blades is denoted by h = π/ω where ω > 0 is the angular
velocity, which is assumed to be constant.
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Fig. 6.1 Simplified geometry of a milling process

A suitable LPV representation of the system is therefore given by

ẋ(t) = (A0
0 + A1

0ρ(t))x(t)+ (A0
h + A1

hρ(t))x(t − h) (6.7)

where ρ(t) := cos(2φ + β) ∈ [−1, 1]. This model has been extensively studied in
[7] and, notably, a discussion of the relation between the parameter and the delay is
provided. It is indeed shown that the following relation

ρ(t)2 +
(

hρ̇(t)

2π

)2

= 1 (6.8)

holds for all t ≥ 0. Therefore, as h→ 0, we have that ρ̇(t)→∞, which shows that
in order to capture the effects of small delays, we need to allow for arbitrarily large
parameter variation rates. The stability of this system should therefore be analyzed
in the quadratic stability framework; see Sect. 2.3.1.

6.2.2 LPV Control of a System with Input Delay

Let us consider an LPV system with input delay of the form

ẋ(t) = A(ρ(t))x(t)+ B(ρ(t))u(t − h) (6.9)

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Fig. 6.2 Domain of values of ρ(t) and ρ(t − h) in the case νh = 0.6

where x ∈ R
n and u ∈ R

m are the state of the system and the control input, respec-
tively. The input delay h is assumed to be constant and the parameter ρ(t) ∈ [−1, 1]
to be such that |ρ̇(t)| ≤ ν, ν > 0. A suitable controller for such a system may be
given by

u(t) = K (ρ(t))x(t) (6.10)

where K : [−1, 1] → R
m×n is the parameter-dependent controller matrix gain that

has to be designed. The closed-loop system is given in this case by

ẋ(t) = A(ρ(t))x(t)+ B(ρ(t))K (ρh(t))x(t − h) (6.11)

and consists of an LPV time-delay system with delayed parameter ρh(t) := ρ(t−h).
It is immediate to see that, since the delay is constant, we have that |ρ̇h(t)| ≤ ν.
Since, obviously, ρ(t) and ρh(t) are not independent, the real question is: what is
the domain of values for ρh(t)? Using the fact that |ρ̇(t)| ≤ ν, and hence that the
Lipschitz constant is ν, we can state that

|ρ(t)− ρh(t)| ≤ νh (6.12)

and therefore that
− νh + ρ(t) ≤ ρh(t) ≤ νh + ρ(t) (6.13)

for all t ≥ 0. Thus, according to the values taken by ν, h and ρ(t), the values taken
by ρh(t) may not be the complete interval [−1, 1]. This is, for instance, the case
when νh < 1 since, in this case, when ρ(t) = 0, we have that |ρh(t)| ≤ νh < 1.
A typical parameter region is depicted in Fig. 6.2.

The main question here is whether it is helpful to use a gain-scheduled controller
for controlling LPV systems with input delays. Clearly, when the delayed and non-
delayed parameters are highly correlated, i.e. νh � 1, this should definitely help.
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However, when νh ≥ 1, ρ(t) and ρ(t − h) become uncorrelated in the sense that the
value taken by ρ(t) is independent of the value taken by ρ(t − h). In such a case, the
controller will be scheduled with irrelevant information and it seems unnecessary to
use a gain-scheduled controller.

A way to overcome the latter limitation relies on the use of the following control-
law [8]

u̇(t) = Auu(t)+ Buũ(t) (6.14)

where Au is a Hurwitz matrix and ũ(t) is the “new control input” to be determined.
Rewriting then the system in augmented form, we get the following system

ż(t) =
[

A(ρ(t)) 0
0 Au

]
z(t)+

[
0 B(ρ(t))
0 0

]
z(t − h)+

[
0
Bu

]
ũ(t) (6.15)

where z(t) := col(x(t), u(t)). Seeking then for a gain-scheduled state-feedback
control law of the form

ũ(t) = K1(ρ(t))x(t)+ K2(ρ(t))u(t) (6.16)

we finally get the dynamic state-feedback control-law given by

u̇(t) = (Au + Bu K2(ρ(t)))u(t)+ Bu K1(ρ(t))x(t). (6.17)

Using such a control law, we obtain the closed-loop system

ż(t) =
[

A(ρ(t)) 0
Bu K1(ρ(t)) Au + Bu K2(ρ(t))

]
z(t)+

[
0 B(ρ(t))
0 0

]
z(t − h) (6.18)

where we can see that the delay does not affect the parameter vector anymore.

6.2.3 Approximation of State-Dependent Delay Systems

Let us consider here the following state-dependent delay system

ẋ(t) = −αx(t)+ x(t − x(t))
x(s) = φ(s), s ∈ (−∞, 0] (6.19)

where x ∈ R is the state of the system and φ is the functional initial condition.
Assuming that φ is a nonnegative function, then the trajectory solution of the above
system will also be nonnegative over time. Note, moreover, that x∗ = 0 is the unique
equilibrium point to this system.
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Posing now ρ(t) = x(t) and h(ρ(t)) = ρ(t), then the system becomes

ẋ(t) = −αx(t)+ x(t − h(ρ(t)))
x(s) = φ(s), s ∈ (−∞, 0]. (6.20)

Note, however, that the parameter ρ does not, a priori, take bounded values since
1) the system may be unstable or 2) the equilibrium point of the system may be
attractive but not stable (hence the transient behavior may be such that the state goes
to arbitrarily large values and then comes back at rest). By restricting the value of ρ(t)
to lie, for instance, in the interval [0, x̄] for some x̄ > 0, global asymptotic stability
of the system (6.20) for all ρ ∈ [0, x̄] essentially implies that the original system
(6.19) is locally asymptotically stable, provided that x(t) does not goes beyond x̄ .
However, if asymptotic stability can be proved for arbitrarily large x̄ > 0, the system
(6.20) is therefore globally asymptotically stable.

The stability of the state-dependent delay-differential equation (6.19) has been
studied, for instance, in [9, 10]. It turns out, however, that the global asymptotic
stability of the above system can be easily proved using positive systems theory and
the Lyapunov-Razumikhin Theorem. Let us consider indeed the linear copositive
Lyapunov-Razumikhin function V (x) = x . Differentiating V along the solutions
of (6.19) yields V̇ (t) = −αx(t) + x(t − x(t)) which, according to the Lyapunov-
Razumikhin Theorem, must be negative definite whenever x(t − x(t)) ≤ px(t),
p > 1. We then obtain that ifα > 1, then the system (6.19) is globally asymptotically
stable. The same result is reported in [9, 10].

6.2.4 LPV Model of a Marine Cooling System

We introduce here an LPV model for the cooling system depicted in Fig. 6.3 that
has been obtained in [11]. In this system, the SW circuit (sea water circuit) pumps
cold sea water in order to reduce the temperature of the coolant in the LT circuit
(low temperature circuit). The LT circuit contains n compartments in parallel and
the supplied cooling is controlled through the input flow rates qSW (t) and qLT (t).

6.2.4.1 Nonlinear Model of the Cooling System

The dynamics of the temperature of the i th compartment can be described as

Ṫi (t) = α

Vi

[
qi (t) [Tin(t − hi (qLT (t)))− Ti (t)]+ wi (t)

ξcθc

]
(6.21)

where qi is the volumetric flow rate through the compartment i , Vi is the inter-
nal volume of the compartment i , Ti is the outlet temperature of the compartment
i and Tin is the outlet temperature of the heat exchanger. The heat transfer from the
compartment i to the coolant is denoted by wi , whereas ξc and θc denote the density
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SW circuit LT circuit

Fig. 6.3 Cooling system of [11]. The sea water circuit is to the left whereas the low temperature
circuit is to the right

of the coolant and the specific heat of the coolant, respectively. The constant α is a
scaling factor that depends on the system. The flows q1, . . . , qn are not independent
and satisfy the relations qi (t) = ci qLT (t) where the positive constants ci verify∑n

i=1 ci = 1.
The dynamical model of the outlet temperature of the heat exchanger Tin is

given by

Ṫin(t) = α

VCC

[
qLT (t)

[
TCC,in(t)− Tin(t)

]+ qSW (t)
ξswθsw

ξcθc
�TSW (t)

]
(6.22)

where θsw is the specific heat of sea water, ξsw is the density of sea water, TCC,in

is the temperature of the coolant into the LT side of the heat exchanger and
�TSW := TSW,in−TSW,out is the difference between TSW,in and TSW,out , which are
the temperatures of the sea water in and out of the SW side of the heat exchanger.

The time-varying transport delays can be shown to be described by the expressions

hi (qLT (t)) =
i∑

j=1

(

am, j

n∑

k= j

1

ckqLT (t)

)

+ ac,i

ci qLT (t)
(6.23)

where the am, j ’s and ac,i ’s are positive constants. We thus define the state vector as
x := col(T1, . . . , Tn, Tin), the control input vector as u := col(qLT , qSW ) and the
disturbance vector as w := col(w1, . . . , wn, TCC,in).

6.2.4.2 LPV Approximation of the Cooling System

The system described by Eqs. (6.21) to (6.23) is clearly nonlinear. In order to obtain an
LPV system, we choose ρ1(t) = qLT (t)−δqLT (t)where δqLT (t) is the perturbation
around some operating point for qLT (t) and ρ2(t) = TSW,in(t) − TSW,out (t) as
scheduling parameters. The model can be therefore reformulated as
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Ṫi (t) = α

Vi

[
ci (ρ1(t)+ δqLT (t)) [Tin(t − hi (qLT (t)))− Ti (t)]+ wi (t)

ξcθc

]

Ṫin(t) = α

VCC

[
(ρ1(t)+ δqLT (t))

[
TCC,in(t)− Tin(t)

] + qSW (t)
ξswθsw

ξcθc
ρ2(t)

]
.

This system is not an LPV system due to the products δqLT Ti and δqLT Tin between
the control input and the state. We then make the following approximation

δqLT (t)
[
Tin(t − hi (qLT (t)))− Ti (t)

] ≈ δqLT (t)�
∗
i

where�∗i := T ∗in−T ∗i , T ∗in and T ∗i being set-point values for Tin and Ti , respectively.
This approximation is motivated by the fact that when the system is controlled, the
state values are close to the set-point values. We also make the approximation that
qLT (t) ≈ ρ1(t) in the dynamical model of Tin .

After making these approximations, we finally obtain the following LPV model
for the cooling system:

˙̃Ti (t) = α

Vi

[
ciρ1(t)

[
T̃in(t − h̃i (ρ1(t)))− T̃i (t)

]
+ ciδqLT (t)�

∗
i +

wi (t)

ξcθc

]

˙̃Tin(t) = α

VCC

[
ρ1(t)

[
TCC,in(t)− T̃in(t)

]
+ qSW (t)

ξswθsw

ξcθc
ρ2(t)

]
(6.24)

where the states have been changed to T̃i and T̃in to emphasize that the LPV model is
not equivalent to the original nonlinear one. Note that the state of the LPV model is
given by x̃ = col(T̃1, . . . , T̃2, T̃in), the control input is given by ũ = col(δqLT , qSW )

and the disturbance input by w̃ = col(w1, . . . , wn, TCC,in). For the LPV model, the
transport delays are given by

h̃i (ρ1(t)) =
i∑

j=1

(

am, j

n∑

k= j

1

ckρ1(t)

)

+ ac,i

ciρ1(t)
(6.25)

6.2.4.3 Model Validation

For simulation purposes, we consider the following numerical values: V1 = 20,
V2 = 10, Vcc = 30, am,1 = 0.06, am,2 = 0.04, ac,1 = 0.05, ac,2 = 0.008,
c1 = 0.65, c2 = 0.35, α = 10000, θc = 4000, θsw = 3800, ξc = 1000 and
ξsw = 1200. The scheduling parameter is obtained by filtering qLT (t) by a first-
order low-pass filter with a unitary DC-gain and a time-constant equal to 0.02. We
also set T ∗1 = T1(0) = 45, T ∗2 = T2(0) = 50 and T ∗in = Tin(0) = 36.

The state trajectories of the nonlinear system and LPV systems are depicted in
Figs. 6.4, 6.5 and 6.6. We can see that the LPV model approximates very well the
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Fig. 6.4 Evolution of T1(t) of the nonlinear model and T̃1(t) of the LPV system
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Fig. 6.5 Evolution of T2(t) of the nonlinear model and T̃2(t) of the LPV system

nonlinear system for the scenario corresponding to the signal trajectories depicted in
Figs. 6.7, 6.8, 6.9 and 6.10. Other scenarios yield results of similar accuracy.

6.2.5 Other Applications

LPV time-delay can be potentially applied to any type of systems involving time-
delays. In spite of this, practical applications of the theory are still quite scarce. In
[12–14], LPV time-delay systems are considered for developing a robust fueling
strategy for an spark ignition engine. The modeling, identification, fault-detection
and control of open-flow canals using LPV time-delay systems have been considered
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Fig. 6.6 Evolution of Tin(t) of the nonlinear model and T̃in(t) of the LPV system
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Fig. 6.7 Control inputs trajectories

in [15–21]. The problem of robust synchronization of quadratic chaotic systems with
channel time-delay using LPV techniques is solved in [22]. The problems of LPV
modeling, analysis and control of TCP/AQM congestion control mechanism for
networks have been considered in [23–28].

6.3 Stability Results for LPV Time-Delay Systems

The analysis of LPV time-delay systems mostly relies on the use of parameter-
dependent Lyapunov-Krasovskii functionals such as in [7, 8, 29, 30]. In this section,
we will focus on a simple Lyapunov-Krasovskii functional from which we will derive
results on observation, filtering and control. The goal of this section is not to provide
the most accurate stability results for LPV time-delay systems but to expose the main
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Fig. 6.8 Disturbance inputs trajectories
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Fig. 6.9 Scheduling parameters trajectories

methodologies. More efficient results can be easily obtained by using more complex
Lyapunov-Krasovskii functionals and more accurate bounding techniques such as
those based on Wirtinger’s inequality; see Sect. 5.6.9.

To this aim, let us then consider the following LPV time-delay system

ẋ(t) = A(ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))+ E(ρ(t))w(t)
z(t) = C(ρ(t))x(t)+ Ch(ρ(t))x(t − h(t))+ F(ρ(t))w(t)
x(s) = φ(s), s ∈ [−h̄, 0]

(6.26)

http://dx.doi.org/10.1007/978-3-662-44050-6_5
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Fig. 6.10 Propagation delays trajectories

where x ∈ R
n , w ∈ R

p, z ∈ R
q are the state of the system, the exogenous inputs

and the controlled/performance outputs, respectively. The time-varying delay and
parameter vector satisfy h ∈Hμ,h̄ and ρ ∈Pν .

We have the following stability result:

Theorem 6.3.1 ([31–34]) Assume that there exist a continuously differen-
tiable matrix function P : �ρ → S

n
0, constant matrices Q, R ∈ S
n
0 and

a scalar γ > 0 such that the LMI

⎡

⎢
⎢
⎢
⎢
⎣

ψ11 P(ρ)Ah(ρ)+ R P(ρ)E(ρ) C(ρ)T h̄ A(ρ)T R
� −(1− μ)Q − R 0 Ch(ρ)

T h̄ Ah(ρ)
T R

� � −γ Ip F(ρ)T h̄E(ρ)T R
� � � −γ Iq 0
� � � � −R

⎤

⎥
⎥
⎥
⎥
⎦
≺ 0 (6.27)

holds for all (ρ, ν) ∈ �ρ × Vν where

ψ11 = He[P(ρ)A(ρ)] +
∑

i

νi
∂P(ρ)

∂ρi
+ Q − R. (6.28)

Then, the system (6.26) is asymptotically stable for all (h, ρ) ∈ Hμ,h̄ ×Pν

and the L2-gain of the transfer w→ z is less than γ.
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Proof The result is obtained from the use of Lyapunov-Krasovskii functional

V (xt , ρ(t)) = x(t)T P(ρ(t))x(t)+
t∫

t−h(t)

x(θ)T Qx(θ)dθ

+ h̄

0∫

−h̄

t∫

t+θ
ẋ(η)T Rẋ(η)dηdθ (6.29)

and Jensen’s inequality, as in Sect. 5.6.7. The only difference is that the result above
also characterizes the L2-gain of the transfer w → z. To obtain this characteri-
zation, we rely on dissipativity theory (See Appendix C.2), and add the supply-rate
s(w, z) = −γwTw+γ−1zTz to the derivative of the Lyapunov-Krasovskii functional
(6.29). Schur complements finally yield the result. �

The result of Theorem 6.3.1 is difficult to consider for design purposes due to
the presence of multiple products between the system matrices and the decision
variables. This motivates the introduction of the following result:

Theorem 6.3.2 ([31–34]) Assume that there exist a continuously differen-
tiable matrix function P : �ρ → S

n
0, constant matrices Q, R ∈ S
n
0, a

matrix function X : �ρ→ R
n×n and a scalar γ > 0 such that the LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X (ρ)] ψ12 X (ρ)T Ah(ρ) X (ρ)T E(ρ) 0 X (ρ)T h̄ R
� ψ22 R 0 C(ρ)T 0 0
� � −Qμ − R 0 Ch(ρ)

T 0 0
� � � −γ Ip F(ρ)T 0 0
� � � � −γ Iq 0 0
� � � � � −P(ρ) −h̄ R
� � � � � � −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0

(6.30)
holds for all (ρ, ν) ∈ �ρ × Vν where Qμ = (1− μ)Q and

ψ12 = P(ρ)+ X (ρ)T A(ρ),

ψ22 =∑

i
νi
∂P(ρ)

∂ρi
− P(ρ)+ Q − R. (6.31)

Then, the system (6.26) is asymptotically stable and the L2-gain of the
transfer w→ z is less than γ for all (h, ρ) ∈Hμ,h̄ ×Pν .

http://dx.doi.org/10.1007/978-3-662-44050-6_5
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Proof The proof is inspired from [33, 35]. The first step is to decompose the LMI
(6.30) as

M(ρ, ν)+ He
[
P(ρ)T X (ρ)Q

]
≺ 0 (6.32)

where

M(ρ, ν) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 P(ρ) 0 0 0 0 h̄ R
� ψ22 R 0 C(ρ)T 0 0
� � −Qμ − R 0 Ch(ρ)

T 0 0
� � � −γ Ip F(ρ)T 0 0
� � � � −γ Iq 0 0
� � � � � −P(ρ) −h̄ R
� � � � � � −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

P(ρ) = [−In A(ρ) Ah(ρ) E(ρ) 0n×q In 0n×n
]

Q = [
In 0n×n 0n×n 0n×p 0n×q 0n×n 0n×n

]
.

Bases of the null-spaces of P(ρ) and Q are given by

NP (ρ) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A(ρ) Ah(ρ) E(ρ) In 0 0
In 0 0 0 0 0
0 In 0 0 0 0
0 0 Ip 0 0 0
0 0 0 0 Iq 0
0 0 0 In 0 0
0 0 0 0 0 In

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

and

NQ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 0
In 0 0 0 0 0
0 In 0 0 0 0
0 0 Ip 0 0 0
0 0 0 Iq 0 0
0 0 0 0 In 0
0 0 0 0 0 In

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Since (6.32) holds, the matrices

MP := NP (ρ)TM(ρ, ν)NP (ρ)
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=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

ψ̃11 ψ̃12 P(ρ)E(ρ) C(ρ)T P(ρ) h̄ A(ρ)T R
� ψ̃22 0 Ch(ρ)

T 0 h̄ Ah(ρ)
T R

� � −γ Ip F(ρ)T 0 h̄E(ρ)T R
� � � −γ Iq 0 0
� � � � −P(ρ) 0
� � � � � −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

MQ := N T
QM(ρ, ν)NQ

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

ψ22(ρ, ν) R C(ρ)T 0 0 0
� −Qμ − R Ch(ρ)

T 0 0 0
� � −γ Ip F(ρ)T 0 0
� � � −γ Iq 0 0
� � � � −P(ρ) −h̄ R
� � � � � −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

where

ψ̃11 = He[P(ρ)A(ρ)] +
∑

i

νi
∂P(ρ)

∂ρi
+ Q − R − P(ρ)

ψ̃12 = P(ρ)Ah(ρ)+ R

ψ̃22 = −Qμ − R

are therefore both negative definite as well. Noting, finally, that MP is equivalent
to (6.30) modulo a Schur complement proves that the feasibility of (6.30) implies
stability of the system (6.26) and boundedness of the L2-gain. �

It is important to stress that Theorem 6.3.1 is not equivalent to Theorem 6.3.2
since the condition of Theorem 6.3.2 also implies the feasibility of the auxiliary
LMI MQ ≺ 0. This additional LMI restricts the domain of the decision variables
and is responsible of the conservatism of the relaxed LMI (6.30) over the initial
LMI (6.27). Several other relaxation procedures exist and some of them does not
exhibit any additional conservatism; see e.g. [36]. Nevertheless, in many cases, the
conditions have to be approximated at some point in order to get tractable synthesis
conditions. This is, however, not the case of the one considered here.

6.3.1 Case of Parameter-Dependent Delay

When the delay depends on the parameters, the term−Qμ = −(1−μ)Q in the LMI
conditions (6.27) and (6.30) must be replaced by
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−
(

1−
∑

i

νi
∂h(ρ)

∂ρi

)

Q. (6.33)

Note that, in this case, the delay-derivative is bounded from above by

ḣ(t) ≤ sup
(ρ,ρ̇)∈�ρ×�ν

{
∑

i

ρ̇i
∂h(ρ)

∂ρi

}

.

6.3.2 Case of Delayed Parameters

For simplicity, we consider here that the rate of variation of the parameters belong
to �ν = [−1, 1]N , where N is the number of parameters, and that the delay h is
constant. In such a case, it may be preferable to consider a matrix function P that is
both a function of ρ(t) and ρ(t − h) and, in a similar way, the matrix Q should also
be made parameter-dependent.

Before stating the result, it is convenient to consider the sets

Ph :=
{
(ρ, ρh) : R≥0 → �ρ ×�ρ : ρ ∈Pν, ρh(t) = ρ(t − h), t ≥ 0

}
(6.34)

which contains the trajectories of the parameters and

�h
ρ :=

{
(ρ, ρh) ∈ �ρ ×�ρ : |ρi − ρhi | ≤ h̄, i = 1, . . . , N

}
(6.35)

which contains the parameter and the delayed parameter values. We then have the
following result:

Theorem 6.3.3 Assume that there exist a continuously differentiable matrix
function P : �h

ρ → S
n
0, a matrix function Q : �ρ→ S

n
0, a constant matrix
R ∈ S

n
0 and a scalar γ > 0 such that the LMI

⎡

⎢
⎢
⎢
⎢
⎣

ψ11 ψ12 P(ρ, ρh)E(ρ, ρh) C(ρ, ρh)
T h̄ A(ρ, ρh)

T R
� −Q(ρh)− R 0 Ch(ρ, ρh)

T h̄ Ah(ρ, ρh)
T R

� � −γ Ip F(ρ, ρh)
T h̄E(ρ, ρh)

T R
� � � −γ Iq 0
� � � � −R

⎤

⎥
⎥
⎥
⎥
⎦
≺ 0

holds for all (ρ, ρh) ∈ �h
ρ and all (ν, νh) ∈ {−1, 1}N × {−1, 1}N where
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ψ11 = He[P(ρ, ρh)A(ρ, ρh)] +
N∑

i=1

(
νi
∂P(ρ, ρh)

∂ρi
+ νhi

∂P(ρ, ρh)

∂ρhi

)

+ Q(ρ)− R
ψ12 = P(ρ, ρh)Ah(ρ, ρh)+ R.

Then, the system (6.26) is asymptotically stable for all h ∈H0,h̄ and (ρ, ρh) ∈
Ph and the L2-gain of the transfer w→ z is less than γ.

The relaxed version of this result follows from the same lines as for Theorem 6.3.1.
Note also that if the delay is time-varying, terms depending on the time-derivative
of the delay will then appear in ψ11.
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Chapter 7
Observation and Filtering of LPV Time-Delay
Systems

No phenomenon is a real phenomenon until it is an observed
phenomenon.

John Archibald Wheeler

Abstract This chapter pertains of the observation and filtering of linear
parameter-varying time-delay systems in the framework of parameter-dependent
delay-differential equations and Lyapunov-Krasovskii functionals. Full-order and re-
duced order observers are first considered both in the memoryless and with-memory
cases. Filters are discussed next. The results of this chapter have both corollaries in
the non-delayed LPV systems and parameter-independent time-delay systems set-
tings, and can thus be applied on these types of systems. Several examples with
simulations are given for illustration.

7.1 Observation of LPV Time-Delay Systems

In this section, the following class of LPV time-delay systems will be considered

ẋ(t) = A (ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))+ B(ρ(t))u(t)+ E(ρ(t))w(t)

y(t) = Cx(t)

z(t) = T x(t)

x(θ) = ψ(θ), θ ∈ [−h̄, 0
]

(7.1)

where x ∈ R
n , w ∈ R

m , u ∈ R
q , z ∈ R

r , y ∈ R
s and ψ ∈ C([−h̄, 0],Rn) are the

state of the system, the exogenous input, the known input, the output to estimate,
the measured output and the functional initial condition, respectively. The delay and
parameter vectors belong to Hμ,h̄ and Pν , respectively. The matrices C and T are
assumed to be full row rank and parameter-independent. The main reason for this
restrictive choice is that, when they are parameter-dependent, exact observation is

© Springer-Verlag Berlin Heidelberg 2015
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only possible if the observer matrices also depend on the parameter derivatives, which
are usually unknown. For similar reasons, the measured output is restricted to be a
function of x(t) to avoid the presence of the delay-derivative (when y(t) depends on
x(t − h(t))) or the presence of the derivative of w(t) (when y(t) depends on w(t)).
Note, however, that by appropriately filtering the measured output of a system, we
can always bring back the considered model into the form (7.1).

Two types of observers are considered in this section. The first one is the class of
observers with memory which implement a delayed term in their dynamical model.
Whenever the delay is identical to the one involved in the system, the observer is
said to be with exact memory. When it is different, but at a certain distance of the
one in the model of the system, the observer is said to be with approximate memory.
In the latter case, the delay implementation error makes the design slightly more
involved since the observer has to be robust with respect to its own implementation,
this property is called resilience or non-fragility in the literature; see e.g. [1–4].

The second type of observers considered in this section is the class of memoryless
observers. This class of observers does not consider any delayed term in its model.

7.1.1 Observer with Exact Memory

Let us consider first the case of observers with exact memory, i.e. the delay in the
observer is the same as the one in the system. In this case, a suitable observer structure
may be defined as

ξ̇(t) =M0(ρ(t))ξ(t)+ Mh(ρ(t))ξ(t − h(t))+ S(ρ(t))u(t)

+ N0(ρ(t))y(t)+ Nh(ρ(t))y(t − h(t))

ξ(s) =ψξ(s), s ∈ [−h̄, 0
]

ẑ(t) = ξ(t)+ H y(t) (7.2)

where ξ ∈ R
r , ψξ ∈ C([−h̄, 0],Rr ) and ẑ ∈ R

r are the state of the observer, the
functional initial condition and the estimate of the system output z, respectively.
Such an observer can be viewed as the generalization of the observer for time-delay
considered in [5].

Our objective consists of finding an observer of the form (7.2) for system (7.1)
which

1. makes the observation error e(t) := z(t)− ẑ(t) asymptotically stable; and
2. ensures that the L2-gain of the transfer w→ e is less than γ > 0.

Before being able to provide explicit synthesis conditions for such an observer,
several intermediary results have to be stated first. The first one concerns the decou-
pling of the error dynamics from the other signals involved in the system:



7.1 Observation of LPV Time-Delay Systems 267

Proposition 7.1.1 ([6]) Assume that there exist matrix functions M0,Mh :
Δρ → R

r×r , N0, Nh : Δρ → R
r×s and a matrix H ∈ R

r×s such that the
nonlinear matrix equalities

T A(ρ)− M0(ρ)(T − HC)− N0(ρ)C − HC A(ρ) = 0 (7.3a)

T Ah(ρ)− Mh(ρ)(T − HC)− Nh(ρ)C − HC Ah(ρ) = 0 (7.3b)

S(ρ)− (T − HC)B(ρ) = 0 (7.3c)

hold for all ρ ∈ Δρ. Then, the dynamical model of the observation error writes

ė(t) = M0(ρ)e(t)+ Mh(ρ)e(t − h(t))+ (T − HC)E(ρ(t))w(t). (7.4)

Proof The observation error e(t) = z(t) − ẑ(t) defined above is governed by the
following differential equation:

ė(t) = ż(t)− ˙̂z(t)
=M0(ρ(t))e(t)+ Mh(ρ(t))e(t − h(t))+ F E(ρ(t))w(t)

+ (T A(ρ(t))− M0(ρ(t))F − N0(ρ(t))C − HC A(ρ(t)))x(t)

+ (T Ah(ρ(t))− Mh(ρ(t))F − Nh(ρ(t))C − HC Ah(ρ(t)))x(t − h(t))

+ (F B(ρ(t))− S(ρ(t)))u(t) (7.5)

where F = T − HC . Assuming that the matrix equalities (7.3a), (7.3b), (7.3c) are
satisfied, we obtain the model (7.4). �

The algebraic conditions (7.3a), (7.3b), (7.3c) are decoupling conditions of the dy-
namics of the error from the other signals. If, for instance, the condition (7.3a) is not
satisfied, then the observation error will depend on the state of the system which will
prevent the observation error from converging to 0 when the inputs to the system are
nonzero.

The next result concerns the existence of observer matrices such that the matrix
equalities (7.3a), (7.3b), (7.3c) are satisfied.

Lemma 7.1.2 ([6]) There exist matrix functions M0,Mh : Δρ → R
r×r ,

N0, Nh : Δρ → R
r×s such that the equalities (7.3a), (7.3b), (7.3c) hold if

and only if one of the following equivalent statements holds:
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1. The constant matrix H ∈ R
r×s is such that the equality

[ϕ(ρ)− Hψ(ρ)]
[
I − φ+φ] = 0 (7.6)

holds for all ρ ∈ Δρ where

ψ(ρ) = [
C A(ρ) C Ah(ρ)

]
, ϕ(ρ) = [

T A(ρ) T Ah(ρ)
]

(7.7)

and

φ =

⎡

⎢
⎢
⎣

T 0
0 T
C 0
0 C

⎤

⎥
⎥
⎦ . (7.8)

2. The constant matrix H ∈ R
r×s is such that the equality

rank

[
φ

ϕ(ρ)− Hψ(ρ)

]
= rank [φ] (7.9)

holds for all ρ ∈ Δρ with the matrices defined above.

Proof The condition (7.3c) is trivially satisfied and does not need to be considered
further. The conditions (7.3a) and (7.3b) are more involved. The first step consists
of rewriting them into the compact form

O(ρ)φ = ϕ(ρ)− Hψ(ρ) (7.10)

where the matrix O(ρ) is defined as

O(ρ) = [
M0(ρ) Mh(ρ) K0(ρ) Kh(ρ)

]
(7.11)

and K0(ρ) = N0(ρ)−M0(ρ)H , Kh(ρ) = Nh(ρ)−Mh(ρ)H . Note that this bijective
change of variables linearizes the equations. According to [7, 8], there exist solutions
to such an equation if and only if (7.6) holds for some H ∈ R

r×s and for all ρ ∈ Δρ.
The rank condition (7.9) is obtained by equivalence with (7.6). �

From the above result we can see that when the matrix φ is full column rank,
then we have I − φ+φ = 0 and the equality (7.6) holds for any H ∈ R

r×s . Since
φ ∈ R

2(r+s)×2n , a necessary condition for being full column rank is that r + s ≥ n,
i.e. dim(z) + dim(y) ≥ dim(x). As an example, if a full-order observer is sought,
then r = n, T = In and φ is automatically full-column rank. When the matrix φ is
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such that I − φ+φ �= 0, then the matrix H ∈ R
r×s must be chosen such that one of

the statements of Lemma 7.1.2 is satisfied.
One of the benefits of the observer matrices existence results above lies in the fact

that they can be used to derive the set of all solutions to the matrix equations (7.3).
This is stated below:

Proposition 7.1.3 ([6]) Assume that the conditions of Lemma 7.1.2 are ful-
filled, then, for all L : Δρ→ R

r×2(r+s), the matrices

M0(ρ) = [Θ0(ρ)− HΘH (ρ)− L(ρ)Ξ ]Δ1

Mh(ρ) = [Θ0(ρ)− HΘH (ρ)− L(ρ)Ξ ]Δ2

N0(ρ) = [Θ0(ρ)− HΘH (ρ)− L(ρ)Ξ ]Δ3 + M0(ρ)H

Nh(ρ) = [Θ0(ρ)− HΘH (ρ)− L(ρ)Ξ ]Δ4 + Mh(ρ)H

S(ρ) =F B(ρ) (7.12)

where F = T − HC, Ξ = (I − φφ+), Θ0(ρ) = T
[
A(ρ) Ah(ρ)

]
, ΘH (ρ) =

C
[
A(ρ) Ah(ρ)

]
and

Δ1 =

⎡

⎢
⎢
⎣

Ir

0
0
0

⎤

⎥
⎥
⎦ , Δ2 =

⎡

⎢
⎢
⎣

0
Ir

0
0

⎤

⎥
⎥
⎦ , Δ3 =

⎡

⎢
⎢
⎣

0
0
Is

0

⎤

⎥
⎥
⎦ , Δ4 =

⎡

⎢
⎢
⎣

0
0
0
Is

⎤

⎥
⎥
⎦

solve the matrix equations (7.3).

Proof Assuming that Eq. (7.6) is satisfied, then the set of all solutions to Eq. (7.10)
is parameterized as [8]:

Os(ρ) = [ϕ(ρ)− Hψ(ρ)]φ+ − L(ρ)(I − φφ+) (7.13)

where L : Δρ → R
r×2(r+s) is arbitrary. With O(ρ) = Os(ρ), the conditions (7.3a)

and (7.3b) hold, and the result follows. �

Now that even if all the observer matrices that satisfy the conditions of Propo-
sition 7.1.1 have been explicitly parametrized in terms of H and L(ρ), it remains
to find suitable values for them, that is, values for which the observation error is
asymptotically stable. To this aim, first note that the dynamical model of the error
writes:

ė(t) = [Θ0(ρ(t))− HΘH (ρ(t))− L(ρ(t))Ξ ]Δ1e(t)

+ [Θ0(ρ(t))− HΘH (ρ(t))− L(ρ(t))Ξ ]Δ2e(t − h(t))

+ F E(ρ(t))w(t) (7.14)
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where L : Δρ → R
r×2(r+s) is arbitrary. Note that, whenever H ∈ R

r×s can be
chosen such that (T − HC)E(ρ) = 0 and (7.14) is asymptotically stable, then the
observation error will be decoupled from the exogenous input. In such a case, it is
clear that the L2-gain of the transfer of w to e will be equal to 0.

The following result provides a way for computing suitable matrices L(ρ) and
H such that the observation error is asymptotically stable. It assumed below that
the matrix H is a free variable that has not been assigned to any specific value in
Lemma 7.1.2.

Theorem 7.1.4 ([6]) Assume that there exist a continuously differentiable ma-
trix function P : Δρ→ S

r�0, a matrix function L̄ : Δρ→ R
r×(2r+2s), constant

matrices Q, R ∈ S
r�0, X ∈ R

r×r , H̄ ∈ R
r×r and a positive scalar γ such that

the LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] Σ12 Σ13 Σ14 0 XT h̄ R
� Σ22 R 0 Ir 0 0
� � Σ33 0 0 0 0
� � � −γ Im 0 0 0
� � � � −γ Ir 0 0
� � � � � −P(ρ) −h̄ R
� � � � � � −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (7.15)

holds for all (ρ, ν) ∈ Δρ × Vν where

Σ12 = XTΘ0(ρ)Δ1 − H̄ΘH (ρ)Δ1 − L̄(ρ)ΞΔ1

Σ13 = XTΘ0(ρ)Δ2 − H̄ΘH (ρ)Δ2 − L̄(ρ)ΞΔ2

Σ14 =
(
XTT − H̄C

)
E(ρ)

Σ22 =∑
i
∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R

Σ33 = −(1− μ)Q − R.

(7.16)

Then, there exists an r-order observer of the form (7.2) for system (7.1) such
that, for all (ρ, h) ∈ Pν × Hμ,h̄ , the observation error is asymptotically
stable and the L2-gain of the transferw→ e is less than γ. Moreover, such an
observer is given by the matrices in Proposition 7.1.3 where L(ρ) = X−T L̄(ρ)
and H = X−T H̄ .

Proof The proof is based on the substitution of the observer model (7.14) into
the stability condition (6.30). The LMI (7.15) is then obtained by setting X as
parameter-independent (since H is parameter-independent) and by considering the
linearizing change of variables H̄ = XT H , L̄(ρ) = XT L(ρ). �

In the case H has been assigned a specific values so that the conditions of Lemma
7.1.2 are satisfied, the above result can be adapted by simply changing H̄ into XT H .
Note that, in this case, the matrix X can be made parameter-dependent.

http://dx.doi.org/10.1007/978-3-662-44050-6_6
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7.1.2 Examples

7.1.2.1 Design of Full-Order Observers with Exact Memory

Let us consider the following system adapted from [9]:

ẋ(t) = A(ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))+ E(ρ(t))w(t)+ B(ρ(t))u(t)
y(t) = [

1 0
]

x(t)
z(t) = x(t)

(7.17)

where

A(ρ) =
[

0 1+ 0.2ρ
−2 − 3+ 0.1ρ

]
, E(ρ) =

[−0.2
−0.2

]
, (7.18)

Ah(ρ) =
[

0.2ρ 0.1
−0.2+ 0.1ρ − 0.3

]
, B(ρ) =

[
1+ ρ
2+ ρ

]
. (7.19)

The parameter and delay are assumed to verify ρ(t) ∈ [−1, 1], ρ̇(t) ∈ [−1, 1],
h(t) ∈ [0, h̄] and ḣ(t) ≤ μ < 1 for all t ≥ 0. In the present case, the matrix φ in
Lemma 7.1.2 is full-column rank, thus H is arbitrary. Since the system is affine in
the parameter, we choose the following polynomial structure for the decision matrix
functions

L(ρ) = L2ρ
2 + L1ρ+ L0,

P(ρ) = P0 + P1ρ+ P2ρ
2/2.

(7.20)

and, using Theorem 7.1.4 with a constant delay h̄ = 2, we find that the minimal γ
that can be achieved with this result is γ∗ = 1.36 · 10−4 along with the observer
matrices

M0(ρ) =
[−4.4439 0

0 −0.1ρ− 4

]
, H =

[
1
1

]
, S(ρ) =

[
0
1

]
,

Mh(ρ) =
[

0 0
0 −0.4

]
, Nh(ρ) =

[
0

−0.1ρ− 0.6

]
, N0(ρ) =

[
0

−0.1ρ− 6

]
.

It is interesting to note that we have (T −HC)E(ρ) = 0 for all ρ ∈ Δρ and hence
we have full decoupling between the disturbance w and the observation error e. It is
thus expected to have perfect observation for this example.
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Fig. 7.1 Time evolution of the parameter ρ (top), the known input u (center) and the disturbance
w (bottom) for Examples 1 and 2
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Fig. 7.2 Full-order observer with memory: Observation of the first state of the system (7.17), (7.18)

For simulation purposes, the constant delay is set to h(t) = 2, t ∈ R≥0, the
parameter is chosen as ρ(t) = sin(t), the known input u(t) = sin(10t) is applied at
t = 6 seconds and the step disturbance w(t) of amplitude 10 is applied at t = 15
seconds; see Fig. 7.1. The state trajectories and their respective estimated values
are depicted in Figs. 7.2 and 7.3. We can clearly observe that since e and w are
decoupled, the observation remains accurate even in the presence of a disturbance
of large amplitude.
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Fig. 7.3 Full-order observer with memory: Observation of the second state of the system (7.17),
(7.18)

7.1.2.2 Design of Reduced-Order Observer with Exact Memory

Let us consider now the system (7.17), (7.18) with the difference that the measured
and estimated outputs are now given by:

y(t) = [
0 1

]
x(t) and z(t) = [

1 0
]

x(t). (7.21)

So, the goal is to obtain a reduced-order observer estimating the first state from
the measurement of the second state. The matrix φ is again full-column rank, hence
H is also arbitrary in this case. Using Theorem 7.1.4 with h̄ = 2, we find a minimal
γ = 0.4126, showing that total decoupling does not seem to be possible using
the considered stability result. The observer matrices are, in this case, given by
H = −0.4567, M0(ρ) = −0.9133 and

Mh(ρ) = 0.2456ρ− 0.0913, N0(ρ) = 0.2456ρ+ 0.0471,

Nh(ρ) = − 0.1121ρ+ 0.0047, S(ρ) = 1.4566ρ+ 1.9133. (7.22)

The simulation results are depicted in Fig. 7.4 in the same environmental con-
ditions as in the first example. In this case, we can clearly see that the disturbance
affects the observation error.

7.1.2.3 Observation of a Milling Process

Let us consider the milling process of Sect. 6.2.1 which is described by the model

http://dx.doi.org/10.1007/978-3-662-44050-6_6
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Fig. 7.4 Reduced-order observer with memory: Observation of the first state of the system
(7.17)–(7.21)

ẋ(t) = (A0 + ρ(t)A1)x(t)+ (Ah0 + ρ(t)Ah1)x(t − h) (7.23)

where the delay h = π/ω is constant, ρ(t) = cos(2ωt +β) is the varying parameter,
β > 0 is a constant parameter and ω > 0 is the angular velocity. The system matrices
are given by [10]

A0 =

⎡

⎢
⎢
⎣

0 0 1 0
0 0 0 1

α(k) 10 0 0
5 −15 0 −0.25

⎤

⎥
⎥
⎦ , A0 =

⎡

⎢
⎢
⎣

0 0 0 0
0 0 0 0

0.5k 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦ ,

Ah0 =

⎡

⎢
⎢
⎣

0 0 0 0
0 0 0 0

0.1710k 10 0 0
0 0 0 0

⎤

⎥
⎥
⎦ , Ah1 =

⎡

⎢
⎢
⎣

0 0 0 0
0 0 0 0
−0.5k 0 0 0

0 0 0 0

⎤

⎥
⎥
⎦

(7.24)

where α(k) = −(10 + 0.1710k) and k > 0 is the cutting stiffness constant. We
assume that the displacements of the blade and the tool are measured (i.e. x1(t) and
x2(t) are measured) and that the entire state has to be estimated. Hence, we have

y(t) =
[

1 0 0 0
0 1 0 0

]
x(t) and z(t) = x(t). (7.25)

According to the discussion in [10] (see also Sect. 6.2.1), the parameter needs to
be considered as having unbounded derivative. We thus pick

P(ρ) = P0 and L(ρ) = L0 + L1ρ+ L2ρ
2. (7.26)

http://dx.doi.org/10.1007/978-3-662-44050-6_6
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Fig. 7.5 Actual (plain) and estimated (dashed) outputs for the milling process—State 1
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Fig. 7.6 Actual (plain) and estimated (dashed) outputs for the milling process—State 2

The observer is designed for h̄ = 1 (hence h ≤ h̄,ω ≥ π), k = 0.2. Sinceφ is full-
column rank, then H is arbitrary and the observer is designed using Theorem 7.1.4.
For simulation purposes, we pick ω = 10 rad/s and β = 7π/18. The simulation
results are depicted in Figs. 7.5, 7.6, 7.7 and 7.8 where we can see that the observer
is able to track the system state accurately.
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Fig. 7.7 Actual (plain) and estimated (dashed) outputs for the milling process—State 3
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Fig. 7.8 Actual (plain) and estimated (dashed) outputs for the milling process—State 4

7.1.3 Memoryless Observer

The observers designed in the previous section all assume a perfect knowledge of
the delay value. This is, in many cases, very unrealistic since it may be very difficult
to measure or estimate the delay value in real time. Memoryless observers can then
be used to circumvent this problem, but with a possible reduction of accuracy. This
accuracy deterioration will, however, be limited when the delayed part has a low
impact on the overall dynamics of the system.
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We thus consider the following observer structure:

ξ̇(t) = M(ρ)ξ(t)+ N (ρ)y(t)+ S(ρ(t))u(t)
ẑ(t) = ξ(t)+ H y(t)

(7.27)

where ξ ∈ R
r is the state of the observer. We have the following result:

Proposition 7.1.5 Assume that there exist matrix functions M : Δρ→ R
r×r ,

N : Δρ → R
r×s and a matrix H ∈ R

r×s such that the nonlinear matrix
equalities

T A(ρ)− M(ρ)F − N (ρ)C − HC A(ρ) = 0 (7.28a)

S(ρ)− F B(ρ) = 0 (7.28b)

hold for all ρ ∈ Δρ where F = T−HC. Then, the dynamics of the observation
error reduces to

ė(t) = M(ρ(t))e(t)+ F Ah(ρ(t))x(t − h(t))+ F E(ρ(t))w(t). (7.29)

Note that, unlike in the exact memory case, the observation error cannot be made
independent of the state of the system unless H can be chosen such that (T −
HC)Ah(ρ) = 0 for all ρ ∈ Δρ. The following result is the memoryless counterpart
of Lemma 7.1.2:

Lemma 7.1.6 There exist matrix functions M : Δρ → R
n×n, N : Δρ →

R
r×s such that the equalities (7.28a) hold if and only if the constant matrix

H ∈ R
r×s is such that the equality

[T − HC]A(ρ) [I − φ+φ] = 0 (7.30)

holds for all ρ ∈ Δρ where

φ =
[

T
C

]
. (7.31)

The following result is the counterpart of Proposition 7.1.3:
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Proposition 7.1.7 Assume that the conditions of Lemma 7.1.6 are fulfilled,
then for all L : Δρ→ R

r×(r+s) the matrices

M(ρ) = [T A(ρ)− HC A(ρ)− L(ρ)Ξ ]Δ1
N (ρ) = [T A(ρ)− HC A(ρ)− L(ρ)Ξ ]Δ2 + M(ρ)H
S(ρ) = F B(ρ)

(7.32)

where F = T − HC, Ξ = (
I − φφ+)

,

Δ1 =
[

Ir

0

]
and Δ2 =

[
0
Is

]

solve the matrix equations (7.28a) and (7.28b).

Assuming now that w ∈ L2 and that the system to be observed is asymptotically
stable, then it is clear that x is also in L2. Let Dh be the delay operator defined in
(5.107). Then we have ||Dh(x)||L2 <∞ as well since ḣ(t) ≤ μ < 1. Thus, the term
x(t − h(t)) can be viewed as an L2 disturbance acting on the observation error.1

Hence, the model (7.29) can be rewritten as

ė(t) = M(ρ(t))e(t)+ F
[
Ah(ρ(t)) E(ρ(t))

]
w̃(t) (7.33)

where w̃(t) := col(x(t−h(t)), w(t)). We then apply the usual Bounded-Real Lemma
in order to design suitable M(ρ) and H such that the L2-gain of the transfer w̃→ e
is small. This result is stated below.

Theorem 7.1.8 Assume that there exist a continuously differentiable matrix
function P : Δρ → S

r�0, a matrix function L̄ : Δρ → R
r×(r+s), X ∈ R

r×r ,
H̄ ∈ R

r×r and scalars γ,σ > 0 such that the matrix inequality:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] P(ρ)+A(ρ) E(ρ) XT 0

� −σP(ρ)+∑
i
∂P(ρ)

∂ρi
νi 0 0 Ir

� � −γ In+m 0 0
� � � −P(ρ)/σ 0
� � � � −γ Ir

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0

holds for all (ρ, ν) ∈ Δρ × Vν where

1 Note, however, that it would be perhaps more relevant to consider x(t − h(t)) as a bounded
disturbance, i.e. x ∈ L∞.

http://dx.doi.org/10.1007/978-3-662-44050-6_5


7.1 Observation of LPV Time-Delay Systems 279

0 5 10 15 20 25 30
−4

−2

0

2

4

6

8

10

12

Time

Fig. 7.9 Full-order memoryless observer: Observation of the first state of the system (7.17), (7.18)

A(ρ) = XTΘ0(ρ)− H̄ΘH − L̄(ρ)Ξ
E(ρ) = (

XTT − H̄C
) [

Ah(ρ) E(ρ)
]
.

(7.34)

Then, there exists an r-order memoryless observer of the form (7.27) for system
(7.1) such that, for all (ρ, h) ∈ Pν × Hμ,h̄ , the dynamics of the error is
asymptotically stable and the L2-gain of the transfer w → e is less than γ.
Moreover, such an observer is given by the matrices of Proposition 7.1.7 where
L(ρ) = X−T L̄(ρ) and H = X−T H̄ .

Proof The proof is based on the use of Theorem 2.5.6 and the same changes of
variables as in the exact memory case. �

7.1.4 Examples

7.1.4.1 Full-Order Memoryless Observer Design

We consider back the system (7.17), (7.18), for which we design a memoryless
observer using Theorem 7.1.8. We obtain the minimal value γ = 0.1697 and the tra-
jectories depicted in Figs. 7.9 and 7.10. Not surprisingly, perfect tracking of the state
is not achievable anymore. Note, however, that the estimate is quite close to the
trajectory of the second state thanks to the small L2-gain.

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Fig. 7.10 Full-order memoryless observer: Observation of the second state of the system (7.17),
(7.18)
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Fig. 7.11 Reduced-order memoryless observer: Observation of the first state of the system

7.1.4.2 Reduced-Order Memoryless Observer Design

Use the same matrices as in (7.21), we get γ = 0.3872 together with the trajectory
depicted in Fig. 7.11. Interestingly, even though the observer is memoryless we get
a smaller γ and a better observation error than in the exact memory case. This is
certainly due to the conservatism of the result that is used to characterize stability of
LPV time-delay systems.
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7.2 Simple Observers for LPV Time-Delay Systems

We consider in this section a less general, yet useful enough, class of observers for
systems of the form

ẋ(t) = A(ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))+ B(ρ(t))u(t)+ E(ρ(t))w(t)
y(t) = Cy(ρ(t))x(t)+ Cyh(ρ(t))x(t − h(t))+ Fy(ρ(t))w(t)
x(θ) = ψ(θ), θ ∈ [−h̄, 0

] (7.35)

where x ∈ R
n , u ∈ R

m , w ∈ R
p, y ∈ R

q and ψ ∈ C([−h̄, 0],Rn) are the state
of the system, the known input, the exogenous input, the measured output and the
functional initial condition, respectively. The delay and parameter vectors belong to
Hμ,h̄ and Pν , respectively.

7.2.1 Observer with Exact-Memory

Let us consider, in this section, memoryless observers of the form

˙̂x(t) = A(ρ(t))x̂(t)+ B(ρ(t))u(t)+ L(ρ)(y(t)− ŷ(t))
ŷ(t) = Cy(ρ(t))x̂(t))− Cyh(ρ(t))x̂(t − h(t))
x̂(θ) = ψ̂(θ), θ ∈ [−h̄, 0]

(7.36)

where x̂ ∈ R
n and ψ̂ ∈ C([−h̄, 0],Rn) are the estimate of the state of the system and

the functional initial condition, respectively. The goal is therefore to find an observer
such that, for all (ρ, h) ∈Pν ×Hμ,h̄ ,

1. the observation error e := x − x̂ is asymptotically stable and
2. the L2-gain of the transfer w→ e is smaller than γ > 0.

We then have the following result:

Theorem 7.2.1 Assume that there exist a continuously differentiable matrix
function P : Δρ→ S

n�0, matrix functions L̄ : Δρ→ R
n×q , X : Δρ→ R

n×n,
constant matrices Q, R ∈ S

n�0 and a positive scalar γ such that the LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X (ρ)] Σ12(ρ) Σ13(ρ) Σ14(ρ) 0 X (ρ)T h̄ R
� Σ22(ρ, ν) R 0 In 0 0
� � Σ33 0 0 0 0
� � � −γ Ip 0 0 0
� � � � −γ In 0 0
� � � � � −P(ρ) −h̄ R
� � � � � � −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (7.37)
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holds for all (ρ, ν) ∈ Δρ × Vν where

Σ12(ρ) =X (ρ)T A(ρ)− L̄(ρ)Cy(ρ)+ P(ρ)

Σ13(ρ) =X (ρ)T Ah(ρ)− L̄(ρ)Cyh(ρ)

Σ14(ρ) =X (ρ)T E(ρ)− L̄(ρ)Fy(ρ)

Σ22(ρ, ν) =
∑

i

∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R

Σ33 =− (1− μ)Q − R. (7.38)

Then, there exists an observer with exact memory of the form (7.36) for sys-
tem (7.35) such that, for all (ρ, h) ∈ Pν ×Hμ,h̄ , the observation error is
asymptotically stable and the L2-gain of the transfer w → e is less than γ.
Moreover, the gain of the observer is given by

L(ρ) = X (ρ)−T L̄(ρ). (7.39)

Proof The dynamical expression of the observation error is given by

ė(t) =(A(ρ(t))− L(ρ(t))Cy(ρ(t)))e(t)

+ (Ah(ρ(t))− L(ρ(t))Cyh(ρ(t)))e(t − h(t))

+ (E(ρ(t)− L(ρ(t))Fy(ρ(t)))w(t). (7.40)

Substituting then the observation error model in the matrix inequality condition of
Theorem 6.3.2 and making the change of variables L̄(ρ) = X (ρ)T L(ρ) yield the
result. �

7.2.2 Memoryless Observer

Let us consider, in this section, memoryless observers of the form

˙̂x(t) = A(ρ(t))x̂(t)+ B(ρ(t))u(t)+ L(ρ)(y(t)− Cy(ρ(t))x̂(t))
x̂(θ) = ψ̂(θ), θ ∈ [−h̄, 0

] (7.41)

where x̂ ∈ R
n and ψ̂ ∈ C([−h̄, 0],Rn) are the estimate of the state of the system and

the functional initial condition, respectively. The goal is therefore to find an observer
such that, for all (ρ, h) ∈Pν ×Hμ,h̄ ,

1. the observation error e := x − x̂ is asymptotically stable and

http://dx.doi.org/10.1007/978-3-662-44050-6_6
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2. the L2-gain of the transfer (w, xh)→ e is smaller than γ > 0

where xh(t) := x(t − h(t)), t ≥ 0. As in Sect. 7.1.3 and unlike in the case of the
observer with exact memory, the delayed state of the system x(t − h(t)) acts on the
observation error as a disturbance input which we need to assume to be in L2, which
is equivalent to require that the system (7.35) be asymptotically stable. Even if this
assumption may seem restrictive at first sight, this is actually not the case since the
observer (7.41) cannot be used to observe unstable systems.

We then have the following result:

Theorem 7.2.2 Assume that the system (7.41) is asymptotically stable for all
(ρ, h) ∈Pν ×Hμ,h̄ . Assume further that there exist a continuously differen-

tiable matrix function P : Δρ→ S
n�0, a matrix function L̄ : Δρ→ R

n×q and
a scalar γ > 0 such that the matrix inequality:

⎡

⎢
⎢
⎣

Ξ11(ρ, ν) Ξ12(ρ) P(ρ)E(ρ) In

� −γ In 0 0
� � −γ Ip 0
� � � −γ In

⎤

⎥
⎥
⎦ ≺ 0

holds for all (ρ, ν) ∈ Δρ × Vν where

Ξ11(ρ, ν) =He[P(ρ)A(ρ)− L̄(ρ)Cy(ρ)] +
∑

i

∂P(ρ)

∂ρi
νi ,

Ξ12(ρ) =P(ρ)Ah(ρ)− L̄(ρ)Cyh(ρ). (7.42)

Then, there exists a memoryless observer of the form (7.41) for system (7.35)
such that, for all (ρ, h) ∈ Pν ×Hμ,h̄ , the dynamics of the error is asymp-
totically stable and the L2-gain of the transfer (w, xh) → e is less than γ.
Moreover, the gain of the observer is given by

L(ρ) = P(ρ)−1 L̄(ρ). (7.43)

Proof The dynamical model of the observation error is given by

ė(t) =(A(ρ(t))− L(ρ(t))Cy(ρ(t)))e(t)

+ (Ah(ρ(t))− L(ρ(t))Cyh(ρ(t)))x(t − h(t))

+ (E(ρ(t)− L(ρ(t))Fy(ρ(t)))w(t). (7.44)
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Since the observation error behaves as a non-delayed system, we use the bounded-
real lemma, i.e. Lemma 2.6.5, where the disturbance vector is set to be col(x(t −
h(t)), w(t)). Substituting then the above dynamical model of the observation error in
the matrix inequality condition of Lemma 2.6.5 and making the change of variables
L̄(ρ) = P(ρ)L(ρ) yield the result. �

7.3 Filtering of LPV Time-Delay Systems

In this section, we will be interested in filtering, which is another way for estimating
the state or more general any output of the system. This problem has been addressed
for instance in [9, 11–15].

Let us then consider the following uncertain LPV time-delay system

ẋ(t) = [
A(ρ(t))+ AΔ(ρ(t))

]
x(t)+ [

Ah(ρ(t))+ AΔh (ρ(t))
]

x(t − h(t))

+ [
E(ρ(t))+ EΔ(ρ(t))

]
w(t)

x(s) =ψ(s), s ∈ [−h̄, 0]
y(t) =

[
Cy(ρ(t))+ CΔ

y (ρ(t))
]

x(t)+
[
Cyh(ρ(t))+ CΔ

yh(ρ(t))
]

x(t − h(t))

+
[

Fy(ρ(t))+ FΔy (ρ(t))
]
w(t)

z(t) =C(ρ(t))x(t)+ Ch(ρ(t))x(t − h(t))+ F(ρ(t))w(t) (7.45)

where x ∈ R
n ,w ∈ R

m , y ∈ R
p and z ∈ R

q are the state of the system, the exogenous
inputs, the measured output and the output that has to be estimated, respectively. The
parameters and delay trajectories belong to Pν and Hμ,h̄ , respectively. The uncertain
part of the matrices of the system is assumed to be described as

[
AΔ(ρ) AΔh (ρ) EΔ(ρ)
CΔ

y (ρ) CΔ
yh(ρ) FΔy (ρ)

]
= H(ρ)ΔG(ρ) (7.46)

where

H(ρ) = diag(H0(ρ), H1(ρ))

G(ρ) =
[

G0(ρ) G1(ρ) G2(ρ)
G3(ρ) G4(ρ) G5(ρ)

]

and Δ is any constant or time-varying matrix belonging to the set

Δ :=
{
Δ ∈ R

δ×δ : ΔTΔ � I
}

(7.47)

http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_2
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where δ > 0 is the dimension of the uncertain matrix. The matrices Gi ’s and Hi ’s
are assumed to be known.

The objective of the filtering problem is to find a filter of the form

ẋF (t) = AF (ρ(t))xF (t)+ AFh(ρ(t))xF (t − h(t))+ BF (ρ(t))y(t)

xF (s) =ψF (s), s ∈ [−h̄, 0
]

ẑ(t) =CF (ρ(t))xF (t)+ CFh(ρ(t))xF (t − h(t))+ DF (ρ(t))y(t) (7.48)

such that the L2-gain of the transfer w→ z − ẑ is less than γ for all Δ : R≥0 → Δ

and for some γ > 0.

7.3.1 Filter with Exact Memory

The first step towards the derivation of synthesis conditions consists of constructing
the extended system:

ẋa(t) = Ā(ρ(t))xa(t)+ Āh(ρ(t))xa(t − h(t))+ Ē(ρ(t))w(t)
ze(t) = C̄(ρ(t))xa(t)+ C̄h(ρ(t))xa(t − h(t))+ F̄(ρ(t))w(t) (7.49)

where xa(t) := col(x(t), e(t)), e(t) = x(t)− xF (t), ze(t) := z(t)− ẑ(t) and

Ā(ρ) =
[

A(ρ)+ AΔ(ρ) 0

A(ρ)+ AΔ(ρ)− BF (ρ)
(

Cy(ρ)+ CΔ
y (ρ)

)
− AF (ρ) AF (ρ)

]

Āh(ρ) =
[

Ah(ρ)+ AΔh (ρ) 0

Ah(ρ)+ AΔh (ρ)− BF (ρ)
(

Cyh(ρ)+ CΔ
yh(ρ)

)
− AFh(ρ) AFh(ρ)

]

Ē =
[

E(ρ)+ EΔ(ρ)

E(ρ)+ EΔ(ρ)− BF (ρ)
(

Fy(ρ)+ FΔy (ρ)
)
]

C̄ =
[
C(ρ)− DF (ρ)

(
Cy(ρ)+ CΔ

y (ρ)
)
− CF (ρ) CF (ρ)

]

C̄h(ρ) =
[
Ch(ρ)− DF (ρ)

(
Cyh(ρ)+ CΔ

yh(ρ)
)
− CFh(ρ) CFh(ρ)

]

F̄(ρ) = F(ρ)− DF (ρ)
(

Fy(ρ)+ FΔy (ρ)
)
.
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The following result provides sufficient constructive conditions for a filter with
exact memory of the form (7.48):

Theorem 7.3.1 ([15]) Assume that there exist matrix functions X1, X2, X3 :
Δ→ R

n×n, a differentiable matrix function P : Δρ→ S
2n�0, constant matrices

Q, R ∈ S
2n�0, matrix functions ÃF : Δρ → R

n×n, ÃFh : Δρ → R
n×n, B̃F :

Δρ→ R
n×p, CF : Δρ→ R

q×n, CFh : Δρ→ R
q×n, DF : Δρ→ R

q×p and
scalars γ, ε > 0 such that LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

He[X (ρ)] Θ12 Θ13 Θ14 0 −X (ρ)T h̄ R Θ18
� Θ22 Θ23 Θ24 Θ25 0 0 0
� � Θ33 Θ34 Θ35 0 0 0
� � � Θ44 Θ45 0 0 0
� � � � −γ Iq 0 0 Θ58

� � � � � −P(ρ) −h̄ R 0
� � � � � � −R 0
� � � � � � � −εI

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (7.50)

holds for all (ρ, ν) ∈ Δρ × Vν where X13 = X1 + X3, X23 = X2 + X3,
Θ45 = (F−DF Fy)

T,Θ58 =
[
0 −DF H1

]
,Θ44 = −γ Im+ε(GT

2 G2+GT
5 G5),

Θ35 =
[
Ch − DF Cyh − CFhCFh

]T
, Θ25 =

[
C − DF Cy − CF CF

]T
,

X (ρ) =
[

X1(ρ) X2(ρ)
X3(ρ) X3(ρ)

]
,

Θ22 =
∑

i

∂P

∂ρi
νi − P(ρ)+ Q − R + ε

[
GT

0 G0 + GT
3 G3 0

0 0

]
,

Θ12 = P +
[

XT
13 A − B̃F Cy − ÃF ÃF

XT
23 A − B̃F Cy − ÃF ÃF

]
, Θ14 =

[
XT

13 E − B̃F Fy

XT
23 E − B̃F Fy

]

Θ13 =
[

XT
13 Ah − B̃F Cyh − ÃFh ÃFh

XT
23 Ah − B̃F Cyh − ÃFh ÃFh

]
, Θ18 =

[
XT

13 H0 − B̃F H1

XT
23 H0 − B̃F H1

]

Θ23 = R + ε
[

GT
0 G1 + GT

3 G4 0
0 0

]
, Θ24 = ε

⎡

⎣
GT

0 G2 + GT
3 G5

0

⎤

⎦



7.3 Filtering of LPV Time-Delay Systems 287

Θ33s = −(1− μ)Q − R + ε
[

GT
1 G1 + GT

4 G4 0
0 0

]
,

Θ34 = ε
⎡

⎣
GT

1 G2 + GT
4 G5

0

⎤

⎦ .

Then, the filter with exact memory (7.48) with the matrices given by

AF (ρ) = X3(ρ)
−T ÃF (ρ), AFh(ρ) = X3(ρ)

−T ÃFh(ρ)

and BF (ρ) = X3(ρ)
−T B̃F (ρ)

ensures that the L2-gain of the transfer w → z − ẑ is less than γ for all
(ρ, h,Δ) ∈Pν ×Hμ,h̄ ×Δ.

Proof The proof is based on the substitution of the extended system (7.49) into
the stability condition (6.30). The changes of variables ÃF (ρ) = X3(ρ)

T AF (ρ),
ÃFh(ρ) = X3(ρ)

T AFh(ρ) and B̃F (ρ) = X3(ρ)
T BF (ρ) yields an LMI of the form

Ψ + UTΔV + VTΔTU ≺ 0 (7.51)

for someΨ,U ,V and whereΔ ∈ Δ. Applying then Petersen’s Lemma (see Appendix
C.10) we get the inequality

Ψ + ε−1UTU + εVTV ≺ 0 (7.52)

for some ε > 0. A Schur complement finally yields the result. �

7.3.2 Memoryless Filter

A memoryless filter can be simply designed by setting the matrices AFh and CFh to
0 in the filter model. This leads to the following corollary:

http://dx.doi.org/10.1007/978-3-662-44050-6_6
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Fig. 7.12 Evolution of the worst case L2 gain for the filter with memory (dashed) and the memo-
ryless filter (plain) from Theorem 7.3.1—Nominal case

Corollary 7.3.2 ([15]) Assume that there exist matrix functions X1, X2, X3 :
Δ→ R

n×n, a differentiable matrix function P : Δρ→ S
2n�0, constant matrices

Q, R ∈ S
2n�0, matrix functions ÃF : Δρ → R

n×n, B̃F : Δρ → R
n×p,

CF : Δρ → R
q×n, DF : Δρ → R

q×p and scalars γ, ε > 0 such that LMI
(7.50) holds for all (ρ, ν) ∈ Δρ × Vν with ÃFh = C̃Fh = 0.
Then, the memoryless filter (7.48) with the matrices given by AFh = CFh = 0,

AF (ρ) = X3(ρ)
−T ÃF (ρ) and BF (ρ) = X3(ρ)

−T B̃F (ρ)

ensures that the L2-gain of the transfer w → z − ẑ is less than γ for all
(ρ, h,Δ) ∈Pν ×Hμ,h̄ ×Δ.

7.3.3 Examples

Consider the following LPV time-delay system taken from [9]:

ẋ(t) =
[

0 1+ 0.2ρ(t)
−2 −3+ 0.1ρ(t)

]
x(t)+

[
0.2ρ(t) 0.1

−0.2+ 0.1ρ(t) −0.3

]
x(t − h(t))

+
[−0.2
−0.2

]
w(t)

z(t) =
[

0.3 1.5
−0.45 0.75

]
x(t)+

[
0.5ρ(t)
−0.5

]
w(t)
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Fig. 7.13 Evolution of the worst case L2 gain for the filter with memory (dashed) and the memo-
ryless filter (plain) from Theorem 7.3.1—Robust case
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Fig. 7.14 Parameter and disturbance trajectories

y(t) =
[

0 1
0.5 0

]
x(t)+

[
0

1+ 0.1ρ(t)

]
w(t) (7.53)

where ρ(t) ∈ [−1, 1] and ρ̇(t) ∈ [−1, 1]. We also consider the following matrices
driving the uncertain parameters H0 = H1 = 0.1I2, G0 = G1 = G3 = G4 = I2

and G2 = G5 =
[
1 1

]T.
In view of applying Theorem 7.3.1, all the parameter-dependent variables are

expressed over the basis {1, ρ}. Using Theorem 7.3.1, the evolution of the worst-case
performance level γ as a function of the maximal constant delay h̄ is depicted in
Figs. 7.12 and 7.13 for the nominal and uncertain cases, respectively.
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Fig. 7.15 Trajectories of z1 and ẑ1 using a filter with exact memory
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Fig. 7.16 Trajectories of z2 and ẑ2 using a filter with exact memory

For simulation purposes, we consider a constant delay h̄ = 4.5. The parameter and
disturbance trajectories are depicted in Fig. 7.14. We obtain the trajectories depicted
in Figs. 7.15 and 7.16 the case of a filter with memory. We can see that the filter is
able to track quite accurately the output z.
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Chapter 8
Control of LPV Time-Delay Systems

Control! Control! You must learn control !
Master Yoda

Abstract This chapter pertains of the control of linear parameter-varying time-delay
systems in the framework of parameter-dependent differential equations and
Lyapunov-Krasovskii functionals. State-feedback and output-feedback controllers
are considered both in the memoryless and with-memory cases. Controllers with
approximate memory, which implement a different delay than the one in the system,
are also introduced and shown to generalize the concepts of memoryless controllers
and controllers with exact memory. Some examples with simulations are given for
illustration.

8.1 State-Feedback Controllers

Let us consider the following class of LPV time-delay systems

ẋ(t) = A(ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))+ B(ρ(t))u(t)+ E(ρ(t))w(t)

z(t) = C(ρ(t))x(t)+ Ch(ρ(t))x(t − h(t))+ D(ρ(t))u(t)+ F(ρ(t))w(t)

x(s) = φx (s), s ∈ [−h̄, 0]
(8.1)

where x ∈ R
n , u ∈ R

m , w ∈ R
p, z ∈ R

q , ψx ∈ C([−h̄, 0],Rn) are the state of the
system, the control input, the exogenous input, the controlled output and the initial
condition, respectively. As in the previous chapter, the delay and the parameter vector
are assumed to belong to Hμ,h̄ and Pν , respectively.

© Springer-Verlag Berlin Heidelberg 2015
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In the following, we will be interested in the design of three different types of
gain-scheduled state-feedback controllers. Namely:

1. Memoryless state-feedback controllers:

u(t) = K (ρ(t))x(t). (8.2)

2. State-feedback controllers with exact memory:

u(t) = K (ρ(t))x(t)+ Kh(ρ(t))x(t − h(t)). (8.3)

3. State-feedback controllers with approximate memory:

u(t) = K (ρ(t))x(t)+ Kd(ρ(t))x(t − d(t)), d ∈ Dδ (8.4)

where

Dδ :=
{

d : R≥0 → R≥0 : |d(t)− h(t)| ≤ δ, h ∈Hμ,h̄, t ≥ 0
}
. (8.5)

As for observers and filters, the state-feedback controller with memory should
improve over the memoryless one since the delay information is considered. However,
knowing the delay in real time may not be possible and controllers with approximate
memory are more realistic since they relax the constraint of exact delay knowledge.
Note that estimating the delay or measuring it exactly is not an easy task; see e.g.
[1–4]. In this regard, controllers with approximate memory can therefore be seen
as a generalization of controllers with memory. It will also be emphasized later that
they encompass memoryless controllers in more subtle sense that by simply setting
Kd = 0, see e.g. [10].

8.1.1 Delay-Independent Stabilization—Generic Case

In this section, the goal is to design state-feedback controllers with exact memory of
the form (8.3) in such a way that the closed-loop system is delay-independent stable.
Memoryless controllers of the form (8.2) are recovered by simply setting Kh to 0.
The closed-loop system obtained from the interconnection of the system (8.1) and
the controller (8.3) is given by

ẋ(t) = Acl(ρ(t))x(t)+ Ahcl(ρ(t))xh(t)+ E(ρ(t))w(t)

z(t) = Ccl(ρ(t))x(t)+ Chcl(ρ(t))xh(t)+ F(ρ(t))w(t)
(8.6)

where

Acl(ρ) = A(ρ)+ B(ρ)K (ρ), Ahcl(ρ) = Ah(ρ)+ B(ρ)Kh(ρ),

Ccl(ρ) = C(ρ)+ D(ρ)K (ρ), Chcl(ρ) = Ch(ρ)+ D(ρ)Kh(ρ).
(8.7)
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We have the following result on delay-independent stabilization:

Theorem 8.1.1 Assume that there exist a continuously differentiable matrix
function X : �ρ → S

n�0, a constant matrix Q̃ ∈ S
n�0, matrix functions

Y,Yh : �ρ → R
m×n and a scalar γ > 0 such that the LMI

⎡

⎢
⎢
⎢
⎢
⎣

�11(ρ, ν) Ah(ρ)Q̃ + B(ρ) Yh(ρ) E(ρ) [C(ρ)+ D(ρ)Y (ρ)]T X (ρ)
	 −Q̃μ 0 [Ch(ρ)+ D(ρ)Yh(ρ)]T 0
	 	 −γ Ip F(ρ)T 0
	 	 	 −γ Iq 0
	 	 	 	 −Q̃

⎤

⎥
⎥
⎥
⎥
⎦
≺ 0

(8.8)
holds for all (ρ, ν) ∈ �ρ × Vν where Q̃μ = (1− μ)Q̃ and

�11(ρ, ν) = He[A(ρ)X (ρ)+ B(ρ)Y (ρ)] −
∑

i

∂X (ρ)

∂ρi
νi .

In such a case, a stabilizing state-feedback controller with exact memory is
given by (8.3) with gains

K (ρ) = Y (ρ)X−1 and Kh(ρ) = Yh(ρ)Q̃
−1. (8.9)

Moreover, the L2-gain of the transfer w → z of the closed-loop system (8.6)
is less than γ for all (h, ρ) ∈Hμ,∞ ×Pν .

Proof The proof is based on the delay-independent stability result of Sect. 5.6.1,
i.e. Theorem 5.6.1, extended to the LPV case. That is, we consider the following
Lyapunov-Krasovskii functional

V (xt , ρt ) = x(t)T P(ρ(t))x(t)+
t∫

t−h(t)

x(s)T Qx(s)ds. (8.10)

Differentiating the functional along the trajectories of the closed-loop system and
considering the supply-rate−w(t)Tw(t)+γ−1z(t)Tz(t) yields the matrix inequality

⎡

⎢
⎢
⎢
⎣

He[P(ρ)Acl(ρ)] + Ṗ(ρ(t)) P(ρ)Ahcl(ρ) P E(ρ) P(ρ)Ccl(ρ)

	 −(1− ḣ(t))Q 0 P(ρ)Chcl(ρ)

	 	 −γ Ip F(ρ)T

	 	 	 −γ Iq

⎤

⎥
⎥
⎥
⎦
≺ 0. (8.11)

http://dx.doi.org/10.1007/978-3-662-44050-6_5
http://dx.doi.org/10.1007/978-3-662-44050-6_5
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A congruence transformation with respect to diag(X (ρ), Q̃, Ip, Iq), X (ρ) :=
P(ρ)−1, Q̃ = Q−1, the change of variables Y (ρ) = K (ρ)X (ρ), Yh(ρ) =
Kh(ρ)Q̃ and a Schur complement yield the result. Again, we have used the

fact that for any differentiable matrix function Z(t), we have that
d

dt
Z(t)−1 =

−Z(t)−1
[

d

dt
Z(t)

]
Z(t)−1. �

8.1.2 Delay-Dependent Stabilization—Generic Case

Three types of controllers are considered in this section. First, conditions for delay-
dependent stabilization using memoryless and exact-memory controllers. The results
are then extended to the case of controllers with approximate memory.

8.1.2.1 Memoryless and Exact Memory State-Feedback Controllers

Let us first consider memoryless and exact memory controllers. We then have the
following stabilization result:

Theorem 8.1.2 ([13]) Assume that there exist a continuously differentiable
matrix function P : �ρ → S

n�0, constant matrices Q, R ∈ S
n�0, X ∈ R

n×n,
matrix functions Y,Yh : �ρ → R

m×n and a scalar γ > 0 such that the LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] �12 �13 E(ρ) 0 X h̄ R

	 �22 R 0 �24 0 0

	 	 �33 0 �34 0 0

	 	 	 −γ Ip F(ρ)T 0 0

	 	 	 	 −γ Iq 0 0

	 	 	 	 	 −P(ρ) −h̄ R

	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0

(8.12)

holds for all (ρ, ν) ∈ �ρ × Vν where

�12 = P(ρ)+ A(ρ)X + B(ρ)Y (ρ), �23 = Ah(ρ)X + B(ρ)Yh(ρ),

�22 =∑
i
∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R, �33 = −(1− μ)Q − R,

�24 = [C(ρ)X + D(ρ)Y (ρ)]T, �34 = [Ch(ρ)X + D(ρ)Yh(ρ)]T.
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In such a case, a stabilizing state-feedback controller with exact memory is
given by (8.3) with gains

K (ρ) = Y (ρ)X−1 and Kh(ρ) = Yh(ρ)X
−1. (8.13)

Moreover, the L2-gain of the transfer w→ z of the closed-loop system is less
than γ for all (h, ρ) ∈Hμ,h̄ ×Pν .

Proof Substitute first the closed-loop system (8.6) into the LMI (6.30). Set X to be
a constant matrix and, finally, perform a congruence transformation with respect to

diag(X−1, X−1, X−1, Ip+q , X−1, X−1).

We obtain the final result by making the following linearizing change of variables

X ← X−1, P(ρ)← X−T P(ρ)X−1, Q ← X−T Q X−1,

R ← X−T R X−1, Y (ρ)← K (ρ)X−1, Yh(ρ)← Kh(ρ)X−1.

The proof is complete. �

We have the following corollary for the design of memoryless controllers:

Corollary 8.1.3 ([13]) Assume that there exist a continuously differentiable
matrix function P : �ρ → S

n�0, constant matrices Q, R ∈ S
n�0, X ∈ R

n×n, a
matrix function Y : �ρ → R

m×n and a scalar γ > 0 such that the parameter
dependent LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] �12 �13 E(ρ) 0 X h̄ R

	 �22 R 0 �24 0 0

	 	 �33 0 �34 0 0

	 	 	 −γ Ip F(ρ)T 0 0

	 	 	 	 −γ Iq 0 0

	 	 	 	 	 −P(ρ) −h̄ R

	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (8.14)

holds for all (ρ, ν) ∈ �ρ × Vν where

�12 = P(ρ)+ A(ρ)X + B(ρ)Y (ρ), �23 = Ah(ρ)X,

�22 =∑
i
∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R, �33 = −(1− μ)Q − R,

�24 = [C(ρ)X + D(ρ)Y (ρ)]T, �34 = [Ch(ρ)X ]T.

http://dx.doi.org/10.1007/978-3-662-44050-6_6
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In such a case, a stabilizing memoryless state-feedback controller is given
by (8.2) with gain

K (ρ) = Y (ρ)X−1. (8.15)

Moreover, the L2-gain of the transfer w→ z of the closed-loop system is less
than γ for all (h, ρ) ∈Hμ,h̄ ×Pν .

8.1.2.2 State-Feedback Controllers with Approximate Memory

Let us consider now the state-feedback controller with approximate memory given
by (8.4). The closed-loop system given by the interconnection of the control law
(8.4) and system (8.1) is governed by the expressions:

ẋ(t) = Acl(ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))+ E(ρ(t))w(t)

+ B(ρ(t))Kh(ρ(t))x(t − d(t))

z(t) = Ccl(ρ(t))x(t)+ Ch(ρ(t))x(t − h(t))+ F(ρ(t))w(t)

+ D(ρ(t))Kh(ρ(t))x(t − d(t))

(8.16)

where

Acl(ρ) = A(ρ)+ B(ρ)K (ρ), Ccl(ρ) = C(ρ)+ D(ρ)K (ρ). (8.17)

The main difficulty in the stability analysis of the above system arises from the
fact that the delays d and h are not independent since d(t) evolves within a ball of
radius δ > 0 centered around h(t). A way for capturing this interdependence relies
on the use of operator-based model-transformations.

Proposition 8.1.4 ([17]) The operator � : L2 → L2 defined as

�(w)(t) = 1√
2δ

t−h(t)∫

t−d(t)

w(s)ds with (h, d) ∈Hμ,h̄ ×Dδ (8.18)

has L2-gain smaller than 1.

Proof Let us pose that d(t) = h(t)+ ε(t), then we have that

�(w)(t)T�(w)(t) = 1

2δ2

⎛

⎜
⎝

t−h(t)∫

t−h(t)−ε(t)
w(s)ds

⎞

⎟
⎠

T ⎛

⎜
⎝

t−h(t)∫

t−h(t)−ε(t)
w(s)ds

⎞

⎟
⎠
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≤ 1

2δ2 |ε(t)|
t−h(t)−min{0,ε(t)}∫

t−h(t)−max{0,ε(t)}
w(s)Tw(s)ds

≤ 1

2δ

t−h(t)−min{0,ε(t)}∫

t−h(t)−max{0,ε(t)}
w(s)Tw(s)ds

where the second inequality follows from Jensen’s inequality (see Sect. 5.6.7) and
the last one from the fact that |ε(t)| ≤ δ. The integral in the latter expression can be
decomposed as

t−h(t)−min{0,ε(t)}∫

t−h(t)max{0,ε(t)}
w(s)Tw(s)ds = I(ε(t))

t−h(t)∫

t−h(t)−ε(t)
w(s)Tw(s)ds

+ (1− I(ε(t)))
t−h(t)−ε(t)∫

t−h(t)

w(s)Tw(s)ds

≤ I(ε(t))
t−h(t)∫

t−h(t)−δ
w(s)Tw(s)ds

+ (1− I(ε(t)))
t−h(t)+δ∫

t−h(t)

w(s)Tw(s)ds

≤
t−h(t)∫

t−h(t)−δ
w(s)Tw(s)ds

+
t−h(t)+δ∫

t−h(t)

w(s)Tw(s)ds

≤
t−h(t)+δ∫

t−h(t)−δ
w(s)Tw(s)ds

where I(ε(t)) = 1 when ε(t) ≥ 0 and 0 otherwise. We then have now that

∞∫

0

�(w)(t)T�(w)(t)dt ≤ 1

2δ

∞∫

0

t−h(t)+δ∫

t−h(t)−δ
w(s)Tw(s)dsdt

http://dx.doi.org/10.1007/978-3-662-44050-6_5
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As in the proof of Proposition 5.7.2, since h(t) is differentiable and ḣ(t) < 1, we
can exchange the order of integration to get that

∞∫

0

�(w)(t)T�(w)(t)dt ≤
∞∫

0

w(s)Tw(s)ds.

The proof is complete. �

The following result provides a way for designing a stabilizing controller with
approximate memory of the form (8.4):

Theorem 8.1.5 ([17]) Assume that there a exist continuously differentiable
matrix function P : �ρ → S

n�0, matrix functions S : �ρ → S
n�0, Y,Yd :

�ρ → R
m×n, constant matrices Q, R ∈ S

n�0, X ∈ R
n×n and a scalar γ > 0

such that the parameter dependent LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] 12 13 14 E(ρ) 0 X S(ρ) h̄ R

	 22 R ζ δR 0 26 0 0 0

	 	 33 ζ δ33 0 36 0 0 0

	 	 	 44 0 45 0 0 0

	 	 	 	 −γ Ip F(ρ)T 0 0 0

	 	 	 	 	 −γ Iq 0 0 0

	 	 	 	 	 	 −P(ρ)−S(ρ)−h̄ R

	 	 	 	 	 	 	 −S(ρ) 0

	 	 	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (8.19)

holds for all (ρ, ν) ∈ �ρ × Vν with ζ = √2 and

12 = P(ρ)+ A(ρ)X + B(ρ)Y (ρ), 13 = Ah(ρ)X + B(ρ)Yd(ρ),

14 = ζ δAh(ρ)X, 22 =∑
i
∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R,

33 = −(1− μ)Q − R, 26 = (C(ρ)X + D(ρ)Y (ρ))T,

36 = (Ch(ρ)X + D(ρ)Yd(ρ))
T, 44 = ζ 2δ233 − S(ρ),

45 = ζ δCh(ρ)
T.

Then, the state-feedback control law with approximate memory (8.4) with
gains

K (ρ) = Y (ρ)X−1 and Kd(ρ) = Yd(ρ)X
−1 (8.20)

stabilizes the system (8.1) and the L2-gain of the transfer w → z of the
closed-loop system is less than γ for all (ρ, h, d) ∈Pν ×Hμ,h̄ ×Dδ .

http://dx.doi.org/10.1007/978-3-662-44050-6_5
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Proof Let us consider the Lyapunov-Krasovskii functional

V (xt ) = x(t)T P(ρ(t))x(t)+
t∫

t−h(t)

x(s)T Qx(s)ds

+ h̄

0∫

−h̄

t∫

t+θ
ẋ(s)T Rẋ(s)dsdθ. (8.21)

Note that the functional does not depend on the controller delay d. Computing the
derivative of the functional along the trajectory of the system (8.16) yields

V̇ ≤ XT
(
�(ρ, ρ̇)+ h̄2�(ρ)T R�(ρ)

)
X (8.22)

where X (t) = col(x(t), x(t − h(t)), x(t − d(t)), w(t)) and

�(ρ, ρ̇) =

⎡

⎢
⎢
⎢
⎣

�11 �12 �13 P(ρ)E(ρ)

	 −(1− μ)Q − R 0 0

	 	 0 0

	 	 	 0

⎤

⎥
⎥
⎥
⎦

where

�11 = He
[

Acl(ρ)
T P(ρ)

]
+
∑

i

∂P(ρ)

∂ρi
ρ̇i + Q − R,

�12 = P(ρ)Ah(ρ)+ R,

�13 = P(ρ)B(ρ)Kd(ρ),

�(ρ) = [
Acl(ρ) Ah(ρ) B(ρ)Kd(ρ) E(ρ)

]
.

Using now the relation

w0 = �(ẋ) = 1

ζ δ
[x(t − h(t))− x(t − d(t))] (8.23)

we can express X (t) as

X (t) =

⎡

⎢
⎢
⎣

I 0 0 0
0 I ζ δ I 0
0 I 0 0
0 0 0 I

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
M

⎡

⎢
⎢
⎣

x(t)
x(t − d(t))
w0(t)
w(t)

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
Y (t)

(8.24)
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and thus we get

V̇ ≤ Y (t)T MT
(
�(ρ, ρ̇)+ h̄2�(ρ)T R�(ρ)

)
MY (t). (8.25)

In order to consider the uncertain operator and characterize the L2-gain of the
transfer w→ z, we add the supply-rate

− wT
0 S(ρ)w0 + zT

0 S(ρ)z0 − γwTw + γ zTz (8.26)

to (8.25). Above, the signals w0 and z0 are defined as

z0(t) = ẋ(t), w0(t) = �(z0)(t). (8.27)

The matrix function S : �ρ → S
n�0 therefore plays the role of a parameter-dependent

D-scaling for considering the uncertain operator �; see Sect. 2.6.3. Applying the
same relaxation procedure as for Theorem 6.3.1, we get a matrix inequality that can
be linearized by first applying the congruence transformation

diag(X−1, X−1, X−1, X−1, Ip+q , X−1, X−1, X−1)

and by then performing the change of variables

X ← X−1, P(ρ)← X−T P(ρ)X−1,

Q ← X−T Q X−1, R ← X−T R X−1,

S(ρ) ← X−T S(ρ)X−1, Y (ρ) ← K (ρ)X−1,

Yd(ρ)← Kd(ρ)X−1.

(8.28)

The proof is complete. �

In the result above, the delay d(t)may have arbitrarily fast variation rate, leading
then to a high norm for the operator �. The norm of this operator can be, for instance,
reduced by assuming a differentiable delay d(t) such that ḋ(t) < 1. Considering it to
be constant, i.e. d(t) = d, for instance equal to h̄/2, could also be a solution. Note,
however, that in the latter case, h(t) and d(t) would be independent and thus there
would be no need for considering the operator Γ . Note that, in such a case, design
conditions could have been indeed directly derived from a Lyapunov-Krasovskii
functional of the form

V (xt ) = x(t)T P(ρ(t))x(t)+
t∫

t−h(t)

x(s)T Qx(s)ds +
t∫

t−d

x(s)T Qx(s)ds

+h̄

0∫

−h̄

t∫

t+θ
ẋ(s)T Rẋ(s)dsdθ + d

0∫

−d

∫ t

t+θ
ẋ(s)T Rẋ(s)dsdθ.

http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_6
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When the delay is exactly known, i.e. when δ = 0, then Theorem 8.1.5 reduces
to Theorem 8.1.2. This means that Theorem 8.1.5 encompasses the case of exact
memory. This is stated in the following result:

Proposition 8.1.6 ([17]) Assume δ = 0, then condition (8.19) is equivalent
to condition (8.12).

Proof The proof is only sketched since it relies on simple manipulations. By setting
first δ to 0 in condition (8.19), the 4th column/row reduces to a 0 column/row except
for the diagonal entry which is equal to−S(ρ). Since S(ρ) � 0, then this row/column
can be removed. Then, all we have to do is analyze the behavior of the LMI condition
with respect to the terms in S(ρ) located on the 8th row/column. A Schur complement
on the block (8, 8) yields the matrix inequality

ϒ1(ρ)+ ϒ2(ρ) ≺ 0

where ϒ1(ρ) is exactly the matrix in (8.12) and

ϒ2(ρ) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

S(ρ) 0 . . . 0 −S(ρ) 0
0 0 . . . 0 0 0
...

...
. . .

...
...

...

0 0 . . . 0 0 0
−S(ρ) 0 . . . 0 S(ρ) 0

0 0 . . . 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Since ϒ2(ρ) is positive semidefinite, then by choosing S(ρ) = S0 sufficiently
small, the condition (8.12) is retrieved. �

8.1.2.3 Example

Let us consider the LPV time-delay system (8.1) with matrices [5, 6]:

ẋ(t) =
[

0 1+ φρ(t)
−2 −3+ σρ(t)

]
x(t)+

[
φρ(t) 0.1

−0.2+ σρ(t) −0.3

]
x(t − h(t))

+
[

0.2
0.2

]
w(t)+

[
φρ(t)

0.1+ σρ(t)
]

u(t) (8.29)

z(t) =
[

0 10
0 0

]
x(t)+

[
0

0.1

]
u(t)

where φ = 0.2, σ = 0.1, ρ(t) := sin(t). In the following, the parameter dependent
matrices that have to be determined are considered to be quadratic in ρ.
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Design of a Memoryless Controller
Let us consider that h̄ = 10 and that μ = 0.9. Using Corollary 8.1.3, we obtain the
controller (8.2) with the matrix

K (ρ) =
[

0.5724− 6.3679ρ − 1.4898ρ2

−0.7141− 4.1617ρ − 0.8425ρ2

]T

(8.30)

which ensures that the L2-gain of the transfer w→ z is less that γ = 12.8799.

Design of a Controller with Exact Memory
Considering the same parameters as for the memoryless case, Theorem 8.1.2 yields
the controller matrices

K (ρ) =
[

1.0524− 2.8794ρ − 0.4854ρ2

−0.7731− 1.8859ρ + 0.1181ρ2

]T

Kh(ρ) =
[
−0.6909+ 0.5811ρ + 0.1122ρ2

−0.0835+ 0.3153ρ + 0.0689ρ2

]T
(8.31)

which ensures that the L2-gain of the transfer w→ z is less that γ = 4.1641. This
is a clear improvement over the memoryless controller.

For comparison purposes, the minimal achievable L2-gain for different values of
the maximal delay h̄ for both types of controllers are depicted in Figs. 8.1–8.4. It
is interesting to note that when h̄ ≤ 1, the controllers perform quite the same. The
effect of the delayed part in the controller starts to be visible when the maximal delay
becomes larger.

Fig. 8.1 Comparison of the minimal L2-gains for different maximal delays and controllers—Case
μ = 0
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Fig. 8.2 Comparison of the minimal L2-gains for different maximal delays and controllers—Case
μ = 0.5

Fig. 8.3 Comparison of the minimal L2-gains for different maximal delays and controllers—Case
μ = 0.9

Design of a Controller with Approximate Memory
Two remarkable values for δ deserve to be pointed out. The first one is δ = 0 since,
as stated in Proposition 8.1.6, we should recover the results of the exact memory
case. Theorem 8.1.5 with h̄ = 10, μ = 0.9 and δ = 0 yields the controller (8.4) with
the matrices
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Fig. 8.4 Comparison of the minimal L2-gains for different maximal delays and controllers—Case
μ = 0.99

K (ρ)|δ=0 =
[

1.0542− 2.8895ρ − 0.4827ρ2

−0.7714− 1.8912ρ + 0.1216ρ2

]T

Kd(ρ)|δ=0 =
[
−0.6885+ 0.5849ρ + 0.1116ρ2

−0.0817+ 0.3148ρ + 0.0667ρ2

]T
(8.32)

which ensures that the L2-gain of the transfer w → z is less that γ |δ=0 = 4.1658,
a value very close to the one obtained in the exact memory case. Note also that the
controller matrices are almost equal to the ones obtained in the exact memory case.

The second value for δ is δ = h̄ since, in this case, the variability of d(t) is equal
to the maximal delay value. Therefore, this is equivalent to say that h(t) is unknown.
Theorem 8.1.5 with h̄ = 10, μ = 0.9 and δ = 10 yields the controller (8.4) with the
matrices

K (ρ)|δ=10 =
[

0.4375− 6.3445ρ − 1.3576ρ2

−0.9547− 4.1173ρ − 0.6064ρ2

]T

Kd(ρ)|δ=10 =
[
−0.0160− 0.0003ρ + 0.0125ρ2

−0.0006− 0.0006ρ + 0.0010ρ2

]T
(8.33)

which ensures that L2-gain of the transfer w → z is less that γ |δ=10 = 13.1165, a
value very close to the one obtained in the memoryless case. More importantly, it is
interesting to point out that the norm of Kd is small, which reflects the poor knowledge
of h(t) and the poor confidence degree in the delayed part of the controller which
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Fig. 8.5 Evolution of the worst-case L2 gain of the closed-loop system with respect to maximal
delay uncertainty δ

result in the design of an almost memoryless controller. Note that the matrix K (ρ)
is also very close to the one obtained in the memoryless case.

These facts illustrate well that controllers with approximate memory can be con-
sidered as a general and unified formulation for memoryless controllers and con-
trollers with memory. The evolution of the minimal L2-gain for different values of
δ is depicted in Fig. 8.5.

8.1.3 Delay-Independent Stabilization—LFT Case

We illustrate in this section that design conditions for delay-independent stabilization
via gain-scheduled state-feedback controllers can be obtained in the LFT framework.
To do so, we first rewrite the system (8.1) as an LPV time-delay system in LFT-
form

ẋ(t) = Ax(t)+ Ah x(t − h(t))+ E0w0(t)+ E1w1(t)+ Bu(t)

z0(t) = C0x(t)+ C0h x(t − h(t))+ F00w0(t)+ F10w1(t)+ D0u(t)

z1(t) = C1x(t)+ C1h x(t − h(t))+ F11w1(t)+ F11w1(t)+ D1u(t)

w0(t) = Θ(ρ(t))z0(t)

(8.34)

where w0, z0 ∈ R
n0 are the signals involved in the scheduling channel. The matrix

�(ρ) is assumed to be a diagonal matrix depending linearly on the parameters, see
e.g. Sect. 3.5, and we consider parameter trajectories in P∞1 . The set of D-scalings

http://dx.doi.org/10.1007/978-3-662-44050-6_3
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associated with the structure of � is given by

D(�) =
{

L ∈ S
n0�0 : L1/2�(ρ) = �(ρ)L1/2, ρ ∈ [−1, 1]Np

}
(8.35)

where Np is the number of parameters and L1/2 is the unique positive square
root of L .

8.1.3.1 State-Feedback Controller with Exact Memory

Let us first address the case of gain-scheduled state-feedback controllers with exact
memory which take the form

[
u(t)
zc(t)

]
= K̄

⎡

⎣
x(t)

x(t − h(t))
wc(t)

⎤

⎦

wc(t) = �(ρ(t))zc(t)

(8.36)

where zc/wc is the scheduling channel of the controller. We then have the following
result:

Theorem 8.1.7 Assume that there exist matrices P̃, Q̃ ∈ S
n�0 and L1, L̃1 ∈

D(�) such that the LMIs

[
L1 I
	 L̃1

]
� 0

[−L1 0
	 −γ Ip

]
+
[

F00 F01
F10 F11

]T [L1 0
	 γ−1 Iq

] [
F00 F01
F10 F11

]
≺ 0

N T

⎛

⎝

⎡

⎣
He[AP̃] P̃CT

0 P̃CT
1

	 −L̃1 0
	 	 −γ Iq

⎤

⎦+ Z M ZT

⎞

⎠N ≺ 0

(8.37)

hold where

M =

⎡

⎢
⎢
⎣

1

1− μ Q̃ 0 0

	 L̃1 0
	 	 γ−1 Ip

⎤

⎥
⎥
⎦ , Z =

⎡

⎣
Ah E0 E1

C0h F00 F01
C1h F10 F11

⎤

⎦ (8.38)

and N is a basis of the null-space of the matrix
[
BT DT

0 DT
1

]
.

Then, there exists a gain-scheduled state-feedback controller of the form
(8.36) which stabilizes the system (8.34) and ensures that the L2-gain of the
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transfer w → z of the closed-loop system (8.34)–(8.36) is less than γ for all
(h, ρ) ∈Hμ,∞ ×P∞1 .

Proof The proof is based on the use of the Lyapunov-Krasovskii functional

V (xt ) = x(t)T Px(t)+
t∫

t−h(t)

x(s)T Qx(s)ds (8.39)

which serves the role of storage function. The following supply-rate combining the
scaled small-gain and the L2-performance

s(w, z) = −γwT
1w1 + γ−1zT

1 z1 −
[
w0
wc

]T

L

[
w0
wc

]
+
[

z0
zc

]T

L

[
z0
zc

]
(8.40)

is also considered with

L :=
[

L1 L2
	 L3

]
(8.41)

and L ∈ D(diag(�,�)). The derivative of the storage function is upper-bounded as
in Sect. 5.6.7, i.e. using Jensen’s inequality, and after adding the supply-rate, we get
the matrix inequality

ST

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 P 0 0 0 0
	 −(1− μ)Q 0 0 0 0 0 0 0 0
	 	 −L1 −L2 0 0 0 0 0 0
	 	 	 −L3 0 0 0 0 0 0
	 	 	 	 −γ Ip 0 0 0 0 0
	 	 	 	 	 0 0 0 0 0
	 	 	 	 	 	 Q 0 0 0
	 	 	 	 	 	 	 L1 L2 0
	 	 	 	 	 	 	 	 L3 0
	 	 	 	 	 	 	 	 	 γ−1 Iq

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

S ≺ 0

(8.42)
where

http://dx.doi.org/10.1007/978-3-662-44050-6_5
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S :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 I
A Ah E0 0 E1
I 0 0 0 0

C0 C0h F00 0 F01
0 0 0 0 0

C1 C1h F10 0 F11

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 0
0 0
0 0
0 0
B 0
0 0

D0 0
0 I

D1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

K̄

⎡

⎣
I 0 0 0 0
0 I 0 0 0
0 0 0 I 0

⎤

⎦ .

The rank of S is equal to 2n+ p+2n0 and the number of negative eigenvalues of the
central matrix in (8.42) is 2n + 2n0 + p. The dualijection lemma, i.e. Lemma 3.5.1,
can thus be applied. By doing so, we get the conditions of the theorem where we

have set P̃ = P−1, Q̃ = Q−1 and L̃ = L−1 =
[

L̃1 L̃2

	 L̃3

]
. �

The controller can be constructed following the same procedure as in the non-
delayed case; see Sect. 3.5. That is, we first construct the matrices L and L̃ and then
we solve for K̄ in the LMI (8.42). The controller can also be shown to be well-posed
using the same arguments as in Sect. 3.5.

8.1.3.2 Memoryless State-Feedback Controller

Let us consider now memoryless gain-scheduled state-feedback controllers of the
form

[
u(t)
zc(t)

]
= K̄

[
x(t)
wc(t)

]

wc(t) = �(ρ(t))zc(t).

(8.43)

We then have the following stabilization result:

Theorem 8.1.8 Assume that there exist matrices P̃, Q ∈ S
n�0 and L1, L̃1 ∈

D(�) such that the LMIs

http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
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[
L1 I

	 L̃1

]

� 0

⎡

⎢
⎣

−(1− μ)Q 0 0

	 −L1 0

	 	 −γ Ip

⎤

⎥
⎦+

⎡

⎢
⎢
⎣

CT
0h CT

1h

FT
00 FT

10

FT
01 FT

11

⎤

⎥
⎥
⎦

[
L1 0

	 γ−1 Iq

]
⎡

⎢
⎢
⎣

CT
0h CT

1h

FT
00 FT

10

FT
01 FT

11

⎤

⎥
⎥
⎦

T

≺ 0

[N 0
0 In

]T
[
M1 M2

	 −(1− μ)Q

][
N 0

0 In

]

≺ 0

(8.44)
hold where

M1 =
⎡

⎢
⎣

He[AP̃] P̃CT
0 P̃CT

1

	 −L̃1 0

	 	 −γ Iq

⎤

⎥
⎦+

⎡

⎣
E0 E1
F00 F01
F10 F11

⎤

⎦
[

L̃1 0
	 γ 1 Ip

]
⎡

⎣
E0 E1
F00 F01
F10 F11

⎤

⎦

T

M2 =
[
AT

h CT
0h CT

1h

]T

and N is a basis of the null-space of the matrix
[
BT DT

0 DT
1

]
.

Then, there exists a gain-scheduled state-feedback controller of the form
(8.43) which stabilizes the system (8.34) and ensures that the L2-gain of the
transfer w → z of the closed-loop system (8.34)–(8.43) is less than γ for all
(h, ρ) ∈Hμ,∞ ×P∞1 .

Proof The proof follows the same lines as the one of Theorem 8.1.7. �

The controller can be constructed following the same procedure as in the non-
delayed case; see Sect. 3.5. That is, we first construct the matrices L and L̃ and then
we solve for K̄ in the LMI (8.42). The controller can also be shown to be well-posed
using the same arguments as in Sect. 3.5.

8.1.4 Delay-Dependent Stabilization—LFT Case

We address in this section the problem of delay-dependent stabilization. Both mem-
oryless and exact memory gain-scheduled state-feedback controllers are considered.

http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
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8.1.4.1 State-Feedback Controller with Exact Memory

The following result is the delay-dependent counterpart of Theorem 8.1.7:

Theorem 8.1.9 Assume that there exist matrices P̃, R̃ ∈ S
n�0 and L1, L̃1 ∈

D(�) such that the LMIs

[
L1 I

	 L̃1

]

� 0

[
M1

1 M1
2

	 −h̄−2 R̃

]

≺ 0

[
N 0

0 In

]T [M2
1 M2

2
	 −h̄−2 R̃

] [N 0
0 In

]
≺ 0

(8.45)

hold where

M1
1 =

[
−L1 0

	 −γ Ip

]

+
[

F00 F01

F10 F11

]T [
L1 0

	 γ−1 Iq

][
F00 F01

F10 F11

]

≺ 0

M2
1 =

[
ET

0 ET
1

]T

M2
1 =

⎡

⎢
⎣

He[(A + Ah)P̃ CT
0 P̃ CT

1 P̃

	 L̃1 0

	 	 −γ Iq

⎤

⎥
⎦

+
⎡

⎣
Ah E0 E1

C0h F00 F01
C1h F10 F11

⎤

⎦

⎡

⎣
R̃ 0 0
	 L̃1 0
	 	 γ−1 Ip

⎤

⎦

⎡

⎣
Ah E0 E1

C0h F00 F01
C1h F10 F11

⎤

⎦

T

M2
2 =

[
P̃(A + Ah)

T P̃(C0 + C0h)
T P̃(C1 + C1h)

T
]T

(8.46)

and N is a basis of the null-space of the matrix
[
BT DT

0 DT
1

]
.

Then, there exists a gain-scheduled state-feedback controller of the form
(8.36) which stabilizes the system (8.34) and ensures that the L2-gain of the
transfer w → z of the closed-loop system (8.34)–(8.36) is less than γ for all
(h, ρ) ∈H∞,h̄ ×P∞1 .
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Proof The proof follows the same lines as the proof of Theorem 8.1.7 with the
difference that the following Lyapunov-Krasovskii functional (storage function) is
considered

V (xt ) = x(t)T Px(t)+ h̄

0∫

−h̄

t∫

t+θ
x(s)T Rx(s)dsdθ. (8.47)

Note that, in this case, we have

ST

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 P 0 0 0 0
	 −R 0 0 0 0 0 0 0 0
	 	 −L1 −L2 0 0 0 0 0 0
	 	 	 −L3 0 0 0 0 0 0
	 	 	 	 −γ Ip 0 0 0 0 0
	 	 	 	 	 0 0 0 0 0
	 	 	 	 	 	 h̄2 R 0 0 0
	 	 	 	 	 	 	 L1 L2 0
	 	 	 	 	 	 	 	 L3 0
	 	 	 	 	 	 	 	 	 γ−1 Iq

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

S ≺ 0 (8.48)

where

S :=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

I 0 0 0 0
−I I 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 I
A Ah E0 0 E1
A Ah E0 0 E1

C0 C0h F00 0 F01
0 0 0 0 0

C1 C1h F10 0 F11

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 0
0 0
0 0
0 0
B 0
B 0
D0 0
0 I

D1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

K

⎡

⎣
I 0 0 0 0
0 I 0 0 0
0 0 0 I 0

⎤

⎦ .

The rank of S is equal to 2n+ 2n0 + p whereas the number of negative eigenvalues
of the central matrix in (8.48) is equal to 2n + 2n0 + p. We can therefore apply
the dualijection lemma. We need, however, to consider the generalized dualijection
lemma, i.e. Lemma 3.5.2, since the upper-block of S is not equal to the identity
matrix. By doing so, we obtain the conditions stated in the theorem where we have

set R̃ = R−1, P̃ = P−1, L̃ =
[

L̃1 L̃2

	 L̃3

]
:= L−1 =

[
L1 L2
	 L3

]−1

. �

The controller can be constructed following the same procedure as in the non-
delayed case; see Sect. 3.5. That is, we first construct the matrices L and L̃ and then
we solve for K̄ in the LMI (8.42). The controller can also be shown to be well-posed
using the same arguments as in Sect. 3.5.

http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
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8.1.4.2 Memoryless State-Feedback Controller

This result is the delay-dependent counterpart of Theorem 8.1.8:

Theorem 8.1.10 Assume that there exist matrices P̃, R, R̃ ∈ S
n�0 and L1, L̃1 ∈

D(�) verifying R R̃ = I such that the LMIs

[
L1 I
	 L̃1

]
� 0

⎡

⎣
−R 0 0
	 −L1 0
	 	 −γ Ip

⎤

⎦+ ZT

⎡

⎣
h̄2 R 0 0
	 L1 0
	 	 γ−1 Iq

⎤

⎦ Z ≺ 0

[N 0
0 In

]T [M11 M12

	 −h̄−2 R̃

] [N 0
0 In

]
≺ 0

(8.49)

hold where

Z =
⎡

⎣
Ah E0 E1

C0h F00 F01
C1h F10 F11

⎤

⎦

M11 =
⎡

⎢
⎣

He[(A + Ah)P̃ CT
0 P̃ CT

1 P̃

	 L̃1 0

	 	 −γ Iq

⎤

⎥
⎦+ Z

⎡

⎣
R̃ 0 0
	 L̃1 0
	 	 γ−1 Ip

⎤

⎦ ZT

MT
12 =

[
P̃(A + Ah)

T P̃(C0 + C0h)
T P̃(C1 + C1h)

T
]

(8.50)

and N is a basis of the null-space of the matrix
[
BT DT

0 DT
1

]
.

Then, there exists a gain-scheduled state-feedback controller of the form
(8.43) which stabilizes the system (8.34) and ensures that the L2-gain of the
transfer w → z of the closed-loop system (8.34)–(8.43) is less than γ for all
(h, ρ) ∈H∞,h̄ ×P∞1 .

The controller can be constructed following the same procedure as in the non-
delayed case; see Sect. 3.5. That is, we first construct the matrices L and L̃ and then
we solve for K̄ in the LMI (8.42). The controller can also be shown to be well-posed
using the same arguments as in Sect. 3.5.

http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
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It seems important to stress that the stabilization conditions of the theorem above
are not convex due to the presence of the constraint R R̃ = I . The conditions can,
however, be solved in an iterative and effective way using the so-called cone com-
plementary algorithm derived in [7]; see Appendix C.14.

8.1.5 Further Remarks on LFT-Based Approaches

As stated in the introductory statements of Chap. 1, in Sect. 6.1, the design of gain-
scheduled controllers using the LFT-based LPV formulation very often leads to
complications. The results obtained above seem to, however, go against this claim.
This is actually not true because the considered functionals have been carefully
chosen such that the resulting conditions are tractable.

If we were interested in deriving stabilization results using the Lyapunov-
Krasovskii functional

V (xt ) = x(t)T Px(t)+
t∫

t−h(t)

x(s)T Qx(s)dsh̄

0∫

−h̄

t∫

t+θ
x(s)T Rx(s)dsdθ, (8.51)

we would have run into troubles. The dualijection lemma would not indeed apply to
the LMI condition corresponding to this functional since the rank of the outer-factor
matrix S would be smaller than the number of negative eigenvalues of the central
matrix. Note that, moreover, the projection lemma would also fail to produce tractable
synthesis conditions due to the presence of non-linearizable nonlinear terms. These
difficulties are certainly the reasons why so few results based on this framework have
been reported in the literature.

8.2 Observer-Based Output Feedback Controllers

This section is devoted to the design of both memoryless and exact-memory observer-
based controllers, that is, controllers consisting of two blocks:

1. an observer-block that estimates the state of the system from the knowledge of
the known input and measured output, and

2. a state-feedback-block that computes the control input from the estimated state
value.

Two approaches can be used to design such controllers. The first one, which is
the simplest, consists of first designing an observer according to some observation
performance measure, and then designing the state-feedback controller according
to a control performance measure. The second approach consists of designing the
observer and the controller at the same time, either according to a joint performance

http://dx.doi.org/10.1007/978-3-662-44050-6_1
http://dx.doi.org/10.1007/978-3-662-44050-6_6
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measure, or simply a control performance measure. The first approach is the simplest
since the two design problems can be easily cast as convex problems with some
degree of conservatism. The second one is, however, more difficult to deal with and
several approximations are in general needed before coming up with tractable design
conditions.

An interesting question then is: are these approaches equivalent or, in other words,
is one better or more suitable than the other? When the system is perfectly known,
i.e. no uncertainty is involved, the first approach should be considered since (1)
it is simpler and (2) there is no advantage in considering the simultaneous design
approach. The latter point can be justified from the fact that when the observer error
is decoupled from the state and the known input, the observer gain can then be
designed such that the L2-gain of the transfer of the disturbance to the observation
error is less than γo, independently of the values of the state of the system and the
known input (which contains the control input). Then, the controller can be designed
such that the L2-gain of the transfer of the disturbance to the controlled output
is less than γc, without impacting the performance of the observer: this is the so-
called separation principle. Therefore, the simultaneous design is not relevant in
this case. Note that the same arguments still hold if another performance measure is
considered.

When the system is, however, subject to uncertainties, the above principle does not
usually apply since the observation error depends on the control input and the state
of the system. This is notably the case when memoryless-observers are considered.
In such a case, the simultaneous design seems to be the only applicable since the
extended system, describing the dynamics of the system and the observer, has to be
considered; see e.g. [8–11]. There is, however, a workaround to this and the separate
design can still be applied in a rigorous way. The idea is simply to augment the
disturbance vector in the observation error model to contain all the terms that do
not depend on the error itself, i.e. the new disturbance vector therefore gathers the
state of the system, the initial disturbances, etc. In this case, separate design is made
possible and the computed performance observation level will be still valid even after
the introduction of the controller. It is, nevertheless, unclear which design will yield
the best performance.

In the following, we will be interested in designing several observer-based control
laws. The inherent difficulty of the simultaneous design approach will be notably
emphasized.

8.2.1 Memoryless Observer-Based Output Feedback

Let us consider here LPV time-delay systems of the form
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ẋ(t) = A(ρ(t))x(t)+ Ah(ρ(t))x(t − h(t))+ B(ρ(t))u(t)+ E(ρ(t))w(t)
z(t) = C(ρ(t))x(t)+ Ch(ρ(t))x(t − h(t))+ D(ρ(t))u(t)+ F(ρ(t))w(t)
y(t) = Cy(ρ(t))x(t)+ Cyh(ρ(t))x(t)+ Fy(ρ(t))w(t)
x(s) = ψx (s), s ∈ [−h̄, 0] (8.52)

where x ∈ R
n , u ∈ R

m , y ∈ R
p, w ∈ R

q , z ∈ R
r and ψx ∈ C([−h̄, 0],Rn)

are respectively the state of the system, the control input, the measured output, the
exogenous input, the controlled output and the initial condition, respectively. The
delay and parameters are assumed to satisfy h ∈Hμ,h̄ and ρ ∈Pν .

8.2.1.1 Memoryless Controller—Simultaneous Design

This section aims at developing sufficient conditions to the existence of a memoryless
observer-based control law of the form

˙̂x(t) = A(ρ(t))x̂(t)+ B(ρ(t))u(t)+ L(ρ(t))(y(t)− Cy(ρ(t))x̂(t))
u(t) = K (ρ(t))x̂(t)
ξ(s) = ψξ (s), s ∈ [−h̄, 0]

(8.53)

where x̂ ∈ R
n and ψξ ∈ C([−h̄, 0],Rn) are the state and the initial condition

of the observer, respectively. Above, the matrix functions L : �ρ → R
n×p and

K : �ρ → R
m×n have to be determined such that:

1. the error e := x − x̂ is asymptotically stable;
2. the closed-loop system is asymptotically stable;
3. the L2-gain of the transfer w→ z is smaller than γ > 0.

We have the following result:

Theorem 8.2.1 Assume that there exist a continuously differentiable matrix
function P : �ρ → S

2n�0, matrix functions X0, Xc : �ρ → R
n×n, K : �ρ →

R
m×n, Lo : �ρ → R

n×p, constant matrices Q, R ∈ S
2n�0, Z1, Z2 ∈ S

m�0 and
a constant scalar γ > 0 such that the matrix inequality

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] 2(ρ) 3(ρ) 5(ρ) 1
c(ρ) 0

	 4(ρ, ν) 6(ρ) 0 0 2
c(ρ)

	 	 8(ρ) 0 0 0
	 	 	 10(ρ) 0 0
	 	 	 	 −d 0
	 	 	 	 	 −−1

d

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0
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holds for all (ρ, ν) ∈ �ρ × Vν where X (ρ) = diag(Xo(ρ), Xc(ρ)),
d = diag(Z1, Z2) and

2(ρ) =

⎡

⎢
⎢
⎣

A(ρ)T Xo(ρ)− Cy(ρ)
T Lo(ρ)

T 0
0 A(ρ)T Xc

0 0
Ah(ρ)

T Xo(ρ)− Cyh(ρ)
T Lo(ρ)

T Ah(ρ)
T Xc(ρ)

⎤

⎥
⎥
⎦

T

+ [P(ρ) 0
]
,

3(ρ) =
[

Xo(ρ)
T E(ρ)− Lo(ρ)Fy(ρ) 0

Xc(ρ)
T E(ρ) 0

]
, 8(ρ) =

[−γ (ρ)Iq F(ρ)T

	 −γ (ρ)Ir

]

4(ρ, ν) =
⎡

⎣
∑

i
∂P(ρ)

∂ρ
νi − P(ρ)+ Q − R R

	 −(1− μ)Q − R

⎤

⎦ ,

6(ρ) =

⎡

⎢
⎢
⎣

0 0
0 C(ρ)T

0 0
0Ch(ρ)

T

⎤

⎥
⎥
⎦ , 

1
c(ρ) =

[
0 0

Xc(ρ)
T B(ρ)Xc(ρ)

T B(ρ)

]
,

10(ρ) =
[−P(ρ) −h̄ R

	 −R

]
, 2

c(ρ) =
[

K (ρ)T 0
0 K (ρ)T

]
, 5(ρ) =

[
X

h̄ R

]T

.

Then, the observer-based control law (8.53) with the gains K (ρ) and
L(ρ) = Xo(ρ)

−T Lo(ρ) asymptotically stabilizes the system (8.52) and
ensures that the L2-gain of the transfer w → z of the closed-loop system
is less than γ for all (h, ρ) ∈Hμ,h̄ ×Pν .

Proof The closed-loop system is given by

[
ė(t)
ẋ(t)

]
=
[

A(ρ(t))− L(ρ(t))Cy(ρ(t)) 0
−B(ρ(t))K (ρ(t)) A(ρ(t))+ B(ρ(t))K (ρ(t))

] [
e(t)
x(t)

]

+
[

0 Ah(ρ(t))− L(ρ(t))Cyh(ρ(t))
0 Ah(ρ(t))

] [
e(t − h(t))
x(t − h(t))

]

+
[

E(ρ(t))− L(ρ(t))Fy(ρ(t))
E(ρ(t))

]
w(t)

z(t) = [−D(ρ)K (ρ) C(ρ)+ D(ρ)K (ρ)
]
[

e(t)
x(t)

]

+ [
0 Ch(ρ)

]
[

e(t − h(t))
x(t − h(t))

]
+ F(ρ)w(t) (8.54)
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where e(t) := x(t) − x̂(t) is the observation error. Let then X := diag(Xo, Xc)

and substitute the closed-loop system expression (8.54) in the LMI (6.30). The main
difficulty lies in the presence the bilinear terms Xc(ρ)

T B(ρ)K (ρ). Note that they
cannot be linearized using a congruence transformation. The idea is then to upper-
bound them as

2xT
3 Xc(ρ)

T B(ρ)K (ρ)x2 ≤ xT
3 Xc(ρ)

T B(ρ)Z1 B(ρ)T Xc(ρ)x3

+ xT
2 K (ρ)T Z−1

1 K (ρ)x2

2xT
4 Xc(ρ)

T B(ρ)K (ρ)x2 ≤ xT
4 Xc(ρ)

T B(ρ)Z2 B(ρ)T Xc(ρ)x4

+ xT
2 K (ρ)T Z−1

2 K (ρ)x2

where these inequalities hold true for all real valued vectors x2, x3, x4 and for
any positive definite matrices Z1 and Z2. Substituting these expressions into the
conditions, performing several Schur complements and making the change of vari-
ables Lo(ρ) := Xo(ρ)

T L(ρ) yield the result. �

The above result deserves few remarks. First of all, in order to derive (more or less)
tractable conditions, we had to make several simplifications and approximations:

1. the matrix X had to be set to be block-diagonal, i.e. X = diag(Xo, Xc).
2. the cross-product term Xc(ρ)B(ρ)K (ρ) had been approximated by quadratic

terms in the same spirit as in time-delay systems; see the discussion on the con-
servatism of bounds on cross-terms in Sect. 5.6.4.

These manipulations are obviously conservative and deteriorate the efficiency
of the considered Lyapunov-Krasovskii functional. Note, moreover, that the matrix
inequality condition is not an LMI due to the presence of the matrices Z1, Z−1

1 , Z2

and Z−1
2 . The cone complementary algorithm can, however, be used to deal with such

a matrix inequality problem; see Appendix C.14. An LMI can be easily obtained by
setting Z1 = Z2 = I , a simplification increasing even more the conservatism of the
approach.

8.2.1.2 Memoryless Controller—Separate Design

Whereas the one-step procedure yields design conditions that may be difficult to
check, the two-step procedure, consisting of designing first the observer and then the
controller, turns out to be more tractable, as shown in the following.

8.2.1.3 General Observer Case

We consider now the quite general observer structure considered in Sect. 7.1.3. Note
that in this case, we need to assume that Cy is independent of ρ and that Cyh = 0,

http://dx.doi.org/10.1007/978-3-662-44050-6_6
http://dx.doi.org/10.1007/978-3-662-44050-6_5
http://dx.doi.org/10.1007/978-3-662-44050-6_7
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Fy(ρ) = 0 in the system (8.52). A memoryless observer-based control law can
therefore be designed using the following procedure:

1. First design a memoryless observer using the results of Sect. 7.1.3 that makes
the L2-gain of the transfer col(w, xh) → e smaller than some γo > 0 where
xh(t) := x(t − h(t)).

2. Then consider the control law

u(t) = K (ρ(t))x̂(t) (8.55)

and build the augmented system

[
ẋ(t)
ė(t)

]
=
[

A(ρ)+ B(ρ)K (ρ) −B(ρ)K (ρ)
0 M(ρ)

] [
x(t)
e(t)

]

+
[

Ah(ρ) 0
(I − HCy)Ah(ρ) 0

] [
x(t − h(t))
e(t − h(t))

]
+
[

E(ρ)
(I − HCy)E(ρ)

]
w(t)

z(t) = [
C(ρ)+ D(ρ)K (ρ) − D(ρ)K (ρ)

]
[

x(t)
e(t)

]

+ [
Ch(ρ) 0

]
[

x(t − h(t))
e(t − h(t))

]
+ F(ρ)w(t) (8.56)

where M(ρ) and H are the matrices of the observer that have been computed in
the first step.

3. Find the controller gain K such that the transferw→ z of the closed-loop system
has L2-gain smaller than some γc > 0.

The last step of the above procedure can be performed using the following result:

Theorem 8.2.2 Assume that there exist a continuously differentiable matrix
function P : �ρ → S

2n�0, constant matrices Q, R ∈ S
2n�0, X ∈ R

2n×2n, a
matrix function Y : �ρ → R

m×n and a scalar γc > 0 where

X :=
[

X1 X2
X3 X4

]
, Xi ∈ R

n×n

verifies X1 − X3 = X2 − X4 and such that the parameter dependent LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] �12(ρ) �13(ρ) �14(ρ) 0 X h̄ R
	 �22(ρ, ν) R 0 �24(ρ) 0 0
	 	 �33 0 �34(ρ) 0 0
	 	 	 −γc Ip F(ρ)T 0 0
	 	 	 	 −γc Iq 0 0
	 	 	 	 	 −P(ρ) −h̄ R
	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (8.57)

http://dx.doi.org/10.1007/978-3-662-44050-6_7


8.2 Observer-Based Output Feedback Controllers 321

holds for all (ρ, ν) ∈ �ρ × Vν where

�12(ρ) = P(ρ)+
[

A(ρ)X1 + B(ρ)Y (ρ) A(ρ)X2 + B(ρ)Y (ρ)
M(ρ)X3 M(ρ)X4

]
,

�14(ρ) =
[
E(ρ)T [(I − HCy)E(ρ)]T

]T
,

�13(ρ) =
[

Ah(ρ)X1 Ah(ρ)X2
(I − HCy)Ah(ρ)X1 (I − HCy)Ah(ρ)X2

]
,

�22(ρ, ν) =∑
i
∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R,

�33 = −(1− μ)Q − R,

�24(ρ) =
[
C(ρ)X1 + D(ρ)Y (ρ) C(ρ)X2 + D(ρ)Y (ρ)

]T
,

�34(ρ) =
[
Ch(ρ)X1 Ch(ρ)X2

]T
.

In such a case, a stabilizing memoryless state-feedback controller is given
by (8.55) with

K (ρ) = Y (ρ)(X1 − X3)
−1. (8.58)

Moreover, the L2-gain of the transfer w→ z of the closed-loop system (8.56)
is less than γc for all (h, ρ) ∈Hμ,h̄ ×Pν .

Proof The proof follows the same lines as the one of Theorem 8.1.2. �

8.2.1.4 Simple Observer Case

Let us consider now the simple memoryless observer (7.41) of Sect. 7.2.2. Such a
memoryless observer-based control law can be designed using the following proce-
dure:

1. First design a memoryless observer using the results of Sect. 7.2.2 that makes
the L2-gain of the transfer col(w, xh) → e smaller than some γo > 0 where
xh(t) := x(t − h(t)).

2. Then consider the control law

u(t) = K (ρ(t))x̂(t) (8.59)

and build the augmented system

[
ẋ(t)
ė(t)

]
=
[

A(ρ)+ B(ρ)K (ρ) − B(ρ)K (ρ)
0 A(ρ)− L(ρ)Cy(ρ)

] [
x(t)
e(t)

]

http://dx.doi.org/10.1007/978-3-662-44050-6_7
http://dx.doi.org/10.1007/978-3-662-44050-6_7
http://dx.doi.org/10.1007/978-3-662-44050-6_7
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+
[

Ah(ρ) 0
Ah(ρ)− L(ρ)Cyh(ρ) 0

] [
x(t − h(t))
e(t − h(t))

]

+
[

E(ρ)
E(ρ)− L(ρ)Fy(ρ)

]
w(t) (8.60)

z(t) = [
C(ρ)+ D(ρ)K (ρ) − D(ρ)K (ρ)

]
[

x(t)
e(t)

]

+ [Ch(ρ) 0
]
[

x(t − h(t))
e(t − h(t))

]

+F(ρ)w(t)

where L(ρ) is the gain of the observer that has been computed in the first step of
this procedure.

3. Find the controller gain K such that the transferw→ z of the closed-loop system
has L2-gain smaller than some γc > 0.

The last step of the above procedure is addressed using the following result:

Theorem 8.2.3 Assume that there exist a continuously differentiable matrix
function P : �ρ → S

2n�0, constant matrices Q, R ∈ S
2n�0, X ∈ R

2n×2n, a
matrix function Y : �ρ → R

m×n and a scalar γc > 0 where

X :=
[

X1 X2
X3 X4

]
, Xi ∈ R

n×n

verifies X1 − X3 = X2 − X4 and such that the parameter dependent LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] �12(ρ) �13(ρ) �14(ρ) 0 X h̄ R
	 �22(ρ, ν) R 0 �24(ρ) 0 0
	 	 �33 0 �34(ρ) 0 0
	 	 	 −γc Ip F(ρ)T 0 0
	 	 	 	 −γc Iq 0 0
	 	 	 	 	 −P(ρ) −h̄ R
	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (8.61)

holds for all (ρ, ν) ∈ �ρ × Vν where

�12(ρ) = P(ρ)+
[

A(ρ)X1 + B(ρ)Y (ρ) A(ρ)X2 + B(ρ)Y (ρ)
(A(ρ)− L(ρ)Cy(ρ))X3 (A(ρ)− L(ρ)Cy(ρ))X4

]
,

�13(ρ) =
[

Ah(ρ)X1 Ah(ρ)X2
[Ah(ρ)− L(ρ)Cyh(ρ)]X1 [Ah(ρ)− L(ρ)Cyh(ρ)]X2

]
,

�14(ρ) =
[
E(ρ)T [E(ρ)− L(ρ)Fy(ρ)]T

]T
,
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�22(ρ, ν) =
∑

i

∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R,

�33 = −(1− μ)Q − R,

�24(ρ) =
[
C(ρ)X1 + D(ρ)Y (ρ) C(ρ)X2 + D(ρ)Y (ρ)

]T
,

�34(ρ) =
[
Ch(ρ)X1 Ch(ρ)X2

]T
.

In such a case, a stabilizing memoryless state-feedback controller is given
by (8.59) with

K (ρ) = Y (ρ)(X1 − X3)
−1. (8.62)

Moreover, the L2-gain of the transfer w→ z of the closed-loop system (8.60)
is less than γc for all (h, ρ) ∈Hμ,h̄ ×Pν .

Proof The proof follows the same lines as the one of Theorem 8.1.2. �

8.2.2 Observer-Based Output Feedback with Exact Memory

We derive in this section, the exact memory counterparts of the results of the previous
sections addressing memoryless control.

8.2.2.1 General Observer Case

Let us consider first the general observer structure considered in Sect. 7.1.1. As in the
memoryless case, we need to assume that Cy is independent of ρ and that Cyh = 0,
Fy(ρ) = 0 in the system (8.52). An observer-based control law with exact memory
can be designed by following the procedure:

1. First design an observer with exact memory using the results of Sect. 7.1.1 that
makes the L2-gain of the transfer w→ e smaller than some γo > 0.

2. Then consider the control law with exact memory

u(t) = K0(ρ(t))x̂(t)+ Kh(ρ(t))x̂(t − h(t)) (8.63)

and build the augmented system

[
ẋ(t)
ė(t)

]
=
[

A(ρ)+ B(ρ)K0(ρ) −B(ρ)K0(ρ)

0 M0(ρ)

] [
x(t)
e(t)

]

http://dx.doi.org/10.1007/978-3-662-44050-6_7
http://dx.doi.org/10.1007/978-3-662-44050-6_7
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+
[

Ah(ρ)+ B(ρ)Kh(ρ) −B(ρ)Kh(ρ)

0 Mh(ρ)

] [
x(t − h(t))
e(t − h(t))

]

+
[

E(ρ)
(I − HCy)E(ρ)

]
w(t)

z(t) = [
C(ρ)+ D(ρ)K0(ρ) −D(ρ)K0(ρ)

]
[

x(t)
e(t)

]

+ [
Ch(ρ)+ D(ρ)Kh(ρ) −D(ρ)Kh(ρ)

]
[

x(t − h(t))
e(t − h(t))

]
+ F(ρ)w(t)

(8.64)

where M0(ρ), Mh(ρ) and H are the matrices of the observer that have been
computed in the first step.

3. Find the controller gain K0(ρ) and Kh(ρ) such that the transfer w → z of the
closed-loop system has L2-gain smaller than some γc > 0.

The last step can be performed using the following result:

Theorem 8.2.4 Assume that there exist a continuously differentiable matrix
function P : �ρ → S

2n�0, constant matrices Q, R ∈ S
2n�0, X ∈ R

2n×2n, a
matrix function Y : �ρ → R

m×n and a scalar γc > 0 where

X :=
[

X1 X2
X3 X4

]
, Xi ∈ R

n×n

verifies X1 − X3 = X2 − X4 and such that the parameter dependent LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] �12(ρ) �13(ρ) �14(ρ) 0 X h̄ R
	 �22(ρ) R 0 �24(ρ) 0 0
	 	 �33(ρ, ν) 0 �34(ρ) 0 0
	 	 	 −γ Ip F(ρ)T 0 0
	 	 	 	 −γc Iq 0 0
	 	 	 	 	 −P(ρ) −h̄ R
	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (8.65)

holds for all (ρ, ν) ∈ �ρ × Vν where

�12(ρ) = P(ρ)+
[

A(ρ)X1 + B(ρ)Y0(ρ) A(ρ)X2 + B(ρ)Y0(ρ)

M0(ρ)X3 M0(ρ)X4

]
,

�14(ρ) =
[
E(ρ)T [(I − HCy)E(ρ)]T

]T
,
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�23(ρ) =
[

Ah(ρ)X1 + B(ρ)Yh(ρ) Ah X2 + B(ρ)Yh(ρ)

Mh(ρ)X3 Mh(ρ)X4

]
,

�22(ρ) =
∑

i

∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R,

�33 = −(1− μ)Q − R,

�24(ρ) =
[
C(ρ)X1 + D(ρ)Y0(ρ) C(ρ)X2 + D(ρ)Y0(ρ)

]T
,

�34(ρ) =
[
Ch(ρ)X1 + D(ρ)Yh(ρ) Ch(ρ)X2 + D(ρ)Yh(ρ)

]T
.

In such a case, a stabilizing memoryless state-feedback controller is given
by (8.63) with

K0(ρ) = Y0(ρ)(X1 − X3)
−1 and Kh(ρ) = Yh(ρ)(X1 − X3)

−1. (8.66)

Moreover, the L2-gain of the transfer w→ z of the closed-loop system (8.64)
is less than γc for all (h, ρ) ∈Hμ,h̄ ×Pν .

Proof The proof follows the same lines as the one of Theorem 8.1.2. �

8.2.2.2 Simple Observer Case

Let us consider now the simple memoryless observer (7.36) of Sect. 7.2.1. A stabi-
lizing observer-based control law with exact memory can be obtained by following
the procedure:

1. First design an observer with exact memory using the result of Sect. 7.2.1 that
makes the L2-gain of the transfer w→ e smaller than some γo > 0.

2. Then consider the control law with exact memory

u(t) = K0(ρ(t))x̂(t)+ Kh(ρ(t))x̂(t − h(t)) (8.67)

and build the augmented system

[
ẋ(t)
ė(t)

]
=
[

A(ρ)+ B(ρ)K0(ρ) −B(ρ)K0(ρ)

0 A(ρ)− L(ρ)Cy(ρ)

] [
x(t)
e(t)

]

+
[

Ah(ρ)+ B(ρ)Kh(ρ) −B(ρ)Kh(ρ)

0 Ah(ρ)− L(ρ)Cyh(ρ)

] [
x(t − h(t))
e(t − h(t))

]

http://dx.doi.org/10.1007/978-3-662-44050-6_7
http://dx.doi.org/10.1007/978-3-662-44050-6_7
http://dx.doi.org/10.1007/978-3-662-44050-6_7
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+
[

E(ρ)
E(ρ)− L(ρ)Fy(ρ)

]
w(t)

z(t) = [
C(ρ)+ D(ρ)K0(ρ) −D(ρ)K0(ρ)

]
[

x(t)
e(t)

]

+ [
Ch(ρ)+ D(ρ)Kh(ρ) −D(ρ)Kh(ρ)

]
[

x(t − h(t))
e(t − h(t))

]

+ F(ρ)w(t) (8.68)

where L(ρ) is the gain of the observer that has been computed in the first step of
this procedure.

3. Find the controller gain K0(ρ) and Kh(ρ) such that the transfer w → z of the
closed-loop system has L2-gain smaller than some γc > 0.

The last step of the above procedure can be performed using the following result:

Lemma 8.2.5 Assume that there exist a continuously differentiable matrix
function P : �ρ → S

2n�0, constant matrices Q, R ∈ S
2n�0, X ∈ R

2n×2n, a
matrix function Y : �ρ → R

m×n and a scalar γc > 0 where

X :=
[

X1 X2
X3 X4

]
, Xi ∈ R

n×n

verifies X1 − X3 = X2 − X4 and such that the parameter dependent LMI

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−He[X ] �12(ρ) �13(ρ) �14(ρ) 0 X h̄ R
	 �22(ρ, ν) R 0 �24(ρ) 0 0
	 	 �33 0 �34(ρ) 0 0
	 	 	 −γc Ip F(ρ)T 0 0
	 	 	 	 −γc Iq 0 0
	 	 	 	 	 −P(ρ) −h̄ R
	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0 (8.69)

holds for all (ρ, ν) ∈ �ρ × Vν where

�12(ρ) = P(ρ)+
[

A(ρ)X1 + B(ρ)Y0(ρ) A(ρ)X2 + B(ρ)Y0(ρ)

(A(ρ)− L(ρ)Cy(ρ))X3 (A(ρ)− L(ρ)Cy(ρ))X4

]
,

�13(ρ) =
[

Ah(ρ)X1 + B(ρ)Yh(ρ) Ah(ρ)X2 + B(ρ)Yh(ρ)

(Ah(ρ)− L(ρ)Cyh(ρ))X3 (Ah(ρ)− L(ρ)Cyh(ρ))X4

]
,

�14(ρ) =
[
E(ρ)T [E(ρ)− L(ρ)Fy(ρ)]T

]T
,
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�22(ρ, ν) =
∑

i

∂P(ρ)

∂ρi
νi − P(ρ)+ Q − R,

�33 = −(1− μ)Q − R,

�24(ρ) =
[
C(ρ)X1 + D(ρ)Y0(ρ) C(ρ)X2 + D(ρ)Y0(ρ)

]T
,

�34(ρ) =
[
Ch(ρ)X1 + D(ρ)Yh(ρ) Ch(ρ)X2 + D(ρ)Yh(ρ)

]T
.

In such a case, a stabilizing memoryless state-feedback controller is given
by (8.55) with

K0(ρ) = Y0(ρ)(X1 − X3)
−1 and Kh(ρ) = Yh(ρ)(X1 − X3)

−1. (8.70)

Moreover, the L2-gain of the transfer w→ z of the closed-loop system (8.68)
is less than γc for all (h, ρ) ∈Hμ,h̄ ×Pν .

Proof The proof follows the same lines as the one of Theorem 8.1.2. �

8.3 Dynamic Output-Feedback Controllers

The main difference between observer-based and dynamic output feedback con-
trollers is that, for the latter, we are not interested in estimating the state of the
system. We are simply interested in dynamically computing a stabilizing control
input from the measurements. The structure of such controllers is usually “full”,
in the sense that no internal structure is considered, except in some special design
problems such as decentralized control or structured control (like PID control). The
goal of this section is to show that the design conditions of exact-memory controllers
are convex whereas they are nonconvex for memoryless controllers. Design results
have been obtained e.g. in [12, 13].

8.3.1 Dynamic Output Feedback with Exact Memory

In this section, we will be interested in designing a dynamic output feedback con-
troller with exact memory of the form

ẋc(t) = Ac(ρ)xc(t)+ Ahc(ρ)xc(t − h(t))+ Bc(ρ)y(t)

u(t) = Cc(ρ)xc(t)+ Chc(ρ)xc(t − h(t))+ Dc(ρ)y(t)

xc(s) = φc(s), s ∈ [−h̄, 0]
(8.71)
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which stabilizes the system (8.52) and ensures that the L2-gain of the transferw→ z
is smaller than some γ > 0. Above, xc ∈ R

n and φc ∈ C([−h̄, 0],Rn) denote the
state and the initial condition of the controller, respectively. The closed-loop system
is given in this case by1

[
ẋ(t)
ẋc(t)

]
=
[

A + B DcCy BCc
BcCy Ac

]

︸ ︷︷ ︸
Acl

[
x(t)
xc(t)

]
+
[

Ah + B DcCyh BChc
BcCyh Ahc

]

︸ ︷︷ ︸
Ahcl

[
x(t − h(t))
xc(t − h(t))

]
,

+
[

E + B Dc Fy
Bc Fy

]

︸ ︷︷ ︸
Ecl

w(t)

z(t) = [
C + DDcCy DCc

]

︸ ︷︷ ︸
Ccl

[
x(t)
xc(t)

]
+ [Ch + DDcCyh DChc

]

︸ ︷︷ ︸
Chcl

[
x(t − h(t))
xc(t − h(t))

]

+ (F + DDc Fy)︸ ︷︷ ︸
Fcl

w(t).

The derivation of tractable conditions for the design of such controllers relies on
the ideas proposed in [14, 15], and in Sects. 3.3.2 and 3.3.4. Following the same
procedure, we obtain the result below:

Theorem 8.3.1 Assume that there exist a continuously differentiable matrix
function P̃ : �ρ → S

2n�0, constant matrices W1, X1 ∈ S
n�0, Q̃, R̃ ∈ S

2n�0 and
a scalar γ > 0 such that the LMIs

[
W1 I
I X1

]
� 0

and

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−2X̃ �12(ρ) �13(ρ) �14(ρ) 0 X̃ h̄ R̃
	 �22(ρ, ν) R̃ 0 �25(ρ) 0 0
	 	 �33 0 �35(ρ) 0 0
	 	 	 −γ I F(ρ)T 0 0
	 	 	 	 −γ I 0 0
	 	 	 	 	 −P̃(ρ) −h̄ R̃
	 	 	 	 	 	 −R̃

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0

1 We drop the dependence on the parameters to improve clarity.

http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
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hold for all (ρ, ν) ∈ �ρ × Vν where �33 = −(1− μ)Q̃ − R̃,

�22(ρ, ν) = −P̃(ρ)+ Q̃ − R̃ +
∑

i

∂ P̃(ρ)

∂ρi
νi ,

X̃ =
[

W1 I
I X1

]
,

�12(ρ) =
[

A(ρ)W1 + B(ρ)Cc(ρ) A(ρ)+ B(ρ)Dc(ρ)Cy(ρ)

Ac(ρ) X1 A(ρ)+ Bc(ρ)Cy(ρ)

]
+ P(ρ),

�13(ρ) =
[

Ah(ρ)W1 + B(ρ)Cc(ρ) A(ρ)+ B(ρ)Dc(ρ)Cyh(ρ)

Ahc(ρ) X1 Ah(ρ)+ Bc(ρ)Cyh(ρ)

]
,

�14(ρ) =
[

E(ρ)+ B(ρ)Dc(ρ)Fy(ρ)

X1 E(ρ)+ Bc(ρ)Fy(ρ)

]
,

�25(ρ) =
[
C(ρ)W1 + D(ρ)Cc(ρ) C(ρ)+ D(ρ)Dc(ρ)Cy(ρ)

]T
,

�35(ρ) =
[
Ch(ρ)W1 + D(ρ)Cyh(ρ) Ch(ρ)+ D(ρ)Dc(ρ)Cyh(ρ)

]T
,

�45(ρ) =
[
F(ρ)+ D(ρ)Dc(ρ)Fy(ρ)

]T
.

In such a case, the dynamic output feedback (8.71) with the matrices given by

[
Ac(ρ) Ahc(ρ) Bc(ρ)

Cc(ρ) Chc(ρ) Dc(ρ)

]
=M1(ρ)

−1 (K(ρ)−M2(ρ))M3(ρ)
−1

M1(ρ) =
[

X2 X1 B(ρ)
0 I

]
,

K(ρ) =
[Ac(ρ) Ahc(ρ) Bc(ρ)

Cc(ρ) Chc(ρ) Dc(ρ)

]
,

M2(ρ) =
[

X1 A(ρ)W1 X1 Ah(ρ)W1 0
0 0 0

]
,

M3(ρ) =
⎡

⎣
W T

2 0 0
0 W T

2 0
Cy(ρ)W1 Cyh(ρ)W1 I

⎤

⎦ ,

X−1 =
[

X1 X2
	 X3

]−1

=
[

W1 W2
	 W3

]

stabilizes the system (8.52) and makes the L2-gain of the transfer w → z of
the closed-loop system smaller than γ for all (h, ρ) ∈Hμ,h̄ ×Pν .
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Proof First of all, rewrite the closed-loop system as

[
Acl Ahcl Ecl

Ccl Chcl Fcl

]
= �+

⎡

⎣
0 B
I 0
0 D

⎤

⎦

⎡

⎣
0 I 0 0 0
0 0 0 I 0

Cy 0 Cyh 0 Fy

⎤

⎦

where

� :=
⎡

⎣
A 0 Ah 0 E
0 0 0 0 0
C 0 Ch 0 F

⎤

⎦ and  :=
[

Ac Ahc Bc

Cc Chc Dc

]
.

Then, restrict X to be a symmetric positive definite matrix2 of the form

X =
[

X1 X2
	 X3

]
.

and define

W := X−1 =
[

W1 W2
	 W3

]
.

Substituting the closed-loop system matrices in the LMI (6.30) yields

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−2X ϒ12(ρ) XT Ahcl(ρ) XT Ecl(ρ) 0 X h̄ R
	 ϒ22(ρ, ν) R 0 Ccl(ρ)

T 0 0
	 	 ϒ33 0 Chcl(ρ)

T 0 0
	 	 	 −γ I Fcl(ρ)T 0 0
	 	 	 	 −γ I 0 0
	 	 	 	 	 −P(ρ) −h̄ R
	 	 	 	 	 	 −R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0

where ϒ33 = −(1− μ)Q − R and

ϒ12(ρ) = P(ρ)+ XT Acl(ρ),

ϒ22(ρ, ν) = −P(ρ)+ Q − R +∑i
∂P(ρ)

∂ρi
νi .

To linearize this inequality, a congruence transformation is first performed with
respect to the matrix diag(Z , Z , Z , I, I, Z , Z) where

Z :=
[

W1 I
W T

2 0

]
.

2 Avoiding this simplification is possible; see e.g. [16].

http://dx.doi.org/10.1007/978-3-662-44050-6_6
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This leads to

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ϒ̃11 ϒ̃12(ρ) ϒ̃13(ρ) ϒ̃14(ρ) 0 ZT X Z h̄ R̃
	 ϒ̃22(ρ, ν) R̃ 0 ZTCcl(ρ)

T 0 0
	 	 ϒ̃33 0 ZTChcl(ρ)

T 0 0
	 	 	 −γ I Fcl(ρ)T 0 0
	 	 	 	 −γ I 0 0
	 	 	 	 	 −P̃(ρ) −h̄ R̃
	 	 	 	 	 	 −R̃

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

≺ 0

(8.72)

with ϒ̃11 = −2ZT X Z , ϒ̃14(ρ) = ZT XT Ecl(ρ), ϒ̃33 = −(1− μ)Q̃ + R̃,
P̃(ρ) = ZT P(ρ)Z , Q̃ = ZT Q Z , R̃ = ZT RZ ,

ϒ̃12 = P̃(ρ)+ ZT XT Acl(ρ)Z , ϒ̃13 = ZT XT Ahcl(ρ)Z and

ϒ̃22 = −P̃(ρ)+ Q̃ − R̃ +
∑

i

∂ P̃(ρ)

∂ρi
νi .

Noting that

ZT X =
[

I 0
X1 X2

]
and ZT X Z =

[
W1 I
I X1

]

we obtain

Z :=
[

ZT X Acl Z ZT X Ahcl Z ZT X Ecl

Ccl Z Chcl Z Fcl

]

=
⎡

⎣
AW1 A Ah W1 A E

0 X1 A 0 X1 Ah X1 E
CW1 C Ch W1 Ch F

⎤

⎦+�1

[Ac Ahc Bc

Cc Chc Dc

]
�2

where

�1 =
⎡

⎣
0 B
I 0
0 D

⎤

⎦ , �2 =
⎡

⎣
I 0 0 0 0
0 0 I 0 0
0 Cy 0 Cyh Fy

⎤

⎦ ,

[Ac Ahc Bc

Cc Chc Dc

]
=
[

X1 AW1 X1 Ah W1 0
0 0 0

]
+�3

[
Ac Ahc Bc

Cc Chc Dc

]
�4,

�3 =
[

X2 X1 B
0 I

]
and �4 =

⎡

⎣
W T

2 0 0
0 W T

2 0
Cy W1 Cyh W1 I

⎤

⎦ .
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We get finally that Fcl = F + DDc Fy and

ZT X Acl Z =
[

AW1 + BCc A + BDcCy

Ac X1 A + BcCy

]
,

ZT X Ahcl Z =
[

Ah W1 + BCc A + BDcCyh

Ahc X1 Ah + BcCyh

]

Ccl Z = [
CW1 + DCc C + DDcCy

]
,

Chcl Z = [
Ch W1 + DCyh Ch + DDcCyh

]
and

ZT X Ecl =
[

E + BDc Fy

X1 E + Bc Fy

]

from which it is obvious that the expressions are affine in the variables X1, W1, Ac,
Ahc, Bc, Cc, Cch and Dc. Substitution in the inequality (8.72) yields the result. �

8.3.2 Memoryless Dynamic Output Feedback

Whereas conditions for designing dynamic output-feedback controllers with exact
memory take the form of LMIs, the design conditions for memoryless controllers
are nonconvex. To illustrate this, let us consider a memoryless controller of the form

xc(t) = Ac(ρ(t))xc(t)+ Bc(ρ(t))y(t)
u(t) = Cc(ρ(t))xc(t)+ Dc(ρ(t))y(t).

(8.73)

In such a case, the matrix Z is given by

Z =
⎡

⎣
AW1 A Ah W1 Ah E

0 X1 A X1 Ah W1 X1 Ah X1 E
CW1 C Ch W1 Ch F

⎤

⎦

+
⎡

⎣
0 B
I 0
0 D

⎤

⎦
[Ac Bc

Cc Dc

] [
I 0 0 0 0
0 Cy 0 0 Dy

]
(8.74)

where
[Ac Bc

Cc Dc

]
=
[

X1 AW1 0
0 0

]
+
[

X2 X1 B
0 I

] [
Ac Bc

Cc Dc

] [
W T

2 0
Cy W1 I

]
(8.75)

and is a nonlinear function of the decision variables due to the presence of the bilinear
term X1 Ah W1. This nonlinear term can be upper-bounded in the same way as for the
design of the observer-based output feedback of Sect. 8.2.1 to yield more tractable
synthesis conditions.
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Appendix A
Technical Results in Linear Algebra

When I consider what people generally want in calculating,
I found that it always is a number.

Abū ‘Abdallāh Muh. ammad ibn Mūsā al-Khwārizmı̄

A.1 Determinant Formulas

Let A ∈ C
n×n be a given matrix, its determinant is denoted by det(A). If A and B

are both square matrices of same dimensions, we have that

det(AB) = det(A) det(B) = det(B A).

Another well-known fact is

det

([
A B
0 D

])
= det(A) det(D) (A.1)

where both A and D are square. If A is square and nonsingular, then we can use the
latter relations and the equality

[
A B
C D

]
=
[

I 0
C A−1 I

] [
A B
0 D − C A−1 B

]

to get that

det

([
A B
C D

])
= det(A) det(D − C A−1 B),

a relation known as the Schur (determinant) complement or the Schur formula. This
formula has been introduced in [1, 2] which have been later translated into English
in [3]. For more details, see [4].

© Springer-Verlag Berlin Heidelberg 2015
C. Briat, Linear Parameter-Varying and Time-Delay Systems,
Advances in Delays and Dynamics 3, DOI 10.1007/978-3-662-44050-6
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Symmetrically, when D is nonsingular, we have that

det

([
A B
C D

])
= det(D) det(A − B D−1C).

If A = I and D = I and BC is a square matrix, we arrive at the following very
useful identity

det(I − BC) = det(I − C B).

A.2 Block-Matrices

Let us consider the matrix

M :=
[

A B
C D

]
(A.2)

that we assume to be square and invertible. We then have the following result [4, 5]:

Proposition A.2.1 (Banachiewicz inversion formulas) The inverse of M is
given by

M−1 =
[

A−1 + A−1 B(D − C A−1 B)−1C A−1 −A−1 B(D − C A−1 B)−1

−(D − C A−1 B)−1C A−1 (D − C A−1 B)−1

]

=
[

(A − B D−1C)−1 −(A − B D−1C)−1 B D−1

−D−1C(A − B D−1C)−1 D−1 + D−1C(A − B D−1C)−1 B D−1

]
.

The first formula is well-defined whenever A is invertible whereas the second one is
when D is invertible. By identification of the blocks we get the well-known matrix
inversion lemma which has been first introduced in [6]:

Lemma A.2.2 (Duncan inversion formulas) We have the following identities

(
A − B D−1C

)−1 = A−1 + A−1 B
(

D − C A−1 B
)−1

C A−1

and

(A − B DC)−1 = A−1 + A−1 B
(

D−1 − C A−1 B
)−1

C A−1.
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The following identity also holds:

A−1 B
(

D − C A−1 B
)−1 =

(
A − B D−1C

)−1
B D−1. (A.3)

For more details about these formulas, see [4].

A.3 Singular-Values Decomposition

The singular value decomposition is a specific way of factorizing a rectangular matrix.
It plays important roles in robust analysis and control, see e.g [7].

Theorem A.3.1 Let M ∈ C
k×n be a matrix of rank r . Then, there exist unitary

matricesa U and V such that

M = UΣV ∗

where U and V satisfy

M M∗U = UΣΣ∗ M∗MV = VΣ∗Σ

and Σ has the canonical structure

Σ :=
[
Σ0 0
0 0

]
where Σ0 := diag(σ1, . . . , σr ) ≺ 0

The numbers σi > 0, i = 1, . . . , r are called the nonzero singular values of
M.

a A matrix U is unitary if U∗U = UU∗ = I .

Proof The proof is given, for instance, in [8]. For more details on the singular value
decomposition, see [9] or any other book on linear algebra. �

A.4 Moore-Penrose Pseudoinverse

When a matrix is not invertible, it may still be possible to define an inverse referred
to as the generalized inverse or the Moore-Penrose pseudoinverse.
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Theorem A.4.1 For every matrix M ∈ R
n×m, there exists a unique matrix

M+ ∈ R
m×n, the Moore-Penrose pseudoinverse of M, which satisfies the

following identities

M M+M = M, M+M M+ = M+,(
M M+

)∗ = M M+ and
(
M+M

)∗ = M+M.

The explicit form of M+ is given by

M+ := V

[
Σ−1

0 0
0 0

]
U∗

where the matrices U, V andΣ0 are obtained from the singular values decom-
position of M.

Moreover, when

• M is full-row rank n, then M+ = M∗(M M∗)−1,
• M is full-column rank m, then M+ = (M∗M)−1 M∗.

A.5 Solving AX = B

The solution X of the matrix equation AX = B is trivial when A is square and
nonsingular. The question is less easy when A is a rectangular or a singular square
matrix. The following result, proved in [8], addresses these latter cases.

Theorem A.5.1 Let A ∈ R
n1×n2 , X ∈ R

n2×n3 and B ∈ R
n1×n3 . Then, the

following statements are equivalent:

1. The equation AX = B has at least one solution X.
2. A and B satisfy (I − AA+)B = 0.

In such a case, all the solutions are given by

X = A+B + (I − A+A
)

Z

where Z ∈ R
n2×n3 is arbitrary and A+ is the Moore-Penrose pseudoinverse

of A.
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A.6 Solving BXC + (BXC)T + Q ≺ 0

This inequality arises, for instance, in the design of dynamic output feedback
controllers for linear systems (see also the projection lemma in Appendix C.12).
The proof of the following result can be found in [8].

Theorem A.6.1 Let the matrices B ∈ R
n×m,C ∈ R

k×n and Q ∈ S
n be

given. Then, the following statements are equivalent:

1. There exists a X ∈ R
m×k satisfying

B XC + (B XC)T + Q ≺ 0 (A.4)

2. The conditions
NB QN T

B ≺ 0 or B BT � 0
N T

C QNC ≺ 0 or CTC � 0

hold where NB and NC are bases of the left and right null-spaces of B
and C, respectively.
Suppose that the above statements hold. Let rb and rc be the ranks of B
and C, respectively. Let, furthermore, (B�, Br ) and (C�,Cr ) be any full
rank factors of B and C (i.e. B = B�Br and C = C�Cr ). Then, all the
matrices X solutions of (A.4) are given by:

X = B+r K C+� Z − B+r Br ZC�C
+
�

where Z is any arbitrary matrix and

K := −R−1 BT
� ΦCT

r

(
CrΦCT

r

)−1 + S1/2 L
(
CrΦCT

r

)−1/2

S := R−1 − R−1 BT
� − R−1 BT

�

[
Φ −ΦCT

r

(
CΦ

r CT
r

)−1
CrΦ

]
B�R−1

where L is any arbitrary matrix such that ||L|| < 1 (i.e. σ̄ (L) < 1) and
R is any arbitrary positive definite matrix such that

Φ :=
(

B�R−1 BT
� − Q

)−1 � 0.

The solution for X above is quite intricate can be made simpler [10]. Two alterna-
tive solutions denoted by X1 and X2 have been obtained in [10, 11] and are given by

X1 := −τ1 BTΨ1CT
(
CΨ1CT

)−1
and X2 := −τ2

(
BTΨ2 B

)−1
BTΨ2CT

where τ1, τ2 > 0 are sufficiently large scalars such that

Ψ1 :=
(
τ1 B BT − Q

)−1 � 0 and Ψ2 :=
(
τ2CTC − Q

)−1 � 0.



Appendix B
Linear Matrix Inequalities

…the “dragon” of optimization is multiheaded and it takes a
special sword to cut-off each head.

V. F. Dem’yanov and L. V. Vasil’ev

B.1 Preliminaries

An LMI problem is the problem of finding x ∈ R
m such that the matrix inequality

L(x) := L0 +
m∑

i=1

Li xi � 0 (B.1)

holds where the inequality is understood in terms of the location of the eigenval-
ues, i.e. the eigenvalues are positive, and the matrices Li ∈ S

n, i = 1, . . . , n, are
symmetric and known. It turns out that this problem is convex since the set

S = {x ∈ R
m : L(x) � 0

}
(B.2)

is convex.

Example B.1.1 The LMI ⎡

⎣
R2 x1 x2
x1 1 0
x2 0 1

⎤

⎦ � 0 (B.3)

describes the set S = {x ∈ R
2 : x2

1 + x2
2 < R2

}
which is the ball of radius R.

© Springer-Verlag Berlin Heidelberg 2015
C. Briat, Linear Parameter-Varying and Time-Delay Systems,
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Several LMIs Li (x) � 0, i = 1, . . . , q can be expressed into a single one as
diagq

i=1{Li (x)} � 0, which is consistent with the fact that an intersection of convex
sets is also a convex set.

Example B.1.2 For instance, the LMI condition

AT P + P A ≺ 0 (B.4)

for some P ∈ S
n�0 can be rewritten as

L :=
[

AT P + P A 0
� −P

]
≺ 0. (B.5)

Let {Pi } be a basis of the set of symmetric matrices of dimension n, then P
can be decomposed as

P =
n(n+1)

2∑

i=1

Pi xi . (B.6)

We thus have that

L =
n(n+1)

2∑

i=1

xiLi (B.7)

where

Li =
[

AT Pi + Pi A 0
� −Pi

]
(B.8)

and x ∈ R
n(n+1)

2 .

Optimization problems involving LMIs arise in many problems in systems and
control theory, e.g. in the computation of the H∞-norm of linear systems. Such
problems are formally expressed as

min cTx
s.t. x ∈ R

m

L(x) � 0
(B.9)

where c ∈ R
m . Algorithms have been proposed to solve the above problem in

an efficient manner, for instance using interior point methods; see e.g. [12, 13].
Sophisticated solvers such as SeDuMi [14] or SDPT3 [15] can be used together with
the Yalmip interface [16] or the CVX interface [17, 18] to solve LMI problems.
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Semi-Infinite LMI Problems
Semi-infinite LMI optimization problems take the form

min cTx
s.t. x ∈ R

m

L(x, δ) := L0(δ)+
m∑

i=1
Li (δ)xi � 0, δ ∈ Δ

(B.10)

where Δ is a compact set. It is meant, above, that a single x ∈ R
m , i.e. independent

of δ, must be determined such that the LMI condition holds for all δ ∈ Δ. We are
hence in presence of an LMI-problem involving an infinite number of LMI constraints
parametrized by δ.

Example B.1.3 The quadratic stability of the uncertain linear system

ẋ = A(δ)x

with δ ∈ Δ is characterized by the semi-infinite dimensional LMI problem:

Find P ∈ S
n such that the LMIs

A(δ)T P + P A(δ) ≺ 0
P � 0

(B.11)

hold for all δ ∈ Δ.

Infinite-Dimensional LMI Problems
On the other hand, infinite-dimensional LMI optimization problems take the form

min cTx(δ)
s.t. x : Δ→ R

m

L0(δ)+
m∑

i=1
Li (δ)xi (δ) � 0, δ ∈ Δ

(B.12)

where Δ is compact. The main difference lies in the fact that the decision variable
x : Δ→ R

m is now a function, whence the name infinite-dimensional LMI problem.

Example B.1.4 The robust stability of an LTI uncertain linear system ẋ =
A(δ)x with δ ∈ Δ, Δ compact, is characterized in terms of the following
infinite-dimensional LMI problem:
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Find P : Δ→ S
n such that the LMIs

A(δ)T P(δ)+ P(δ)A(δ) ≺ 0
P(δ) � 0

(B.13)

hold for all δ ∈ Δ.

B.2 Solving Infinite-Dimensional LMI Problems

A method for converting infinite-dimensional variables into finite-dimensional ones
is based on the projection of the infinite-dimensional decision variables onto a finite-
dimensional basis of functions, e.g. a polynomial basis, as exemplified below1:

fαi (ρ) = ραi , i = 1, . . . , Nb.

The matrix P(ρ) in (B.13) and Theorem 2.4.1 can then be expressed over this basis
as

P(ρ) =
Nb∑

i=1

Pi fαi (ρ)

where the matrices Pi ∈ S
n , i = 1, . . . , Nb, are our new finite-dimensional decision

variables. The following corollary follows from Theorem 2.4.1 where we have used
the projection method described above:

Corollary B.2.1 The system (2.36) is robustly stable if there exist matrices
Pi ∈ S

n�0, i = 1, . . . , Nb, such that the LMIs

Nb∑

i=1

Pi fαi (ρ) � 0

and

He

⎡

⎣

⎛

⎝
Nb∑

i=1

Pi fαi (ρ)

⎞

⎠ A(ρ)

⎤

⎦+
N∑

i=1

νi

⎛

⎝
Nb∑

i=1

Pi
∂ fαi (ρ)

∂ρi

⎞

⎠ ≺ 0

hold for all (ρ, ν) ∈ Δρ × Vν .

1 We use here a multi-index notation.

http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_2
http://dx.doi.org/10.1007/978-3-662-44050-6_2
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The main difficulty in this procedure lies in the fact that it is unclear how to decide
what basis should be used, i.e. the type of basis functions and their number. An
informal agreement between practioners consists in selecting a basis of functions
that are close to the parameter dependence of the system, e.g. a polynomial basis
when the system depends polynomially on the parameters.

B.3 Solving Semi-Infinite LMI Problems

This section aims at introducing different relaxation schemes for solving semi-
infinite LMI problems. These relaxation schemes mainly consist of converting
the initial problem into a tractable finite-dimensional problem. Three methods are
presented: the first one addresses the case of parameter-dependent LMIs that are
affine in the parameters. By exploiting this structure, it is possible to obtain inter-
esting finite-dimensional results. The second method, generally referred to as the
gridding approach, can be applied to parameter-dependent LMIs with any parameter
dependence. Finally, the third and last one, is based on sum-of-squares programming
and can be applied to polynomially parameter-dependent LMIs. Some other methods
are also briefly mentioned for completeness in the last part of this section.

B.3.1 Relaxation of Affine Parameter-Dependent LMIs

We consider in this section LMIs that are affine in the parameters, that is, LMIs
taking the form

M(x, δ) :=M0(x)+
N∑

i=1

δiMi (x) ≺ 0 (B.14)

where the Mi ’s are symmetric matrices, x ∈ R
n is the vector of decision variables

and δ ∈ [−1, 1]N is the vector of parameters, N being the number of parameters. Note
that a change of variables can always change the domain of values of the parameters to
[−1, 1]N . For instance, when the initial domain is given by δi ∈ [δ−i , δ+i ], δ−i < δ+i ,
the change of variables

δi = δ+i − δ−i
2

δ̃i + δ
+
i + δ−i

2
, δi ∈ [−1, 1] (B.15)

gives the LMI condition

M(x, δ̃) := M̃0(x)+
N∑

i=1

δ̃iM̃i (x) ≺ 0 (B.16)
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where δ ∈ [−1, 1]N and

M̃0(x) :=M0(x)+∑N
i=1

δ+i + δ−i
2

Mi (x)

M̃i (x) := δ+i − δ−i
2

Mi (x).
(B.17)

Vertex LMIs
The next result has been proved in Sect. 2.4.1 in the particular case of quadratic
stability of generic LPV systems. We state here the general case:

Theorem B.3.1 Let us consider the affine parameter-dependent LMI (B.14).
Then, the following statements are equivalent:

1. There exists x ∈ R
n such that the LMI

M0(x)+
N∑

i=1

δiMi (x) ≺ 0 (B.18)

holds for all δ ∈ [−1, 1]N .
2. There exists x ∈ R

n such that the LMI

M0(x)+
N∑

i=1

viMi (x) ≺ 0 (B.19)

holds for all v ∈ {−1, 1}N .

Proof The proof exploits the convexity of the polytope [−1, 1]N , from which we
can state that for any δ ∈ [−1, 1]N , there exists λ ∈ Λ2N such that

δ =
2N∑

i=1

λivi , vi ∈ {−1, 1}N . (B.20)

Proof of 2 ⇒ 1: Assume that the LMIs (B.19) hold for all v ∈ {−1, 1}N . Then,
considering M0(x)+ viMi (x),multiplying it by λi and summing over i yields

2N∑

i=1

λi [M0(x)+ viMi (x)] . (B.21)

Since by assumption the LMIs (B.19) hold for all v ∈ {−1, 1}N and using the facts
that (1) a sum of negative definite matrices is negative definite; and (2) for any

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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δ ∈ [−1, 1]N , there is λ ∈ Λ2N such that (B.20) holds, then we can conclude that
(B.21) holds for all λ ∈ Λ2N . Therefore, (B.18) holds for all δ ∈ [−1, 1]N .

Proof of 1 ⇒ 2: Assume that the LMI (B.18) holds for all δ ∈ [−1, 1]N , then it
must also hold on all the vertices of [−1, 1]N , and therefore for all v ∈ {−1, 1}N . �

The advantage of the above result lies in the equivalence between the statements.
We have indeed been able to convert an infinite set of LMIs into a finite set. The
compensation, however, lies on the level of tractability of the finite-dimensional
representation since the number of LMIs we have to check is an exponential number
of the parameters, i.e. we exactly have 2N LMIs, which may be prohibitive when N
is “large”.

Matrix Cube Theorem
The matrix cube theorem has been proposed in [19–21] and extended in [22].

The idea behind this theorem is to find a finite dimensional LMI condition that
approximates the semi-infinite LMI (B.14). This result is stated below

Theorem B.3.2 (Matrix cube theorem) Assume that there exist symmetric
matrices Xi , i = 1, . . . , N, and a vector x ∈ R

n such that the LMIs

−Xi ±Mi (x) � 0, i = 1, . . . , N (B.22)

and

M0(x)+
N∑

i=1

Xi ≺ 0 (B.23)

hold. Then, the LMI (B.14) holds for all δ ∈ [−1, 1]N with the same x.

Proof Assume that the statements of the theorem holds. Then, from (B.22), we have
that the Xi ’s are positive semidefinite.

Note that since
∑N

i=1 |δi | [−Xi ±Mi (x)] � 0, then we have

N∑

i=1

−Xi ± |δi |Mi (x) �
N∑

i=1

|δi | [−Xi ±Mi (x)] � 0 (B.24)

and thus
N∑

i=1

Xi 	
N∑

i=1

δiMi (x) (B.25)

where we have used the fact that δi ∈ [−1, 1]. Combining this with (B.23), we get
that the matrix inequalities
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M0(x)+
N∑

i=1

δiMi (x) �M0(x)+
N∑

i=1

Xi ≺ 0 (B.26)

hold for all δ ∈ [−1, 1]N , which is equivalent to the feasibility of the LMI (B.14).
The proof is complete. �

Even though the above result is only sufficient, the number of LMIs to solve is
equal to 2N + 1. Hence, the finite-dimensional approximation scales linearly with
respect to the number of parameters. This a great advantage over the approach based
on the vertices of the polytope which scales exponentially. A conservatism analysis
carried out in [19] indicates that when the matrices Mi ’s are of small-ranks, then
the approach is not too conservative in the sense that when the above theorem does
not hold, then it is possible to slightly increase the size of the box containing the
parameters to make the original problem involving the LMI (B.14) infeasible. This
is stated in the following result:

Theorem B.3.3 (Conservatism of the matrix cube theorem) Assume that the
conditions of Theorem B.3.2 are not fulfilled and let

ζx = max
i=1,...,N

rank[Mi (x)].

Then, the LMI (B.14) with fixed x is not feasible for the enlarged parameter
domain δ ∈ [−ϑ(ζx ), ϑ(ζx )]N where ϑ(ζ ) is a universal function such that

ϑ(1) = 1, ϑ(2) = π

2

 1.57, ϑ(3) 
 1.73, ϑ(4) = 2 (B.27)

and

ϑ(ζ ) ≤ π
√
ζ

2
(B.28)

for all positive ζ ∈ N.

Proof The proof can be found in [19]. �
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B.3.2 Relaxation of General Parameter-Dependent LMIs
by Gridding

Gridding is certainly the most straightforward way for dealing with semi-infinite
constraints. This procedure can be applied to any LMI with any parameter depen-
dence. It is thus very general. The idea is to approximate the semi-infinite constraint
LMI by a finite number of LMIs, each one of them corresponding to a specific point
in the parameter space. To illustrate this, let us assume that we have the following
feasibility problem:

Problem B.3.4 Find x ∈ R
n such that the LMI

L(x, δ) ≺ 0 (B.29)

holds for all δ ∈ Δ where Δ is compact.

The gridding approach simply proposes to substitute this problem by the following
one:

Problem B.3.5 Find x ∈ R
n such that the LMI L(x, δ) ≺ 0 holds for all δ ∈ Δg

where Δg is a finite collection of points in Δ.

The rationale behind this approach is that assuming that the initial problem is
unfeasible, then by choosing a sufficiently dense set of points, a critical point will
finally be sampled and infeasibility will be inferred from the gridded conditions. The
main problem lies in the fact that it is not really known how to sample the parameter
space, i.e. how the points should be distributed and how many points should be
considered.2 Even though the computational complexity of the gridded conditions
grows linearly with the number of samples, the curse of dimensionality makes the
method impractical when the number of parameters is large. Assuming for instance
that the number of parameters is given by Np and that the number of samples for
each parameter is given by N , the number of LMIs to consider is then equal to N Np .

It is finally very important to stress that, even if for a large number of samples the
gridded problem is feasible, one cannot conclude on the feasibility of the original
problem since we may still miss critical points located between samples. The gridded
problem feasibility is then a necessary condition only for the feasibility of the original
problem. In spite of this, the gridding approach is still very useful when dealing with
problems with very few parameters for which a very thin grid can be considered. In
certain problems having a particular structure, it is possible to consider balls around
each sample so that the complete parameter space is covered. In such cases, the
inaccuracy problem of the gridding method is resolved, see e.g. [26, 27]. In all the
other cases, it is possible to have an a posteriori certificate of accuracy, as shown in
[28]. The latter one is discussed below on few examples:

2 Probabilistic approaches can be employed for dealing with such a problem and obtain probabilistic
certificates of feasibility, see e.g. [23–25].
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Proposition B.3.6 Let us consider the semi-infinite dimensional LMI (B.11)
characterizing quadratic stability of an LPV system. Let us consider that N
parameters are involved and that the LMI is shown to be feasible over the grid

Δg :=
{
δ1,1, . . . , δ1,n1

}× . . .× {δN ,1, . . . , δN ,nN

}
(B.30)

and let h j > 0 be defined as δ j,i+1 − δ j,i ≤ h j for all i = 1, . . . , n j − 1,
j = 1, . . . , N. Assume further that

1. ||P||F ≤ T , for some T > 0 and where || · ||F denotes the Frobenius
norma, and

2. A(δ)T P + P A(δ) ≺ −ϕ I holds for some ϕ > 0 and for all δ ∈ Δg .

Then, the LMI (B.11) also holds for all δ ∈ Δ provided that the condition

h j ≤ ϕ

2T N

(
max
δ∈Δ

∣
∣
∣
∣

∣
∣
∣
∣
∂A(δ)

∂δ j

∣
∣
∣
∣

∣
∣
∣
∣
F

)−1

(B.31)

holds for all i = 1, . . . , N.

aThe Frobenius norm of a matrix M is defined as

||M ||F :=
⎛

⎝
∑

i, j

|mi, j |2
⎞

⎠

1/2

= √trace(M∗M).

It also coincides with the Euclidian norm of the vector containing the singular
values of M.

Proof First note that for any δ ∈ Δ, there exist some integers k1, . . . , kN such that

δ ∈ Δk := [δ1,k1 , δ1,k1+1] × . . .× [δN ,kN , δN ,kN+1]

and let δ̄ = [δ1,k1 , . . . , δN ,kN

]
. Define then

D(δ, δ̄) := [A(δ)− A
(
δ̄
)]T

P + P
[
A(δ)− A

(
δ̄
)]
. (B.32)
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Thus, we have

||D (
δ, δ̄

) ||F = 2
∣
∣
∣
∣P
[
A(δ)− A(δ̄)

]∣∣
∣
∣
F

≤ 2||P||F ∑N
j=1 |δi − δi,k j | ·

∣
∣
∣
∣

∣
∣
∣
∣
∂A

∂δ j
(ξ j )

∣
∣
∣
∣

∣
∣
∣
∣
F

for some ξ j ∈ Δk

≤ 2T
∑N

j=1 h j maxδ∈Δ
∣
∣
∣
∣

∣
∣
∣
∣
∂A(δ)

∂δ j

∣
∣
∣
∣

∣
∣
∣
∣
F≤ ϕ

where we have used the conditions of the proposition. Using then the fact that for
any real matrix M , we have ||M ||2 ≤ ||M ||F and hence ||D(δ, δ̄)||2 ≤ ϕ. This thus
implies that if A(δ)T P + P A(δ) ≺ −ϕ I holds for some ϕ > 0 and for all δ ∈ Δg ,
then A(δ)T P + P A(δ) ≺ 0 holds for all δ ∈ Δ. The proof is complete. �

The application of this idea to more complex matrix inequalities is straightforward
due to the decomposability property of the Frobenius norm. For instance, we have that

∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣

⎡

⎣
A(ρ)T P + P A(ρ) P E(ρ) C(ρ)T

� −γ Im F(ρ)T

� � −γ Ip

⎤

⎦

∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣
F

= 2||P A(ρ)||F + 2||P E(ρ)||F
+2||C(ρ)||F + 2||F(ρ)||F
+(m + p)γ.

(B.33)
Note that considering directly the 2-norm would be much more difficult.

B.3.3 Relaxation of Polynomially Parameter-Dependent LMIs
Using Sum of Squares Programming

Sum of squares (SOS) programming is a powerful tool that can be used for
dealing with infinite-dimensional and semi-infinite semidefinite optimization prob-
lems. The key idea behind sum of squares programming is to merge tools from
algebraic geometry and optimization theory for characterizing positivity of polyno-
mials over compact semialgebraic sets. Although, the next results are mostly stated
for scalar polynomials, they can be easily extended to the matrix case. The toolboxes
SOSTOOLS [29, 30], Yalmip [16] and SOSOPT [31] can be used to handle sum of
squares programming problems.

Preliminary Results on Sum of Squares and Positive Polynomials
The following result considers the case of univariate polynomials:
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Fig. B.1 Motzkin’s polynomial

Theorem B.3.7 Let p(x) = ∑n
i=0 pi xi be a real univariate polynomial of

degree n. Then, the following statements are equivalent:

1. The polynomial p(x) is nonnegative over x ∈ R.
2. There exist polynomials hi (x), i = 1, . . . , n0, n0 ≤ n, such that

p(x) =
n0∑

i=1

hi (x)
2. (B.34)

Moreover, the degree n of p(x) is even and pn > 0.

Proof Proof of 1 ⇒ 2: Assume that p(x) ≥ 0 for all x ∈ R. Since p(x) is univariate,
it can then be factorized as

p(x) = pn
∏

i (x − ri )
ni
∏

k(x − αk + jβk)
mk (x − αk − jβk)

mk

= pn
∏

i (x − ri )
ni
∏

k

[
(x − αk)

2 + β2
k

]mk

where ri denotes the i-th real root with multiplicity ni , and αk ± jβk denote the k-th
complex conjugate roots with multiplicity mk . Since the second product in the
expression above is always positive, then nonnegativity only depends on the product
pn
∏

i (x − ri )
ni . Clearly, if ni is odd, the polynomial cannot be nonnegative regard-

less of the sign of pn . Therefore, ni is an even number and pn is positive. Defining
then ni := 2n′i , we get that

p(x) = pn

∏

i

(x − ri )
2n′i
∏

k

[
(x − αk)

2 + β2
k

]mk
.
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Using the fact that the product of sums of squares polynomials is also a sum of
squares polynomial,3 we can conclude that p(x) is a sum of squares.

Proof of 2 ⇒ 1: It is straightforward to see that if the polynomial is a sum of
squares, then it is nonnegative. �

The above result unfortunately does not extend to the multivariate case since a non-
negative multivariate polynomial may not be a sum of squares. A well-known exam-
ple is Motzkin’s polynomial (Fig. B.1)

m(x) = 1+ x2
1 x2

2

(
x2

1 + x2
2 − 3

)
(B.35)

which is globally nonnegative4 but cannot be written as a sum of squares [34].
The problem of writing positive polynomials as a sum of squares is related to the
celebrated 27th Hilbert’s problem, solved by Artin in 1927.

Theorem B.3.8 (Artin’s solution [35]) Any multivariate polynomial p(x) that
is nonnegative for all x ∈ R

n can be expressed as a sum of squares of rational
functions.

An immediate corollary of this result is given below:

Corollary B.3.9 Any multivariate polynomial p(x) that is nonnegative for all
x ∈ R

n can be expressed as

p(x) = n(x)

d(x)
(B.36)

where n(x) and d(x) are sum of squares polynomials.

Proof From Artin’s Theorem, the polynomial can be written as

p(x) =
∑

i

ni (x)2

di (x)2
(B.37)

for some polynomials ni (x), di (x). This sum of squares of quotient can be expressed
with the same denominator d(x) = d1(x)2d2(x)2 . . . which is product of squares
and the numerator n(x) is a sum of products of squares. Since the set of sum of
squares polynomials is closed under multiplication and addition, the numerator and
the denominator are sums of squares. The proof is complete. �

3 The set of sum of squares polynomials is closed under multiplication.
4 This can be proved from the arithmetic-geometric mean inequality, i.e. the arithmetic mean is
greater or equal to the geometric mean [32, 33].
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The latter result is very useful in the context of determining whether a polynomial is
nonnegative in the multivariate case since if we can find sum of squares polynomials
n(x) and d(x) such that p(x)d(x) = n(x) then the polynomial p(x) is nonnegative
for all x ∈ R

n . This condition is, moreover, necessary.

Example B.3.10 As an example, Motzkin’s polynomial m(x) defined in
(B.35), known to be not sum of squares representable, can be expressed as
[34, 36]:

m(x) =
(

x2
1 − x2

2

x2
1 + x2

2

)2

+
(

x1x2(x2
1 + x2

2 − 2)

x2
1 + x2

2

)2

+
(

x2
1 x2(x2

1 + x2
2 − 2)

x2
1 + x2

2

)2

+
(

x1x2
2 (x

2
1 + x2

2 − 2)

x2
1 + x2

2

)2

.

(B.38)

Let us now consider a compact semi-algebraic set S given by

S := {x ∈ R
n : f1(x) ≥ 0, . . . , fm(x) ≥ 0

}
(B.39)

where the fi (x)’s are polynomials. Let us also define the quadratic module of the
polynomials f1, . . . , fm as

M( f1, . . . , fm) := {σ0(x)+ σ1(x) f1(x)+ . . .+ σm(x) fm(x) : σi (x) SOS} .
(B.40)

We have the following very important result:

Theorem B.3.11 (Putinar’s Positivstellensatz, [37]) Assume that there exists
N > 0 such that N − ||x ||22 ∈ M( f1, . . . , fm). If f (x) is positive on S, then
f (x) ∈ M( f1, . . . , fm).

The first condition implies that the module M( f1, . . . , fm) is Archimedean. Under
this condition, the above result states that if f (x) is positive on S, then it can be written
as a linear combination of the polynomials 1, f1, . . . , fm where the coefficients of
the linear combination are taken as sum of squares polynomials. Note that even
though the positivstellensatz provides a necessary condition, it is easily seen that
if f (x) can be written as an element of M( f1, . . . , fm) or even admits a lower
bound in M( f1, . . . , fm), then it is positive on S. It is interesting to point out that
the positivstellensatz is akin to the S-procedure (see Appendix C.8), the latter being
however more specialized to quadratic forms.

We show now that checking whether a polynomial is sum of squares can be cast
as an SDP problem:
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Proposition B.3.12 Assume that p(x) is a multivariate polynomial of degree
2d in x ∈ R

n. Then, the following statements are equivalent:

1. The polynomial p(x) is a sum of squares.
2. The polynomial admits a representation of the form

p(x) = z(x)T Qz(x) (B.41)

where Q 	 0 and z(x) is a vector containing monomials up to degree d.

Moreover, the number of squares is equal to rank[Q] and the maximal dimen-
sion of z(x) is given by (n + d)!/n!d!.

Proof Proof of 1 ⇒ 2: Assume that p(x) is a sum of squares, then there exist
polynomials hi (x) such that p(x) = ∑i hi (x)2. Letting hi (x) = qT

i z(x) for some
vector z(x) of monomials of degrees up to d and some vector qi , we can write that

p(x) =∑i z(x)Tqi qT
i z(x) ≥ 0,

=∑i z(x)T Qi z(x) ≥ 0 where Qi = qi qT
i= z(x)T Qz(x) ≥ 0 where Q =∑i Qi .

The number of squares obviously equals rank[Q].
Proof of 2 ⇒ 1: Conversely, assume that p(x) can be written as in (B.41). Since

Q is positive-semidefinite, it therefore admits a Cholesky decomposition Q = LT L
where L is upper triangular. Defining coli {hi (x)} := Lz(x), we finally obtain that
p(x) =∑i hi (x)2. Note, however, that the sum of squares decomposition may not be
unique when the polynomial p(x) is nonnegative since the Cholesky decomposition
of Q may not be unique. �

The following definition will be useful in the sequel:

Definition B.3.13 Let z(x) be a vector of dimension d containing monomials
in x ∈ R

n . We then define the set

K(z) :=
{

Q ∈ S
d×d : z(x)T Qz(x) = 0, for all x ∈ R

n
}
. (B.42)

The above set allows us to characterize the dependency between the different entries
of z(x). Note that the above set can also be extended to cope with matrices of the
form z(x)⊗ I .
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Example B.3.14 Let z(x) = col(1, x, x2), then we have

K(z) := span

⎧
⎨

⎩

⎡

⎣
0 0 −1
0 2 0
−1 0 0

⎤

⎦

⎫
⎬

⎭
. (B.43)

Example B.3.15 Let z(x) = col(1, x) and define Z(x) = z(x)⊗ I2, then we
have

K(Z) := span

{[
0 S

ST 0

]}
(B.44)

where S + ST = 0.

Proposition B.3.16 Let p(x) be a polynomial of degree 2d in the variable
x ∈ R

n. Let also z f (x) be the vector containing all the monomials in x up to

degree d. Then, there exists M ∈ S
(n+d)!

n!d! such that we have

p(x) = z f (x)
T Mz f (x).

Furthermore, p(x) also admits the following representation

p(x) = z f (x)
T(M + N )z f (x)

which is valid for any N ∈ K(z f ).

The above matrix representation is referred to as the Gram matrix method [38] or
the square matricial representation (SMR) [39, 40]. Using the above representation,
we can state the following result:

Theorem B.3.17 ([39–41]) Let p(x) be a homogeneous polynomial of degree
2d in the variable x ∈ R

n. Then, p is SOS if and only if

M + N 	 0 (B.45)

where M is such that p(x) = z f (x)T Mz f (x) and N ∈ K(z f ).
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Example B.3.18 Let us consider the polynomial p(x) = x4+2x2+2x+1 and
let us prove that it is positive over R. We have z f (x) = col(1, x, x2) together
with the following representation

p(x) = z f (x)
T

⎡

⎣
1 1 −1
1 4 0
−1 0 1

⎤

⎦ z f (x). (B.46)

But, the central matrix is not positive definite. For the chosen z f (x), we have

K(z f ) = span

⎡

⎣
0 0 −1
0 2 0
−1 0 0

⎤

⎦

and ⎡

⎣
1 1 −1
1 4 0
−1 0 1

⎤

⎦−
⎡

⎣
0 0 −1
0 2 0
−1 0 0

⎤

⎦ =
⎡

⎣
1 1 0
1 2 0
0 0 1

⎤

⎦ � 0. (B.47)

This illustrates the importance of considering the interdependency of the entries
of z f (x).

Sums of Squares as an Optimization Tool
We illustrate in this part how to apply the concepts and results described above to
solve Problem B.3.4. Let us assume first that Δ admits the representation

Δ =
{
δ ∈ R

Np : fi (δ) ≥ 0, i = 1, . . . , Nf

}
(B.48)

where the functions fi ’s are polynomial functions. Note that this representation is
not unique. In this case, we are not looking for an exact representation of L(x, δ)
expressed in terms of an element in the quadratic module, but for a lower-bound for
−L(x, δ) in the quadratic module. In the spirit of Putinar’s Positivstellensatz, this
can be formalized into the following LMI problem:

Problem B.3.19 Find x ∈ R
n (or min cTx) such that the LMI

L(x, δ)+
Np∑

i=1

fi (δ)Mi (δ)+ ε I � 0 (B.49)

holds for all δ ∈ R
Np where ε > 0 and Mi (δ) is a SOS matrix polynomial,

i.e. Mi (δ) can be written as M(δ) =∑ j Qi
j (δ)

T Qi
j (δ).
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The above inequality can be made independent of δ by factorizing it as

L(x, δ)+
Np∑

i=1

fi (δ)Mi (δ)+ ε I = Z(δ)TM(x)Z(δ) (B.50)

where M(x) is symmetric and Z(δ) := z(δ)⊗ I for some vector of monomials z(δ).
Considering then the square matricial representation, we obtain the sufficient SDP
condition

M(x)+N (y) � 0 (B.51)

where N (y) belongs to K(Z) and y emphasizes the fact that N (y) contains decision
variables.

B.3.4 Other Methods

Many other methods exist for dealing with parameter dependent LMIs. When the
LMI depends quadratically on parameters belonging to the unit-simplex, relaxation
methods as in [42–44] can be used. Pólya’s Theorem can be used as well in this
setting (and for parameters belonging to the positive orthant), see e.g. [45, 46]. Slack
variables approaches are considered in [47]. Scalings and the S-procedure are used in
[48]. Relaxations based on the full-block S-procedure are considered in [49]. When
the parameters belong to a compact polyhedron, Handelman’s Theorem generalized
to the matrix case can be used [50–53]. For polynomial techniques based on sums
of squares, see [39–41, 51, 54, 55]. Finally, Lasserre’s moments method can also be
used to address polynomial problems; see e.g. [56–58] and references therein.



Appendix C
Technical Results in Robust Analysis, Control
and LMIs

One cannot really argue with a mathematical theorem.
Stephen Hawking

C.1 Kalman-Yakubovich-Popov Lemma

The Kalman-Yakubovich-Popov Lemma is a very general and important result that
relates conditions in the frequency domain to conditions in the time-domain. It is
for instance central in IQC theory, H∞-control, positive-real analysis, etc. Several
versions of the Kalman-Yakubovich-Popov Lemma (KYP Lemma) can be stated.
The original ones can be found in [59–61]. A “modern” version, taken from [62], is
the one which is considered in this monograph. It is given below:

Lemma C.1.1 (Kalman-Yakubovich-Popov Lemma) Let us consider matri-
ces A ∈ R

n×n, E ∈ R
n×m and

M =
[

M11 M12

MT
12 M22

]
∈ S

n+m .

Then, the following statements are equivalent:

1. There exists a matrix P ∈ S
n such that

M +
[

I 0
A E

]T [0 P
P 0

] [
I 0
A E

]
≺ 0

holds.
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2. M22 ≺ 0 and for all ω ∈ R and all complex vectors col(x, w) �= 0

[
A − jωI E

]
[

x
w

]
= 0 implies that

[
x
w

]∗
M

[
x
w

]
< 0.

Moreover, if the pair (A, E) is controllable, the corresponding equivalence
also holds for non-strict inequalities. Finally, if M is given by

M =
[

0 I
C F

]T [Q S
ST R

] [
0 I
C F

]

then statement 2 is equivalent to the condition that for all ω ∈ R such that
det( jωI − A) �= 0, we have that

[
I

H( jω)

]∗ [Q S
ST R

] [
I

H( jω)

]
≺ 0

where H(s) := C(s I − A)−1 E + F.

This lemma tells us that geometric conditions in the frequency-domain admit
time-domain interpretations in terms of the state-space data. Interestingly, the time-
domain condition is expressed as a tractable LMI condition in the matrix P ∈ S

n

whereas the frequency-domain one is a semi-infinite condition in ω, which is much
less tractable due to the rational structure of H(s). Even more importantly, the scope
of the time-domain condition is way broader since it remains valid for linear time-
varying systems, such as LPV systems.

Extensions, re-derivations and specializations of the KYP Lemma have also been
obtained, for instance, in [63–71].

C.2 Facts on Dissipativity Theory

For more details on dissipativity theory, readers should refer, for instance, to
[62, 72, 73].

C.2.1 Dissipative Systems, Storage Functions and Supply Rates

Dissipativity theory is devoted to the analysis of dynamical systems. It has been
initiated by J. Willems in [72]. The main concept behind this theory is the notion of
energy, and how this energy changes when the dynamical system evolves over time.
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The key remark consists of noticing that if the system stores less energy that it is
supplied to it, then the difference of energy must have been dissipated by the system.
To illustrate this, let us consider the general system Σ governed by the equations

Σ :
{

ẋ = f (x, w)
z = h(x, w)

(C.1)

where x ∈ X ⊂ R
n , w ∈W ⊂ R

p and z ∈ Z ⊂ R
q are the state, the input and the

output of the system, respectively.

Definition C.2.1 (Supply function) A function

s : W × Z → R

(w, z)→ s(w, z)
(C.2)

that is absolutely integrable over any time interval is referred to as a supply
function or supply rate.

The supply rate s(·, ·) defined above should be interpreted as the supply delivered
to the system. The value s(w, z) represents the rate at which the supply circulates
into the system whenever the pair (w, z) is generated. When the integral

T∫

0

s(w(t), z(t))dt

is positive, then work is done on the system.When, on the other hand, the integral is
negative, then the work is done by the system.

Definition C.2.2 The system (C.1) with supply function s(·, ·) is said to be
dissipative if there exists a function V : X → R such that

V (x(t0))+
t1∫

t0

s(w(t), z(t))dt ≥ V (x(t1)) (C.3)

holds for all t0 ≤ t1 and all signals (w, x, z) that satisfy (C.1). The pair (Σ, s)
is said to be conservative if the equality holds for all t0 ≤ t1 and all signals
(w, x, z) that satisfy (C.1). In any of these cases, the function V is called a
storage function.a

aNote that the function V is not necessarily a positive definite function,
unlike a Lyapunov function.
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The inequality (C.3) says that, for any interval [t0, t1], the change of internal
storage V (x(t1)) − V (x(t0)) will never exceed the amount of supply that flows
into the system. This means then that part of what is supplied is stored, while the
remaining part is dissipated. When the function V is differentiable, the condition
(C.3) is equivalent to the condition that

V̇ (x(t))− s(w(t), z(t)) ≤ 0 (C.4)

holds for all t ≥ 0.

C.2.2 Linear Dissipative Systems, Quadratic Storage Functions
and Quadratic Supply Rates

Let us consider the linear system Σ� governed by the equations

Σ� :
{

ẋ = Ax + Ew
z = Cx + Fw

(C.5)

where x ∈ X ⊂ R
n , w ∈ W ⊂ R

p and z ∈ Z ⊂ R
q are the state, the input and

the output of the system, respectively. Let Ĝ�(s) := C(s I − A)−1 E + F be the
corresponding transfer function.

For the particular case of linear systems, we assume that x∗ = 0 is the point of
neutral storage, i.e. V (x∗) = 0, and we consider quadratic supply rates of the form

s(w, z) =
[
w

z

]T [Q S
ST R

] [
w

z

]
(C.6)

where Q ∈ S
p, R ∈ S

q and S ∈ R
p×q .

The following result is central in the dissipativity analysis of linear systems:

Theorem C.2.3 (Dissipativity theorem) Suppose that system Σ� defined by
(C.5) is controllable and let the supply function be given by (C.6). Then, the
following statements are equivalent:

1. (Σ�, s) is dissipative.
2. (Σ�, s) admits a quadratic storage function V (x) = xT Px with P ∈ S

n.
3. There exists P ∈ S

n such that

[
AT P + P A P E

� 0

]
−
[

0 I
C F

]T [Q S
ST R

] [
0 I
C F

]
� 0.

4. For all ω ∈ R with det( jωI − A) �= 0, we have that
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[
I

Ĝ�( jω)

]∗ [Q S
ST R

] [
I

Ĝ�( jω)

]
	 0.

Proof The proof can be found in [62]. �

It seems important to stress that the equivalence between the two last statements
follows from the Kalman-Yakubovich-Popov Lemma.

C.3 Schur Complement

The term Schur complement has been introduced by Emilie Virginia Haynsworth
in [74]. In the same article, she also proved the inertia additivity formula5 which
is, nowadays, called the Haynsworth inertia additivity formula. In some words, she
proved that the inertia of some matrices is additive on the Schur complement, and is
a direct consequence of the Guttman rank additivity formula [75]. See [4] for more
details.

In the context of LMIs, a certain form of the inertia additivity formula can be
written into the form stated in the following result [12]:

Lemma C.3.1 (Schur complement formula) Let us consider the matrices
M11 ∈ S

n1 , M22 ∈ S
n2 and M12 ∈ R

n1×n2 . Then, the following statements are
equivalent:

1. The matrix inequality [
M11 M12

MT
12 M22

]
≺ 0 (C.7)

holds.
2. The matrix inequalities

M11 ≺ 0 and M22 − MT
12 M−1

11 M12 ≺ 0 (C.8)

hold.
3. The matrix inequalities

M22 ≺ 0 and M11 − M12 M−1
22 MT

12 ≺ 0 (C.9)

hold.

5 The inertia of a symmetric matrix is the triplet (n−, n0, n+)where n−, n0 and n+ are the numbers
of negative, zero and positive eigenvalues, respectively.
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This lemma is very useful since it may convert the nonlinear matrix inequalities
of statements 2 and 3, into the linear matrix inequality of statement 1.

This result also admits the following non-strict version [12]:

Lemma C.3.2 Let us consider the matrices M11 ∈ S
n1 , M22 ∈ S

n2 and
M12 ∈ R

n1×n2 . Then, the following statements are equivalent:

1. The matrix inequality [
M11 M12

MT
12 M22

]
� 0 (C.10)

holds.
2. The relations

M22 � 0, M11 − M12 M+22 MT
12 � 0 and M12(I − M22 M+22) = 0

hold where M+22 is the Moore-Penrose pseudoinverse of M22.

C.4 Generalized Relaxation Lemma

In the Relaxation Lemma 5.6.23, the matrix M22 is assumed to be positive definite.
The result below relaxes this assumption:

Lemma C.4.1 Let the matrices M11 ∈ S
n, M22 ∈ S

m and M12 ∈ R
n×m be

given. Then, the following statements are equivalent:

1. The matrix inequality

M11 − M12 M22 MT
12 ≺ 0 (C.11)

holds.
2. There exist a matrix N ∈ R

m×n and a scalar τ ≥ 0 such that the matrix
inequality

M11+N T MT
12+M12 N+N T (τ I + M22)

−1 N+τM12 MT
12 ≺ 0 (C.12)

holds with τ I + M22 � 0.
3. There exist a matrix N ∈ R

m×n and a scalar τ ≥ 0 such that the matrix
inequality

http://dx.doi.org/10.1007/978-3-662-44050-6_5


Appendix C: Technical Results in Robust Analysis, Control and LMIs 365

⎡

⎣
M11 + N T MT

12 + M12 N N T τM12
� − (τ I + M22) 0
� � −τ I

⎤

⎦ ≺ 0 (C.13)

holds.

Proof Proof of 1 ⇔ 2: Define first

f ∗ := min
N∈Rm×n

{
f (N ) := He

[
N T MT

12

]
+ N T (τ I + M22)

−1 N + τM12 MT
12

}

(C.14)
where the minimum is considered as in Lemma 5.6.23. To see the equivalence, it is
enough to show that we have f ∗ = −M12 M22 MT

12. Completing the squares yields

f (N ) = [N + (τ I + M22)MT
12

]T
(τ I + M22)

−1 [N + (τ I + M22)MT
12

]

−M12 M22 MT
12.

(C.15)

Since τ I +M22 � 0, the above quadratic term in N is convex, positive semidefinite
and lower bounded by 0. The lower bound is attained for N = − (τ I + M22)MT

12
and thus we have

f ∗ = −M12 M22 MT
12. (C.16)

Therefore the two first statements are equivalent.
Proof of 2 ⇔ 3: This follows from the Schur complement formula.. �

An alternative proof can be derived using the projection lemma; see Appendix C.12.

C.5 Positive Real Lemma

The positive-real lemma allows one to check whether a system is strictly positive-
real. The definition of a strictly positive-real transfer function is given below for
completeness:

Definition C.5.1 A p × p transfer function G(s) is said to have the strict
positive-real property if

1. G(s) is asymptotically stable.
2. G( jω)+ G(− jω)T � 0 for all ω ∈ R.
3. G(∞)+ G(∞)T � 0 or

lim
ω→∞ω

2(p−q) det
(

G( jω)+ G(− jω)T
)
� 0

where q = rank
[
G(∞)+ G(∞)T].

http://dx.doi.org/10.1007/978-3-662-44050-6_5
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By virtue of the Kalman-Yakubovich-Popov Lemma, the following alternative
time-domain condition is obtained:

Theorem C.5.2 The system (C.5) is strictly positive real if and only if there
exists a matrix P ∈ S

n�0 such that the LMI

[
AT P + P A P E − CT

� −(F + FT)

]
≺ 0 (C.17)

holds.
Moreover, V (x) = xT Px defines a quadratic storage function for the
system (A, E,C, F).

Proof The proof is an application of the Kalman-Yakubovich-Popov Lemma with
the quadratic supply-rate s(w, z) = wTz + zTw. �

C.6 H2 Performance

The H2-norm of a system measures the energy of the impulse responses of the system.
The H2-norm of the system (C.5) is therefore given by

||Ĝ||2H2
=
+∞∫

0

trace[g(t)Tg(t)]

= 1

2π
trace

⎛

⎝
+∞∫

−∞
Ĝ( jω)∗Ĝ( jω)dω

⎞

⎠

where g(t) is the impulse response of (C.5). Note that if F �= 0, then the H2-norm
cannot be finite.

Theorem C.6.1 Assume that F = 0. Then, the system (C.5) is asymptotically
stable and satisfies ||Ĝ||H2 < ν if and only if there exist P ∈ S

n�0 and Z ∈ S
q
�0

such that the conditions
[

AT P + P A P E
ET P −Ip

]
≺ 0,

[
P CT

C Z

]
� 0, trace(Z) < ν2

hold.
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Proof From the definition of the H2-norm, we have that

||Ĝ||2H2
= trace

⎛

⎝
+∞∫

0

ETeATt CTCeAt Edt

⎞

⎠

= trace

⎛

⎝
+∞∫

0

CeAt E ETeATt CTdt

⎞

⎠

(C.18)

where we have used the fact that for two matrices M1 ∈ R
n1×n2 and M2 ∈ R

n2×n1 ,
we have trace(M1 M2) = trace(M2 M1). Let the controllability Gramian be denoted
by

W :=
+∞∫

0

eAt E ETeATt dt.

It is well-known that it verifies the Lyapunov equation

AW +W AT + E ET = 0.

Substituting then W into (C.18), we get that

||Ĝ||2H2
= trace

[
CWCT

]
< ν2.

Since rank[E] = p ≤ n, hence E ET 	 0 and W 	 0. Since A is Hurwitz, this
means that there exists X 	 W such that

AX + X AT + E ET ≺ 0, C XCT ≺ Z and trace[Z ] < ν2.

Pre- and post-multiplying by P := X−1, we get

P A + AT P + P E ET P ≺ 0, C P−1CT ≺ Z and trace[Z ] < ν2.

A Schur complement yields the LMIs

[
P A + AT P P E

� −Ip

]
≺ 0,

[
Z C
� P

]
� 0 and trace[Z ] < ν2

The proof is complete. �
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C.7 Generalized H2 Performance

The generalized H2-norm is defined as the L2-QL∞-gain of a system, i.e. the gain
from the set of input signals of bounded energy to the set of output signals of finite-
amplitude.6 In the scalar case, the L2-QL∞ induced-norm coincides with the H2-
norm. It can be notably proved that

||Σ�||L2−QL∞ =
1

2π
λmax

⎛

⎝
+∞∫

−∞
Ĝ( jω)Ĝ( jω)∗dω

⎞

⎠ (C.19)

We have the following result:

Theorem C.7.1 Assume that F = 0. Then, the system (C.5) is asymptotically
stable and satisfies ||Σ�||L2−QL∞ < ν if and only if there exists P ∈ S

n�0 such
that the LMIs

[
AT P + P A P E

� −Ip

]
≺ 0 and

[
P CT

� ν2 Iq

]
� 0 (C.20)

hold.

Proof It is readily verified that the first LMI in (C.20) is equivalent to the dissipativity
of the system (C.5) with quadratic storage function V (x) = xT Px with P ∈ S

n�0
and supply-rate s(w, z) = wTw. Equivalently, we have that (assuming zero initial
conditions)

x(t)T Px(t) ≤
t∫

0

w(s)Tw(s)ds

for all t ≥ 0 and all w ∈ L2. From the second LMI of (C.20), we have that CTC ≺
ν2 P and thus z(t)Tz(t) = x(t)TCTCx(t) ≤ ν2x(t)T Px(t). Hence, we have

z(t)Tz(t) ≤ ν2x(t)T Px(t)

≤ ν2
t∫

0
w(s)Tw(s)ds

≤ ν2||w||2L2
.

(C.21)

Taking finally the supremum on the left-hand side of (C.21), we obtain

6 The QL∞-norm is defined here as ||w||QL∞ = supt≥0

√
w(t)Tw(t).
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||z||2QL∞ := sup
t≥0

z(t)Tz(t) ≤ ν2||w||2L2
.

The proof is complete. �

C.8 S-Procedure

The S-procedure allows one to deal easily with conditional feasibility problems in
the LMI framework. Let us start with the following set

M :=
{
ξ ∈ R

n : ξT Miξ ≤ 0, i = 1, . . . , N
}

(C.22)

where the given matrices M1, . . . ,MN are symmetric. Given a symmetric matrix
M0, we are then interested in checking whether

ξT M0ξ < 0 for all ξ ∈M, ξ �= 0. (C.23)

A sufficient condition for this problem is given below:

Lemma C.8.1 (S- procedure) If there exist scalars τ1, . . . , τN ≥ 0 such that

M0 −
N∑

i=1

τi Mi ≺ 0 (C.24)

then ξT M0ξ < 0 for all ξ ∈M, ξ �= 0. The converse is not true in general
unless N = 1 for real valued problems, or N = 2 for complex valued problems.

Despite of its conservatism, it is a very useful tool in robust analysis and control.
It indeed plays a crucial role in the derivation of the full-block S-procedure [76],
IQC techniques [77], Lur’e systems [78]…

Historically, the first result of this kind was obtained by Finsler in [79] and was later
generalized by Hestenes and McShane in [80]. In the field of automatic control, the
idea was certainly first used by Lur’e and Postnikov in [78]. In [81, 82], Yakubovich
proved a theorem that is now referred to as the S-lemma. Megretski and Treil extended
the results in [83] to infinite dimensional spaces. For a complete survey of the
S-lemma, see [84].
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C.9 Dualization Lemma

The dualization lemma has been introduced independently in [85, 86]. It has been
proven to be very useful for deriving synthesis conditions for LPV controllers in the
LFT setting; see Sect. 3.5. We need first the following preliminary result:

Proposition C.9.1 Let P ∈ S
n be a nonsingular matrix and define two

matrices Sr ∈ R
n×r and S� ∈ R

n×� with r + � = n such that S := [S� Sr
]

is
a basis of R

n. Assume that ST
r P Sr ≺ 0 and ST

� P S� � 0, then P has exactly r
negative and � positive eigenvalues.

Conversely, if P has exactly r negative and � positive eigenvalues, then
there exist matrices Rr ∈ R

n×r and R� ∈ R
n×� with r + � = n such that

R := [R� Rr
]

is a basis of R
n and such that the inequalities RT

r P Rr ≺ 0 and
RT
� P R� � 0 hold.

Proof A proof can be found in [62]. �

We can now state the dualization lemma:

Lemma C.9.2 (Dualization Lemma) Let M ∈ S
n be such that it has q negative

eigenvalues and n−q positive eigenvalues. Let S ∈ R
n×q be a full rank matrix,

i.e. of rank p. Then, the following statements are equivalent:

1. The LMI ST M S ≺ 0 holds.
2. The LMI S⊥T M−1S⊥ ≺ 0 holds where S⊥ is a basis of the orthogonal

complement of span(S), i.e. ST S⊥ = 0.

Proof The proof can be found in [62, 86]. �

C.10 Petersen’s Lemma

Petersen’s Lemma [87–90] is a result dealing with uncertain matrices in LMIs. Both
real-valued and complex-valued uncertainties can be considered with this result. The
real version is provided below:

http://dx.doi.org/10.1007/978-3-662-44050-6_3
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Lemma C.10.1 (Petersen’s Lemma) Let the matrices Ψ ∈ S
n, P ∈

R
δ×n, Q ∈ R

δ×n be given and let Δ ∈ Δ f be a (possibly time-varying)
uncertain matrix where

Δ f :=
{
Δ ∈ R

δ×δ : ΔTΔ ≤ R, R ∈ S
δ�0

}
.

Then, the following statements are equivalent:

1. The matrix inequality

Ψ + PTΔQ + QTΔT P ≺ 0 (C.25)

holds for all Δ ∈ Δ f .
2. There exists a scalar ε > 0 such that the matrix inequality

Ψ + ε−1 PT P + εQT RQ ≺ 0

holds.

Proof The original proof of this result in [87] is quite involved and relies on several
intermediary results on quadratic forms. We provide here an alternative one based
on the S-procedure which is much simpler than the original one.

The LMI (C.25) is equivalent to saying that xTΨ x + 2xT PTΔQx < 0 for all
x �= 0. Let y := ΔQx , therefore (C.25) rewrites

[
x
y

]T [
Ψ PT

P 0

] [
x
y

]
< 0 for all (x, y) �= 0 (C.26)

with the additional constraint that y = ΔQx . Note that we have

yT y = xT QTΔTΔQx
≤ xT QT RQx

(C.27)

where the last inequality completely characterizes the set Δ f . So, we want to check
that the inequality (C.26) holds for all pairs (x, y) verifying yT y ≤ xT QT RQx .
Invoking then the S-procedure, we obtain the condition

[
Ψ PT

P 0

]
+ ε

[
QT RQ 0

0 −I

]
≺ 0 (C.28)
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where ε > 0 is the scalar term introduced by the S-procedure. Since, the S-procedure
is lossless in the single constraint case, the equivalence with (C.25) follows. A Schur
complement yields the final result. �

It is interesting to note that the above result, when specialized to the quadratic
stability analysis of uncertain systems of the form ẋ = (A+ EΔC)x , is identical to
the stability condition obtained using the scaled small-gain condition with scaling
ε I for full-block uncertainty.

Rational Version of Petersen’s Lemma
In [91], the above result is generalized to the case of LMIs depending rationally on
Δ. This result is stated below:

Lemma C.10.2 (Rational Petersen’s Lemma) Let the matrices Ψ ∈ S
n, P ∈

R
δ×n, Q ∈ R

δ×n and S ∈ R
δ×δ be given and let Δ ∈ Δ f be a (possibly

time-varying) uncertain matrix where

Δ f :=
{
Δ ∈ R

δ×δ : ΔTΔ ≤ R, R ∈ S
δ�0

}
.

Assume further that I − ST RS � 0. Then, the following statements are equiv-
alent:

1. The matrix inequalitya

Ψ + PTΔ(I − SΔ)−1 Q + QT(I − SΔ)−TΔT P ≺ 0 (C.29)

holds for all Δ ∈ Δ f .
2. There exists a scalar ε > 0 such that the matrix inequality

Ψ +
[
ε1/2 Q
ε−1/2 P

]T [
R−1 −S
−ST I

]−1 [
ε1/2 Q
ε−1/2 P

]
≺ 0 (C.30)

holds.
3. There exists a scalar ε > 0 such that the matrix inequality

⎡

⎣
Ψ ε1/2 QT ε−1/2 PT

� −R−1 S
� � −I

⎤

⎦ ≺ 0 (C.31)

holds.

aNote that the LMI is well-posed, i.e. (I − SΔ) invertible for all Δ ∈ Δ f

since I − ST RS � 0.
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Proof The proof in [91] is quite involved. As for Lemma C.10.1, we provide here a
simpler one based on the S-procedure.

Proof of 1 ⇔ 2: Pre- and post-multiplying (C.29) by xT and x , and letting y =
Δ(I − SΔ)−1x yield

xTΨ x + 2xT PT y < 0 (C.32)

for all (x, y) �= 0 verifying y = Δ(I − SΔ)−1 Qx , Δ ∈ Δ f . Invoking the equality
(A.3) and reorganizing the terms yield that y = Δ(Qx + Sy). Thus, we have that

yT y = (Qx + Sy)TΔTΔ(Qx + Sy)
≤ (Qx + Sy)T R(Qx + Sy)

(C.33)

and therefore [
x
y

]T [QT RQ QT RS
� ST RS − I

] [
x
y

]
≥ 0. (C.34)

Hence, we end up with the problem of checking whether inequality (C.32) holds for
all (x, y) �= 0 such that (C.34) holds. Applying then the S-procedure, we obtain the
matrix inequality [

Ψ PT

� 0

]
+ ε

[
QT RQ QT RS
� ST RS − I

]
≺ 0 (C.35)

where ε > 0. Since ST RS − I ≺ 0, this is equivalent to say that

Ψ + εQT RQ + (ε−1/2 P + ε1/2ST RQ
)T (

I − ST RS
)−1 (

ε−1/2 P + ε1/2ST RQ
) ≺ 0
(C.36)

where we have used the Schur complement formula. This expression can be refor-
mulated as

Ψ + εQT RQ +
[
ε1/2 Q
ε−1/2 P

]T [
RS
I

]
(I − ST RS)−1

[
RS
I

]T [
ε1/2 Q
ε−1/2 P

]
≺ 0. (C.37)

Using the Banachiewicz inversion formulas of Appendix A.2, we can prove that

[
RS
I

]
(I − ST RS)−1

[
RS
I

]T

=
[

R−1 −S
−ST I

]−1

−
[

R 0
0 0

]
. (C.38)

Substituting the right-hand side of the above expression (C.37) yields (C.34). From
the losslessness of the S-procedure in the single constraint case, the equivalence
between the first two statements follows.

Proof of 2 ⇔ 3: Since I − ST RS � 0, then the matrix

[
R−1 −S
−ST I

]
(C.39)
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is positive definite. A Schur complement on (C.30) yields C.31. The proof is
complete. �

Consideration of D-scalings—Scaled Petersen’s Lemma
We aim at showing now that Petersen’s Lemma can be strengthened to incorporate
constant D-scalings. To this aim, let us consider uncertain matrices Δ belonging to
the set

Δd :=
{
Δ ∈ R

δ×δ : Δ block diagonal, ||Δ||2 ≤ 1
}

(C.40)

to which we associate the set of D-scalings D(Δ) defined as

D(Δ) :=
{

L ∈ S
δ�0 : L1/2Δ = ΔL1/2, Δ ∈ Δd

}
(C.41)

where L1/2 is the unique positive square root of L . We then have the following result:

Lemma C.10.3 (Scaled Petersen’s Lemma) Assume that the matrices Ψ ∈
S

n, P ∈ R
δ×n, Q ∈ R

δ×n are given and let Δ ∈ Δd . Assume moreover that
there exists a matrix L̃ ∈ D(Δ) such that the matrix inequality

Ψ + PT L̃−1 P + QT L̃ Q ≺ 0 (C.42)

holds. Then, the matrix inequality

Ψ + PTΔQ + QTΔT P ≺ 0 (C.43)

holds for all Δ ∈ Δd .

Proof Let us consider first the matrix inequality (C.43). Since L1/2Δ = ΔL1/2 for
allΔ ∈ Δd , we then have thatΔ = L−1/2ΔL1/2. Substituting this expression forΔ
into (C.43), we get that

Ψ + PT L−1/2ΔL1/2 Q + QT L1/2ΔT L−1/2 P ≺ 0 (C.44)

for all Δ ∈ Δd . Now invoking Petersen’s Lemma, we get the inequality (C.42)
where we have set L̃ := εL , where ε > 0 is the parameter introduced by Petersen’s
lemma. �

It is important to stress that, unlike for the original robustness result, the above one
is only sufficient. Necessity is indeed lost since D-scalings are usually conservative
unless Δ meets specific structural conditions; see Proposition 2.6.14.

http://dx.doi.org/10.1007/978-3-662-44050-6_2
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Consideration of Full-Block Scalings
The consideration of full-block scalings is a mixing of Petersen’s result and the

full-block S-procedure. The employed linearization procedure is notably taken from
[85]. Let us consider the following set of uncertainty

Δq :=
{

Δ ∈ R
m×p :

[
Δ

I

]T [U V
� W

] [
Δ

I

]
� 0

}

(C.45)

where U ∈ S
m�0, W ∈ S

p
≺0 and V ∈ R

m×p are given matrices. We then have the
following result:

Lemma C.10.4 (Full-Block Petersen’s Lemma) Let the matrices Ψ ∈ S
n,

P ∈ R
m×n, Q ∈ R

p×n be given and let Δ ∈ Δq . The following statements
are equivalent:

1. The matrix inequality

Ψ + PTΔQ + QTΔT P ≺ 0 (C.46)

holds for all Δ ∈ Δq .
2. The matrix inequality

Ψ +
[

P
Q

]T [U−1 −U−1V
� −W + V TU−1V

] [
P
Q

]
≺ 0

holds.

Proof First note that the quadratic form in (C.45) rewrites

[
Δ

I

]T [U V
� W

] [
Δ

I

]
= (Δ+U−1V )TU (Δ+U−1V )+W − V TU−1V .

Since U ∈ S
m�0 and W ∈ S

p
≺0, then we have that W − V TU−1V ≺ 0. A Schur

complement yields [−U−1 Δ+U−1V
� W − V TU−1V

]
� 0. (C.47)

This inequality alternatively characterizes the set Δq in an affine way, i.e. we have
that

Δq :=
{
Δ ∈ R

m×p :
[

0 Δ
� 0

]
�
[

U−1 −U−1V
� −W + V TU−1V

]}
. (C.48)
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Considering now the inequality (C.46) and rewriting it as

Ψ + [PT QT
]
[

0 Δ

ΔT 0

] [
P
Q

]
≺ 0, (C.49)

we can observe that the Δ-terms are located in the off-diagonal entries as in (C.48).
Substituting then the Δ-dependent matrix in (C.49) by the upper-bound defined in
(C.48) yields the condition

Ψ + [PT QT
]
[

U−1 −U−1V
� −W + V TU−1V

] [
P
Q

]
≺ 0.

The proof is complete. �

Whenever the matrices U, V and W contain decision variables, the condition of
statement 2 is clearly nonlinear whereas the condition in statement 1 actually is. The
changes of variables Ũ = U−1 � 0, Ṽ = −U−1V and W̃ = −W + V TU−1V � 0
linearizes the expression and we get the matrix inequalities

[−Ũ Δ− Ṽ
� −W̃

]
� 0 (C.50)

and

Ψ + [PT QT
]
[

Ũ Ṽ
� W̃

] [
P
Q

]
≺ 0. (C.51)

If the structures of the matrices Ũ , Ṽ and W̃ are chosen such that (C.50) structurally
holds, then it can be removed from the conditions and only remains the inequality
(C.51).

C.11 Finsler’s Lemma

Finsler’s lemma [8, 79, 84, 92] is a very useful tool in robust control to deal with
LMIs conditions coupled with equality constraints. This result is highly connected
to the S-procedure discussed in Appendix C.8. Initially provided in [79], the lemma
was stated as follows

Lemma C.11.1 (Original Finsler’s Lemma) Let S1 and S2 by symmetric
matrices of the same dimension. Assume then that for all x �= 0 such that
xT S2x = 0, we have that xT S1x > 0. Then, there exists y ∈ R such that
S1 + yS2 is positive definite.
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In control theory, the following more general version of this result is very often
considered:

Lemma C.11.2 (Finsler’s Lemma) Let us consider a symmetric matrix M ∈
S

n and a full-rank matrix B ∈ R
m×n, m < n. Then, the following statements

are equivalent:

1. The inequality xT Mx < 0 holds for all x ∈ X where

X := {x ∈ R
n : Bx = 0, x �= 0}.

2. There exists a scalar τ ∈ R such that the inequality

M − τ BT B ≺ 0

holds. Moreover, when such a τ exists, it must satisfy the inequality

τ > τmin := λmax

[
DT

(
M − M B⊥

(
BT⊥M B⊥

)−1
B⊥M

)
D

]

where D := (Br BT
l )
−1/2 B+l , (Br , Bl) is any full rank factor of B

(i.e. B = Bl Br ) and B⊥ is any basis of the right null space of B.
3. There exists a symmetric matrix X ∈ S

m such that the inequality

M − BT X B ≺ 0

holds.
4. There exists a matrix N ∈ R

m×n such that the inequality

M + N T B + BT N ≺ 0

holds.
5. The inequality

BT⊥M B⊥ ≺ 0

holds where B⊥ is any basis of the right-null-space of B.
6. There exist a matrix W ∈ S

n+m
	0 and a scalar τ > 0 such that the conditions

[
M BT

B τ Im

]
≺ W and rank(W ) = m

are satisfied.
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In statements 1 and 2, we can recognize the original Finsler’s lemma where
S1 = M and S2 = BT B. Statement 3 is the ‘matrix version’ of Finsler’s lemma
as found in [8]. Statements 1 and 5 can be shown to be equivalent using elemen-
tary algebra. Statement 5 can be retrieved from statement 4 using the projection
lemma (see Appendix C.12) or conversely, statement 4 can be obtained from state-
ment 5 through the use of the creation lemma (inverse procedure of the elimina-
tion/projection lemma). Finally, statement 6 which is not part of the initial definition
of Finsler’s Lemma has been obtained in [93].

The Finsler’s lemma can be robustified in order to account for uncertainties in the
matrix B; this generalization has been provided in [94].

Lemma C.11.3 (Robust Finsler’s Lemma [94]) Let us consider a symmetric
matrix M ∈ S

n and a matrix B ∈ R
m×n, m < n, and a compact subset of real

matrices K ⊂ R
p×m, p ≤ m. The following statements are equivalent:

1. The inequality
xT Mx < 0 (C.52)

holds for all x ∈ XK where

XK :=
{

x ∈ R
n : K Bx = 0, x �= 0, K ∈ K} . (C.53)

2. There exists a matrix Z ∈ S
m such that the matrix inequalities

M + BT Z B ≺ 0,
K T⊥Z K⊥ 	 0

(C.54)

hold for all K ∈ K where K⊥ is a basis of the null-space of K .

Proof The proof can be found in [94]. �

C.12 Projection/Elimination Lemma

The projection lemma is useful for eliminating decision variables from LMIs, allow-
ing us then to reduce the computational complexity of the problem. It also has a
convexifying effect on certain nonlinear matrix inequalities, see e.g. [85, 95, 96] and
Sect. 3.5.

http://dx.doi.org/10.1007/978-3-662-44050-6_3
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Lemma C.12.1 (Projection Lemma) Let Ψ ∈ S
n be a symmetric matrix and

P ∈ R
p×n, Q ∈ R

m×n be given matrices. Then, the following statements are
equivalent:

1. There exists a matrix � ∈ R
p×m such that

Ψ + PT�Q + QT�T P ≺ 0. (C.55)

2. The LMIs
PT⊥Ψ P⊥ ≺ 0

QT⊥Ψ Q⊥ ≺ 0
(C.56)

hold where P⊥ and Q⊥ are bases of the null-space of P and Q, respectively.

3. There exist scalars τ1, τ2 ∈ R such that the LMIs

Ψ − τ1 PT P ≺ 0
Ψ − τ2 QT Q ≺ 0

hold.

Proof The proof is based on the one provided in [97]. We just have to show that
statement 1 is equivalent to statement 2 The equivalence between statements 2 and
3 is a direct consequence of Finsler’s Lemma; see Appendix C.11.

Proof of 1 ⇒ 2: This implication is straightforward. It is enough to pre and post-
multiply (C.55) by PT⊥ and P⊥, respectively, to get the first inequality of (C.56). The
second one is obtained by considered Q⊥ instead.

Proof of 2 ⇒ 1: This part of the proof is more involved but is based on elementary
linear algebra and matrix analysis. It is taken from [97]. Let us first consider the
matrices KP Q , KP , KQ and Kr where KP Q is a basis of the null-space of

[
P Q

]
,[KP Q KP

]
is a basis of the null-space of P ,

[KP Q KQ
]

is a basis of the null-space
of Q and such that the matrix

K := [KP Q KP KQ Kr
]

is invertible. In this case, the inertia of the matrix

Φ := Ψ + PT�Q + QT�T P

is identical to the inertia of the matrix KTΦK. Define PK =: [0 0 P1 P2
]

and
QK =: [0 Q1 0 Q2

]
, we then have
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Φ =

⎡

⎢
⎢
⎣

Ψ11 Ψ12 Ψ13 Ψ14

� Ψ22 Ψ23 + Υ T
11 Ψ24 + Υ T

21
� � Ψ33 Ψ34 + Υ12

� � � Ψ44 + Υ22 + Υ T
22

⎤

⎥
⎥
⎦ (C.57)

where

KTΨK =:

⎡

⎢
⎢
⎣

Ψ11 Ψ12 Ψ13 Ψ14
� Ψ22 Ψ23 Ψ24
� � Ψ33 Ψ34
� � � Ψ44

⎤

⎥
⎥
⎦

and

Υ =
[
Υ11 Υ12
Υ21 Υ22

]
:=
[

PT
1

PT
2

]
�
[
Q1 Q2

]
.

The goal now is to show that under the conditions (C.56), we can build a matrix �
such that the inequality (C.55) holds. First of all, note that for any Ψ44, there exists
Υ22 such that Ψ44 + Υ22 + Υ T

22 ≺ 0. On the other hand, the matrix

Γ :=
⎡

⎣
Ψ11 Ψ12 Ψ13

� Ψ22 Ψ23 + Υ T
11

� � Ψ33

⎤

⎦ (C.58)

is negative definite if and only if the matrix

Γ ′ :=
⎡

⎣
I 0 0

−Ψ T
12Ψ

−1
11 I 0

−Ψ T
13Ψ
−1
11 0 I

⎤

⎦Γ

⎡

⎣
I 0 0

−Ψ T
12Ψ

−1
11 I 0

−Ψ T
13Ψ
−1
11 0 I

⎤

⎦

T

=
⎡

⎣
Ψ11 0 0
� Ψ22 − Ψ T

12Ψ
−1
11 Ψ12 Υ T

11 +ΘT

� � Ψ33 − Ψ T
13Ψ
−1
11 Ψ13

⎤

⎦

(C.59)

is negative definite as well with Θ := Ψ T
23 −Ψ T

13Ψ
−1
11 Ψ12. Since Υ11 is arbitrary, Γ ′

is negative definite if and only if the inequalities

Ψ11 ≺ 0
Ψ22 − Ψ T

12Ψ
−1
11 Ψ12 ≺ 0

Ψ33 − Ψ T
13Ψ
−1
11 Ψ13 ≺ 0

(C.60)

hold. These conditions are equivalent to the LMIs

[
Ψ11 Ψ12
� Ψ22

]
≺ 0 and

[
Ψ11 Ψ13
� Ψ33

]
≺ 0, (C.61)
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which are identical, in turn, to the LMI conditions in (C.56). Hence, if the conditions
(C.56) hold, then it is possible to find Υ11 such that Γ ≺ 0. A Schur complement on
(C.57) yields the inequality

Ψ44 + Υ22 + Υ T
22 −

⎡

⎣
Ψ14

Ψ24 + Υ T
21

Ψ34 + Υ12

⎤

⎦

T

Γ −1

⎡

⎣
Ψ14

Ψ24 + Υ T
21

Ψ34 + Υ12

⎤

⎦ ≺ 0

which is obviously satisfied by choosing a sufficiently small Υ22 +Υ T
22 ≺ 0. Hence,

when the conditions (C.61) hold, we can build a matrixΥ such that the matrix (C.57)
is negative definite, and hence it is possible to build a matrix

� =
[

PT
1

PT
2

]+
Υ
[
Q1 Q2

]+

such that the inequality (C.55) holds. The proof is complete. �

The elimination lemma is a corollary of the projection lemma where P or Q is
equal to the identity matrix. It is therefore related to Finsler’s lemma.

Lemma C.12.2 (Elimination/Creation Lemma) Let Ψ ∈ S
n be a symmetric

matrix and P ∈ R
p×n be a given matrix. Then, the following statements are

equivalent:

1. There exists a matrix � ∈ R
p×n such that

Ψ + PT�+�T P ≺ 0. (C.62)

2. The LMI
PT⊥Ψ P⊥ ≺ 0 (C.63)

holds where P⊥ is a basis of the null-space of P.
3. There exist a scalars τ ∈ R such that the LMI

Ψ − τ PT P ≺ 0

holds.

The elimination lemma consists of passing from the condition (C.62) to the con-
dition (C.63) whereas the creation lemma is the opposite direction.
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C.13 Completion Lemma

This theorem shows that it is possible to construct a matrix and its inverse from only
one block of each only. It has consequences in the construction of Lyapunov matrices
in the dynamic output feedback synthesis problem; see e.g. [96, 98] and Sects. 3.3.2,
3.5.1, and 3.5.2.

Theorem C.13.1 (Completion Lemma) Let X ∈ S
n�0 and Y ∈ S

n�0 be given
matrices. Then, the following statements are equivalent:

1. There exist X2 ∈ R
n×r , X3 ∈ R

r×r , Y2 ∈ R
n×r and Y3 ∈ R

r×r such that

[
X X2

XT
2 X3

]
� 0 and

[
X X2

XT
2 X3

]−1

=
[

Y Y2

Y T
2 Y3

]
.

2. The following conditions

[
X In

In Y

]
	 0 and rank

[
X In

In Y

]
≤ n + r

hold.

Proof Proof of 2 ⇒ 1: From the LMI

[
X In

� Y

]
	 0,

we can state that X − Y−1 	 0. It is hence possible to compute a matrix X̃2 ∈ R
n×r

satisfying X̃2 X̃T
2 = X−Y−1. Thus, we have that X− X̃2 X̃T

2 � 0 which is equivalent
to [

X X̃2
� Ir

]
� 0.

A congruence transformation with respect to diag(In, X̃T
3 ) where X̃3 is nonsingular

yields [
X X2
� X3

]
� 0 (C.64)

where X2 := X̃2 X̃3 and X3 := X̃T
3 X̃3. This proves that it is possible to complete

the matrix with X2 and X3 such that the completed matrix is positive definite. For
completeness, we can check back whether the (1, 1) block of the inverse of the
matrix in (C.64) is equal to Y . Applying the Banachiewicz inversion formula (see

http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
http://dx.doi.org/10.1007/978-3-662-44050-6_3
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[5] or Appendix A.2), we obtain that the (1, 1) block of the inverse of the matrix
in (C.64) is equal to (X − X2 X−1

3 X2)
−1. Substituting the expressions X2 = X̃2 X̃3

and X3 = X̃T
3 X̃3 into (X − X2 X−1

3 X2)
−1 yields that (X − X2 X−1

3 X2)
−1 = Y . The

proof is complete.
Proof of 1 ⇒ 2: Using the Banachiewicz inversion formula, we can state that

Y = X−1 + X−1 X2

(
X3 − XT

2 X−1 X2

)−1
XT

2 X−1.

Moreover, since rank[X3 − XT
2 X−1 X2] = r , we then have

X−1 X2

(
X3 − XT

2 X−1 X2

)−1
XT

2 X−1 	 0

which implies that Y 	 X−1 and rank[Y−X−1] ≤ r . This implies that the conditions

[
X In

� Y

]
	 0

and rank[X ]+rank[Y−X−1] ≤ n+r hold. According to the Guttman rank additivity
formula [75], the rank condition is equivalent to

rank

[
X In

� Y

]
≤ n + r.

The proof is complete. �

We have the following corollary when r = n:

Corollary C.13.2 Let X ∈ S
n�0 and Y ∈ S

n�0 be given matrices. Then, the
following statements are equivalent:

1. There exist matrices X2, Y2 ∈ R
n×n and X3, Y3 ∈ S

n such that the rela-
tions [

X X2

XT
2 X3

]
� 0 and

[
X X2

XT
2 X3

]−1

=
[

Y Y2

Y T
2 Y3

]

hold.
2. The LMI [

X In

In Y

]
� 0

holds.
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C.14 Cone Complementary Algorithm

The cone complementary algorithm is a powerful algorithm allowing one to solve,
in an iterative way, certain nonconvex semidefinite programs. This algorithm has
been proposed in [99] for solving the static output feedback and fixed-order dynamic
output feedback problems, which are problems of high interest in linear control
design. Let us consider the following matrix inequality problem:

Problem C.14.1 Find matrices Q, Q̃ � 0 and R verifying Q Q̃ = In such that
the LMI

M(Q, Q̃ R) ≺ 0 (C.65)

holds where M is indeed an affine function of the matrices Q, Q̃ and R. The dimen-
sion of the matrix Q is equal to n.

This problem is nonconvex due to the product constraint Q Q̃ = I . The idea is to
associate the above feasibility problem with the following optimization problem

min
Q�0,Q̃�0,R

trace(Q Q̃) s.t. M(Q, Q̃, R) ≺ 0.

The above optimization problem is the so-called cone complementary problem
since it can be understood as an extension of linear complementarity problems to
the cone of positive semidefinite matrices. Linear complementarity problems have
been introduced by Cottle and Dantzig in [100] in 1968; see also the monographs
[101, 102]. Several efficient algorithms have been provided to solve this problem;
see e.g. [103–105]. The cone complementary algorithm is the generalization of these
algorithms to the case of positive semidefinite matrices. It is described below:

Algorithm 1 Cone complementary algorithm [99]

1: Find a feasible point Q0, Q̃0, R such that M(Q0, Q̃0, R0) ≺ 0. If there is none then exit; else
set k = 0.

2: loop
3: Sk ← Qk , S̃k ← Q̃k .
4: Find Qk+1 � 0 and Q̃k+1 � 0 that solves the problem

αk := min
Q�0,Q̃�0,R

trace(S̃k Q + Sk Q̃) s.t. M(Q, Q̃, R) ≺ 0

5: if αk close enough to 2n then
6: print “Solution found”.
7: return Qk+1.
8: else if Maximum iteration reached then
9: print “Maximum number of iterations reached”.
10: Exit.
11: else
12: k ← k + 1.
13: end if
14: end loop
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This algorithm has been shown to be locally converging to an optimal value α∗
that is greater or equal to 2n, n being the dimension of Q. When the optimal value
is equal to 2n, then the algorithm has converged and the last computed values for Q
and Q̃ verify Q Q̃ = I .

This algorithm has been applied successfully to the design of controllers for linear
systems in [106–110] and in [111, 112] for linear time-delay systems. In the latter
references, however, the cone complementary algorithm is used in order to solve a
matrix inequality feasibility problem which contains a concave term. This procedure
is formulated in the following result:

Lemma C.14.2 Let M(P, Q, x) be a symmetric matrix depending affinely
on x ∈ R

n and on symmetric matrices P, Q. Then, the following statements
are equivalent:

1. There exist a vector x ∈ R
n and positive definite matrices P, Q such that

the matrix inequality

M(P, Q, x)− P Q−1 P ≺ 0 (C.66)

holds.
2. There exist a vector x ∈ R

n and symmetric positive definite matrices P,
P̃, Q, Z, Z̃ and Q̃ verifying P P̃ = I , Q Q̃ = I , Z Z̃ = I such that the
matrix inequalities

M(P, Q, x)− Z ≺ 0

[
Z̃ P̃
� Q̃

]
	 0

(C.67)

hold.

Proof Define Z as Z � P Q−1 P . Then, the inequality (C.66) holds if and only if
the matrix inequalities M(x) − Z and Z � P Q−1 P hold. The latter inequality is
equivalent to Z̃ � P−1 Q P−1 which is equivalent to the condition that

[
Z−1 P−1

� Q−1

]
� 0. (C.68)

The result is finally obtained by setting Z̃ = Z−1, P̃ = P−1 and Q̃ = Q−1. �

Whereas the first statement is in general very difficult to solve due to the strong
nonlinear nature of the conditions, the second one exhibits a much nicer structure
and can be solved using the cone complementary algorithm.
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gain-scheduled memoryless, 317
memoryless, 153



Index 393

with approximate memory, 153
with exact memory, 153

P
Parameters

delayed, 261
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delay-dependent, 176, 185, 191, 193,
195, 201, 203, 206, 216, 222, 229, 232,
236
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