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Preface to the First Edition

This monograph presents a thorough description of the mathematical theory of
robust linear stochastic control systems. The interest in this topic is motivated
by the variety of random phenomena arising in physical, engineering, biological,
and social processes. The study of stochastic systems has a long history, but two
distinct classes of such systems drew much attention in the control literature,
namely stochastic systems subjected to white noise perturbations and systems with
Markovian jumping. At the same time, the remarkable progress in recent decades
in the control theory of deterministic dynamic systems strongly influenced the
research effort in the stochastic area. Thus, the modem treatments of stochastic
systems include optimal control, robust stabilization, and H2-and H∞-type results
for both stochastic systems corrupted with white noise and systems with jump
Markov perturbations.

In this context, there are two main objectives of the present book. The first one is
to develop a mathematical theory linear time-varying stochastic systems including
both white noise jump Markov perturbations. From the perspective of this gener-
alized theory the stochastic systems subjected only to white noise perturbations
or to jump Markov perturbations can be regarded as particular cases. The second
objective is to develop analysis and design methods for advanced control problems
of linear stochastic systems with white noise and Markovianjumping as linear-
quadratic control, robust stabilization, and disturbance attenuation problems. Taking
into account the maj or role played by the Riccati equations in these problems, the
book presents this type of equation in a general framework. Particular attention is
paid to the numerical aspects arising in the control problems of stochastic systems;
new numerical algorithms to solve coupled matrix algebraic Riccati equations are
also proposed and illustrated by numerical examples.

The book contains seven chapters. Chapter 1 includes some prerequisites
conceming measure and probability theory that will be used in subsequent devel-
opments in the book. In the second part of this chapter, detailed proofs of some
new results, such as the Itô-type formula in a general case covering the classes
of stochastic systems with white noise perturbations and Markovian jumping, are
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viii Preface to the First Edition

given. The Itô-type formula plays a cmcial role in the proofs of the main results of
the book.

Chapter 2 is mainly devoted to the exponential stability of linear stochastic
systems. It is proved that the exponential stability in the mean square of the
considered class of stochastic systems is equivalent with the exponential stability
of an appropriate class of deterministic systems over a finite-dimensional Hilbert
space. Necessary and sufficient conditions for exponential stability for such de-
terministic systems are derived in terms of some Lyapunov-type equations. Then
necessary and sufficient conditions in terms of Lyapunov functions for mean
square exponential stability are obtained. These results represent a generalization
of the known conditions conceming the exponential stability of stochastic systems
subjected to white noise and Markovian jumping, respectively.

Some stmctural properties such as controllability, stabilizability, observability,
and detectability linear stochastic systems subjected to both white noise andjump
Markov perturbations are considered in Chapter 3. These properties play a key role
in the following chapters of the book.

In Chapter 4 differential and algebraic generalized Riccati-type equations arising
in the control problems of stochastic systems are introduced. Our attention tums
to the maximal, minimal, and stabilizing solutions of these equations for which
necessary and sufficient existence conditions are derived. The final part of this
chapter provides an iterative procedure for computing the maximal solution of such
equations.

In the fifth chapter of the book, the linear-quadratic problem on the infinite
horizon for stochastic systems with both white noise and jump Markov perturbations
is considered. The problem refers to a general situation: The considered systems are
subjected to both state and control multiplicative white noise and the optimization
is performed under the class of nonanticipative stochastic controls. The optimal
control is expressed in terms of the stabilizing solution of coupled generalized
Riccati equations. As an application of the results deduced in this chapter, we
consider the optimal tracking problem.

Chapter 6 contains corresponding versions of some known results from the
deterministic case, such as the Bounded Real Lemma, the Small Gain Theorem, and
the stability radius, for the considered class of stochastic systems. Such results have
been obtained separately in the stochastic framework for systems subjected to white
noise and Markov perturbations, respectively. In our book, these results appear as
particular situations of a more general class of stochastic systems including both
types of perturbations.

In Chapter 7 the γ-attenuation problem of stochastic systems with both white
noise and Markovian jumping is considered. Necessary and sufficient conditions
for the existence of a stabilizing γ-attenuating controller are obtained in terms
of a system of coupled game-theoretic Riccati equations and inequalities. These
results allow one to solve various robust stabilization problems of stochastic systems
subjected to white noise and Markov perturbations, as illustrated by numerical
examples.



Preface to the First Edition ix

The monograph is based entirely on original recent results of the authors; some
of these results have been recently published in control joumals and conferences
proceedings. There are also some other results that appear for the first time in this
book.

This book is not intended to be a textbook or a guide for control designers. We
had in mind a rather larger audience, including theoretical and applied mathemati-
cians and research engineers, as well as graduate students in all these fields, and,
for some parts of the book, even undergraduate students. Since our intention was
to provide a self-contained text, only the first chapter reviews known results and
prerequisites used in the rest of the book.

The authors are indebted to Professors Gerhard Freiling and Isaac Yaesh for
fruitful discussions on some of the numerical methods and applications presented in
the book.

Finally, the authors wish to thank the Springer publishing staff and the reviewer
for carefully checking the manuscript and for valuable suggestions.





Preface

This new edition has nine chapters and it includes some new developments and
results in robust control of linear stochastic systems.

In Chapter 1 properties of homogeneous Markov processes with countable
infinite number of states are given together with Itô–type formula for stochastic
systems with white noise perturbations and infinite Markov jumping. Lebesgue’s
Theorem and Fatou’s Lemma for discrete measures are also presented.

Chapter 2 is new. The properties of the Minkovski norm are presented. The
main purpose is to provide a characterization for the exponential stability of the
linear differential equations with positive evolution on ordered Banach spaces.
This characterization is given in terms of the existence of some global defined
and bounded solutions of some suitable forward or backward affine differential
equations and in terms of some forward or backward affine differential inequalities.

The problem of robustness of exponential stability with respect to some additive
perturbations modeled by positive operator valued functions is analized in the case
when the involved operators are periodic. The last part of the chapter is devoted
to the investigation of the properties of linear evolution operators associated to
Lyapunov type differential equations on the Banach spaces Sd

n , S∞n and �1(Z+,Sn).
Criteria for exponential stability of the Lyapunov type differential equations on S∞n
and Sd

n (the latest being also presented in the second chapter of the first edition) are
finally derived as direct consequences of the criteria obtained in the general case.

The novelty of Chapter 3 is the characterization of exponential stability in mean
square for stochastic linear differential equations perturbed both by multiplicative
white noise and by an infinite Markov process. This is based on the representation
theorem of the anticausal linear evolution operator defined by a Lyapunov type
differential equation on the space S∞n and on the criteria of exponential stability
of the corresponding linear differential equation presented in Chapter 2.

Chapter 4 is the third chapter of the first edition.
Most of the fifth chapter is new. Bounded global solutions for a wide class

of nonlinear differential equations (called GRDE-Generalized Riccati Differential
Equations) on an ordered Banach space of symmetric matrices are analyzed.
They include as particular cases the systems of Riccati–type equations arising in
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xii Preface

the stochastic linear control (SGRDE Stochastic Generalized Riccati Differential
Equations). Comparison theorems and necessary and sufficient conditions for
bounded maximal, minimal and stabilizing solutions of the GRDE and then by
consequence, the corresponding results for the SGRDE which are also included in
Chapter 4 of the first edition, are provided.

For the sake of clarity, the fifth chapter of the first edition has been split in two
chapters, namely Chapter 6 and Chapter 7 of this edition. A new section treating
a Kalman filtering problem for stochastic systems with state–dependent noise and
Markovian jumping has been included in Chapter 7.

Chapters 8 and 9 are just the sixth and the seventh chapters of the first edition.
In the final part of Chapter 9, a new section presenting a mixed H2/H∞ filtering
problem has been introduced.

The authors wish to thank to Professors G. Freiling, T. Damm, I. Yaesh, O.L.V.
Costa, M.D. Fragoso and V. Ungureanu for fruitful discussions on some general
properties of differential equations with positive evolution on ordered Banach
spaces, numerical methods and applications presented in the book.

We also should like express our gratitude to Mrs. Viorica Dragan and Mr. Catalin
Dragan for their hard work in typing the manuscript.

Finally, the authors are indebted to the Springer publishing staff for the valuable
support and suggestions.
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Chapter 1
Preliminaries to Probability Theory
and Stochastic Differential Equations

This first chapter collects for the readers convenience some definitions and
fundamental results concerning the measure theory and the stochastic processes
theory which are needed in the following developments of the book. Classical
results concerning the measure theory, integration, stochastic processes, and
stochastic integrals are presented without proofs. Appropriate references are
given; thus for the measure theory we mention [33, 55, 71, 75, 118, 138];
for the probability theory we refer to [32, 71, 119, 130, 138], and for the
theory of stochastic processes and stochastic differential equations we cite
[6, 18, 32, 71, 72, 85, 102, 105, 120, 121, 141, 152, 153]. However several results
which can be found in some references less accessible are proved.

In Sect. 1.10 we prove a general version of Itô-type formula which plays a
key role in the developments of Chaps. 3–5. The results concerning mean square
exponential stability in Chap. 3 may be derived using an Itô-type formula which
refers to stochastic processes which are solutions to a class of stochastic differential
equations. This version of the Itô-type formula can be found in Theorem 1.11.4.
Theorem 1.10.1 used in the proof of Itô-type formula and also in Chap. 8 in order to
estimate the stability radius, appears for the first time in this book.

1.1 Elements of Measure Theory

1.1.1 Measurable Spaces

Definition 1.1.1. A measurable space is a pair (Ω,F) where Ω is a set and F
is a σ -algebra of subsets of Ω, that is, F is a family of subsets A ⊂ Ω with the
properties

(i) Ω ∈ F ;
(ii) If A ∈ F , then Ω−A ∈ F ;

(iii) If An ∈ F ,n≥ 1, then ∪∞n=1An ∈ F .

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 1, © Springer Science+Business Media New York 2013
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2 1 Preliminaries

If F1 and F2 are two σ -algebras of subsets of Ω, by F1 ∨F2 we denote the
smallest σ -algebra of subsets of Ω which contains the σ -algebras F1 and F2.

By B(Rn) we denote the σ -algebra of Borel subsets of Rn, that is, the smallest
σ -algebra containing all open subsets of Rn.

For a family C of subsets ofΩ,σ (C) will denote the smallest σ -algebra of subsets
of Ω containing C; σ(C) will be termed the σ -algebra generated by C.

If (Ω1,G1) and (Ω2,G2) are two measurable spaces, by G1⊗G2 we denote the
smallest σ -algebra of subsets of Ω1 ×Ω2 which contains all sets A× B,A ∈ G1,
B ∈ G2.

Definition 1.1.2. A collection C of subsets of Ω is called to be a π-system if

(i) φ ∈ C, and
(ii) if A,B ∈ C, then A∩B ∈ C.

The next result proved in [154] is frequently used in the probability theory:

Theorem 1.1.1. If C is a π-system and G is the smallest family of subsets of Ω
such that

(i) C ⊂ G;
(ii) If A ∈ G, then Ω−A ∈ G;

(iii) An ∈ G,n≥ 1 and Ai∩A j = φ for i 	= j implies ∪∞n=1Ai ∈ G, then
σ(C) = G.

Proof. Since σ(C) verifies (i), (ii), and (iii) in the statement, it follows that G ⊂
σ(C).

To prove the opposite inclusion we show first that G is a π-system.
Let A ∈ G and define G(A) = {B;B ∈ G and A∩B ∈ G}.
Since A−B = Ω− [(A∩B)∪ (Ω−A)], it is easy to check that G(A) verifies the

conditions (ii) and (iii), and if A ∈ C, then (i) is also satisfied. Hence for A ∈ C we
have G(A) = G; consequently, if A ∈ C and B ∈ G, then A∩B ∈ G. But this implies
G(B) ⊃ C and therefore G(B) = G for any B ∈ G. Hence G is a π-system and now,
since G verifies (ii) and (iii) it is easy to verify that G is a σ -algebra and the proof is
complete. ��

1.1.2 Measures and Measurable Functions

Definition 1.1.3. (a) Given a measurable space (Ω,F), a function μ : F → [0,∞]
is called a measure if:

(i) μ(φ) = 0
(ii) if An ∈ F , n≥ 1 and Ai∩A j = φ for i 	= j, then

μ(∪∞n=1An) =
∞

∑
n=1

μ(An).
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(b) A triplet (Ω,F ,μ) is said to be a space with measure.
(c) If μ(Ω) = 1 we say that μ is a probability on F and in this case the triplet

(Ω,F ,μ) is termed a probability space.
(d) A measure μ is called to be σ -finite if there exists a sequence An,n≥ 1,An ∈F

with Ai∩A j = φ for i 	= j and Ω= ∪∞n=1An and μ(An)< ∞ for every n.

Definition 1.1.4. Given a measurable space (Ω,F), a function f : Ω �−→ R is said
to be a measurable function if for every A ∈ B(R) we have f−1 (A) ∈ F where
f−1 (A) = {ω ∈Ω; f (ω) ∈ A} .

It is easy to prove that f :Ω �−→R is measurable if and only if f−1 ((−∞,α))∈F
for every α ∈ R.

Remark 1.1.1. It is not difficult to verify that if (Ω1,F1) and (Ω2,F2) are two
measurable spaces and if f : Ω1×Ω2 → R is F1

⊗F2 measurable, then for each
ω2 ∈Ω2 the function ω1 �−→ f (ω1,ω2) is F1 measurable and for each ω1 ∈Ω1 the
function ω2 �−→ f (ω1,ω2) is F2 measurable.

Definition 1.1.5. A measurable function f : Ω �−→ R is said to be a simple
measurable function if it takes only a finite number of values.

We shall write a.a. and a.e. for almost all and almost everywhere, respectively;
f = g a.e. means μ ( f 	= g) = 0.

Definition 1.1.6. Let (Ω,F ,μ) be a space with measure, fn : Ω→ R, n ≥ 1 and
f : Ω→ R be measurable functions.

(i) We say that fn converges to f for a.a. ω ∈Ω or equivalently limn→∞ fn = f a.e.
( fn

a.e.→ f ) if

μ{ω; lim
n→∞

fn(ω) 	= f (ω)}= 0;

(ii) We say that the sequence fn converges in measure to f ( fn
μ→ f ) if for every

δ > 0, we have limn→∞ μ{ω; | fn(ω)− f (ω)|> δ}= 0.

Theorem 1.1.2. Assume that limn→∞ fn = f a.e. and that μ(Ω)<∞. Then fn
μ→ f .

Theorem 1.1.3 (Riesz’s Theorem). If fn
μ→ f , then there exists a subsequence fnk

of the sequence fn such that limk→∞ fnk = f a.e.

Corollary 1.1.4. Let (Ω,F ,μ) be a space with measure such that μ(Ω)< ∞. Then
the following assertions are equivalent:

(i) fn
μ→ f ;

(ii) Any subsequence of fn contains a subsequence converging a.e. to f .

As usual, in the measure theory two measurable functions f and g are identified if
f = g a.e. Moreover if f :Ω→R= [−∞,∞] is measurable, that is f−1 ([−∞,α))∈F
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for every α ∈ R and if μ (| f |= ∞) = 0, then f will be identified with a function
g : Ω→ R defined as follows:

g(ω) =
{

f (ω) if | f (ω)|< ∞,and
0 i f | f (ω)|= ∞.

Theorem 1.1.5. If (Ω1,F1,μ1) and (Ω2,F2,μ2) are two spaces with σ -finite
measures, then there exists a unique measure μ : F1

⊗F2 → [0,∞] such that
μ (A×B) = μ1 (A)μ2 (B) for all A∈F1 and B∈F2. This measure μ will be denoted
by μ1×μ2.

1.1.3 Integration

Theorem 1.1.6. Let f ≥ 0 be a measurable function. Let us define

fn(ω) =
2nn+1

∑
i=1

i−1
2n χAi,n(ω),

where

Ai,n =

{

ω;
i−1
2n ≤ f (ω)<

i
2n

}

, i = 1,2 . . . ,2nn,

A2nn+1,n = {ω; f (ω)≥ n},

and χA(ω) is the indicator function of the set A; that is χA (ω) = 1 if ω ∈ A and
χA (ω) = 0 if ω ∈Ω−A. Then we have:

(i) 0≤ fn ≤ fn+1 and limn→∞ fn(ω) = f (ω),ω ∈Ω;
(ii) 0 ≤ an ≤ an+1 where an = ∑2nn+1

i=1
i−1
2n μ(Ai,n) (with the convention that 0 ·

∞= 0).

��
Definition 1.1.7. (i) Let f ≥ 0 be a measurable function on a space with mea-

sure (Ω,F ,μ) and fn,an, n ≥ 1 be the sequences defined in statement of
Theorem 1.1.6. By definition an =

∫
Ω fndμ and

∫
Ω f dμ = limn→∞ an;

(ii) A measurable function f :Ω→R is called an integrable function if
∫
Ω | f |dμ <

∞ and in this case,

∫

Ω
f dμ =

∫

Ω
f+dμ−

∫

Ω
f−dμ
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where

f+ =
1
2
(| f |+ f ) ; f− =

1
2
(| f |− f );

(iii) We say that the integral of a measurable function f exists if at least one of the
integrals

∫
Ω f+dμ or

∫
Ω f−dμ is finite; if

∫
Ω f+dμ = ∞ and

∫
Ω f−dμ < ∞,

then by definition,
∫
Ω f dμ = ∞, and if

∫
Ω f+dμ < ∞ and

∫
Ω f−dμ = ∞, by

definition
∫
Ω f dμ =−∞.

Remark 1.1.2. It can be proved that the definition of the integral
∫
Ω f dμ in (a) is

not dependent upon the choice of the particular monotonic increasing sequence of
simple measurable functions fn converging to f . If f is a simple measurable function
with values c1,c2 , . . . ,cn, then by definition

∫

Ω
f dμ =

n

∑
i=1

ciμ ({ω; f (ω) = ci}) .

It is known that:

(i) |
∫
Ω f dμ | ≤

∫
Ω | f |dμ ;

(ii) If f = g a.e., then
∫
Ω f dμ =

∫
Ω gdμ ;

(iii) If A ∈ F , by definition
∫

A f dμ =
∫
Ω χA f dμ .

By Lp(Ω), p≥ 1 we denote the space of all measurable functions f :Ω→R with
∫
Ω | f |pdμ < ∞.

Let us define

|| f ||p =
(∫

Ω
| f |pdμ

) 1
p

i f f ∈ Lp.

Regarding the integrable functions we recall the following useful results.

Theorem 1.1.7 (Holder’s Inequality). If f ∈ Lp(Ω), p > 1 and g ∈ Lq(Ω) with
1
p +

1
q = 1, then f g ∈ L1(Ω) and

|| f g||1 ≤ || f ||p||g||q.

Taking, in the above theorem, p = s
r , f = |h|r, g = 1, one obtains the following

result.

Corollary 1.1.8. If μ (Ω) < ∞ and 1 ≤ r < s, then h ∈ Ls (Ω) implies h ∈ Lr (Ω)
and if μ (Ω) = 1, we have ‖h‖r ≤ ‖h‖s. ��

Definition 1.1.8. Let fn, f ∈ Lp. We say that fn → f in Lp or fn
Lp

→ f if

lim
n→∞

∫

Ω
| fn− f |pdμ = 0.

Theorem 1.1.9. If fn
Lp

→ f , then fn
μ→ f .
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1.2 Convergence Theorems for Integrals

Let (Ω,F ,μ) be a space with measure. The following results are well known in the
measure theory.

Theorem 1.2.1 (Fatou’s Lemma). Let fn ≥ 0,n≥ 1 be a sequence of measurable
functions. Then

∫

Ω
(lim fn)dμ ≤ lim

∫

Ω
fndμ .

Theorem 1.2.2 (Lebesgue’s Theorem). Let fn, f be measurable functions and
| fn| ≤ g,n ≥ 1, a.e. where g is an integrable function. If limn→∞ fn = f a.e., then

fn
L1
→ f , and therefore limn→∞

∫
Ω fndμ =

∫
Ω f dμ . ��

Theorem 1.2.3. Let fn, f be measurable functions. If | fn| ≤ g,n ≥ 1 for some

integrable function g and fn
μ→ f , then fn

L1
→ f .

Theorem 1.2.4 ( [32, 71, 133]). Let fn, f be integrable functions. Suppose that
μ(Ω)< ∞ and there exists α > 1 such that

sup
n

∫

Ω
| fn|αdμ < ∞.

If fn
μ→ f , then fn

L1
→ f and therefore limn→∞

∫
Ω fndμ =

∫
Ω f dμ .

Theorem 1.2.5 ( [55, 118]). If f : [a,b]→ R is an integrable function, then

lim
h→0+

1
h

∫ t

max{t−h,a}
f (s)ds = f (t) a.e.,t ∈ [a,b] .

��
Definition 1.2.1. Let μ1 and μ2 be two measures on the measurable space (Ω,F);
we say that μ1 is absolute continuous with respect to μ2 (and we write μ1 � μ2) if
μ2(A) = 0 implies μ1(A) = 0.

Theorem 1.2.6 (Radon–Nicodym Theorem). If λ � μ ,λ (Ω) < ∞,μ(Ω) < ∞,
then there exists a unique (mod μ) integrable function f such that λ (A) =

∫
A f dμ

for all A ∈ F . ��
Theorem 1.2.7 (Fubini’s Theorem). Let (Ω1,F1,μ1), (Ω2,F2,μ2) be two spaces
with σ -finite measures μ1 and μ2, respectively. Then we have:

(a) If f : Ω1×Ω2 → R+ is a measurable function (with respect to F1
⊗F2), then

the function ω2 �−→
∫
Ω1

f (ω1,ω2)dμ1 is F2 measurable, the function ω1 �−→∫
Ω2

f (ω1,ω2)dμ2 is F1 measurable and
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∫

Ω1×Ω2

f d (μ1×μ2) =
∫

Ω1

(∫

Ω2

f (ω1,ω2)dμ2

)

dμ1

=
∫

Ω2

(∫

Ω1

f (ω1,ω2)dμ1

)

dμ2;

(b) A measurable function f : Ω1 × Ω2 → R is integrable (on the space
(Ω1×Ω2,F1

⊗F2,μ1×μ2)) if and only if

∫

Ω1

(∫

Ω2

| f (ω1,ω2)|dμ2

)

dμ1 < ∞ ;

(c) If f : Ω1×Ω2 → R is an integrable function, then:

(i) For a.a. ω1 ∈Ω1 the function ϕ1(ω1) =
∫
Ω2

f (ω1,ω2)dμ2 is well defined,
finite and measurable and integrable on the space {Ω1,F1,μ1}.

(ii) For a.a. ω2 ∈Ω2 the function ϕ2(ω2) =
∫
Ω1

f (ω1,ω2)dμ1 is well defined,
finite and measurable and integrable on the space {Ω2,F2,μ2}.

(iii)
∫
Ω1×Ω2

f d(μ1×μ2) =
∫
Ω1
ϕ1dμ1 =

∫
Ω2
ϕ2dμ2. ��

At the end of this section we provide some useful applications of Fatou’s Lemma
and Lebesque’s Theorem to the study of the series of real numbers.

Let (Z+,P(Z+),μ) be the space with measure, where Z+ is the set of nonneg-
ative integers, P(Z+) is the family of all subsets of Z+ and μ : P(Z+)→ R+ is
defined by μ(A) is the number of elements of A if A is a finite subset, μ(A) = +∞
if A is an infinite subset and μ( /0) = 0. It is obvious that μ({i}) = 1 if i ∈ Z+.
A function a : Z+ → R is a sequence of real numbers a = {a(i)}i∈Z+ . It is easy
to see that every function a : (Z+,P(Z+))→ (R,B(R)) is a measurable function.
Definition 1.1.7 (ii) specialized to this framework allows us to say that a function
a = {a(i)}i∈Z+ is integrable if and only if ∑∞i=0 |a(i)|< ∞. We have

∫

Z+

adμ =
∞

∑
i=0

a(i)

if the right-hand side is well defined.
Applying Theorem 1.2.1 one obtains.

Corollary 1.2.8. Let ak,k≥ 0 be a sequence of functions ak = {ak(i)}i∈Z+ with the
properties:

(i) ak(i)≥ 0 for all k, i ∈ Z+;
(ii) limk→∞ ak(i) = x(i) for all i ∈ Z+.

Then ∑∞i=0 x(i)≤ limk→∞∑∞i=0 ak(i). ��
Applying Theorem 1.2.2 one obtains.
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Corollary 1.2.9. Let ak,k≥ 0 be a sequence of functions ak = {ak(i)}i∈Z+ with the
properties:

(a) limk→∞ ak(i) = x(i) for all i ∈ Z+;
(b) |ak(i)| ≤ m(i), k ≥ 0, i≥ 0 where ∑∞i=0 m(i)< ∞.

Under these conditions the following hold:

(i) The series ∑∞i=0 |ak(i)|,k ≥ 0,∑∞i=0 |x(i)| are convergent.
(ii) limk→∞∑∞i=0 |ak(i)−x(i)|= 0.

(iii) limk→∞∑∞i=0 ak(i) = ∑∞i=0 x(i). ��

1.3 Elements of Probability Theory

Throughout this section and throughout this monograph {Ω,F ,P} is a given
probability space (see Definition 1.1.3 (c)).

In the probability theory a measurable function is called random variable and the
integral of a random variable f is called the expectation of f and it is denoted by
E f or E( f ), that is E f =

∫
Ω f dP.

A random vector is a vector whose components are random variables. All random
vectors are considered column vectors. In the probability theory the words almost
surely (a.s.) and with probability one are often used instead of almost everywhere.

As usual, two random variables (random vectors) x,y are identified if x = y a.s.
With this convention the space L2(Ω,P) of all random variables x with E|x2|<∞

is a real Hilbert space with respect to the inner product < x,y >= E(xy).
If xα ,α ∈ Δ is a family of random variables by σ(xα ,α ∈ Δ), we denote

the smallest σ -algebra G ⊂ F with respect to which all functions xα ,α ∈ Δ are
measurable.

1.3.1 Gaussian Random Vectors

Definition 1.3.1. An n-dimensional random vector x is said to be Gaussian if there
exist m ∈ Rn and K-n×n symmetric positive semidefinite matrix such that

EeiuT x = eiuT m− 1
2 uT Ku

for all u ∈ Rn, where uT denotes the transpose of u and i :=
√
−1.

Remark 1.3.1. The above equality implies

m = ExandK = E (x−m)(x−m)T . (1.1)
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Definition 1.3.2. A Gaussian random vector x is said to be nondegenerate if K is a
positive definite matrix. If x is a nondegenerate Gaussian random vector, then

P(x ∈ A) =
1

((2π)n detK)
1
2

∫

A
e−

1
2 (y−m)T K−1(y−m)dy

for every A ∈ B (Rn).

1.4 Independence

Definition 1.4.1. (i) The σ -algebras F1,F2, . . . ,Fn, Fi ⊂F are independent if

P(∩n
j=1A j) =Πn

j=1P(A j)

for all A j ∈ F j, 1≤ j ≤ n.
(ii) The random variables (random vectors) x1,x2, . . . ,xn are independent if the

σ -algebras σ(x1),σ(x2), . . . ,σ(xn) are independent.
(iii) The set {x1,x2, . . . ,xn} of random variables (random vectors) is independent of

the σ -algebra G, G ⊂ F if the σ -algebra σ(xi,1≤ i≤ n) is independent of G.

Theorem 1.4.1. (i) If x1,x2, . . . ,xn are independent random variables and if
xi are integrable, 1 ≤ i ≤ n, then the product x1x2 . . .xn is integrable and
E(x1x2 . . .xn) =Πn

i=1E(xi).
(ii) If the random vectors x1,x2, . . . ,xn, n≥ 2 are independent, then σ (x1, . . . ,xk) is

independent of σ (xk+1, . . . ,xn) for every 1≤ k ≤ n−1. ��

1.5 Conditional Expectation

Let G ⊂ F be a σ -algebra and x an integrable random variable. By Radon–Nicodym
Theorem (Theorem 1.2.6) it follows that there exists a unique (mod P) random
variable y with the following properties:

(a) y is measurable with respect to G.
(b) E|y|< ∞, and
(c)

∫
A ydP =

∫
A xdP for all A ∈ G.

The random variable y with these properties is denoted by E[x|G] and is called
the conditional expectation of x with respect to the σ -algebra G.

By definition, for all A ∈ F

P(A|G) : = E[χA|G] and

E[x|y1, . . . ,yn] : = E[x|σ(y1, . . . ,yn)]

where χA denotes the indicator function of A.
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If x is an integrable random variable and A∈F with P(A)> 0, then by definition

E[x|A] :=
∫

Ω
xdPA

where

PA : F → [0,∞)byPA(B) =
P(A∩B)

P(A)
forall B ∈ F .

E[x|A] is called the conditional expectation of x with respect to the event A.
Since

PA(B) =
1

P(A)

∫

B
χAdP,

we have

E[x|A] = 1
P(A)

∫

Ω
(xχA)dP =

1
P(A)

∫

A
xdP.

By definition

P(B|A) := PA(B),A ∈ F ,B ∈ F ,P(A)> 0.

Obviously, P[B|A] = E(χB|A).
Theorem 1.5.1. Let x,y be integrable random variables and G,H⊂F ,σ -algebras,
then the following assertions hold:

(i) E(E[x|G]) =Ex;
(ii) E[E[x|G]|H] = E[x|H] a.s. if G ⊃H;

(iii) E[(αx+βy)|G] =αE[x|G]+βE[x|G] a.s. α,β ∈ R;
(iv) E[xy|G] = yE[x|G] a.s. if y is measurable with respect to G and xy is integrable;
(v) If x is independent of G, then E[x|G] = Ex;

(vi) x≥ 0 implies E [x|G]≥ 0 a.s. ��
Remark 1.5.1. It is easy to verify that:

(i) If x is an integrable random variable and y is a simple random variable with
values c1, . . . ,cn, then

E[x|y] = ∑
j∈M

χy=c j E[x|y = c j],

where M =
{

j ∈ {1,2, . . . ,n} ; P(y = c j)> 0
}

;
(ii) If A ∈ F , GA = {Φ,Ω,A,Ω−A} and x is an integrable random variable, then

E[x|GA] =

{
χAE[x|A]+ χΩ−AE[x|Ω−A] if0 < P(A)< 1

Ex ifP(A) = 0orP(A) = 1.

Therefore E[x|GA] takes at most two values.
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1.6 Stochastic Processes

In this section J ⊆ R is an interval. Let us introduce first the following definition:

Definition 1.6.1. An m-dimensional stochastic process is a function x : J×Ω→Rm

with the property that x(t, ·) is a random vector for each t ∈ J.

Usually we denote a stochastic process by {x(t), t ∈ J},x = {x(t)}t∈J or x(t), t ∈
J, the dependence upon the second argument ω being omitted. The function t →
x(t,ω) (with ω fixed) are called the sample paths of the process.

If m = 1, we shall simply say that x is a stochastic process.

Definition 1.6.2. (i) We say that the process x= {x(t)}t∈J is continuous if for a.a.
ω the functions x(·,ω) are continuous on J;

(ii) x is called to be right continuous if for a.a. ω the functions x(·,ω) are right
continuous on J;

(iii) the process x = {x(t)}t∈J is continuous in probability if tn → t0 with tn, t0 ∈ J

implies x(tn)
P→ x(t0);

(iv) x is called to be a measurable process if it is measurable on the product space
with respect to the σ algebra B(J)⊗F ,B(J) being the σ -algebra of Borel sets
in J.

Remark 1.6.1. (i) Every right continuous stochastic process is a measurable
process.

(ii) From the Fubini theorem it follows that if x : J×Ω→R is a measurable process
and E

∫
J |x(t)|dt < ∞, then for a.a. ω ,

∫
J x(t)dt is a random variable.

Definition 1.6.3. Two stochastic process x1 = {x1(t)}t∈J ,x2 = {x2(t)}t∈J are called
stochastically equivalent if P{x1(t) 	= x2(t)}= 0 for all t ∈ J. We then say that x2 is
a version of x1.

Now let us consider a family M = {Mt}t∈J of σ -algebras Mt⊂F with the
property that t1 < t2 impliesMt1 ⊂Mt2 .

Definition 1.6.4. We say that the process x = {x(t)}t∈J is nonanticipative with
respect to the familyM, if:

(i) x is a measurable process;
(ii) for each t ∈ J,x(t, ·) is measurable with respect to the σ -algebraMt .

When (ii) holds we say that x(t) isMt-adapted.

As usual, by Lp (J×Ω,Rm) , p ≥ 1, we denote the space of all m-dimensional
measurable and p-integrable stochastic processes x : J×Ω→ Rm. By Lp

M (J) we
denote the space of all x ∈ Lp (J×Ω,Rm) which are nonanticipative with respect to
the familyM= (Mt) , t ∈ J.

Theorem 1.6.1. If for every t ∈ J, the σ -algebra Mt contains all sets M ∈ F with
P(M) = 0, then Lp

M (J×Ω,Rm) is a closed subspace of Lp (J×Ω,Rm).
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Proof. Let xn ∈ Lp
M (J×Ω,Rm) ,n ≥ 1, be a sequence which converges to x ∈

Lp (J×Ω,Rm). We have to prove that there exists x̂ ∈ Lp
M (J×Ω,Rm) such that

xn converges to x̂ in the space Lp (J×Ω,Rm). Indeed, since

lim
n→∞

∫

J
E |xn (t)− x(t)|p dt = 0,

by Theorem 1.1.9 the sequence of functions E |xn (t)− x(t)|p converges in measure
to zero. Hence by virtue of the Riesz’s Theorem there exists a subsequence xnk and
a set N ⊂ J with μ (N) = 0 (μ being the Lebesgue measure) such that

lim
n→∞

E |xn (t)− x(t)|p = 0

for all t ∈ J−N. Let t ∈ J−N be fixed. Applying again Theorem 1.1.9 and Riesz’s
Theorem one concludes that the sequence xnk (t) , k ≥ 1 has a subsequence which
converges a.e. to x(t). But xnk (t) are Mt -adapted and Mt contains all sets M ∈ F
with P(M) = 0. Therefore x(t) is measurable with respect toMt for each t ∈ J−N.
Now, define x̂ : J×Ω→ Rm as follows:

x̂(t,ω) =
{

x(t,ω) ift ∈ J−N, ω ∈Ω
0if t ∈ N andω ∈Ω

Obviously x̂ ∈ Lp
M (J×Ω,Rm) and limn→∞

∫
J E |xn (t)− x̂(t)|p dt = 0. The proof is

complete. ��
The next result is proved in [102, Chap. 4, Sect. 2].

Theorem 1.6.2. Let M = {Mt}t∈[a,b] be an increasing family of σ -algebras with
the property that for each t, Mt contains all sets M ∈ F with P(M) = 0. If
x = {x(t)}t∈[a,b] is a nonanticipative process with respect to the family M and if

E
∫ b

a |x(t)|dt < ∞, then the process

y = {y(t)}t∈[a,b],y(t) =
∫ t

a
x(s)ds

is nonanticipative with respect to the familyM. ��

1.7 Stochastic Processes with Independent Increments

Definition 1.7.1. An r-dimensional stochastic process x(t) , t ∈ [0,∞) is said to be
a stochastic process with independent increments if for all 0≤ t0 < t1 < .. . < tk, the
random vectors x(t0) , x(t1)− x(t0) , . . . ,x(tk)− x(tk−1) are independent.

Theorem 1.7.1. If x(t) , t ≥ 0 is an r-dimensional stochastic process with
independent increments, then σ (x(t)− x(a) , t ∈ [a,b]) is independent of
σ (x(b+h)− x(b) , h > 0) for all 0≤ a < b.
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Proof. LetM be the family of all sets of the form ∩p
i=1 (x(ti)− x(a))−1 (Ai) where

a < ti ≤ b and Ai ∈ B (Rr) , 1 ≤ i ≤ p, and N be the family of all sets of the form
∩m

i=1 (x(b+hi)− x(b))−1 (Bi) where 0 < hi, Bi ∈ B (Rr) , 1≤ i≤ m. ObviouslyM
and N are π-systems and

σ (M) = σ (x(t)− x(a) , t ∈ [a,b]) , σ (N ) = σ (x(b+h)− x(b) , h > 0) .

First we prove that P(M∩N) = P(M) ·P(N) if M ∈M and N ∈ N . Indeed, let
M = ∩p

i=1 (x(ti)− x(a))−1 (Ai) , N = ∩m
i=1 (x(b+hi)− x(b))−1 (Bi) with

a < t1 < .. . < tp ≤ b, 0 < h1 < .. . < hm, Ai ∈ B (Rr) ,Bi ∈ B (Rr) .

Since

σ (x(ti)− x(a) ,1≤ i≤ p)

= σ (x(t1)− x(a) , x(t2)− x(t1) , . . . ,x(tp)− x(tp−1))

and

σ (x(b+hi)− x(b) ,1≤ i≤ m)

= σ (x(b+h1)− x(b) , x(b+h2)− x(b+h1) , . . . ,

x(b+hm)− x(b+hm−1))

from Theorem 1.4.1 (ii) it follows that P(M∩N) = P(M) ·P(N). Further by using
Theorem 1.1.1 and the equality A−B = A− (A∩B) one can prove that P(M∩B) =
P(M) ·P(B) if M ∈M and B ∈ σ (x(b+h)− x(b) , h > 0) and then applying again
Theorem 1.1.1, we prove that P(A∩B) = P(A) ·P(B) if A∈ σ (M) and B∈ σ (N ).
The proof is complete. ��
Theorem 1.7.2 ( [133]). If x(t) , t ≥ 0 is a continuous r-dimensional stochastic
process with independent increments, then all increments x(t2)−x(t1) are Gaussian
random vectors. ��

1.8 Wiener Processes and Markov process Processes

1.8.1 Standard Wiener Processes

In the next definitions, I is the interval [0,∞).

Definition 1.8.1. A continuous stochastic process β = {β (t)}t∈I is called a stan-
dard Brownian motion or a standard Wiener process if:
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(i) β (0) = 0;
(ii) β (t) is a stochastic process with independent increments;

(iii) Eβ (t) = 0, t ∈ I,E|β (t)−β (s)|2 = |t− s| with t,s ∈ I.

Definition 1.8.2. An r-dimensional stochastic process w(t) = (w1(t), . . . ,wr(t))T ,
t ∈ I is called an r-dimensional standard Wiener process if each process wi(t)
is a standard Brownian motion and the σ -algebras σ(wi(t), t ∈ I),1 ≤ i ≤ r are
independent.

For each t ≥ 0, by Ft we denote the smallest σ -algebra which contains all sets
M ∈ F with P(M) = 0 and with respect to which all random vectors {w(s)}s≤t are
measurable.

For t ≥ 0, Ut = σ(w(t +h)−w(t),h > 0).
From Theorem 1.7.1 it follows that for each t ∈ I,Ft is independent of Ut .

Remark 1.8.1. (i) Since w(t)− w(s) is independent of Fs if t > s (see Theo-
rem 1.7.1), from Theorem 1.5.1 (v) it follows that

E [(w(t)−w(s)) | Fs] = 0, (1.2)

E
[
(w(t)−w(s))(w(t)−w(s))T | Fs

]
= Ir (t− s) , t > s, a.e.

(ii) The increments w(t)−w(s) , t 	= s are nondegenerate Gaussian random vectors
(see Theorem 1.7.2 and (1.1)).

The converse assertion in (i) is also valid.

Theorem 1.8.1 ([68,102]). Let w(t) , t ≥ 0 be a continuous r-dimensional stochas-
tic process with w(0) = 0 and adapted to an increasing family of σ -algebras
Ft , t ≥ 0 such that (1.2) holds. Then w(t) , t ≥ 0 is a standard r-dimensional Wiener
process and all increments w(t2)− w(t1) , t2 	= t1 are nondegenerate Gaussian
random vectors. ��

Theorems 1.7.2 and 1.8.1 will not be used in this book but they are given
because they are interesting by themselves and they give a more detailed view of
the properties of these stochastic processes.

1.8.2 Standard Homogeneous Markov Processes

Throughout this book D is a finite or countable infinite set of positive integers.
Without loss of generality we shall take D = {1,2, . . . ,d} if D is a finite set and
D = Z+ = {0,1, . . .}, respectively, in the case when D is a countable infinite set.

Definition 1.8.3. A family {P(t)}t>0 of matrices P(t) = [pi j (t)] , i, j ∈ D×D, is
said to be a transition semigroup if the following two conditions are satisfied:
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(i) For each t > 0, P(t) is a stochastic matrix, that is 0 ≤ pi j (t) ≤ 1 and
∑ j∈D pi j (t) = 1, ∀ i ∈ D;

(ii) P(t + s) = P(t)P(s) for all t > 0, s > 0.

The equality (ii) is termed the homogeneous Chapman–Kolmogorov relation.

Definition 1.8.4. A stochastic process η(t), t ∈ [0,∞) is called a standard homo-
geneous Markov process with state-space the set D and the transition semigroup
P(t) = [pi j(t)](i, j)∈D×D, t > 0,, if:

(i) η(t,ω) ∈ D for all t ≥ 0 and ω ∈Ω;
(ii) P[η(t +h) = j|η(s),s≤ t] = pη(t) j(h) a.s. for all t ≥ 0,h > 0, j ∈ D;

(iii) limh→0+ pi j(h) = δi j where δi j = 1 if i = j and δi j = 0 if i 	= j;
(iv) η (t) , t ≥ 0 is a right continuous stochastic process.

In fact, the above definition says that a standard homogeneous Markov process is
a triplet {η(t),P(t),D} satisfying (i)–(iv), P(t), t > 0 being a transition semigroup.
If D = {1,2, . . . ,d}, then {η(t),P(t),D} is a standard homogeneous Markov
process with a finite number of states.

The next result is proved in [18, 21, 32].

Theorem 1.8.2. The standard homogeneous Markov process has the properties:

(i) P{η(t +h) = j|η(t) = i}= pi j(h) for all i, j ∈ D,h > 0, t ≥ 0 with P{η(t) =
i}> 0.

(ii) P{η(t +h) = j|η(s),s≤ t}= P [η(t +h) = j|η(t)] , t ≥ 0,h > 0, j ∈ D, a.s.
(iii) If x is a bounded random variable measurable with respect to the σ -algebra

σ(η(s),s≥ t), then E[x|η(u),u≤ t] = E[x|η(t)], a.s.t ≥ 0.
(iv) pii(t)> 0 for all i ∈ D, t > 0.
(v) For each i ∈ D and j ∈ D, limt→∞ pi j(t) exists.

If {η(t),P(t),D} is a standard homogeneous Markov process with a finite
number of states, then the following properties hold:

(vi) η(t) is continuous in probability.
(vii) There exists a constant matrix Q such that P(t) = eQt , t > 0,Q = [qi j] is a

matrix with qi j ≥ 0 if i 	= j and ∑d
j=1 qi j = 0. ��

In fact (ii) follows from (iii) since χη(t+h)= j is measurable with respect to the
σ -algebra σ (η (u) ,u≥ t).

The assertion (iii) in Theorem 1.8.2 is termed the Markov property of the process
η (t).

Under some additional assumptions, the assertions (vi)–(vii) are remaining valid
in the case of a standard homogeneous Markov process with an infinite countable
number of states. For more details we refer to Sect. 1.13.

If D = {1,2, . . . ,d} the fact that a transition semigroup P(t), t > 0 with the
property that limt→0+ pi j (t) = δi j admits an infinitesimal generator Q (P(t) =
eQt , t > 0) follows from the general theory of semigroups in Banach algebras [79]
but in the theory of Markov processes a probabilistic proof is given in [18,21,32,71].

We assume in the following that πi := P{η(0) = i}> 0 for all i ∈ D.
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Remark 1.8.2. From the above assumption and from the equality

P{η(t) = i}= ∑
j∈D

π jP{η(t) = i|η(0) = j}

we deduce that P{η(t) = i} ≥ πi pii(t)> 0, t ≥ 0, i ∈ D.

In the following developments Gt , t ≥ 0 denotes the family of σ -algebras Gt =
σ(η(s),0≤ s≤ t) and Vt , t ≥ 0 is the family of σ -algebras Vt = σ(η(s),s≥ t).

1.9 Stochastic Integral

Throughout this section and throughout the monograph we consider the pair
(w(t),η(t)), t ≥ 0 where w(t) is an r-dimensional standard Wiener process and
η(t) is a standard homogeneous Markov process (see Definitions 1.8.2 and 1.8.4).
Assume that the σ -algebra Ft is independent of Gt for every t ≥ 0, where Ft and Gt

have been defined in the preceding section.
Denote byHt := Ft ∨Gt , t ≥ 0.
Let G̃ = σ (η (t) , t ≥ 0).

Theorem 1.9.1. For every t ≥ 0, Ft is independent of G̃ and Ut is independent of
Ft ∨G̃. Therefore Ut andHt are independent σ -algebras for every t ≥ 0.

Proof. First one proves that Ft is independent of Gs for all t ≥ 0, s ≥ 0. Indeed if
t < s we have Ft ⊂ Fs. Since Fs is independent of Gs it follows that Ft and Gs are
independent σ -algebras. Similarly one proves in case t > s.

Now let M0 be the family of all sets of the form ∩m
k=1 {η (tk) = ik}, with tk ≥

0, tk 	= t� if k 	= � and ik ∈ D, 1≤ k ≤ m,

M= {A;A ∈M0 or A = /0} ,Nt =
{

G∩F; G ∈ G̃,F ∈ Ft

}
,

and St be the family of all sets of the form ∩p
i=1 (w(t +hi)−w(t))−1 (Bi) with hi >

0, Bi ∈ B (Rr) , 1 ≤ i ≤ p. Obviously M, Nt , and St are π-systems and σ (M) =

G̃, σ (Nt) = Ft ∨G̃ and σ (St) = Ut .

Define G (F) =
{

G ∈ G̃;P(G∩F) = P(G)P(F)
}

for each F ∈ Ft . Since Ft is

independent of Gs for all s ≥ 0 it follows that M⊂ G (F). By using the equality
F−G = F− (F ∩G) one verifies easily that G (F) satisfies conditions (ii) and (iii)
in Theorem 1.1.1. Thus, by virtue of Theorem 1.1.1, G (F) = G̃ for all F ∈ Ft and
thus the first assertion in the theorem is proved.

Further, if S ∈ St , H ∈Nt , H = G∩F, G ∈ G̃, F ∈Ft , since Fu is independent of
G̃ for every u≥ 0 and Ut is independent of Ft (see Theorem 1.7.1), we have

P(S∩H) = P(S∩G∩F) = P(G)P(S∩F)

= P(G)P(S)P(F) = P(S)P(H) .
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Therefore, by using Theorem 1.1.1, one gets P(U ∩H) = P(U)P(H) for all U ∈
Ut , H ∈ Nt and applying Theorem 1.1.1 again, one concludes that P(U ∩V ) =

P(U)P(V ) if U ∈ Ut ,V ∈ Ft ∨G̃. The proof is complete. ��

If [a,b]⊂ [0,∞) we denote by L2p
η ,w[a,b] the space of all nonanticipative processes

f (t), t ∈ [a,b] with respect to the familyH= (Ht), t ∈ [a,b] with E
∫ b

a f 2p(t)dt <∞.
Let k ∈ {1, . . . ,r} be fixed and let β (t) = wk(t), t ≥ 0.
Since the family of σ -algebrasHt , t ∈ [a,b] has the properties used in the theory

of the Itô stochastic integral, namely:

(a) Ht1 ⊂Ht2 if t1<t2 ;
(b) σ(β (t +h)−β (t),h > 0) is independent ofHt (see Theorem 1.9.1);
(c) β (t) is measurable with respect toHt ;
(d) Ht contains all sets M ∈ F with P(M) = 0 for every t ≥ 0,

we can define the Itô stochastic integral
∫ b

a f (t)dβ (t) (see [18,68,71,102,120,121])
with f ∈ L2

η ,w[a,b].

Definition 1.9.1. A stochastic process f (t) , t ∈ [a,b] is called a step function if
there exists a partition a = t0 < t1 . . . < tm = b of [a,b] such that f (t) = f (ti) if
t ∈ [ti, ti+1), 1≤ i≤ m−1.

If f is a nonanticipative step function, by definition

∫ b

a
f (t)dβ (t) =

m−1

∑
i=1

f (ti)(β (ti+1)−β (ti)) .

Further, let us remind some properties of the integral
∫ b

a f (t)dβ (t) which are
proved in [68].

Theorem 1.9.2. If f ∈ L2
η ,w[a,b] we have:

(i) There exists a sequence fn of step functions in L2
η ,w[a,b] such that E

∫ b
a | fn(t)−

f (t)|2dt → 0 and the sequence
∫ b

a fn(t)dβ (t) is convergent in probability; its
limit is by definition

∫ b
a f (t)dβ (t).

(ii) E[
∫ b

a f (t)dβ (t)|Ha] = 0 and therefore E[
∫ b

a f (t)dβ (t)|η(a) = i] = 0, i ∈ D.
(iii) E[(

∫ b
a f (t)dβ (t))2|Ha] = E[

∫ b
a f 2(t)dt|Ha] and therefore

E[(
∫ b

a
f (t)dβ (t))2|η(a) = i] = E[

∫ b

a
f 2(t)dt|η(a) = i], i ∈ D.

(iv) If ξ is a bounded random variable measurable with respect toHa, then
∫ b

a
ξ f (t)dβ (t) = ξ

∫ b

a
f (t)dβ (t).

(v) The process x(t) =
∫ t

a f (s)dβ (s), t ∈ [a,b] admits a continuous version and x(t)
isHt adapted. ��
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Theorem 1.9.3. Let f ∈ L2p
η ,w[a,b] where p is a positive integer. Then:

E

(∫ b

a
f (t)dβ (t)

)2p

≤ [p(2p−1)]p(b−a)p−1E

(∫ b

a
f 2p(t)dt

)

.

��
Remark 1.9.1. (i) Since almost all sample paths of a Brownian motion have

infinite variation on any finite interval (see [68]) the stochastic Itô integral
cannot be defined in the usual Lebesgue–Stieljes sense, with ω fixed; therefore,
the assertion (iv) in Theorem 1.9.2 is not trivial and it must be proved.

(ii) The stochastic Itô integral can be defined for nonanticipative functions f with
the property

∫ b
a | f (t)|dt < ∞ a.s., but the equalities in Theorem 1.9.2 (ii) and

(iii) hold if E
∫ b

a | f (t)|
2 dt < ∞.

Remark 1.9.2. The proof of assertion (i) in Theorem 1.9.2 shows (see also
Lemma 6.2 Chap. 4 in [68]) that if f ∈ L2p

M ([a,b]) where the increasing family
M of σ -algebras has the property in Theorem 1.6.1 then there exists a sequence fn

of step functions, fn ∈ L2p
M ([a,b]) such that limn→∞E

∫ b
a | fn− f |2p dt = 0.

The next result has been proved in [101].

Theorem 1.9.4. If f ∈ L2
η ,w[a,b] we have E[χη(b)=i

∫ b
a f (t)dβ (t)|Ha] = 0 for every

i ∈ D.

Proof. We prove first that if f ∈ L2
η ,w[a,b] is a step function, then

E

(

χη(b)=i

∫ b

a
f (t)dβ (t)

)

= 0.

Indeed let f (t) = ∑m−1
k=0 f (tk)χ[tk,tk+1], f (tk) being measurable with respect to Htk .

Since Htk ∨σ (η (b))⊂ Ftk ∨ G̃ by Theorem 1.9.1 it follows that β (tk+1)−β (tk) is
independent of the σ -algebraHtk ∨σ (η (b)) and thus by Theorem 1.5.1 (v) one gets

E
[
(β (tk+1)−β (tk)) |Htk ∨σ (η (b))

]
= E (β (tk+1)−β (tk)) = 0.

Hence by using the properties of the conditional expectation (see Theorem 1.5.1)
one can write

Eχη(b)=i

∫ b

a
f (t)dβ (t) =

m−1

∑
k=1

Eχη(b)=i f (tk)(β (tk+1)−β (tk))

=
m−1

∑
k=1

E
(
E
[
χη(b)=i f (tk)(β (tk+1)−β (tk))

|Htk ∨σ (η (b))
])
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=
m−1

∑
k=1

E
(
χη(b)=i f (tk)E [(β (tk+1)−β (tk))

|Hk ∨σ (η (b))])

= 0

Further, by Theorem 1.9.2 let fn be a sequence of step functions in L2
η ,w[a,b] with

E
∫ b

a | fn(t)− f (t)|2dt → 0. We have by virtue of Corollary 1.1.8 and Theorem 1.9.2

∣
∣
∣
∣E

(

χη(b)=i

∫ b

a
f (t)dβ (t)

)∣
∣
∣
∣ =

∣
∣
∣
∣E

[

χη(b)=i

(∫ b

a
f (t)dβ (t)−

∫ b

a
fn(t)dβ (t)

)]∣
∣
∣
∣

≤ E

∣
∣
∣
∣

∫ b

a
( fn(t)− f (t))dβ (t)

∣
∣
∣
∣

≤
[

E

(∫ b

a
( fn(t)− f (t))dβ (t)

)2
]1/2

=

(

E
∫ b

a
( fn(t)− f (t))2dt

)1/2

→ 0 for n→ ∞.

Hence

Eχη(b)=i

∫ b

a
f (t)dβ (t) = 0. (1.3)

Let ξ be a bounded random variable measurable with respect toHa.
Then it follows that ξ f ∈ L2

η ,w[a,b] and hence (1.3) gives

Eχη(b)=i

∫ b

a
ξ f (t)dβ (t) = 0.

But, according to Theorem 1.9.2 (iv), we can write

Eχη(b)=iξ
∫ b

a
f (t)dβ (t) = Eχη(b)=i

∫ b

a
ξ f (t)dβ (t) = 0.

Hence, by Theorem 1.5.1 we have

E

(

ξE

[

χη(b)=i

∫ b

a
f (t)dβ (t)|Ha

])

= E

(

E

[

ξχη(b)=i

∫ b

a
f (t)dβ (t)|Ha

])

= E

[

ξχη(b)=i

∫ b

a
f (t)dβ (t)

]

= 0.
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Taking in the above equality ξ = χA,A ∈Ha we get that

E[χη(b)=i

∫ b

a
f (t)dβ (t)|Ha] = 0 a.s.

and the proof is complete. ��
Further let σ = (σkl) be an n× r matrix whose elements are in L2

η ,w[a,b]. Then

the stochastic integral
∫ b

a σ(t)dw(t) is an n-column vector whose k-th component is
given by

r

∑
�=1

∫ b

a
σk�(t)dw�(t),1≤ k ≤ n,

where the integral
∫ b

a σk�(t)dw�(t) is the Itô integral for β = w� with respect to the
family of σ -algebraHt .

Here w(t) = (w1(t), . . . ,wr(t))T .

Remark 1.9.3. From Theorem 1.9.2 it follows directly that if ξ is a bounded random
variable measurable with respect toHa, then

ξ
∫ b

a
σ (t)dw(t) =

∫ b

a
ξσ (t)dw(t) a.s.,

the elements of σ (t) being in L2
η ,w [a,b].

The next result follows from Theorem 1.9.2 and it can be found in all books
containing the theory of the stochastic Itô integral.

Theorem 1.9.5. If the elements of σ (t) are in L2
η ,w [a,b] , then

E
∫ b

a
σ (t)dw(t) = 0 and E

∣
∣
∣
∣

∫ b

a
σ (t)dw(t)

∣
∣
∣
∣

2

= E
∫ b

a
‖σ (t)‖2 dt,

where

‖σ (t)‖2 =∑
k,�

σ2
k,� (t) = Tr

(
σT (t)σ (t)

)
.

Theorem 1.9.3 implies the following result directly.

Theorem 1.9.6. If all elements of the matrix σ (t) are in L2p
η ,w [a,b] , p being a

positive integer, then

E

∣
∣
∣
∣

∫ b

a
σ (t)dw(t)

∣
∣
∣
∣

2p

≤
[
nr2 p(2p−1)

]p
(b−a)p−1∑

k,�

E
∫ b

a
σ2p

k,� (t)dt.

Applying Theorems 1.9.5 and 1.9.6 for χη(a)=i · σ and taking into account
Remark 1.9.3 one gets the following results.
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Theorem 1.9.7. Under the assumption of Theorem 1.9.5 we have

E

[∫ b

a
σ (t)dw(t) | η (a) = i

]

= 0,

E

[∣
∣
∣
∣

∫ b

a
σ (t)dw(t)

∣
∣
∣
∣

2

| η (a) = i

]

= E

[∫ b

a
‖σ (t)‖2 dt | η (a) = i

]

for all i ∈ D. ��
Theorem 1.9.8. Under the assumption of Theorem 1.9.6 we have

E

[∣
∣
∣
∣

∫ b

a
σ (t)dw(t)

∣
∣
∣
∣

2p

| η (a) = i

]

≤
[
nr2 p(2p−1)

]p
(b−a)p−1∑

k,�

E

[∫ b

a
σ2p

k,� (t)dt | η (a) = i

]

for all i ∈ D. ��
Definition 1.9.2. Let x(t), t ∈ [t0,T ] be an n-dimensional stochastic process
verifying

x(t)− x(t0) =
∫ t

t0
a(s)ds+

∫ t

t0
σ(s)dw(s),a.s.[t0,T ],

where a = (a1,...,an)
T ,σ = (σk�) with 1 ≤ k ≤ n,1 ≤ � ≤ r, and ak,σk� being in

L2
η ,w[t0,T ] for all k and �. Then we say that x(t) has a stochastic differential dx(t)

given by

dx(t) = a(t)dt +σ(t)dw(t), t ∈ [t0,T ]. (1.4)

Obviously if x(t0) is measurable with respect toHt0 and E|x(t0)|2 <∞, the above
stochastic process x = (x(t)), t ∈ [t0,T ] is a continuous process and x ∈ L2

η ,w[t0,T ].

Theorem 1.9.9 (Itô’s Formula). Let v(t,x) be a continuous function in (t,x) ∈
[0,T ]×Rn together with its derivatives vt ,vx,vxx. If x(t) verifies (1.4), then

dv(t,x(t)) =

[
∂v
∂ t

(t,x(t))+

(
∂v
∂x

(t,x(t))

)T

a(t)

+
1
2

TrσT (t)
∂ 2v
∂x∂x

(t,x(t))σ(t)
]

dt

+

(
∂v
∂x

(t,x(t))

)T

σ(t)dw(t),

a.s., t ∈ [t0,T ]. ��
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1.10 An Itô’s Type Formula

In this section and in the next two ones, we shall assume as in the most part of this
monograph that D = {1,2, . . . ,d}. We are interested in the following to obtain an
Itô’s type formula for (1.4) with functions v(t,x, i), i ∈D, rather than v(t,x), namely
for functions depending upon the states i of the Markov process η(t).

SinceHt incorporates properties of η(t), we would like to exploit the properties
of both w(t) and η(t). This fact will be more clear in the following developments
when stochastic differential equations with Markovian jumping will be investigated.

A strong argument to consider functions v(t,x, i) instead of v(t,x) is that the Itô
formula for the function v(t,x) (Theorem 1.9.9) does not retain the fundamental
elements of the process η(t) as pi j(t) and qi j.

We must emphasize the fact that by contrast with the Itô’s formula given in
Theorem 1.9.9 which is valid for a.a.ω ∈Ω, when considering functions v(t,x, i) we
cannot expect to obtain a similar formula for v(t,x(t),η(t)) holding a.s. This is due
to the fact that the coefficients qi j are strongly related by considering the conditional
expectation with respect to the events {η(t) = i}.

In order to prove an Itô-type formula for functions v(t,x, i) we need the following
result which is interesting by itself.

Let us denote by Rt = Ut ∨Vt , t ≥ 0 where the σ -algebras Ut and Vt have been
defined in Sect. 1.8.

Theorem 1.10.1. If ξ is an integrable random variable measurable with respect to
Rt that is ξ ∈ L1 (Ω,Rt ,P), then E[ξ |Ht ] = E[ξ |η(t)] a.s.

Proof. The proof is made in two steps. In the first step we show the equality in the
statement holds for ξ = χB for all B ∈ Rt and in the second step we consider the
general situation when ξ is integrable.

Step 1 Define z = E[ξ |η(t)]. We have to prove that

E(zχA) = E(ξχA) forallA ∈Ht . (1.5)

First we shall prove that (1.5) holds in the particular case when ξ = χMχN ,M ∈
Ut ,N ∈ Vt .
LetM be the family of all sets A∈F verifying (1.5). It is obvious thatM verifies
(ii) and (iii) in Theorem 1.1.1.
Let C = {F∩G;F ∈Ft ,G∈Gt}; it is easy to check that C is a π system. We show
now that C ⊂M. Indeed, let F ∈ Ft ,G ∈ Gt ; we have to prove that E(zχFχG) =
E(ξχFχG). But since χM is independent of {χN,η(t)}(see Theorem 1.9.1) we
can write

∫

{η(t)=i}
E(χM)E [χN |η(t)]dP

= E(χM)
∫

{η(t)=i}
E [χN |η(t)]dP
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= E(χM)E(χNχη(t)=i) = E(χMχNχη(t)=i)

=
∫

{η(t)=i}
χMχNdP

Hence z = E(χM)E [χN |η(t)] (in our case z = E [χMχN |η(t)]).
From Theorem 1.8.2 (iii) we have E [χN |η(t)] = E [χN |Gt ] .
Further, since χM is independent of {χF,χG,χN} and χF is independent of
{χG,E [χN |η(t)]} (see Theorem 1.9.1), we can write, applying Theorems 1.4.1
and 1.5.1, that:

E (ξχFχG) = E (χMχNχFχG) = E (χM)E (χNχFχG)

= E (χM)E (χF)E (χNχG) ,

E (zχFχG) = E (χM)E (χFχGE [χN |η(t)])
= E (χM)E (χF)E (χGE [χN |η(t)])
= E (χM)E (χF)E (χGE [χN |Gt ])

= (EχM)(EχF)E (E [χGχN |Gt ])

= E (χM)E (χF)E (χNχG)

Thus we proved that C ⊂M. Hence by Theorem 1.1.1 σ(C)⊂M. But
σ(C) =Ht , thus
E [χMχN |Ht ] = E [χMχN |η(t)] for all M ∈ Ut ,N ∈ Vt .
Now let N be the family of B ∈ F with E [χB|Ht ] = E [χB|η(t)] .
We know thatN contains Ĉ = {M∩N,M ∈Ut ,N ∈Vt}. Ĉ is a π system and since

N verifies (ii) and (iii) in Theorem 1.1.1 it follows that N ⊃ σ
(
Ĉ
)
=Rt .

Step 2 First assume that ξ ≥ 0; by Theorem 1.1.6 there exists a sequence of sim-
ple random variables ξn(ω) with the properties 0≤ ξn ≤ ξn+1, limn→∞ ξn(ω) =
ξ (ω) and ξn are measurable with respect to Rt . For each n ≥ 1 we have
E [ξn|Ht ] = E [ξn|η(t)].
Applying Theorem 1.2.2, the equality in the statement is valid in the case when
ξ is nonnegative, integrable, and measurable with respect toRt .
In the general case we can write ξ = ξ+ − ξ−, where ξ+ = 1

2 (|ξ |+ ξ ) and
ξ− = 1

2 (|ξ | − ξ ),ξ+ ≥ 0,ξ− ≥ 0 and thus the equality in the statement takes
place for ξ+ and ξ− and therefore, according to Theorem 1.5.1 it results that the
proof is complete. ��
Let us notice that the proof of the above theorem does not require the set D to

be finite.

Theorem 1.10.2 (Itô-Type Formula). Let us consider a = (a1, . . . ,an)
T with ak ∈

L2
η ,w([t0,T ]),1 ≤ k ≤ n, σ = [σi j]1≤i≤n,1≤ j≤r with σi j ∈ L2

η ,w([t0,T ]) and ξ an n-
dimensional random vector Ht0 measurable with E|ξ |2 < ∞ and let the function

v(t,x, i) = xT K(t, i)x+2kT (t, i)x+ k0(t, i),
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where K : [t0,T ]×D→ Rn×n,K = KT ,k : [t0,T ]×D→Rn,k0 : [t0,T ]×D→R are
C1-functions with respect to t. Then the following equality is true:

E [(v(t,x(t),η(t))− v(t0,ξ , i)) |η(t0) = i]

= E

[
∫ t

t0

{
∂v
∂ t

(s,x(s),η(s))+aT (s)
∂v
∂x

(s,x(s),η(s)) (1.6)

+Tr(σT (s)K(s,η(s))σ(s))+
d

∑
j=1

v(s,x(s), j)qη(s), j

}

ds|η(t0) = i

]

for all i ∈ D and for the stochastic process x(t), t ∈ [t0,T ] verifying

dx(t) = a(t)dt +σ(t)dw(t), t ∈ [t0,T ]andx(t0) = ξ .

Proof. The proof consists in three steps.

Step 1. Assume that ξ ,a,σ satisfy the assumption in the statement and addition-
ally ξ is a bounded random vector a,σ are bounded on [t0,T ]×Ω, and a(t),σ(t)
are, with probability one, right continuous functions on [t0,T ].
Under these assumptions, applying Theorem 1.9.6, we deduce that

sup
t∈[t0,T ]

E|x(t)|2k < ∞,

for all k ∈ N,k ≥ 1. We can write:

v(t +h,x(t +h),η(t +h))− v(t,x(t),η(t))

= v(t +h,x(t +h),η(t +h))− v(t,x(t),η(t +h))

+v(t,x(t),η(t +h))− v(t,x(t),η(t))

=
d

∑
j=1

χη(t+h)= j(v(t +h,x(t +h), j)− v(t,x(t), j))

+v(t,x(t),η(t +h))− v(t,x(t),η(t)),

where χM is the indicator function of the set M.
For each fixed j ∈ D, we can apply the Itô formula (Theorem 1.9.9) and obtain

v(t +h,x(t +h), j)− v(t,x(t), j)
=
∫ t+h

t m j(s)ds+2
∫ t+h

t (xT (s)K(s, j)+ kT (s, j))σ(s)dw(s)

where

m j(s) = xT (s)K̇(s, j)x(s)+2k̇T (s, j)x(s)+ k̇0(s, j)

+2xT (s)K(s, j)a(s)+2kT (s, j)a(s)+Tr(σT (s)K(s, j)σ(s)),
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j ∈ D. Using Theorem 1.9.4, we deduce that

E[χη(t+h)= j

∫ t+h

t
[xT (s)K(s, j)+ kT (s, j)]σ(s)dw(s)|Ht ] = 0.

Hence

E[χη(t+h)= j

∫ t+h

t
(xT (s)K(s, j)+ kT (s, j))σ(s)dw(s)|η(t0) = i] = 0

and finally we deduce

E [(v(t +h,x(t +h),η(t +h))− v(t,x(t),η(t +h))|η(t0) = i]

=
d

∑
j=1

E

[

χη(t+h)= j

∫ t+h

t
m j(s)ds|η(t0) = i

]

. (1.7)

It is obvious that m j(s) is, with probability 1, right continuous, and hence we
have

lim
h↘0

1
h

∫ t+h

t
m j(s)ds = m j(t), t ∈ [t0,T ), j ∈ D.

Since η(t) is right continuous we can write:

lim
h↘0

1
h
χη(t+h)= j

∫ t+h

t
m j(s)ds = χη(t)= jm j(t). (1.8)

On the other hand, since supt∈[t0,T ] E|x(t)|
4 <∞ we obtain that there exists β > 0

(not depending upon t,h) such that:

E

∣
∣
∣
∣
1
h
χη(t+h)= j

∫ t+h

t
m j(s)ds

∣
∣
∣
∣

2

≤ β .

Thus, from (1.7) and (1.8) and Theorem 1.2.4 it follows

lim
h↘0

1
h

E[(v(t +h,x(t +h),η(t +h))− v(t,x(t),η(t +h)))|η(t0) = i]

=
d

∑
j=1

E[χη(t)= jm j(t)|η(t0) = i] = E[m̃(t)|η(t0) = i], (1.9)

t ∈ [t0,T ), i ∈ D, where

m̃(t) = xT (t)K̇(t,η(t))x(t)+2K̇(t,η(t))x(t)+ k̇0(t,η(t))

+2
[
xT (t)K(t,η(t))+ kT (t,η(t))

]
a(t)+Tr(σT (t)K(t,η(t))σ(t))
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where K̇ (t,η (t)) = ∂
∂ t K (t,η (t)). Further, by using Theorem 1.5.1 we can write

E [(v(t,x(t),η(t +h))− v(t,x(t),η(t)))|η(t0) = i]

= E

[(
d

∑
j=1

χη(t+h)= jv(t,x(t), j)− v(t,x(t),η(t))

)

|η(t0) = i

]

(1.10)

=
d

∑
j=1

E
[
v(t,x(t), j)E[χη(t+h)= j|Ht ]|η(t0) = i

]

−E [v(t,x(t),η(t))|η(t0) = i] .

By virtue of Theorem 1.10.1 we have

E[χη(t+h)= j|Ht ] = E[χη(t+h)= j|η(t)] = pη(t) j(h). (1.11)

Hence from (1.10) and (1.11) we have

E[(v(t,x(t),η(t +h))− v(t,x(t),η(t)))|η(t0) = i]

= E

[

∑
j 	=η(t)

(v(t,x(t), j)− v(t,x(t),η(t)))pη(t) j(h)|η(t0) = i

]

.

Recall that P(h) = [pi j(h)] = eQh,h > 0 with ∑d
j=1 qi j = 0. Applying Lebesque’s

Theorem we obtain that

lim
h↘0

1
h

E [(v(t,x(t),η(t +h))− v(t,x(t),η(t))|η(t0) = i] (1.12)

=
d

∑
j=1

E
[
v(t,x(t), j)qη(t) j)|η(t0) = i

]
.

Combining (1.9) with (1.12) we conclude that

lim
h↘0

1
h

E [(v(t +h),x(t +h),η(t +h))− v(t,x(t),η(t)))|η(t0) = i]

= E

[(

m̃(t)+
d

∑
j=1

v(t,x(t), j)qη(t) j

)

|η(t0) = i

]

.

Denote

Gi(t) = E [v(t,x(t),η(t))|η(t0) = i] , i ∈ D
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and

hi(t) = E

[(

m̃(t)+
d

∑
j=1

v(t,x(t), j)qη(t) j

)

|η(t0) = i

]

.

Since supt∈[t0,T ] E(m̃(t) +∑d
j=1 v(t,x(t), j)qη(t) j)

2 < ∞ it follows by Theorem
1.2.4 that hi(t) is right continuous and therefore

lim
h↘0

1
h

∫ t+h

t
hi(s)ds = hi(t), t ∈ [t0,T ).

Hence

lim
h↘0

1
h

(

Gi(t +h)−Gi(t)−
∫ t+h

t
hi(s)ds

)

= 0, t ∈ [t0,T ), i ∈ D. (1.13)

Since the process η(t) is continuous in probability (see Theorem 1.8.2) it follows
by using Corollary 1.1.4 that v(t,x(t),η(t)) is continuous in probability.
Having supt∈[t0,T ] E|v(t,x(t),η(t))|

2 < ∞ it follows from Theorem 1.2.4 that
Gi(t), i ∈ D is a continuous function and thus from (1.13) we conclude that

Gi(t)−Gi(t0) =
∫ t

t0
hi(s)ds, t ∈ [t0,T ], i ∈ D

and so the equality (1.6) holds.
Step 2. Assume that ξ is Ht0 -measurable and E|ξ |2 < ∞, and a,σ are bounded
on [t0,T ]×Ω,a(t),σ(t) areHt-adapted. Let

ξk = ξχ|ξ |≤k,

ak(t) = k
∫ t

max{t− 1
k ,t0}

a(s)ds,

σk(t) =
∫ t

max{t− 1
k ,t0}

σ(s)ds.

It is obvious that ak and σk are continuous (with probability 1), bounded on
[t0,T ]×Ω, and Ht-adapted (see Theorem 1.6.2). From Theorem 1.2.5 and from
Lebesgue’s Theorem it follows that

lim
k→∞

∫ T

t0

(
|ak(t)−a(t)|2 +‖σk(t)−σ(t)‖2

)
dt = 0 (1.14)

and applying again the Lebesgue’s Theorem we have

lim
k→∞

E
∫ T

t0

(
|ak(t)−a(t)|2 +‖σk(t)−σ(t)‖2

)
dt = 0.
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From Lebesgue’s Theorem it follows that

lim
k→∞

E|ξk−ξ |2 = 0.

It is easy to verify by using Theorem 1.9.5 that supt∈[t0,T ] E|x(t)|
2 < ∞ and

sup
t∈[t0,T ]

E |xk(t)− x(t)|2 ≤ 3E

[

|ξk−ξ |2 +(T − t0)
∫ T

t0
|ak(t)−a(t)|2dt

+
∫ T

t0
‖σk(t)−σ(t)‖2 dt

]

,k ≥ 1,

where

xk = ξk +

∫ t

t0
ak(s)ds+

∫ t

t0
σk(s)dw(s).

Applying the result of Step 1 for each k ≥ 1 we obtain

E [(v(t,xk(t),η(t))− v(t0,ξk, i))|η(t0) = i] (1.15)

= E

{∫ t

t0

[
xT

k (s)K̇(s,η(s))xk(s)+2k̇T (s,η(s))xk(s)+ k̇0(s,η(s))

+2
(
xT

k (s)K(s,η(s))+ kT (s,η(s))
)

ak(s)+Tr(σT
k (s)K(s,η(s))σk(s))

+
d

∑
j=1

v(s,xk(s), j)qη(s) j

]

ds|η(t0) = i

}

.

Taking the limit for k→ ∞ we conclude that (1.6) holds.
Step 3. Now consider that ξ ,a,σ verify the general assumptions in the statement.
Define

āk(t) = a(t)χ|a(t)|≤k

σ̄k(t) = σ(t)χ|σ(t)|≤k.

Applying Lebesque’s Theorem it follows that āk and σ̄k verify an equality of type
(1.14). On the other hand it can be proved by using Theorem 1.9.5:

sup
t∈[t0,T ]

E|x̄k(t)−x(t)|2≤ 2E

[∫ T

t0

{
(T − t0)|āk(t)−a(t)|2 +‖σ̄k(t)−σ(t)‖2

}
dt

]

where

x̄k(t) = ξ +
∫ t

t0
āk(s)ds+

∫ t

t0
σ̄k(s)dw(s).
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Now, applying the results from Step 2 for ξ , āk, σ̄k, x̄k we obtain an equality of
type (1.15) with ξk,ak,σk,xk replaced by ξ , āk, σ̄k, x̄k.

Taking again the limit for k → ∞ we conclude that (1.6) holds and the proof is
complete. ��
Remark 1.10.1. (i) The proof of Theorem 1.10.2 has been performed in several

steps since only poor information is available concerning a and σ , namely their
elements are in L2

η ,w([t0,T ]).
(ii) The particular form for v(t,x, i) is essentially used when making k → ∞ in

steps 2 and 3 of the proof.
(iii) The proof shows that the result is true for functions v(t,x, i) in C1 with respect

to t and in C2 with respect to x, the functions v(t,x, i), ∂v
∂ t (t,x, i) and ∂v

∂x (t,x, i)
have increments with respect to x of the same type as the increments of the
quadratic function used in the theorem. Moreover ∂ 2v

∂x∂x (t,x, i) must be bounded
on [t0,T ]×Rn×D.

1.11 Stochastic Differential Equations

Stochastic differential equations depending on the pair (w(t),η(t)) with the above
properties are considered in [76,101,104], where stability and control problems are
investigated.

In [151], Wonham emphasizes the importance of the differential equations
subject to the white noise perturbations w(t) and Markovian jumping η(t) for
control problems.

Consider the system of stochastic differential equations:

dx(t) = [ f (t,x(t),η(t))+a(t)]dt +[F(t,x(t),η(t))+σ(t)]dw(t) (1.16)

where the processes w(t) = (w1(t), . . . ,wr(t))T and η(t), t ≥ 0 have the properties
in Sect. 1.9. Assume that a,σ , f , and F satisfy the following conditions:

(C1) a : R+×Ω→Rn,σ : R+×Ω→Rn×r and their elements are in L2
η ,w[0,T ], for

all T > 0;
(C2) f : R+×Rn×D→Rn,F : R+×Rn×D→Rn×r and for each i ∈ D, f (·, ·, i)

and F(·, ·, i) are measurable with respect to B(R+×Rn), where B(R+×Rn)
denotes the σ -algebra of Borel sets in R+×Rn;

(C3) For each T > 0 there exists γ(T )> 0 such that

| f (t,x1, i)− f (t,x2, i)|+‖F(t,x1, i)−F(t,x2,i)‖ ≤ γ(T )|x1− x2| (1.17)

for all t ∈ [0,T ],x1,x2 ∈ Rn, i ∈ D, and
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| f (t,x, i)|+‖F(t,x, i)‖ ≤ γ(T )(1+ |x|), (1.18)

for all t ∈ [0,T ],x ∈ Rn, i ∈ D.

Using the same technique as in the proof of Theorem 1.1 from [68], Chap. 5, one
can prove the following result:

Theorem 1.11.1. Assume that a,σ , f , and F satisfy the conditions (C1)–(C3). Then
for all t0 ≥ 0 and ξ measurable with respect to Ht0 and E|ξ |2 < ∞ there exists a
unique continuous solution x(t) = x(t,x0,ξ ), t ≥ t0 of (1.16), verifying x(t0) = ξ and
which components belong to L2

η ,w [t0,T ] for all T > t0. Moreover we have:

sup
t0≤t≤T

E
[
|x(t)|2|η(t0) = i

]

≤ K

(

1+E

[(

|ξ |2 +
∫ T

t0

(
|a(t)|2 +‖σ(t)‖2

)
dt

)

|η(t0) = i

])

where K depends on T and T − t0. The uniqueness must be understood in the sense
that if x1(t) and x2(t) are two solutions of (1.16) satisfying x1(t0) = x2(t0) = ξ and
whose components are in L2

η ,w[t0,T ], then E|x1(t)− x2(t)|= 0, t ∈ [t0,T ]. ��
For the particular case when a(t) = 0 and σ (t) = 0 one obtains the following

result.

Theorem 1.11.2. Assume that f and F satisfy (C2), (C3) and a(t)= 0, σ(t)= 0, for
all t ≥ 0. Then for all t0 ≥ 0 and ξ measurable with respect toHt0 with E|ξ |2 < ∞,
the system (1.16) has a unique continuous solution x(t), t ≥ t0 verifying x(t0) =
ξ whose elements are in L2

η ,w[t0,T ] for all T > t0. Moreover if E|ξ |2p < ∞ then
we have

sup
t0≤t≤T

E
[
|x(t)|2p|η(t0) = i

]
≤ K

(
1+E

[
|ξ |2p|η(t0) = i

])
, (1.19)

i ∈ D, where K depends on T , T − t0, and p.

Proof. Consider the sequence of successive approximations defined by

x0(t) = ξ , t ∈ [t0,T ]

xm+1(t) = ξ +
∫ t

t0
f (s,xm(s),η(s))ds+

∫ t

t0
F(s,xm(s),η(s))dw(s),m≥ 0.

Using (1.17), (1.18) and Theorem 1.9.8 it is easy to verify by induction that

E
[
|xm+1(t)|2p|η(t0) = i

]
≤
[

c+ c2(t− t0)+ . . .+ cm+2 (t− t0)m+1

(m+1)!

]

×
(
1+E

[
|ξ |2p | η (t0) = i

])
, t0 ≤ t ≤ T, i ∈ D,m≥ 0,



1.11 Stochastic Differential Equations 31

where c > 0 depends only on T , T − t0, and p. Hence

E
[
|xm+1(t)|2p|η(t0) = i

]
≤ cec(t−t0)

(
1+E

[
|ξ |2p | η (t0) = i

])
.

Since xm(t) → x(t) a.s. uniform on [t0,T ] (see [68]) from Fatou’s Lemma it
follows that

E
[
|x(t)|2p|η(t0) = i

]
≤ K

(
1+E

[
|ξ |2p|η(t0) = i

])
, t ∈ [t0,T ], i ∈ D

and the proof is complete. ��
With the same proof used for stochastic differential Itô systems (see [120, 141])

one can prove the following result.

Theorem 1.11.3. Under the assumptions of Theorem 1.11.2, suppose that f and F
are continuous functions for each i ∈ D. Then the function

(t,x) ∈ [t0,∞)×Rn → x(t, t0,x)

is a.s. continuous for each t0 ≥ 0, hence x(t, t0, ·) defined on Rn×Ω is measurable
with respect to B (Rn)⊗Ht0,t , t > t0, where

Ht0,t = σ (w(s)−w(t0) ,η (s) ; s ∈ [t0, t]) .

Based on the inequality (1.19) one can obtain an Itô-type formula for the solution
of the system (1.16) in case a = 0,σ = 0 and in more general assumptions for the
functions v(t,x, i) than the ones used in Theorem 1.10.2.

The result giving such a formula has been proved in [101].

Theorem 1.11.4. Assume that the hypothesis of Theorem 1.11.2 are fulfilled and
additionally f (·, ·, i),F(·, ·, i) are continuous on R+×Rn, for all i ∈D. Let v : R+×
Rn×D be a function which for each i∈D is continuous together with its derivatives
vt,vx, and vxx.

Assume also that there exists γ > 0 such that:

|v(t,x, i)|+
∣
∣
∣
∣
∂v
∂ t

(t,x, i)

∣
∣
∣
∣+

∣
∣
∣
∣
∂v
∂x

(t,x, i)

∣
∣
∣
∣+

∥
∥
∥
∥
∂ 2v
∂x∂x

(t,x, i)

∥
∥
∥
∥

≤ KT (1+ |x|γ), t ∈ [0,T ],x ∈ Rn, i ∈ D

where KT > 0 depends on T . Then we have:

E [v(s,x(s),η(s)) |η(t0) = i]− v(t0,x0, i)

= E

[
∫ s

t0

{
∂v
∂ t

(t,x(t),η(t))+
(
∂v
∂x

(t,x(t),η(t))
)T

f (t,x(t),η(t))
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+
1
2

TrFT (t,x(t),η(t))
∂ 2v
∂x∂x

(t,x(t),η(t)) (1.20)

×F(t,x(t),η(t))+
d

∑
j=1

v(t,x(t),η(t))qη(t) j

}

dt|η(t0) = i

]

,

x(t) = x(t, t0,x0) , x0 ∈ Rn, t ≥ t0 ≥ 0,

for all s≥ t0, i ∈ D.

Proof. From Theorem 1.11.2 it follows that for all positive integer p we have

sup
t0≤t≤T

E[|x(t)|2p|η(t0) = i]≤ K(1+ |x0|2p)

Therefore using Theorem 1.2.4 for α = 2 it follows that it is possible to take the
limits in the integrals from the first step in the proof of Theorem 1.10.2, obtaining
that

lim
h→0+

1
h

E [{v((t +h),x(t +h),η(t +h)) (1.21)

−v(t,x(t),η(t))−
∫ t+h

t
m(s)ds

}

|η(t0) = i

]

= 0

where

m(t) =
∂v
∂ t

(t,x(t),η(t))+
(
∂v
∂x

(t,x(t),η(t))
)T

f (t,x(t),η(t))

+
1
2

TrFT (t,x(t),η(t))
∂ 2v
∂x∂x

(t,x(t),η(t))

×F (t,x(t),η(t))+
d

∑
j=1

v(t,x(t),η(t))qη(t) j.

Taking into account that η(t) is continuous in probability and using again
Theorems 1.11.2 and 1.2.4 for α = 2 it follows immediately that

E

[(

v(t,x(t),η(t))−
∫ t

t0
m(s)ds

)

|η(t0) = i

]

is a continuous function and therefore from (1.21) it results that (1.20) holds and the
proof is complete. ��
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Remark 1.11.1. (i) The proof of the previous theorem shows that the result in the
statement is also valid for random initial conditions ξ , Ht0 -measurable, and

E
[
|ξ |2p

]
< ∞ for p≥ γ+2.

(ii) From Theorems 1.11.1 and 1.11.2 it results that for the system (1.16) Theorem
1.11.4 is not applicable while in the case when a(t) ≡ 0 and σ(t) ≡ 0 we can
use Theorem 1.11.4 due to the estimate (1.19).

(iii) In many cases, in the following developments we shall consider the system
(1.16) with a(t) 	= 0 and σ(t) 	= 0, being thus obliged to use Theorem 1.10.2.

1.12 Stochastic Linear Differential Equations

Since the problems investigated in this book refer to stochastic linear controlled
systems we recall here some facts concerning the solutions of stochastic linear
differential equations.

Let us consider the system of linear differential equations:

dx(t) = A0 (t,η (t))x(t)dt +
r

∑
k=1

Ak (t,η (t))x(t)dwk (t) (1.22)

where t → Ak (t, i) : R+→ Rn×n, i ∈ D, are bounded and continuous matrix valued
functions.

The system (1.22) has two important particular forms:

(i) Ak (t, i) = 0, k = 1, . . . ,r, t ≥ 0. In this case (1.22) becomes

ẋ(t) = A(t,η (t))x(t) , t ≥ 0 (1.23)

where A(t,η (t)) stands for A0 (t,η (t)) and it corresponds to the case when the
system is subject only to Markovian jumping;

(ii) D = {1}; in this situation the system (1.22) becomes

dx(t) = A0 (t)x(t)dt +
r

∑
k=1

Ak (t)x(t)dwk (t) , t ≥ 0 (1.24)

where Ak (t) := Ak (t,1) , k = 0, . . . ,r , t ≥ 0, representing the case when the
system is subject only to white noise-type perturbations.

Definition 1.12.1. We say that the system (1.22) is time invariant (or it is in the
stationary case) if Ak (t, i) = Ak (i), for all k = 0, . . . ,r, t ∈R+ and i∈D. In this case
the system (1.22) becomes

dx(t) = A0 (η (t))x(t)dt +
r

∑
k=1

Ak (η (t))x(t)dwk (t) . (1.25)
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Applying Theorem 1.11.2, it follows that for each t0 ≥ 0 and each random
vector ξ ,Ht0 -measurable and E |ξ |2 < +∞ the system (1.22) has a unique solution
x(t; t0,ξ ) which verifies x(t0, t0,ξ ) = ξ . Moreover if E |ξ |2p <+∞, p≥ 1, then

sup
t∈[t0,T ]

E
[
|x(t, t0,ξ )|2p | η (t0) = i

]
≤ cE

[
|ξ |2p | η (t0) = i

]
,

i ∈ D, c > 0 depending upon T ,T − t0 and p. For each k ∈ {1,2, . . . ,n} we denote
Φk (t, t0) = x(t, t0,ek) where ek = (0,0, . . . ,1,0, . . . ,0)T and set

Φ(t, t0) = (Φ1 (t, t0) Φ2 (t, t0) . . .Φn (t, t0)) .

Φ(t, t0) is the matrix valued solution of the system (1.22) which verifies Φ(t0, t0) =
In. If ξ is a random vector Ht0 -measurable with E |ξ |2 < ∞, we denote x̃(t) =
Φ(t, t0)ξ . By Remark 1.9.3 it is easy to verify that x̃(t) is a solution of the
system (1.22) verifying x̃(t) = ξ . Then, by uniqueness arguments we conclude that
x̃(t) = x(t, t0,ξ ) a.s., t ≥ t0. Hence we have the representation formula

x(t, t0,ξ ) =Φ(t, t0)ξ a.s.

The matrixΦ(t, t0) , t ≥ t0 ≥ 0 will be termed the fundamental matrix solution of the
system of stochastic linear differential equations (1.22). By uniqueness argument it
can be proved that

Φ(t,s)Φ(s, t0) =Φ(t, t0)a.s. t ≥ s≥ t0 ≥ 0.

Proposition 1.12.1. The matrix Φ(t, t0) is invertible and its inverse is given by:

Φ−1 (t, t0) = Φ̃T (t, t0)a.s.t ≥ t0 ≥ 0,

where Φ̃(t, t0) is the fundamental matrix solution of the stochastic linear differential
equation:

dy(t) =

[

−AT
0 (t,η (t))+

r

∑
k=1

(
A2

k (t,η (t))
)T

]

y(t)dt (1.26)

−
r

∑
k=1

AT
k (t,η (t))y(t)dwk (t) .

Proof. Applying the Itô’s formula (Theorem 1.9.9) to the function

v(t,x,y) = yT x, t ≥ t0, x,y ∈ Rn
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and to the systems (1.22) and (1.26) we obtain:

yT Φ̃T (t, t0)Φ(t, t0)x− yT x = 0 a.s. t ≥ t0 ≥ 0, x,y ∈ Rn,

hence Φ̃T (t, t0)Φ(t, t0) = In a.s. t ≥ t0, and the proof is complete. ��
Let us consider the affine system of stochastic differential equations:

dx(t) = [A0 (t,η (t))x(t)+ f0 (t)]dt (1.27)

+
r

∑
k=1

[Ak (t,η (t))x(t)+ fk (t)]dwk (t) ,

t ≥ 0, where fk : R+ ×Ω → Rn are stochastic processes with components in
L2
η ,w ([0,T ]) for all T > 0. Using Theorem 1.11.1 we deduce that for all t0 ≥ 0

and for all random vector ξ ,Ht0 -measurable with E |ξ |2 <∞, the system (1.27) has
a unique solution x f (t, t0,ξ ), f = ( f0, f1, . . . , fr). Additionally, for all T > t0, there
exists a positive constant c depending on T , T − t0 such that

sup
t∈[t0,T ]

E
[∣
∣x f (t, t0,ξ )

∣
∣2 | η (t0) = i

]
(1.28)

≤ cE

[(

|ξ |2 +
r

∑
k=0

∫ T

t0
| fk (s)|2 ds

)

| η (t0) = i

]

.

Let Φ(t, t0) , t ≥ t0 ≥ 0be the fundamental matrix solution of the linear system
obtained by taking fk = 0 in (1.27) and set z(t) = Φ−1 (t, t0)x f (t, t0,ξ ) . Applying
the Itô’s formula (Theorem 1.9.9) to the function v(t,x,y) = yT x , x,y ∈ Rn and to
the systems (1.26) and (1.27), we obtain

yT z(t) = yT z(t0)+ yT
∫ t

t0
Φ−1 (s, t0)

[

f0 (s)−
r

∑
k=1

Ak (s,η (s)) fk (s)

]

ds

+
r

∑
k=1

yT
∫ t

t0
Φ−1 (s, t0) fk (s)dwk (s) a.s.,

t ≥ t0,y ∈ Rn. Since y is arbitrary in Rn we may conclude that

z(t) = ξ +
∫ t

t0
Φ−1 (s, t0)

[

f0 (s)−
r

∑
k=1

Ak (s,η (s)) fk (s)

]

ds

+
r

∑
k=1

∫ t

t0
Φ−1 (s, t0) fk (s)dwk (s) a.s.,
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t ≥ t0. Thus we obtained the following representation formula

x f (t, t0,ξ ) = Φ(t, t0) (1.29)

+Φ(t, t0)
∫ t

t0
Φ−1 (s, t0)

[

f0 (s)−
r

∑
k=1

Ak (s,η (s)) fk (s)

]

ds

+
r

∑
k=1

Φ(t, t0)
∫ t

t0
Φ−1 (s, t0) fk (s)dwk (s) a.s.,

t ≥ t0, which extends the well-known constants variation formula from the deter-
ministic framework to the case of stochastic affine system (1.27).

1.13 Standard Homogeneous Markov Processes
with a Countable Infinite Number of States

Several results derived in this book refer to stochastic controlled systems mod-
eled by stochastic differential equations containing an r-dimensional standard
Wiener process {w(t)}t≥0 together with a standard homogeneous Markov process
{η(t),P(t),Z+}. It is known (see [32,71]) that if P(t), t > 0 has the properties from
Definition 1.8.3, together with (iii) from Definition 1.8.4, then there exist the limits:

lim
t→0+

pi j(t)−δi j

t
= qi j (1.30)

i, j ∈ Z+. We have qi j ∈ [0,∞), if i 	= j and qii ≤ 0 ∀i ∈ Z+.
One knows (see [32,71]) that in the case D = Z+ it is possible to have qii =−∞

for some states i ∈ Z+. Even if qii ∈ (−∞,0] for every i ∈ Z+ it is not sure that
∞
∑
j=0

qi j = 0, ∀i ∈ Z+. That is why, throughout this book, every time when we talk

about a standard homogeneous Markov process {η(t),P(t),Z+} we assume that
the following conditions are fulfilled:

−∞< qii ≤ 0
∞
∑
j=0

qi j = 0, i ∈ Z+,
(1.31)

q = sup
i∈Z+

|qii|< ∞ (1.32)

and

πi = P{η(0) = i}> 0,∀i ∈ Z+. (1.33)

One may show (see [71]) that the condition (1.31) is equivalent to the fact that pi j(t)
satisfy the Kolmogorov’s differential equations:



1.13 Standard Homogeneous Markov Processes 37

d
dt

pi j(t) =
∞

∑
k=0

qik pk j(t), i, j ∈ Z+, t > 0. (1.34)

Furthermore, if (1.31) and (1.32) hold, then we have P(t) = eQt , t > 0 where eQt =
∞
∑

k=0

Qktk

k! .

This series of infinite matrices is convergent in the norm

‖Q‖= ‖Q‖∞ = sup
(i, j)∈Z+×Z+

|qi j|.

Often the matrix Q = (qi j)(i, j)∈Z+×Z+
will be named the generator matrix.

Based on Theorem 2.2 Chap. 6 in [32] one may derive the following important
result:

Theorem 1.13.1. (i) (1.32) is equivalent with lim
t→0+

pii(t) = 1 uniformly with

respect to i ∈ Z+,
(ii) lim

t→0+

pii(t)−1
t = qii uniformly with respect to i ∈ Z+ if (1.32) is satisfied.

A classical example of a standard homogenous Markov process {η(t),P(t),Z+}
satisfying conditions (1.31) and (1.32) is represented by a homogeneous Poisson
process with parameter λ > 0. This stochastic process is characterized by

pi j(t) =

{
((λ t) j−i/( j− i)!)e−λ t if j ≥ i,
0 if j < i

t > 0, i, j ∈ Z+.
In this case, the elements (qi j) of the generator matrix Q are given by: qii =

−λ ,qi,i+1 = λ and qi j = 0 if j ∈ Z+−{i, i+1}, i ∈ Z+.
A consequence of the properties (1.31) and (1.32) is.

Theorem 1.13.2. If {η(t),P(t),Z+} is a standard homogeneous Markov process
with a countable number of states, then the stochastic process {η(t)}t≥0 is
continuous in probability.

The proof is the same as in the case when D is finite (see [32]), using
Theorem 1.13.1 (i). ��

In the next chapter, beside the standard homogeneous Markov process
{η(t),P(t),Z+} an r-dimensional standard Wiener process {w(t)}t≥0 is considered.

In this case, the meaning of the notations Ft ,Gt ,Ht ,Rt introduced in Sect. 1.9,
will be preserved.

We will assume also that for any t ≥ 0 the σ algebras Gt is independent of Ft . In
this case, Theorem 1.10.2 becomes.
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Theorem 1.13.3. Let a : [t0,T ]×Ω→ Rn, σ : [t0,T ]×Ω→ Rn×r be such that a =
(a1,a2, . . . ,an)

T , σ = (σi j)1≤i≤n1≤ j≤r with ak, σi j are in L2
η ,w([t0,T ]). Let ξ be an

n-dimensional random vector, which isHt0-measurable and E|ξ |2 < ∞.
Consider the functions K(·, i) : [t0,T ]→ Rn×n, k(·, i) : [t0,T ]→ Rn and k0(·, i) :

[t0,T ]→ R, i ∈ Z+ which are assumed to be C1-functions.
Assume that K(t, i) = KT (t, i), (t, i) ∈ [t0,T ]×Z+ and

sup
i∈Z+, t∈[t0,T ]

(|K(t, i)|+ | d
dt

K(t, i)|+ |k(t, i)|+ | d
dt

k(t, i)|+ |k0(t, i)|+ |
d
dt

k0(t, i)|)<∞.

If v(t,x, i) = xT K(t, i)x+2kT (t, i)x+k0(t, i), (t,x, i) ∈ [t0,T ]×Rn×Z+, then the
following equality holds:

E [(v(t,x(t),η(t))− v(t0,ξ , i)) |η(t0) = i]

= E

[
∫ t

t0

{
∂v
∂ t

(s,x(s),η(s))+aT (s)
∂v
∂x

(s,x(s),η(s)) (1.35)

+Tr(σT (s)K(s,η(s))σ(s))+
∞

∑
j=0

v(s,x(s), j)qη(s), j

}

ds|η(t0) = i

]

for all i ∈ Z+ and for the stochastic process x(t), t ∈ [t0,T ] verifying

dx(t) = a(t)dt +σ(t)dw(t), t ∈ [t0,T ] and x(t0) = ξ .

Proof. May be done following step by step the proof of Theorem 1.10.2 with an

obvious change of v(·,η(t + h)) =
∞
∑
j=0

χ{η(t+h)= j}v(·, j) instead of v(·,η(t + h)) =

d
∑
j=1

χ{η(t+h)= j}v(·, j).

The conditions (1.31) and (1.32) allow us (via Theorem 1.13.1) to apply
Lebesque’s Theorem to derive the analogous of (1.12). Also, the conditions (1.31)
and (1.32) allow us to show that hi(t) are right continuous functions for each i ∈ Z+

and, by using Theorem 1.13.2 one concludes that Gi.(t), i ∈ Z is a continuous
function.

Let us notice that all results derived in Sects. 1.11 and 1.12 are also valid, based
on the same proof, in the case when (η(t),P(t), ,Z+) is a standard homogeneous
Markov process.



Chapter 2
Linear Differential Equations with Positive
Evolution on Ordered Banach Spaces

In this chapter the problem of exponential stability of the zero state equilibrium of a
class of linear differential equations on a real ordered Banach space is investigated.

The linear differential equations under consideration named differential equa-
tions with positive evolution are defined by a special class of strongly continuous
operator valued functions. These differential equations are natural extensions to
the time-varying case of linear differential equations with constant coefficients on
an ordered Banach space defined by a linear and bounded operator with positive
semigroup.

In the time-varying framework one distinguishes two kinds of positive evo-
lutions: causal positive evolution and anticausal positive evolution. The linear
differential equations with positive evolution studied in this chapter contain as
special cases Lyapunov-type differential equations arising in a natural way in
connection with the problem of exponential stability in mean square of a stochastic
linear differential equation affected simultaneously by multiplicative white noise
perturbations and Markovian jumping.

The main tool in the derivation of the criteria for exponential stability of linear
differential equations with positive evolution is the Minkovski norm introduced
based on a suitable convex subset. A list of useful properties of Minkovski norm
together with the basic properties of linear and positive operators may be found in
the first section of the chapter. This section contains also several examples of infinite
dimensional ordered Banach spaces.

Properties of operator valued functions defining causal positive evolution or
anticausal positive evolution are emphasized in Sect. 2.2. Both the case of the
causal exponential stability and the case of the anticausal exponential stability are
considered in the third section of the chapter. The criteria for the two kinds of
exponential stability are derived in terms of the existence of some globally defined
and bounded solutions of some suitable forward and backward affine differential
equations and in terms of solvability of some forward (backward) differential
inequations.

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 2, © Springer Science+Business Media New York 2013

39



40 2 Linear Differential Equations with Positive Evolution

The problem of robustness of exponential stability with respect to some additive
perturbations modeled by positive operator valued functions is analyzed in the case
when the involved operator valued functions are periodic.

The last part of the chapter is devoted to the investigation of the properties of
linear evolution operators associated with Lyapunov-type differential equations on
some suitable ordered Banach spaces of finite or infinite sequences of symmetric
matrices. Criteria for exponential stability of a Lyapunov-type differential equation
are finally derived as direct consequences of the criteria obtained in the general case
in the first part of the chapter.

2.1 Convex Cones. Minkovski Norms

Throughout this chapter, (X ,‖ · ‖) is a real Banach space and X∗ stands for its dual
space. If M ⊂ X is a subset, then intM or M stands for the set of interior elements
of M with respect to the topology induces by the norm ‖ · ‖. By M we denote the
smallest closed subset containing M, while ∂M denotes the border of the subset M.
One can show that M = intM∪∂M.

2.1.1 Some Basic Facts on Convex Cones

In this subsection we collect several basic definitions and results regarding the
convex cones and ordered Banach spaces. For more details concerning the convex
cones and ordered linear spaces we refer to [27, 55, 95, 97] and references therein.

Definition 2.1.1. A subset C ⊂ X is called convex cone if:

(i) C+C ⊂ C
(ii) αC ⊂ C for all α ∈ R,α ≥ 0.

We recall that if A,B are two subsets of X and α ∈ R, then A+B = {x+ y|x ∈
A,y ∈ B} and αA = {αx|x ∈ A}.

It is easy to see that a cone C is a convex subset and thus we shall say convex
cone when we refer to a cone.

A convex cone C ⊂ X induces an ordering “≤” on X , by x ≤ y (or equivalently
y≥ x) if and only if y−x∈ C. If C is a convex cone, then x< y (or equivalently y> x)
if and only if y− x ∈ IntC. Hence C = {x ∈ X |x ≥ 0} and IntC = {x ∈ X |x > 0}.
That is why, in the rest of the chapter we shall use the notation X+ for the convex
cone which induces the order relation on X .

Definition 2.1.2. (i) A cone C is called a pointed cone if C⋂(−C) = {0}.
(ii) A cone C is called a solid cone if its interior IntC is not empty.

(iii) A cone C is called normal cone if there exists a real number b̃ > 0 such that
‖x‖ ≤ b̃‖y‖ if 0≤ x≤ y.
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Remark 2.1.1. (i) If in the definition of a normal cone we may take b̃ = 1 we shall
say that the norm ‖ · ‖ is monotone with respect to the convex cone C.

(ii) If C is a normal cone, then it is pointed cone. Indeed, if x is such that x and
−x are in C, then from (1+ 1

n )x ∈ C we have 0≤−x≤ 1
n x. Hence ‖x‖ ≤ b̃

n‖x‖.
Taking the limit for n → ∞ we deduce that ‖x‖ = 0 hence x = 0. Thus we
obtained that C is pointed cone.

Definition 2.1.3. If C ⊂ X is a cone, then C∗ ⊂ X∗ is called the dual cone of C
if C∗ consists of all bounded and linear functionals φ ∈ X∗ with the property that
φ(x)≥ 0 for all x ∈ C.

Based on Ritz theorem for representation of a bounded linear functional on a
Hilbert space one sees that if X is a real Hilbert space then the dual cone C∗ of a
convex cone C may be defined as C∗ = {y ∈ X |< y,x >≥ 0,∀x ∈ C} where < ·, ·>
is the inner product on X .

If X is a real Hilbert space a cone C is called selfdual if C∗ = C.

Remark 2.1.2. It is worth mentioning that if X is a real Hilbert space ordered by the
order relation induced by a self dual convex cone X+, then the usual norm on X is
monotone with respect to the cone X+. Indeed if x,y ∈ X+ are such that x≤ y, then
both y+ x and y− x lie in X+. Then we have 〈y+ x,y− x〉 ≥ 0 because X∗+ = X+.
We obtain 〈y,y〉− 〈x,x〉 ≥ 0 or equivalently ‖x‖2 ≤ ‖y‖2. Hence, ‖ · ‖ is monotone
with respect to X+.

Remark 2.1.3. (i) If C ⊂X is a convex cone, then the following equivalences hold:

C 	= X ⇐⇒ 0 	∈ IntC ⇐⇒ 0 ∈ ∂C.

(ii) If dimX ≥ 2 and C ⊂ X is a convex cone such that C 	= X and C 	= {0}, then
∂C \{0} is an infinite subset.

The following two results will be used in the next section; they present also
interest in themselves.

Lemma 2.1.1. Let C ⊂ X be a solid convex cone, C 	= X . Then, for every ϕ ∈
C∗ \{0} we have ϕ(x)> 0 for all x ∈ IntC.

Proof. Let ϕ ∈ C∗\{0}. This means that there exists x0 ∈X such that ϕ(x0) 	= 0 and
ϕ(x)≥ 0 for all x ∈ C. Let us assume that there exists x1 ∈ IntC such that ϕ(x1) = 0.
Since IntC is an open set we deduce that there exists ε0 > 0 sufficiently small with
the property that xt = x1 +

t
ϕ(x0)

x0 ∈ IntC, if |t|< ε0. So, from ϕ(xt)≥ 0 we deduce

that t ≥ 0 for arbitrary t ∈ (−ε0,ε0) which is a contradiction. This completes the
proof. ��
Theorem 2.1.2. Let C ⊂ X be a solid convex cone C 	= X . Then for each x0 ∈ ∂C
there exists ϕ ∈ C∗ \{0} such that ϕ(x0) = 0.

Proof. If x0 = 0 ∈ ∂C, the conclusion is obvious. Let us take x0 ∈ ∂C \ {0}. Let
Ĉ = {tx0; t ≥ 0}. One can see that Ĉ is a closed convex cone. If there exists t > 0



42 2 Linear Differential Equations with Positive Evolution

such that tx ∈ IntC, then x ∈ IntC. Hence Ĉ ∩ IntC = /0. Since IntC is an open convex
set we may apply a separation theorem to obtain the existence of a linear bounded
functional ϕ ∈X∗ \{0} and a real number c, such that ϕ(y)≥ c≥ ϕ(z) for arbitrary
y ∈ IntC and z ∈ Ĉ (for details see [55]). Since C ⊂ IntC (see [55]) we deduce
C ⊂ IntC. This allows us to deduce that ϕ(y) ≥ c ≥ ϕ(z) for any y ∈ C and z ∈ Ĉ.
Taking y = z = 0 we obtain that c = 0; this means that ϕ ∈ C∗ \ {0}. On the other
hand we have ϕ(x0)≥ 0≥ϕ(1 ·x0) which leads to ϕ(x0) = 0. The proof is complete.

��

2.1.2 Several Examples of Ordered Banach Spaces

This subsection collects several examples of real ordered Banach spaces. Part of
them will play an important role in the next chapters of the book.

As usual |x| stands for the euclidian norm of a vector x ∈ Rn, that is, |x| =
(xT x)1/2. For a matrix A ∈ Rm×n, |A| stands for the matrix norm induced by the
euclidian norm | · |, that is

|A|= sup
|x|≤1

|Ax|. (2.1)

Also, we shall use the notation |A|2 for the Frobenius norm of the matrix A, i.e.

|A|2 =
(
Tr[AT A]

)1/2
(2.2)

where Tr[·] stands for the trace operator. Beside the two norms introduced before,
we shall use the norm

|A|1 = Tr
[
(AT A)1/2

]
(2.3)

where (AT A)1/2 is the unique positive semidefinite matrix X such that X2 = AT A.
Let Sn ⊂Rn×n be the linear subspace of symmetric matrices of size n×n, that is

S ∈ Sn iff S = ST .
The restrictions of the norm (2.1)–(2.3) to the subspace Sn take the equivalent

form:

|S|= max{|λ |;λ ∈ Λ(S)}= sup
|x|≤1

{|xT Sx|} (2.4)

|S|2 =
(

n

∑
i=1

λ 2
i

)1/2

(2.5)

|S|1 =
n

∑
i=1
|λi| (2.6)

where λ1, . . . ,λn ∈ Λ(S) with Λ(S) is the spectrum of the matrix S.
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For a matrix S ∈ Sn the following hold:

|S| ≤ |S|2 ≤ |S|1 ≤ n|S|. (2.7)

As we established in the previous chapter D denotes either the set {1,2, . . . ,d} or
the set Z+.

Example 2.1.1. Let X = SD
n = �∞{D,Sn} be the linear space of the bounded

sequences of symmetric matrices, that is

�∞{D,Sn}=
{

X = {X(i)}i∈D|X(i) ∈ Sn, i ∈ D, sup
i∈D
|X(i)|<+∞

}

.

The space SD
n equipped with the norm

‖X‖∞ = sup
i∈D
|X(i)| (2.8)

is a real Banach space. On SD
n we consider the ordering induced by the cone X+ =

SD
n+ = �∞{D,Sn+} where

�∞{D,Sn+}= {X = {X(i)}i∈D;X(i)≥ 0, i ∈ D} . (2.9)

Here X(i) ≥ 0 means that X(i) is positive semidefinite. One verifies that X+ is a
closed, solid, convex cone. Its interior IntX+ consists of the subset of the sequences
X = {X(i), i ∈ D;X(i)≥ δ In,∀i ∈ D for some δ > 0 independent of i}.

Based on the monotonicity of the norm | · | on Sn one obtains that ‖·‖∞ introduced
by (2.8) is monotone with respect to the cone X+. Hence X+ is a normal cone.

In the next chapters we shall use Sd
n instead of SD

n and Sd
n+ for SD

n+ when D =
{1,2, ..,d}, while S∞n is used for SD

n when D = Z+. In the last case, S∞n stand for
the convex cone �∞(Z+,Sn+). It is obvious that (Sd

n ,‖ · ‖∞) is a finite dimensional
real ordered Banach space, while (S∞n ,‖ ·‖∞) is an infinite dimensional real ordered
Banach space.

Example 2.1.2. Let X = �1(D,Sn), where

�1(D,Sn) = {X = {X(i)}i∈D ⊂ Sn;∑
i∈D
|X(i)|1 < ∞}.

Taking

‖X‖1 = ∑
i∈D
|X(i)|1 (2.10)

one obtains that (X ,‖ · ‖1) is a real Banach space.
On the Banach space (X ,‖ · ‖1) we consider the order relation induced by

the convex cone X+ = �1(D,Sn+) = {X ∈ �1(D,Sn);X = {X(i)}i∈D,X(i) ≥ 0}.
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It is a closed convex cone. In the case D = {1,2, . . . ,d}, �1(D,Sn) coincides with
Sd

n and �1(D,Sn+) coincides with Sd
n+. In the case D = Z+, X = �1(Z+,Sn)⊂ S∞n .

The convex cone �1(Z+,Sn+) has empty interior. Finally, let us remark that based
on (2.7) we may introduce a new norm on X , by

‖̃X‖̃1 = ∑
i∈D
|X(i)|. (2.11)

Based on (2.7), (2.11) we deduce that the norms ‖·‖1 and ‖̃ · ‖̃1 are equivalent, more
precisely we have:

‖̃X‖̃1 ≤ ‖X‖1 ≤ n‖̃X‖̃1 (2.12)

for all X = {X(i)}i∈D ∈ �1(D,Sn).

Example 2.1.3. Let X = �2(D,Sn) = {X = {X(i)}i∈D ⊂ Sn; ∑
i∈D

(|X(i)|2)2 < ∞}.

On �2(D,Sn) we introduce the inner product:

〈X,Y〉2 = ∑
i∈D

Tr[X(i)Y (i)] (2.13)

for all X = {X(i)}i∈D, Y = {Y (i)}i∈D from �2(D,Sn).
To show that the sum from the right-hand side of (2.13) is convergent, let us

remark that

∑
i∈D

Tr[X(i)Y (i)] =
1
4 ∑i∈D

{
|X(i)+Y (i)|22−|X(i)−Y (i)|22

}
=

1
4

{

∑
i∈D
|X(i)+Y (i)|22−∑

i∈D
|X(i)−Y (i)|22

}

∈ R

because

∑
i∈D
|X(i)+Y (i)|22 <+∞

∑
i∈D
|X(i)−Y (i)|22 <+∞.

One may check that the inner product 〈·, ·〉2 induces a real Hilbert space structure
on �2(D,Sn). Set

‖X‖2 = 〈X,X〉1/2
2 . (2.14)
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On the space �2(D,Sn) we consider the order relation induced by the convex cone
X+ = �2(D,Sn+) = {X = {X(i)}i∈D ∈ �2(D,Sn);X(i)≥ 0, i ∈ D}.

The cone �2(D,Sn+) is a closed cone. If D = Z+, its interior is empty.
Let us show that it is a selfdual convex cone. First, let us show that X∗+ ⊂

�2(D,Sn+). Let Y = {Y (i)}i∈D ∈ X∗+. This means that

〈Y,X〉2 ≥ 0 (2.15)

for all X = {X(i)}i∈D ∈ �2(D,Sn+). Choose x ∈ Rn and i0 ∈ D be arbitrary but

fixed. We define Xi0 = {Xi0(i)}i∈D as follows: Xi0(i) =

{
0, i 	= i0
xxT , i = i0

. It is obvious

that Xi0 ∈ �2(D,Sn+).
In this case (2.15) becomes Tr[Y (i0)xxT ] ≥ 0 or equivalently xTY (i0)x ≥ 0.

Since x ∈ Rn is arbitrarily chosen we deduce that Y (i0) ≥ 0. Further, since i0
is arbitrarily chosen in D we conclude that Y ∈ �2(D,Sn+). Now we prove that
�2(D,Sn+) ⊆ X∗+. Let Y = {Y (i)}i∈D ∈ �2(D,Sn+). We show that 〈Y,X〉2 ≥ 0 or
equivalently ∑i∈D Tr[X(i)Y (i)]≥ 0 for all X = {X(i)}i∈D ∈X+. Let λi1,λi2, . . . ,λin

be real numbers and ei1,ei2, . . . ,ein be a system of orthogonal vectors such that
|ei j|= 1 and Y (i) = ∑n

j=1λi jei jeT
i j. Since Y (i)≥ 0 it follows that λi j ≥ 0,1≤ j ≤ n.

We write

∑
i∈D

Tr[X(i)Y (i)] = ∑
i∈D

n

∑
j=1

λi jTr[X(i)ei je
T
i j] = ∑

i∈D

n

∑
j=1

λi je
T
i jX(i)ei j ≥ 0

because X(i)≥ 0, i ∈ D. Hence, the equality �2(D,Sn+) = (�2(D,Sn+))
∗ is true.

Remark 2.1.4. (i) In the case D = {1,2, . . . ,d} the linear spaces �∞(D,Sn),
�1(D,Sn), �2(D,Sn) coincide with Sd

n = Sn×Sn× . . .×Sn︸ ︷︷ ︸
d

.

On Sd
n we have three norms:

‖ · ‖∞ introduced via (2.8),
‖ · ‖1 defined in (2.10) and
‖ · ‖2 introduced by (2.14) for D = {1,2, . . . ,d}. We have ‖S‖∞ ≤ ‖S‖2 ≤

‖S‖1 ≤ nd‖S‖∞ for all S ∈ Sd
n . The convex cone �2(D,Sn+) coincide with the

convex cone Sd
n+ = Sn+×Sn+ . . .Sn+︸ ︷︷ ︸

d

if D = {1,2, . . . ,d}. The cone Sd
n+ is

a closed, solid, selfdual convex cone. It is selfdual with respect to the inner
product

〈X ,Y 〉=
d

∑
i=1

Tr[X(i)Y (i)] (2.16)

for all X = (X(1),X(2), . . . ,X(d)),Y = (Y (1),Y (2), . . . ,Y (d)) ∈ Sd
n which is

the special form of (2.13) for the case D = {1,2, . . . ,d}.
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(ii) In some applications occur in a natural way linear spaces of the form X =
Sn1 ×Sn2 × . . .×Snd where it is possible to have n j 	= nk if j 	= k. This kind of
linear spaces occur, for example, in the study of exponential stability in mean
square as well as in some problems regarding the existence of the stabilizing
solution of Riccati-type equations for linear stochastic systems modeled by
singularly perturbed Itô differential equations (see, e.g., [40, 53, 54]). The
space X introduced before is a finite dimensional ordered Banach space. The
order relation is induced by the closed, solid, selfdual convex cone X+ =
Sn1+×Sn2+× . . .×Snd+.

In the case D = Z+ we have the following result.

Proposition 2.1.3. If �1(Z+,Sn) and �2(Z+,Sn+) are the linear spaces introduced
in Examples 2.1.2 and 2.1.3, respectively, for D = Z+, then

�1(Z+,Sn)⊂ �2(Z+,Sn+).

Proof. Let X = {X(i)}i∈Z+ ∈ �1(Z+,Sn). This means that the series
∞
∑

i=0
|X(i)|1 is

convergent. Since lim
i→∞

|X(i)|1 = 0, we deduce that there exists i0 ≥ 1 such that

|X(i)|1 < 1 for all i≥ i0.
Invoking (2.7) we may write:

∞

∑
i=0
|X(i)|22 =

i0−1

∑
i=0
|X(i)|22 +

∞

∑
i=i0

|X(i)|22 ≤
i0−1

∑
i=0
|X(i)|22 +

∞

∑
i=i0

|X(i)|2 ≤

≤
i0−1

∑
i=0
|X(i)|22 +

∞

∑
i=i0

|X(i)|1.

So we have obtained
∞
∑

i=0
|X(i)|22 ≤

i0−1
∑

i=0
|X(i)|22+‖X‖1 <+∞. Hence X∈ �2(Z+,Sn).

Thus the proof ends. ��
At the end of this subsection we present two examples of infinite dimensional

ordered linear spaces which are not involved in the developments of the next
chapters, but they are interesting in themselves.

The first one is an example of an infinite dimensional real Hilbert space ordered
by a closed, solid, selfdual, convex cone, while the second one is an example of
infinite dimensional Banach space ordered by order relation induced by a solid,
closed, convex cone.

Example 2.1.4. Let us consider X = �2(Z+,R) where

�2(Z+,R) =

{

x = (x0,x1, . . .xn, . . .);xi ∈ R,
∞

∑
i=0

x2
i < ∞

}

.
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OnX we consider the usual inner product 〈x,y〉�2 =∑∞i=0 xiyi for all x= {xi}i≥0,y=
{yi}i≥0. We set

X+ =

{

x = {xi}i≥0;x0 ≥ 0,
∞

∑
i=1

x2
i ≤ x2

0

}

. (2.17)

It is easy to see that X+ is a closed, pointed convex cone. In the finite dimensional
case the analogous of this cone is known as a circular cone.

The interior IntX+ = {x = {xi}i≥0;x0 > 0,∑∞i=1 x2
i < x2

0}. It remains to prove that
X+ is selfdual. Let y ∈ X∗+. Hence

〈x,y〉�2 ≥ 0 (2.18)

for all x = {xi}i≥0 ∈ X+. In particular, taking in (2.18) x = {1,0,0, . . . ,0} one
obtains y0 ≥ 0. It is easy to verify that if y0 = 0 then yt = 0 for all t ≥ 1. Since y0 ≥ 0
it is obvious that if yt = 0 for all t ≥ 1 we have y ∈ X+. Suppose now ∑∞t=1 y2

t > 0.
We take x̃ = {x̃i}i≥0 defined by

x̃0 = y0, x̃i =−γyiy0 (2.19)

with γ = (∑∞k=1 y2
k)
−1
2 . Obviously x̃ ∈ X+. Replacing (2.19) in (2.18) one gets

∑∞k=1 y2
k ≤ y2

0 which shows that y ∈ X+. Thus was shown that X∗+ ⊂ X+. Further
take y = {yi}i≥0 ∈ X+. We have to show that (2.18) holds for all x ∈ X+. Indeed for
x∈X+ we have |∑∞k=1 xkyk|2 ≤∑∞k=1 x2

k ∑
∞
k=1 y2

k ≤ x2
0y2

0 which leads to |∑∞k=1 xkyk| ≤
x0y0. This is equivalent with −x0y0 ≤ ∑∞k=1 xkyk ≤ x0y0 which shows that (2.18) is
fulfilled. Thus it was proved thatX+⊂X∗+. So, we may conclude thatX+ is selfdual.

Example 2.1.5. Let X = �1(Z+,R) be the space of sequences of real numbers x =

{xi}i∈Z+ satisfying the condition
∞
∑

i=0
|xi|< ∞. On X we introduce the usual norm

‖x‖1 =
∞

∑
i=0
|xi|. (2.20)

It is known that (X ,‖ ·‖1) is a Banach space. If x = (x0,x1, . . . ,xn, . . .) ∈X , then we
write x = (x0, x̂) where x̂ = (x1,x2, . . . ,xn, . . .). We have ‖x‖1 = |x0|+‖x̂‖1.

Let X+ ⊂X be defined by

X+ =
{

x ∈ �1(Z+,R);x = (x0, x̂),x0 ≥ 0,‖x̂‖1 ≤ αx0
}

(2.21)

where α ∈ (0,1) is fixed. One obtains that X+ is a closed convex cone. Let ξ =
(1,0, . . . ,0, . . .)∈X+. Consider the ball B(ξ ,α) = {x∈X ;‖x−ξ‖1≤α}. We show
that

X+ = R+ ·B(ξ ,α) = {y = tx, t ∈ R+,x ∈ B(ξ ,α)}. (2.22)
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First we show that B(ξ ,α) ⊂ X+. Let x ∈ B(ξ ,α). This means that ‖x− ξ‖1 ≤ α .
Hence

|x0−1|+‖x̂‖1 ≤ α. (2.23)

Thus 1− x0 ≤ |x0− 1| ≤ α and 1−α ≤ x0 ≤ 1+α , hence x0 ≥ 1−α > 0. Also
considering the cases 1−α ≤ x0 ≤ 1 or 1≤ x0 ≤ 1+α we can prove that

α−|x0−1| ≤ αx0. (2.24)

Combining (2.23) and (2.24) we deduce that ‖x̂‖1 ≤ αx0. This means that x ∈ X+.
Thus the inclusion

B(ξ ,α)⊂X+ (2.25)

is true. As a consequence of this inclusion one obtains that ξ ∈ IntX+, i.e. X+ is a
solid convex cone. From (2.25) one obtains

R+ ·B(ξ ,α)⊂X+. (2.26)

To prove the converse inclusion of (2.26) we choose x= (x0, x̂)∈X+. Hence x0 ≥ 0.
If x0 = 0, then x = 0,x = 0 ·ξ and obviously x ∈R+ ·B(ξ ,α). Suppose now x0 > 0.
We have x = x0z with z = (1, 1

x0
x̂). We see that ‖z− ξ‖1 = 1

x0
‖x̂‖1 ≤ α . So we

obtained z ∈ B(ξ ,α) which means that x ∈ R+ · B(ξ ,α) and the equality (2.22)
holds.

Further we prove that ‖ · ‖1 is monotone with respect to the cone X+. Let 0 ≤
x ≤ y. This means that x = (x0, x̂), y = (y0, ŷ) with x0 ≥ 0, ‖x̂‖1 ≤ αx0, y0− x0 ≥
0, ‖ŷ− x̂‖1 ≤ α(y0− x0). Based on these inequalities we may write successively:
‖x‖1 = x0 +‖x̂‖1 ≤ x0 +‖ŷ‖1 +‖ŷ− x̂‖1 ≤ x0 +‖ŷ‖1 +α(y0−x0). Thus we obtain
‖x‖1 ≤ ‖y‖1− (1−α)(y0− x0). Hence ‖x‖1 ≤ ‖y‖1 for all 0≤ x≤ y. This means
that ‖ · ‖1 is monotone.

2.1.3 Minkovski Norms

In order to make clearer the role of each property of the cone in the characterization
of the Minkovski norms, we assume for the beginning that X is a real Banach space
ordered by an order relation induced by a solid convex cone X+ where X+ 	=X . For
a fixed ξ ∈ IntX+ we consider the open and convex subset

Bξ = {x ∈ X ;−ξ < x < ξ}. (2.27)

The Minkovski functional | · |ξ : X → R associated with the subset Bξ is

|x|ξ = in f

{

t > 0;
1
t

x ∈ Bξ

}

. (2.28)

The main properties of the Minkovski functional introduced by (2.28) are collected
in the next theorem.



2.1 Convex Cones. Minkovski Norms 49

Theorem 2.1.4. The Minkovski functional introduced in (2.28) has the
properties:

(i) |x|ξ ≥ 0 and |0|ξ = 0.
(ii) |αx|ξ = |α||x|ξ for all α ∈ R,x ∈ X .

(iii) |x|ξ < 1 if and only if x ∈ Bξ .
(iv) |x+ y|ξ ≤ |x|ξ + |y|ξ for all x,y ∈ X .
(v) There exists β (ξ )> 0 such that |x|ξ ≤ β (ξ )‖x‖,(∀)x ∈ X .

(vi) |x|ξ = 1 if and only if x ∈ ∂Bξ .
(vii) |x|ξ ≤ 1 if and only if x ∈ B̄ξ .

(viii) If X+ is closed, then B̄ξ = {x ∈ X ;−ξ ≤ x≤ ξ}.
(ix) |ξ |ξ = 1.
(x) The set T (x) = {t > 0; 1

t x ∈ Bξ} coincides with the interval (|x|ξ ,∞).
(xi) If x,y,z ∈ X are such that y≤ x≤ z, then |x|ξ ≤ max{|y|ξ , |z|ξ}.

Proof. Properties (i)–(iv), (vi) and (vii) can be proved in a more general setting
of Minkovski functionals, associated with some open and convex subsets in linear
topological spaces (see [55, 90, 125]). The other properties are based on the special
form of the set Bξ given in (2.27). For details see [51]. ��

From (i) and (iv) in Theorem 2.1.4 one obtains that the Minkovski functional is
a seminorm.

The next result provides a sufficient condition such that the Minkovski seminorm
becomes a norm.

Proposition 2.1.5 ([51]). If Bξ is a bounded set, then the Minkovski seminorm | · |ξ
defined by (2.28) is a norm. Moreover there exists αξ > 0 such that ‖x‖ ≤ αξ |x|ξ
for all x ∈ X .

Proposition 2.1.6 ( [51]). If the cone X+ is normal, then for all ξ ∈ IntX+ the set
Bξ is bounded.

Specializing the results from Theorem 2.1.4, Proposition 2.1.5, Proposition 2.1.6,
to the Banach spaces given in Example 2.1.1, Example 2.1.4, and Example 2.1.5,
we obtain:

Corollary 2.1.7. In the case of the Banach space (SD
n ,‖ · ‖∞) introduced in the

Example 2.1.1, the following hold:

(i) If D = {1,2, . . . ,d} and Jd = (In, In, . . . , In)
︸ ︷︷ ︸

d

∈ IntSd
n+ then the Minkovski norm

defined by (2.28) for ξ = Jd is:

|X |Jd = ‖X‖∞ (2.29)

for all X = (X(1),X(2), . . . ,X(d)) ∈ Sd
n .

(ii) If D = Z+ and J∞ = (In, In, . . . , In, . . .) ∈ IntS∞n+ then the Minkovski norm
introduced by (2.28) for ξ = J∞ is given by
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|X|J∞ = ‖X‖∞ (2.30)

for all X = {X(i)}i∈Z+ .

Remark 2.1.5. For shake of brevity we shall use |X | and |X| respectively, instead of
|X |Jd and |X|J∞ , respectively, for the Minkovski norms defined by (2.29) and (2.30),
respectively, if no confusions are possible.

Corollary 2.1.8. (i) In the case of the Banach space X = �2{Z+,R} ordered by
the order relation induced by the cone (2.17) the Minkovski norm defined by
the sequence ξ = (1,0, . . . ,0, . . .) ∈ IntX+ is given by |x|ξ = |x0|+ |x̂|2, ∀x =

(x0, x̂) ∈ �2(Z+,R).
(ii) In the case of the Banach space X = �1{Z+,R} ordered by the order relation

induced by the cone (2.21) the Minkovski norm defined by the sequence
ξ = (1,0, . . . ,0, . . .) ∈ IntX+ is given by |x|ξ = |x0|+ 1

α ‖x̂‖1, ∀x = (x0, x̂) ∈
�1(Z+,R).

2.1.4 Linear Positive Operators on Ordered Banach Spaces

Let (X , || · ||) be a real Banach space ordered by the closed, solid, normal, convex
cone X+.

If (Y, || · ||) is another Banach space, then B(X ,Y) stands for the space of linear
and bounded operators defined on X and taking values in Y .

When X = Y we shall write B(X ) instead of B(X ,X ).
Under the considered assumptions, the Minkovski functional | · |ξ is a norm

equivalent with the norm ‖ · ‖ on X .
If T ∈ B(X ) then ‖T‖ and ‖T‖ξ are the operator norms of T , induced by ‖ · ‖

and | · |ξ , respectively. This means that

‖T‖= sup
‖x‖≤1

‖T x‖ (2.31)

‖T‖ξ = sup
|x|ξ≤1

|T x|ξ . (2.32)

Remark 2.1.6. Based on (2.31) and (2.32) and the equivalence of the norms ‖ · ‖
and | · |ξ one deduces that there exists the positive constants c1, c2 such that

c1‖T‖ ≤ ‖T‖ξ ≤ c2‖T‖ (2.33)

for all T ∈ B(X ).
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Definition 2.1.4. Let (X ,X+), (Y,Y+) be two ordered linear spaces with the order
relation induced by the convex cones X+ and Y+, respectively. An operator T ∈
B(X ,Y) is called positive operator if TX+ ⊂ Y+. In this case we shall write T ≥ 0.

By definition, if T1,T2 ∈ B(X ) then T1 ≤ T2 or equivalently T2 ≥ T1 if and only if
T2−T1 ≥ 0.

Also T ≤ 0 if and only if −T ≥ 0.

Remark 2.1.7. If T : X → X is a linear bounded and positive operator then T is a
monotone operator. This means that T x ≤ Ty if x ≤ y. Indeed, x ≤ y iff y− x ∈ X+

hence, T (y− x)≥ 0 which is equivalent to T x≤ Ty.

Proposition 2.1.9. If X is a real Hilbert space ordered by the selfdual convex cone
X+ and if T ∈ B(X ) then T ≥ 0 iff T ∗ ≥ 0.

Proof. “→” Let us assume that T ≥ 0. This means that T x ∈ X+ if x ∈ X+. Since
X+ = X∗+ we deduce that 〈T x,y〉 ≥ 0 for arbitrary y ∈ X+. This is equivalent to
〈x,T ∗y〉 ≥ 0 for all x ∈ X+. Hence T ∗y ∈ X∗+ which leads to T ∗y ∈ X+ because
X+ = X∗+. Since y ∈ X+ is arbitrary, we may conclude that T ∗ ≥ 0. The converse
implication may be proved in a similar way using T ∗ instead of T and taking into
account that (T ∗)∗ = T . Thus the proof in complete. ��

The next result will be repeatedly used in the developments of this chapter.
It provides a simple formula of the operator norm of a bounded linear positive
operator induced by the Minkovski norm.

Theorem 2.1.10. Let (X ,‖ · ‖) be a real Banach space ordered by a solid, closed,
normal, convex cone X+. Let ξ ∈ IntX+ be fixed. Then for every positive operator
T ∈ B(X ) we have ‖T‖ξ = |Tξ |ξ .

Proof. Based on (vii) and (viii) in Theorem 2.1.4 we deduce that |x|ξ ≤ 1 if and
only if −ξ ≤ x ≤ ξ . Since T ≥ 0 we deduce that it is a monotone operator; hence
−Tξ ≤ T x≤ Tξ for all x ∈ X with |x|ξ ≤ 1.

Applying (xi) from Theorem 2.1.4 we infer that |T x|ξ ≤ |Tξ |ξ for all x ∈X with
|x|ξ ≤ 1.

Since |ξ |ξ = 1 we get: |Tξ |ξ ≤ sup
|x|ξ≤1

|T x|ξ ≤ |Tξ |ξ .

Invoking (2.32) we may conclude that ‖T‖ξ = |Tξ |ξ which ends the proof. ��
Using the equality proved in the above theorem together with the monotonicity

of the Minkovski norm, we obtain:

Corollary 2.1.11. If Tk ∈B(X ), k = 1,2 are such that T1 ≤ T2 then ‖T1‖ξ ≤ ‖T2‖ξ .
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2.2 Linear Differential Equations with Positive Evolution
on Ordered Banach Spaces

2.2.1 Linear Evolution Operators on Ordered Banach Spaces

Let (X ,‖ · ‖) be a real Banach space. Let I ⊂ R be an interval of real numbers. Let
L : I → B(X ) be a strongly continuous operator valued function. This means that
for each x ∈ X the vector valued function t →L(t)x is continuous on I.

We consider the linear differential equation on X :

d
dt

x(t) = L(t)x(t). (2.34)

Based on the developments in Chap. 3 of [31] we deduce that for each (t0,x0) ∈
I×X there exists a unique C1-function x(·; t0,x0) : I →X satisfying (2.34) and the
initial condition x(t0; t0,x0) = x0.

In Chap. 3 of [31] it is shown that there exists an operator valued function TL : I×
I →B(X ) with the property that x(t; t0,x0) = TL(t, t0)x0 for all t, t0 ∈ I and x0 ∈X .
The operator valued function (t,τ)→ TL(t,τ) or TL(t,τ) for shortness is named
the linear evolution operator on X defined by the operator valued function L(·)
or equivalently the linear evolution operator defined on X by the linear differential
equation (2.34).

Often, we shall write T (t,τ) instead of TL(t,τ) if confusions are not possible.

Remark 2.2.1. A linear evolution operator T (t,τ) on a Banach space X has the
properties (see [31] Chap. 3 for details).

(i) t → T (t,τ) is the unique solution of the problem with given initial value on
B(X )

d
dt

X(t) = L(t)X(t), X(τ) = IX

where IX is the identity operator on X . More precisely,

d
dt

T (t,τ) = L(t)T (t,τ), t ∈ I (2.35)

T (τ ,τ) = IX .

(ii) τ → T (t,τ) : I → B(X ) satisfies

d
dτ

T (t,τ) =−T (t,τ)L(τ)∀τ ∈ I. (2.36)

(iii)

T (t,τ)T (τ ,s) = T (t,s), (∀) t,τ ,s ∈ I. (2.37)
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(iv) For each (t,τ)∈I×I, the operator T (t,τ) is invertible and T−1(t,τ)∈B(X ).
More precisely, we have T−1(t,τ) = T (τ , t).

(v) ‖T (t,τ)‖ ≤ e
|

t∫

τ
‖L(s)‖ds|

, (∀) t,τ ∈ I.

(vi) If L(t) = L ∈ B(X ) then T (t,τ) = eL(t−τ), where eLt =
∞
∑

k=0

tk

k!Lk. This series

is convergent in the topology induced by the operator norm uniformly on any
compact subinterval of R.

(vii) If I = R and L(t+θ) =L(t) for all t ∈R and some θ > 0 then T (t+kθ ,τ+
kθ) = T (t,τ) for any t,τ ∈ R, k ∈ Z.

(viii) Based on the uniqueness of the linear evolution operator one shows that for
any α ∈R, Tα(t,τ) := eα(t−τ)T (t,τ) = eαIX (t−τ)T (t,τ) is the linear evolution
operator on X defined by

d
dt

x(t) = (αIX +L(t))x(t).

The strongly continuous operator valued function L(·) defines also the linear
differential equation

d
dt

y(t)+L(t)y(t) = 0. (2.38)

Applying the results from Chap. 3 of [31] to the operator valued function t →−L(t)
we deduce that for each (t0,y0) ∈ I ×X the linear differential equation (2.38) has a
unique solution y(·; t0,y0) : I → X which satisfy the initial condition y(t0; t0,y0) =
y0. One proves also that y(t; t0,y0) = T a

L(t, t0)y0 for all (t; t0,y0) ∈ I ×I ×X where
T a
L(t, t0) : I×I →B(X ) is the anticausal linear evolution operator on X generated

by the operator valued function L(·) or, equivalently, the anticausal linear evolution
operator on X generated by the linear differential equation (2.38).

In the sequel, we shall write T a(t, t0) instead of T a
L(t, t0), if confusions are not

possible.

Remark 2.2.2. Many of the assertions of Remark 2.2.1 remains valid if the causal
linear evolution operator T (t,τ) is replaced by the anticausal linear evolution
operator T a(t,τ).

In the case of anticausal linear evolution operator, the statements (i), (ii), (vi)
from Remark 2.2.1 become:

(i′) for each τ ∈ I, t → T a(t,τ) is a C1-function which satisfies the linear
differential equation on B(X ):

d
dt

T a(t,τ) =−L(t)T a(t,τ) (2.39)

and the initial condition T a(τ ,τ) = IX .
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(ii′) for each t ∈ I, τ → T a(t,τ) satisfies:

d
dτ

T a(t,τ) = T a(t,τ)L(τ). (2.40)

(vi′) if L(t) = L ∈ B(X ), t ∈ R, then, T a
L(t,τ) = eL(τ−t), ∀ t,τ ∈ R.

Beside the linear differential equations (2.34) and (2.38) respectively, we associate
the following affine differential equations:

d
dt

x(t) = L(t)x(t)+ f (t) (2.41)

and

d
dt

y(t)+L(t)y(t)+g(t) = 0 (2.42)

where L(·) is an operator valued function as before, and f : I → X , g : I → X are
continuous vector valued functions.

The solutions of (2.41) and (2.42) have the following representation formulae:

x(t; t0,x0) = T (t, t0)x0 +

t∫

t0

T (t,s) f (s)ds (2.43)

for all t ∈ [t0,∞)∩I, x0 ∈ X and

y(t; t0,y0) = T a(t, t0)y0 +

t0∫

t

T a(t,s)g(s)ds (2.44)

for all t ∈ (−∞; t0]∩I, y0 ∈ X .
In the development from this chapter, the affine differential equation of type

(2.41) will be called forward affine differential equation while affine differential
equations of type (2.42) will be named backward affine differential equations.

Remark 2.2.3. If y(t) is a solution of the backward affine differential equation

d
dt

y(t)+L(t)y(t)+g(t) = 0

then x̂(t) defined by x̂(t)= y(−t) is a solution of the forward affine equation d
dt x(t)=

L̂(t)x(t)+ f̂ (t) where L̂(t) = L(−t) and f̂ (t) = g(−t).
Moreover if T a(t, t0) is the anticausal evolution operator defined by the operator

valued function L(·), then T̂ (t, t0) defined by

T̂ (t, t0) = T a(−t,−t0), ∀t, t0 ∈ Î = {t ∈ R;−t ∈ I} (2.45)

is the causal evolution operator defined by the operator valued function L̂ : Î →
B(X ), L̂(t) = L(−t).
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2.2.2 Linear Differential Equations with Positive Evolutions
on Ordered Banach Spaces

Let (X ,‖·‖) be a real Banach space ordered by a solid, closed, normal, convex cone
X+.

Let L : I → B(X ) be a strongly continuous operator valued function.

Definition 2.2.1. We say that the operator valued function L(·) generates:

(i) a causal positive evolution on X , or a positive evolution (for shortness) if
TL(t, t0)X+ ⊂X+, for all t ≥ t0, t, t0 ∈ I.

(ii) an anticausal positive evolution on X , if T a
L(t, t0)X+ ⊂ X+, for all

t ≤ t0, t, t0 ∈ I.

With other words, the operator valued function L(·) generates a positive evolution
on X if the solutions of the linear differential equation (2.34) have the property that
x(t; t0,x0) ∈ X+ for all t ≥ t0, t, t0 ∈ I if x0 ∈ X+. In this case we shall say that the
linear differential equation (2.34) defines a positive evolution on X .

Similarly the operator valued function L(·) generates an anticausal positive
evolution on X if and only if the solutions of linear differential equation (2.38)
have the property that y(t; t0,y0) ∈ X+, for all t ≤ t0, t, t0 ∈ I, if y0 ∈ X+. In this
case, we shall say that the linear differential equation (2.38) defines on anticausal
positive evolution on X .

Based on (2.45) we obtain.

Corollary 2.2.1. Let L : I → B(X ) be a strongly continuous operator valued
function and L̂(t) = L(−t), t ∈ Î. Then the operator valued function L(·) defines
an anticausal positive evolution if and only if the operator valued function L̂(·)
generates a causal positive evolution on X .

In the sequel we shall provide some useful properties of the operator valued
functions which generate positive evolution on X .

Definition 2.2.2. Let L ∈ B(X ). We say that the linear and bounded operator
L is:

(i) resolvent positive if there exists λ0 ∈ R such that (λ IX −L)−1 ∈ B(X ) and
(λ IX −L)−1 ≥ 0, for all λ > λ0.

(ii) quasimonotone if for all x ∈ ∂X+ there exists ϕ ∈ X∗+ \{0} such that ϕ(x) = 0
and ϕ(Lx)≥ 0.

Theorem 2.2.2. Let (X ,‖ · ‖) be a real Banach space ordered by a solid, closed,
normal convex cone X+. If L ∈ B(X ) then the following are equivalent:

(i) eLt ≥ 0, (∀)t ≥ 0.
(ii) L is a resolvent positive operator.

(iii) For all x ∈ ∂X+ and all ϕ ∈ X∗+ \{0} with ϕ(x) = 0 it follows ϕ(Lx)≥ 0.
(iv) L is a quasimonotone operator.
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Proof. (i)→ (ii) If (i) is true, then eLt x0 ≥ 0 for all t ≥ 0 if x0 ∈ X+. Obviously
e(L−λ IX )t x0 ∈ X+ for all t ≥ 0, λ ∈ R, x0 ∈ X+. On the other hand

‖e(L−λ IX )t‖ ≤ e(‖L‖−λ )t , t ≥ 0. (2.46)

Chose λ > ‖L‖. Since ‖
τ∫

0
e(L−λ IX )t x0dt‖ ≤

τ∫

0
‖e(L−λ IX )t x0‖dt we obtain via

(2.46) that R(λ ,L)x0 :=
∞∫

0
e(L−λ IX )t x0dt is well defined by

∞∫

0
e(L−λ IX )t x0dt =

lim
τ→∞

τ∫

0
e(L−λ IX )t x0dt.

Moreover R(λ ,L) is a linear operator. Using again (2.46) we deduce
‖R(λ ,L)x‖ ≤ 1

(λ−‖L‖)‖x‖. This allows us to conclude thatR(λ ,L) ∈ B(X ) for all

λ > ‖L‖. On the other handR(λ ,L)X+ ⊂X+ because X+ is a closed convex cone.
Further, by direct calculation one obtains that:

(λ IX −L)R(λ ,L)x = x

and

R(λ ,L)(λ IX −L)x = x,

for all x ∈ X . Hence R(λ ,L) = (λ IX −L)−1, for all λ > ‖L‖. So we have shown
that for arbitrary λ > ‖L, (λ IX −L)−1 is well defined and it is a positive operator.
Thus the proof of implication (i)→ (ii) is complete.

We prove now that (ii)→ (iii). Let x ∈ ∂X+ and ϕ ∈ X∗+ \ {0} be such that
ϕ(x) = 0. If (ii) holds then there exists α0 > 0 such that (IX − tL)−1 ≥ 0 for all
t ∈ [0,α0).

Let κ : [0,α0) → R be defined by κ(t) = ϕ((IX − tL)−1x). It follows that
κ(t)≥ 0, ∀t ∈ [0,α0) because ϕ ∈ X∗+. Since κ(0) = 0 we obtain

d
dt
κ(t)|t=0 = ϕ(Lx). (2.47)

Thus we may conclude via (2.47) that ϕ(Lx) ≥ 0 which confirms that (ii)→ (iii)
is true. Let us assume that (iii) holds and let us show that L is quasimonotone.
Take x0 ∈ ∂X+ be arbitrary. Based on Theorem 2.1.2 we deduce that there exists
ϕ ∈ X∗+ \ {0} such that ϕ(x0) = 0. If (iii) holds, it follows that ϕ(Lx0) ≥ 0. This
confirms that L is quasimonotone.

Finally, let us show that (iv)→ (i). Assume that (iv) holds. Choose ξ ∈ IntX+ and
δ > 0 a small parameter. Let xδ (t), t ≥ 0 be the solution of the linear differential
equation

d
dt

x(t) = Lx(t)+δξ (2.48)
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with the initial condition xδ (0) = x0 ∈ IntX+. It is obvious that xδ (t) ∈ IntX+ if
t > 0 is sufficiently small. We show that xδ (t) ∈ IntX+ for arbitrary t > 0.

Let us assume by contrary that there exists t̂ > 0 such that xδ (t̂) 	∈ IntX+. Let
t0 = inf{t > 0;xδ (t) 	∈ IntX+}. From the definition of t0, one obtains that xδ (t0) ∈
∂X+ and xδ (t) ∈ IntX+ if 0 ≤ t < t0. From (iv) and Theorem 2.1.2 it follows that
there exists ϕ ∈X∗+ \{0} such that ϕ(xδ (t0)) = 0 and ϕ(Lxδ (t0))≥ 0. Let us define

g(t) = ϕ(xδ (t)), t ≥ 0. We have g(t)> 0 if 0≤ t < t0 and g(t0) = 0. Thus g(t)
t−t0

≤ 0

if t < t0. This leads to d
dt g(t)|t=t0 ≤ 0. On the other hand, from (2.48) one obtains

d
dt

g(t0) = ϕ(Lxg(t0))+δϕ(ξ ).

Invoking Lemma 2.1.1 we may conclude that 0≥ d
dt g(t0)> 0 which is a contradic-

tion. Therefore we may conclude that xδ (t)∈ IntX+ for all t > 0. On the other hand,
from (2.43) we deduce that

xδ (t) = eLt x0 +δ
t∫

0

eL(t−s)ξds.

Hence for each fixed t > 0 we have

lim
δ→0+

xδ (t) = eLt x0. (2.49)

This leads to eLt x0 ∈ X+, ∀t ≥ 0, and x0 ∈ IntX+ because X+ is a closed convex
cone.

Taking again into account that X+ is a closed convex cone and X+ ⊂ IntX+ (see
[55]), we deduce that (i) is true. Thus the proof is complete. ��

The result proved in the previous theorem may be extended to the time-varying
case:

Theorem 2.2.3. Let (X ,‖ ·‖) be a real Banach space, ordered by the closed, solid,
normal convex cone X+.

Let L : I → B(X ) be a strongly continuous operator valued function. Under
these conditions the following are equivalent:

(i) L(·) generates a positive evolution on X ;
(ii) for each t ∈ I, L(t) is a resolvent positive operator.

Proof. (i)→ (ii) Let us assume that L(·) generates a positive evolution on X and
we prove that L(t) is resolvent positive for all t ∈ I. Let us assume by contrary that
there exists τ ∈ I such that L(τ) is not resolvent positive. Based on the equivalence
(ii)⇔ (iii) from Theorem 2.2.2 we deduce that there exists x ∈ ∂X+ \{0} and ϕ ∈
X∗+ \ {0} such that ϕ(x) = 0 and ϕ(L(τ)x) < 0. Let x(t) be the solution of the
problem with given initial values:

d
dt

x(t) = L(t)x(t)

x(τ) = x.
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Hence x(t) ∈ X+ for all t ∈ [τ ,∞)∩I, because L(·) generates a positive evolution
on X . On the other hand if g(t) = ϕ(x(t)) we have g(τ) = 0 and d

dt g(τ)< 0.
Therefore there exists δ > 0 sufficiently small such that g(τ + t) < 0 or

equivalently ϕ(x(τ+δ ))< 0. Hence, x(τ+δ ) 	∈ X+ which contradicts the fact that
L(·) generates a positive evolution. So we have shown that the implication (i)→ (ii)
holds.

The proof of the implication (ii)→ (i) may be done in a similar way as the proof
of implication (iv)→ (i) in Theorem 2.2.2. Here we shall display only the parts
which are specific to the time-varying case. Let xδ (t) be the solution of the problem
with given initial values

d
dt

xδ (t) = L(t)xδ (t)+δξ (2.50)

xδ (t0) = x0 ∈ IntX+,

where δ > 0 is sufficiently small and ξ ∈ IntX+ is fixed. Following step by step
the reasoning in the proof of implication (iv)→ (i) in Theorem 2.2.2 we deduce that
xδ (t) ∈ IntX+ for all t ∈ [t0,∞)∩I. Using (2.43) in the case of (2.50) we obtain

xδ (t) = T (t, t0)x0 +δ
t∫

t0
T (t,s)ξds. Letting δ → 0+ and taking into account that X+

is a closed, convex cone, we deduce that

T (t, t0)x0 ≥ 0,∀t0 ∈ I, t ∈ [t0,∞)∩I (2.51)

and x0 ∈ IntX+. Using again the fact that X+ is a closed convex cone, we conclude
that (2.51) holds for any t ∈ [t0,∞)∩I and any t0 ∈ I, x0 ∈ X+. Thus the proof is
complete. ��

Further we prove.

Lemma 2.2.4. Let (X ,‖ · ‖) be a real Banach space ordered by the closed, solid,
normal, convex cone X+. Let Lk ∈ B(X ), k = 1,2, be such that L1 ≤ L2. If L1 is
resolvent positive operator, then L2 is resolvent positive operator too.

Proof. Let λ > ‖L1‖. As in the proof of implication (i)→ (ii) of Theorem 2.2.2

one shows that (λ IX −L1)
−1x =

∞∫

0
e(L1−λ IX )t xdt, ∀x ∈ X . Moreover we have that

(λ I−L1)
−1x ∈ X+ if x ∈ X+ and

‖(λ IX −L1)
−1‖ ≤ 1

λ −‖L1‖
(2.52)

for all λ > ‖L1‖. Further we write

(λ IX −L2) = (λ IX −L1)(IX −U(λ )) (2.53)
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where U(λ )= (λ IX −L1)
−1(L2−L1). We have U(λ )≥ 0 for all λ > ‖L1‖ because

(λ IX −L1)
−1 ≥ 0 and (L2−L1)≥ 0.

Moreover if λ > λ0 := ‖L1‖+ ‖L2−L1‖ we obtain that ‖U(λ )‖ < 1. Hence,
IX −U(λ ) is invertible and (IX −U(λ ))−1 ∈ B(X ). Since (IX −U(λ ))−1 =
∞
∑

k=0
(U(λ ))k we deduce that (IX −U(λ ))−1 ≥ 0 for all λ > λ0. Finally, from (2.53)

we deduce that (λ IX −L2)
−1 = (IX −U(λ ))−1(IX −L1)

−1, ∀λ > λ0 ≥ 0. So the
proof is complete. ��

In the time-varying case the following result holds.

Theorem 2.2.5. Let (X ,‖ · ‖) be a real Banach space ordered by the closed, solid,
normal, convex cone X+. Let Lk : I → B(X ), k = 1,2, be two strongly continuous
operator valued functions. Assume that L1(t) ≤ L2(t) for all t ∈ I. Under these
conditions, the following hold:

(i) If the operator valued function L1(·) generates a positive evolution on X ,
then the operator valued function L2(·) generates a positive evolution on X .
Moreover, if Tk(t, t0) are the causal linear evolution operators on X , defined by
the linear differential equations

d
dt

x(t) = Lk(t)x(t), k = 1,2,

then T1(t, t0)≤ T2(t, t0) for all t ≥ t0, t, t0 ∈ I.
(ii) If the operator valued function L1(·) generates an anticausal evolution oper-

ator on X , then the operator valued function L2(·) generates an anticausal
positive evolution operator on X . Furthermore, if T a

k (t, t0), k = 1,2, are the
anticausal linear evolution operators on X defined by the linear differential
equations

d
dt

y(t)+Lk(t)y(t) = 0,k = 1,2,

then T a
1 (t, t0)< T a

2 (t, t0) ∀ t ≤ t0, t, t0 ∈ I.

Proof. (i) The fact that L2(·) generates a causal positive evolution on X follows
combining Theorem 2.2.3 and Lemma 2.2.4. Further, we write d

dt x(t) = L2(t)x(t)
as d

dt x(t) = L1(t)x(t)+ f (t) where f (t) = (L2(t)−L1(t))x(t).
Applying (2.43) and using x(t) = T2(t, t0) we obtain:

T2(t, t0)x0 = T1(t, t0)x0 +

t∫

t0

T1(t,s)(L2(s)−L1(s))T2(s, t0)x0ds (2.54)

∀ t ≥ t0, t, t0 ∈ I, x0 ∈ X+.
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Since Lk(·) generate a positive evolution on X we have T1(t,s)≥ 0, T2(s, t0)≥ 0
for all t ≥ s ≥ t0, t, t0 ∈ I. Based on L2(s)−L1(s) ≥ 0 we may conclude that
t∫

t0
T1(t,s)(L2(s)−L1(s))T2(s, t0)x0ds≥ 0 for all t ≥ t0, t, t0 ∈ I, x0 ∈ X+. So (2.54)

leads to

(T2(t, t0)−T1(t, t0))x0 ≥ 0

for all t ≥ t0, t, t0 ∈ I, ∀x0 ∈ X+. Hence T2(t, t0)≥ T1(t, t0) and thus the proof of (i)
is complete.

The proof of (ii) follows immediately from the first part, (i) and the Corol-
lary 2.2.1. ��
Corollary 2.2.6. Let L(·),Π(·) be two strongly continuous operator valued func-
tions defined on I, taking values in B(X ). Assume that Π(t)≥ 0 for all t ∈ I. Then
the following are true:

(i) If L(·) generates a positive evolution on X , then L(·) +Π(·) generates a
positive evolution on X .

(ii) If L(·) generates an anticausal positive evolution on X , then L(·) +Π(·)
generates an anticausal positive evolution on X .

(iii) Π(·) generates both a causal positive evolution and anticausal positive
evolution on X .

Proof. (i) and (ii) follows immediately from Theorem 2.2.5 taking L1(t) = L(t)
and L2(t) = L(t) +Π(t). For (iii) one applies Theorem 2.2.5 for L1(t) = 0 and
L2(t) =Π(t).

2.3 Exponential Stability of Linear Differential Equations
with Positive Evolution on Ordered Banach Spaces

In this section (X ,‖ · ‖) is a real Banach space ordered by a solid, closed, normal,
convex cone X+.

Let L : I → B(X ) be a strongly continuous operator valued function. This
function defines the forward linear differential equation (2.34) as well as the
backward linear differential equation (2.38). In the developments of this section
T (t,τ) stands for the causal linear evolution operator on X defined by the linear
differential equation (2.34) while T a(t,τ) denotes the anticausal linear evolution
operator on X defined by the backward linear differential equation (2.38).

Definition 2.3.1. (i) We say that the zero state equilibrium of the linear differen-
tial equation (2.34) is exponentially stable, or equivalently, the operator valued
function L(·) generates an exponentially stable evolution if there exist the
constants β ≥ 1, α > 0 such that

‖T (t, t0)‖ ≤ βe−α(t−t0) (2.55)

for all t ≥ t0, t, t0 ∈ I.
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(ii) We say that the zero state equilibrium of the linear differential equation (2.38)
is anticausal exponentially stable, or equivalently, the operator valued function
L(·) generates an anticausal exponentially stable evolution on X if there exist
the constants β ≥ 1, α > 0 such that

‖T a(t, t0)‖ ≤ βeα(t−t0) (2.56)

for all t ≤ t0, t, t0 ∈ I.

Since both (2.34) and (2.38) are linear differential equations we will often say
that the linear differential equation (2.34) is exponentially stable and the linear
differential equation (2.38) is anticausal exponentially stable, respectively, if (2.55)
and (2.56), respectively, are fulfilled.

It is worth mentioning that under the considered assumptions for any ξ ∈ IntX+

the corresponding Minkovski functional ‖ · ‖ξ is a norm equivalent with the norm
‖ · ‖ (see (2.33)). Therefore, the above definition may be stated in terms of the
operator norm ‖ · ‖ξ for some ξ ∈ IntX+.

The criteria for exponential stability derived in this section are different from the
ones based on the method of Lyapunov functions.

In the developments of this section the following integrals
t∫

−∞
T (t,s) f (s)ds

and
∞∫

t
T a(t,s)g(s)ds will be involved. By definition,

t∫

−∞
T (t,s) f (s)ds =

lim
τ→−∞

t∫

τ
T (t,s) f (s)ds and

∞∫

t
T a(t,s)g(s)ds = lim

τ→∞

τ∫

t
T a(t,s)g(s)ds if the limits

from the right-hand side exist. In this case we shall say that
t∫

−∞
T (t,s) f (s)ds

and
∞∫

t
T a(t,s)g(s)ds are convergent. We shall say that these integrals are absolute

convergent if
t∫

−∞
‖T (t,s) f (s)‖ds <+∞ and

∞∫

t
‖T a(t,s)g(s)‖ds <+∞.

Remark 2.3.1. Based on the inequalities of the form:

∥
∥
∥
∥
∥
∥

t∫

τ1

T (t,s) f (s)ds−
t∫

τ2

T (t,s) f (s)ds

∥
∥
∥
∥
∥
∥
≤

∣
∣
∣
∣
∣
∣

τ2∫

τ1

‖T (t,s) f (s)‖ds

∣
∣
∣
∣
∣
∣
, ∀τ1,τ2 < t

or,

∥
∥
∥
∥
∥
∥
∥

τ ′1∫

t

T a(t,s)g(s)ds−
τ ′2∫

t

T a(t,s)g(s)ds

∥
∥
∥
∥
∥
∥
∥

≤

∣
∣
∣
∣
∣
∣
∣

τ ′2∫

τ ′1

‖T a(t,s)g(s)‖ds

∣
∣
∣
∣
∣
∣
∣

,
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respectively, one obtains via Cauchy criteria of the existence of the limit of

a function that
t∫

−∞
T (t,s) f (s)ds and

∞∫

t
T a(t,s)g(s)ds are convergent if they are

absolute convergent.
The converse implication is not always true. However in the next subsections we

shall see that they become equivalent under the exponential stability condition of
linear differential equations (2.34) and (2.38), respectively.

The next result will be repeatedly used in the proofs of this section:

Lemma 2.3.1. (i) Assume I = (−∞;a) with a ≤ ∞. Let L : I → B(X ) be a
strongly continuous operator valued function and f : I → X be a continuous

vector valued function. If for each t ∈ I,
t∫

−∞
T (t,s) f (s)ds is convergent, then

the function x̃(t) =
t∫

−∞
T (t,s) f (s)ds is differentiable and solves the affine

differential equation d
dt x(t) = L(t)x(t)+ f (t).

(ii) Assume I = (a,∞) with a ≥ −∞. Let L : I → B(X ) be strongly continuous
operator valued function and T a(t,τ) be the anticausal linear evolution
operator on X generated by L(·). Let g : I →X be a continuous vector valued

function. If for each t ∈ I,
∞∫

t
T a(t,s)g(s)ds is convergent, then the function

ỹ(t) =
∞∫

t
T a(t,s)g(s)ds is differentiable and solves the backward affine equation

d
dt y(t)+L(t)y(t)+g(t) = 0, ∀ t ∈ I.

Proof. (i) Let τ ∈I be fixed. Based on the properties of the linear evolution operator
T (t,s) (see Remark 2.2.1) we may write:

x̃(t) = T (t,τ)x(τ)+
∫ t

τ
T (t,s) f (s)ds, ∀ t ∈ I.

Therefore (see [31]) x̃(t) is differentiable and it solves the affine differential
equation:

d
dt

x̃(t) = L(t)x̃(t)+ f (t), t ∈ I.

(ii) May be proved similarly. The details are omitted.
��

2.3.1 Criteria for Causal Exponential Stability

Throughout this section ξ ∈ IntX+ is a fixed vector. We know that the Minkovski
functional | · |ξ is a norm equivalent with the norm ‖·‖ of the Banach space X . Thus
we obtain via (2.33) that the exponential stability of the linear differential equation
(2.34) is equivalent to
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‖T (t, t0)‖ξ ≤ βe−α(t−t0) (2.57)

for all t ≥ t0, t, t0 ∈ I, for some β ≥ 1, α > 0 not depending upon t, t0.
The first result specific to the case of linear differential equations defined by

operator valued functions which generates a positive evolution is the following.

Proposition 2.3.2. Under the considered assumptions the following statements
hold:

(i) If L : I →B(X ) is a bounded and strongly continuous operator valued function
which generates a positive evolution, then the corresponding linear differential
equation (2.34) is exponentially stable iff there exist β ≥ 1, α > 0 such that

‖x(t; t0,ξ )‖ ≤ βe−α(t−t0)‖ξ‖

for all t ≥ t0, t, t0 ∈ I.
(ii) Let Lk : I → B(X ), k = 1,2 be two bounded and strongly continuous operator

valued functions.

Assume: (a) L1(t)≤ L2(t), t ∈ I.
(b) L1(·) generates a positive evolution on X .
(c) The linear differential equation d

dt x(t) = L2(t)x(t) is exponentially stable.
Under these conditions the linear differential equation d

dt x(t) = L1(t)x(t) is
exponentially stable.

Proof. (i) Follows immediately from x(t; t0,ξ ) = T (t, t0)ξ together with (2.57) and
Theorem 2.1.10
To prove (ii) we remark that from assumptions (a) and (b) together with

Theorem 2.2.5 (i) we deduce that L2(·) generates also a positive evolution and
T1(t, t0) ≤ T2(t, t0). Further from Corollary 2.1.11 we deduce that ‖T1(t, t0)‖ξ ≤
‖T2(t, t0)‖ξ , for all t ≥ t0, t, t0 ∈ I.

The conclusion follows from (2.57) written for T2(t, t0). Thus the proof is
complete. ��
Remark 2.3.2. The statement of Proposition 2.3.2 (i) emphasizes an interesting fact
specific to linear differential equations with positive evolution. In the case of these
kinds of linear differential equations, the exponentially stable behavior of a single
solution x(t; t0,ξ ) implies the exponentially stable behavior of all solutions, that is,
the exponential stability of the considered differential equation.

We note that if I ⊂ R is a right unbounded but left bounded interval, then without
loss of generality, we may take I = R+.

In this case we have:

Theorem 2.3.3. Let L : R+ → B(X ) be a bounded and strongly continuous
operator valued function. Assume that L(·) defines a positive evolution on X . Then
the following are equivalent:
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(i) L(·) defines an exponentially stable evolution on X .

(ii) There exists δ > 0 not depending upon t and t0 such that
t∫

t0
‖T (t,s)‖ds≤ δ , for

all t ≥ t0 ≥ 0.

(iii) There exists δ > 0 not depending upon t and t0 such that
t∫

t0
T (t,s)ξds ≤ δξ ,

for all t ≥ t0 ≥ 0.
(iv) The solution with initial value x(0) = 0 of the affine differential equation

d
dt

x(t) = L(t)x(t)+ξ (2.58)

is bounded.
(v) For each bounded and continuous vector function f : R+ → X the solution

with initial value x(0) = 0 of the affine differential equation

d
dt

x(t) = L(t)x(t)+ f (t) (2.59)

is bounded.

Proof. The proof of the implications (i)→ (ii)→ (iii)→ (iv) are obvious. We proof
(iv)→ (v). If (iv), holds then there exists μ > 0 such that |

∫ t
0 T (t,s)ξds|ξ ≤ μ for all

t ∈ R+. Let f : R+→X be a continuous and bounded vector function. This means
that there exist the real numbers δ1,δ2 such that

δ1ξ ≤ f (s)≤ δ2ξ

for all s≥ 0. Since T (t,s)≥ 0 we deduce that it is a monotone operator. Hence

δ1T (t,s)ξ ≤ T (t,s) f (s≤δ2T (t,s)ξ

for all t ≥ s≥ 0. This leads to

δ1

∫ t

0
T (t,s)ξds≤

∫ t

0
T (t,s) f (s)ds≤ δ2

∫ t

0
T (t,s)ξds

for all t ≥ 0. Applying Theorem 2.1.4 (xi) we deduce that
∣
∣
∣
∣

∫ t

0
T (t,s) f (s)ds

∣
∣
∣
∣
ξ
≤ δ̃

∣
∣
∣
∣

∫ t

0
T (t,s)ξds

∣
∣
∣
∣
ξ

for all t ≥ 0 where δ̃ = max{|δ1|, |δ2|}. Thus we have obtained
∣
∣
∣
∣

∫ t

0
T (t,s) f (s)ds

∣
∣
∣
∣
ξ
≤ δ̃ μ
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for all t ≥ 0. This allows us to conclude that

∥
∥
∥
∥

∫ t

0
T (t,s) f (s)ds

∥
∥
∥
∥≤ μ̃

for all t ≥ 0 which shows that (v) is true. The implication (v)→ (i) is the infinite
dimensional version of the Peron’s theorem (see [74, 107]). ��
Remark 2.3.3. The equivalence (i)↔ (iv) of Theorem 2.3.3 reveals another interest-
ing fact specific to linear differential equations with positive evolution. It is known
from Peron’s theorem that the exponential stability of a linear differential equation is
characterized via the boundedness of the solutions with zero initial value of all affine
differential equations of type (2.59) corresponding to all forcing terms f (·) which
are bounded and continuous vector valued functions. In the case of linear differential
equations with positive evolution, the exponential stability can be deduced from
the boundedness of the solution with zero initial value of a single affine equation,
namely (2.58).

Definition 2.3.2. We say that the vector valued function f : I → X+ is uniformly
positive if there exists a constant c = c( f )> 0 such that f (t)≥ cξ , for all t ∈ I. In
this case we shall write f (t)� 0, t ∈ I. Also we shall write f (t)� 0, t ∈ I if and
only if − f (t)� 0, t ∈ I.

Remark 2.3.4. A more natural definition of uniform positivity of a vector valued
function would be: f : I →X+ is a uniform positive vector valued function if there
exists ζ = ζ ( f ) ∈ IntX+ such that f (t)≥ ζ for all t ∈ I.

Let Bζ be the open and convex set associated via (2.27) with the vector ζ ∈
IntX+. Then, by (2.28), there exists c > 0 such that cξ ∈ Bζ . That is −ζ < cξ <
ζ . Thus we obtain that f (t) ≥ cξ for all t ∈ I, and thus we proved that the two
definitions of uniform positivity are equivalent.

The next auxiliary result will be repeatedly used in the developments in this
section.

Lemma 2.3.4. Let L : I → B(X ) be a bounded and strongly continuous operator
valued function. Let T (t, t0) be the corresponding linear evolution operator. Then
for each ζ ∈ IntX+, there exists τ0 = τ0(ζ )> 0 such that

T (t,τ)ζ ≥ 1
2
ζ (2.60)

for all t,τ ∈ I, t ≥ τ , t− τ ≤ τ0.

Proof. Let τ ∈ I be arbitrary but fixed and xτ(t) = T (t,τ)ζ . We have

xτ(t) = ζ +
t∫

τ

L(s)xτ(s)ds. (2.61)
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Hence ‖xτ(t)‖ ≤ ‖ζ‖+β
t∫

τ
‖xτ(s)‖ds where β = sup

s∈I
‖L(s)‖. Applying Gronwall’s

Lemma we deduce ‖xτ(t)‖ ≤ ‖ζ ‖eβ (t−τ), for all t ≥ τ , t,τ ∈ I.
Using the last inequality we obtain from (2.61) that:

‖xτ(t)−ζ‖ ≤ ‖ζ‖(eβ (t−τ)−1).

Furthermore we deduce, via Theorem 2.1.4 (v) that

|xτ(t)−ζ |ζ ≤ β (ζ )‖ζ‖(eβ (t−τ)−1). (2.62)

Choose τ0 > 0 such that β (ζ )‖ζ‖(eβ (t−τ)−1)< 1
2 for all t− τ ≤ τ0. Hence (2.62)

becomes |xτ(t)−ζ |ζ < 1
2 or equivalently |2(xτ(t)−ζ )|ζ < 1.

Applying Theorem 2.1.4 (iii) we get 2(xτ(t)− ζ ) ∈ Bζ or equivalently −ζ <

2(xτ(t)−ζ )< ζ which leads to xτ(t)≥ 1
2ζ , for all t ≥ τ , t−τ ≤ τ0 which completes

the proof. ��
Remark 2.3.5. The result proved in Lemma 2.3.4 remains valid in a more general
setting than the one adopted in this section. In the proof of this result we do not need
to assume T (t,τ)≥ 0 or that the Minkovski functional ‖ · ‖ξ is a norm.

Corollary 2.3.5. Assume I = (−∞,a),a ≤ +∞. Let L : I → B(X ) be a bounded
and strongly continuous operator valued function generating a positive evolution on
X . Let f : I →X+ be a continuous vector valued function such that f (t)� 0, t ∈ I.
If x : I →X+ is a solution of the affine differential equation d

dt x(t) =L(t)x(t)+ f (t),
then x(t)� 0, t ∈ I.

Proof. Recall that f (t)� 0, t ∈ I means that there exists c > 0 such that f (t)≥ cξ ,
t ∈ I. Since T (t,s)≥ 0 for t ≥ s we deduce that

T (t,s) f (s)≥ cT (t,s)ξ (2.63)

for all t ≥ s, t,s ∈ I. Let τ0 = τ0(ξ )> 0 be provided by Lemma 2.3.4 for ζ = ξ . We

write x(t) = T (t,τ)x(τ)+
t∫

τ
T (t,s) f (s)ds. We have x(t)≥

t∫

τ
T (t,s) f (s)ds. Invoking

(2.63) we have:

x(t)≥ c

t∫

τ

T (t,s)ξds, t ≥ τ .

Taking τ = t− τ0 we obtain via Lemma 2.3.4 that

x(t)≥ c(
τ0

2
)ξ , (∀) t ∈ I.

Thus we obtain x(t)� 0, t ∈ I which completes the proof. ��
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The next result provides a list of criteria for exponential stability for linear
differential equations with positive evolution in the case when I is a left unbounded
interval.

Theorem 2.3.6. Assume I =(−∞,a) with a≤+∞. LetL : I →B(X ) be a bounded
and strongly continuous operator valued function. Assume that L(·) generates a
positive evolution on X . Under these assumptions the following statements are
equivalent:

(i) L(·) generates an exponentially stable evolution.

(ii) For each t ∈ I the integral
t∫

−∞
T (t,s)ξds is absolute convergent and there

exists δ > 0 not depending upon t, such that

0≤
t∫

−∞

T (t,s)ξds≤ δξ , ∀t ∈ I. (2.64)

(iii) For each t ∈ I the integral
t∫

−∞
T (t,s)ξds is convergent and there exists δ > 0

not depending upon t, such that

0≤
t∫

−∞

T (t,s)ξds≤ δξ , ∀t ∈ I. (2.65)

(iv) The affine differential equation

d
dt

x(t) = L(t)x(t)+ξ (2.66)

has a bounded and uniformly positive solution.
(v) For each bounded, continuous, and uniformly positive vector valued function

f : I →X the affine differential equation

d
dt

x(t) = L(t)x(t)+ f (t) (2.67)

has a bounded and uniformly positive solution.
(vi) There exists a bounded, continuous, and uniformly positive vector valued

function f̃ : I → X such that the corresponding affine differential equation
(2.67) has a bounded solution x̃ : I →X+.

(vii) There exists a C1 vector valued function z : I → X bounded with bounded
derivative z(t) � 0, t ∈ I which solves the following linear differential
inequality:

− d
dt

z(t)+L(t)z(t)� 0, t ∈ I. (2.68)
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Proof. If (i) holds, then we obtain, via (2.57) that

t∫

−∞

‖T (t,s)‖ξds≤ δ , ∀t ∈ I (2.69)

with δ = β
α . Based on the equivalence of the operator norms, ‖ · ‖ and ‖ · ‖ξ we

deduce that there exists a positive constant γ such that

t∫

−∞

‖T (t,s)‖ds≤ γ
t∫

−∞

‖T (t,s)‖ξds≤ γδ , ∀t ∈ I.

This allows us to conclude that
t∫

−∞
‖T (t,s)ξ‖ds ≤ γδ‖ξ‖. Thus we proved that

t∫

−∞
T (t,s)ξds is absolute convergent.

Applying Theorem 2.1.4 (vii) and (viii) for x = T (t,s)ξ
|T (t,s)ξ |ξ

we deduce that

0≤ T (t,s)ξ ≤ |T (t,s)ξ |ξ ξ = ‖T (t,s)‖ξ ξ , ∀t ≥ 0, t,s ∈ I. (2.70)

Since X+ is a closed convex cone we deduce via (2.70) that 0 ≤
t∫

−∞
T (t,s)ξds ≤

δξ , ∀t ∈ I.
This shows that (2.64) is true and the implication (i)→ (ii) is valid. The

implication (ii)→ (iii) is obvious. Now we prove (iii)→ (iv). If (iii) is true, then
we define

x̃(t) =

t∫

−∞

T (t,s)ξds, t ∈ I. (2.71)

We have

0≤ x̃(t)≤ δξ , t ∈ I. (2.72)

Applying Lemma 2.3.1 we deduce that t → x̃(t) is a differentiable function and
it solves the affine equation (2.66). Moreover, from (2.72) it follows that x̃(t) is
a bounded and positive solution of (2.66). Finally applying Corollary 2.3.5 we
conclude that x̃(t) is a bounded and uniformly positive solution of affine differential
equation (2.66) and thus (iii)→ (iv) is confirmed.

The implication (iv)→ (vii) is obvious since a bounded and uniformly positive
solution of (2.66) verifies the linear differential inequality (2.68). Let us assume that
z : I →X+ is a C1 function bounded with bounded derivative, z(t)� 0 which solves
(2.68).
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Define

f̃ (t) =
d
dt

z(t)−L(t)z(t), t ∈ I. (2.73)

One sees that f̃ : I → X+ is a bounded, continuous, and uniformly positive
vector valued function. Moreover z(t) is a bounded and positive solution of the
corresponding affine equation of type (2.67) associated with f̃ (·) defined by (2.73).
Thus we proved that (vii)→ (vi).

Now we prove (i)→ (v).
Let f : I → X be a bounded and uniformly positive continuous vector valued

function. This means that f (t) ≥ μ1ξ , ∀t ∈ I and | f (t)|ξ ≤ μ2, t ∈ I for some

positive constants μ1,μ2. Applying Theorem 2.1.4 (vi) and (viii) for x = f (t)
| f (t)|ξ

we

deduce that

f (t)≤ | f (t)|ξ ξ .

Thus we have

μ1ξ ≤ f (t)≤ μ2ξ , ∀t ∈ I. (2.74)

Since T (t,s)≥ 0 for all t ≥ s, t,s ∈ I we deduce, via (2.74) that

μ1T (t,s)ξ ≤ T (t,s) f (s)≤ μ2T (t,s)ξ (2.75)

∀t ≥ s, t,s ∈ I.
Using the monotonicity of the Minkovski norm, we get

μ1|T (t,s)ξ |ξ ≤ |T (t,s) f (s)|ξ ≤ μ2|T (t,s)ξ |ξ (2.76)

∀t ≥ s, t,s ∈ I.
Reasoning as in the proof of the implication (i)→ (ii) we may prove that

t∫

−∞

‖T (t,s) f (s)‖ds≤ δ (2.77)

for some δ > 0 not depending upon t. This shows that
t∫

−∞
T (t,s) f (s)ds is absolute

convergent. Set z(t) =
t∫

−∞
T (t,s) f (s)ds. It follows that z(t) is well defined for all

t ∈ I and from (2.76) and (2.77) we deduce that z(t)∈X+ and ‖z(t)‖≤ δ . Applying
Lemma 2.3.1 we obtain that t → z(t) is a differentiable function and it verifies the
affine differential equation (2.67). Applying Corollary 2.3.5 we deduce that z(t)
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is a bounded and uniformly positive solution of (2.67) and thus the proof of the
implication (i)→ (v) is complete. The implication (v)→ (vi) is obvious.

It remains to prove the implication (vi)→ (i). If (vi) is true, then there exists
a bounded, continuous, and uniformly positive vector valued function f : I →
X+ such that the corresponding affine differential equation (2.67) has a bounded
solution x̃ : I → X+. Further, we deduce via Corollary 2.3.5 that x̃(t)� 0, t ∈ I.
Hence, there exist positive constants μi, 1≤ i≤ 4 such that

μ1ξ ≤ f (t)≤ μ2ξ , μ3ξ ≤ x̃(t)≤ μ4ξ (2.78)

t ∈ I.
Since T (t,s)≥ 0 if t ≥ s, we deduce that

μ1T (t,s)ξ ≤ T (t,s) f (s)≤ μ2T (t,s)ξ , t ≥ s, t,s ∈ I. (2.79)

Let τ ∈ I be fixed. Let z : (−∞,τ ]→X be defined by

z(t) = T (τ , t)x̃(t), t ∈ (−∞;τ ]. (2.80)

From the (2.78) one obtains

μ3T (τ , t)ξ ≤ z(t)≤ μ4T (τ , t)ξ , ∀t ∈ (−∞;τ ]. (2.81)

Based on the properties of the linear evolution operators we obtain from (2.80) that
z(t) is differentiable and we have

d
dt

z(t) =−T (τ , t)L(t)x̃(t)+T (τ , t)L(t)x̃(t)+T (τ , t) f (t)

or

d
dt

z(t) = T (τ , t) f (t), ∀t ≤ τ .

Combining (2.79) and (2.81) we deduce that d
dt z(t)≥ αz(t), with α = μ1

μ4
> 0.

The last inequality is equivalent to

d
dt
(eα(τ−t)z(t))≥ 0, t ≤ τ . (2.82)

Let g(t) = d
dt (e

α(τ−t)z(t)), t ≤ τ . Since X+ is a closed convex cone, we deduce
from (2.82) that

t2∫

t1

g(s)ds≥ 0, ∀t1 ≤ t2 ≤ τ . (2.83)
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Integrating (2.82) we obtain via (2.83) that eα(τ−t)z(t)≤ z(τ), ∀t ≤ τ . Using again
(2.81) one gets

eα(τ−t)T (τ , t)ξ ≤ μ4

μ3
ξ .

Using the monotonicity of the Minkovski norm we conclude:

|T (τ , t)ξ |ξ ≤
μ4

μ3
e−α(τ−t), ∀t ≤ τ .

Applying Theorem 2.1.10 we conclude that the last inequality is equivalent to

‖T (τ , t)‖ξ ≤
μ4

μ3
e−α(τ−t), t ≤ τ . (2.84)

Since τ was arbitrary chosen in I, we deduce that (2.84) is just (2.57). Thus the
proof is complete. ��

Concerning the bounded on I solutions of the affine differential equations of type
(2.67) we have:

Theorem 2.3.7. Assume that I = (−∞;a) with a ≤ +∞. Let L : I → B(X ) be a
bounded and strongly continuous operator valued function defining an exponen-
tially stable evolution on X . Under these conditions the following hold:

(i) For each bounded and continuous vector valued function f : I → X the affine
differential equation

d
dt

x(t) = L(t)x(t)+ f (t) (2.85)

has a unique bounded solution x̃ : I → X . Moreover this solution has the
representation

x̃(t) =

t∫

−∞

T (t,s) f (s)ds, t ∈ I. (2.86)

(ii) Assume I = R and there exists θ > 0 such that L(t + θ) = L(t), f (t + θ) =
f (t), (∀) t ∈ I, then the unique bounded on I solution of (2.85) is a periodic
function with the same period θ .

(iii) Assume I = R and L(t) = L, f (t) = f for all t ∈ R. Then the unique bounded
on R solution of (2.85) is constant. It is given by x̃ =−L−1 f and it solves the
linear equation Lx̃+ f = 0.

(iv) If L(·) generates a positive evolution on X and f (t)≥ 0, t ∈ I, then the unique
bounded solution x̃ of (2.85) satisfies x̃(t) ≥ 0, t ∈ I. Moreover, if f (t)� 0,
t ∈ I, then x̃(t)� 0, t ∈ I.
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Proof. (i) Based on (2.55) we obtain

∫ t

−∞
‖T (t,s) f (s)‖ds≤ β

α
sups∈I‖ f (s)‖ (2.87)

for all t ∈ I. This shows that for arbitrary t ∈ I, the integral
∫ t
−∞T (t,s) f (s)ds

is absolute convergent; hence, it is convergent. So, x̃(t) is well defined by
(2.86). Applying Lemma 2.3.1 together with (2.87) we deduce that t → x̃(t)
is differentiable and it is a bounded solution of the affine differential equation
(2.85). Let x̂(t), t ∈ I be another bounded solution of (2.85). Let t ∈ I be
arbitrary but fixed. We may write

x̂(t) = T (t,τ)x̂(τ)+
∫ t

τ
T (t,s) f (s)ds (2.88)

for all τ < t. Invoking again (2.55) and using the boundedness of x̂(τ) we
deduce that limτ→−∞T (t,τ)x̂(τ) = 0. Letting τ→−∞ in (2.88) one gets x̂(t) =
limτ→−∞

∫ t
τ T (t,s) f (s)ds =

∫ t
−∞T (t,s) f (s)ds for all t ∈ I. This allows us to

conclude that x̂(t) = x̃(t) for all t ∈ I. This confirms the uniqueness of the
bounded on I solution of the differential equation (2.85).

(ii) Assume that both L(·) and f (·) are periodic functions with period θ > 0.
We show that under these conditions the unique bounded solution of (2.85)
is also a periodic function of period θ . By direct calculations one obtains from
(2.86):

x̃(t +θ) =
∫ t+θ

−∞
T (t +θ ,s) f (s)ds =

∫ t

−∞
T (t +θ ,s+θ) f (s+θ)ds.

Further, the property (vii) from Remark 2.2.1 together with the periodicity
property of f (·) allows us to deduce that x̃(t + θ) =

∫ t
−∞T (t,s) f (s)ds = x̃(t)

for all t ∈ R.
(iii) If L(t) = L, f (t) = f for all t ∈ I, then (2.86) becomes:

x̃(t) =
∫ t

−∞
eL(t−s) f ds

for all t ∈ R. A straightforward change of the variable of integration leads to

x̃(t) =
∫ 0

−∞
eLs f ds

for all t ∈ R. This shows that under the considered assumptions the unique
bounded on R solution of the differential equation (2.85) is constant. Therefore
it solves the equationLx̃+ f = 0, because in this case we have d

dt x̃(t) = 0 for all
t ∈ R. On the other hand, the exponential stability of the differential equation
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d
dt

x(t) = Lx(t)

allows us to deduce that λ = 0 does not in the spectrum of the operator L.
Therefore the operator L is invertible and L−1 ∈ B(X ). Thus we obtained that
x̃ = L−1 f .

(iv) If L(·) generates a positive evolution on X and f (s) ∈ X+ for all s ∈ I then,
∫ t
−∞T (t,s) f (s)ds≥ 0 for all t ∈I becauseX+ is a closed convex cone. Thus we

obtained via (2.86) that under the considered assumptions the unique bounded
solution of the differential equation (2.85) lies in X+. The second part follows
from the Corollary 2.3.5. Thus the proof is complete.

��
Remark 2.3.6. Based on (2.43) one sees that under the conditions of Theorem 2.3.7,
if I is a left bounded interval, then all solutions of the affine differential equation
(2.41) are bounded on I if f (·) is a bounded and continuous function. Therefore, in
order to have a unique bounded on I solution of the differential equation (2.85) it is
necessary that I be a left unbounded interval.

The next corollary summarizes a set of criteria for exponential stability of linear
differential equations defined by periodic operator valued functions which generates
a positive evolution.

Corollary 2.3.8. Let L : R → B(X ) be a strongly continuous operator valued
function which generates a positive evolution on X . Assume that there exists θ > 0
such that L(t +θ) = L(t), t ∈ R. Then the following are equivalent:

(i) The operator valued function L(·) generates an exponentially stable evolution
on X .

(ii) The affine differential equation (2.66) has a θ -periodic solution x̃ : R → X+

such that x̃(t)� 0, t ∈ R.
(iii) For each continuous and θ -periodic vector valued function f : R → X+,

f (t) � 0, t ∈ R, the affine differential equation (2.67) has a θ -periodic
solution, x̃� 0, t ∈R.

(iv) There exists a θ -periodic, uniformly positive, continuous vector valued func-
tion f̃ : R→X+ such that the corresponding affine differential equation (2.67)
has a θ -periodic solution x̃(t)≥ 0, t ∈ R.

(v) There exists a C1 function y : R→X+ periodic with period θ and uniformly
positive which solves the linear differential inequality d

dt y(t)−L(t)y(t) �
0, t ∈ [0,θ ].

(vi) ρ [T (θ ,0)]< 1, ρ [·] being the spectral radius.

Proof. (i)↔ (ii)↔ (iii)↔ (iv)↔ (v) follow immediately combining Theo-
rems 2.3.6 and 2.3.7 (i), (ii), (iv). The proof of (i)↔ (vi) follows in a standard
way. Indeed, let U = T (θ ,0) and ρ0 = ρ(U). From [55] it follows that

ρn
0 = ρ(Un)≤ ‖Un‖= ‖T (nθ ,0‖.
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Therefore (i) implies that limn→∞ρn
0 = 0, hence ρ0 < 1. Conversely, if ρ0 < 1, then

limn→∞(‖Un‖) 1
n < 1. We deduce that there exist n0 ≥ 1 and γ ∈ (0,1) such that

‖T (kn0θ ,0)‖ ≤ γn0kθ ,k ≥ 1.

Further, using Remark 2.2.1 (iii), (v), (vii) one can obtain (2.55) with α = lnγ . The
proof is complete. ��

Let us consider the case when the function t →L(t) is constant, then

T (t, t0) = eL(t−t0), t ≥ t0, t, t0 ∈ R.

In this case we have:

Corollary 2.3.9. Let L ∈ B(X ) be such that eLt ≥ 0, if t ≥ 0. Under this condition
the following are equivalent:

(i) The linear differential equation d
dt x(t) = Lx(t) is exponentially stable.

(ii) The linear equation Lx+ξ = 0 has a solution x̃ ∈ IntX+.
(iii) For each vector f ∈ IntX+ there exists x̃ ∈ IntX+ which solves Lx̃+ f = 0.
(iv) There exists y ∈ IntX+ such that Ly < 0.
(v) SpecL⊂C− where C− = {λ ∈C;Reλ < 0} and SpecL is the spectrum of the

operator L.

Proof. (i)↔ (ii)↔ (iii)↔ (iv) follow immediately combining Theorems 2.3.6 and
2.3.7, (i), (iii), (iv). (i)↔ (v) follows directly from Corollary 2.3.8 for θ = 1. The
proof is complete. ��

Based on the equivalence (i)↔ (ii) of Theorem 2.2.2 we infer that the criteria for
exponential stability collected in Corollary 2.3.9 recover the criteria for exponential
stability known in the case of resolvent positive operators (see [27, 29]).

2.3.2 Criteria for Anticausal Exponential Stability

Based on the identity (2.45) together with the Definition 2.3.1 we obtain:

Corollary 2.3.10. Let L : I → B(X ) be a strongly continuous operator valued
function and L̂(t) = L(−t), t ∈ Î = {t ∈ R;−t ∈ I}. Then the operator valued
function L(·) defines an anticausal exponentially stable evolution if and only if the
operator valued function L̂(·) generates a causal exponentially stable evolution.

The above corollary allows us to derive criteria for anticausal exponential stability
of a linear differential equation defined by an operator valued function L(·) directly
from the criteria for causal exponential stability for the linear differential equation
defined by the operator valued function L̂(·).
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First we remark that due to the equivalence of the operator norms ‖ · ‖ and
‖ · ‖ξ we may say that the operator valued function L(·) defines an anticausal
exponentially stable evolution if there exist β ≥ 1, α > 0 such that ‖T a(t, t0)‖ξ ≤
βeα(t−t0), ∀t ≤ t0, t, t0 ∈ I.

The analogous of Proposition 2.3.2 is the following.

Proposition 2.3.11. Under the considered assumptions the following hold:

(i) If L : I → B(X ) is a bounded and strongly continuous operator valued
function generating an anticausal positive evolution on X , the following are
equivalent:

(a) L(·) generates an anticausal exponentially stable evolution;
(b) there exist α > 0, β ≥ 1 such that |y(t; t0,ξ )|ξ ≤ βeα(t−t0), ∀t ≤ t0, t, t0 ∈I,

y(t; t0,ξ ) being the solution of the differential equation (2.38) starting from
ξ at the initial time t = t0.

(ii) Let Lk : I → B(X ), k = 1,2 be two bounded and strongly continuous operator
valued functions.
Assume (a) L1(t)≤ L2(t), t ∈ I.

(b) the operator valued function L1(·) defines an anticausal positive evolution.
(c) the operator valued function L2(·) defines an anticausal exponentially

stable evolution.

Under these conditions, L1(·) generates an anticausal exponentially stable evolu-
tion, too.

Combining Corollary 2.3.10 and Theorem 2.3.6 we obtain the following result.

Theorem 2.3.12. Assume I = (a,∞) with a≥−∞. Let L : I →B(X ) be a bounded
and strongly continuous operator valued function generating an anticausal positive
evolution on X .

Under these conditions the following are equivalent:

(i) The operator valued function L(·) generates an anticausal exponentially
stable evolution.

(ii) For each t ∈I the integral
∞∫

t
T a(t,s)ξds is absolute convergent and there exists

δ > 0 not depending upon t such that 0≤
∞∫

t
T a(t,s)ξds≤ δξ , ∀t ∈ I.

(iii) For each t ∈ I the integral
∞∫

t
T a(t,s)ξds is convergent and there exists δ > 0

not depending upon t such that 0≤
∞∫

t
T a(t,s)ξds≤ δξ , ∀t ∈ I.

(iv) The backward affine differential equations

d
dt

x(t)+L(t)x(t)+ξ = 0 (2.89)

has a bounded and uniformly positive solution.
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(v) For each bounded, continuous, uniformly positive vector valued function f :
I →X the backward affine differential equation

d
dt

x(t)+L(t)x(t)+ f (t) = 0 (2.90)

has a bounded and uniformly positive solution.
(vi) There exists a bounded, continuous, and uniformly positive vector valued

function f̃ : I → X with the property that the corresponding backward affine
differential equation of type (2.90) has a bounded solution x̃(t)≥ 0, t ∈ I.

(vii) There exists a C1 function y : I → X uniform positive, bounded with bounded
derivative which verifies the following linear differential inequality:

d
dt

y(t)+L(t)y(t)� 0, t ∈ I.

The analogous of Theorem 2.3.7, in the case of backward affine differential
equations of type (2.90), is the following.

Theorem 2.3.13. Assume I = (a,∞) with a≥−∞. Let L : I →B(X ) be a bounded
and strongly continuous operator valued function defining an anticausal stable
evolution on X .

Then the following statements are true:

(i) for each bounded and continuous vector valued function f : I → X the
backward affine differential equation

d
dt

x(t)+L(t)x(t)+ f (t) = 0, t ∈ I (2.91)

has a unique bounded on I solution. Moreover, that solution has the following
representation

x̃(t) =

∞∫

t

T a(t,s) f (s)ds, t ∈ I. (2.92)

(ii) If there exists θ > 0 such that L(t+θ) =L(t), f (t+θ) = f (t), t ∈ I, then the
unique bounded solution x̃(t) of the differential equation (2.91) is a periodic
function with the same period θ .

(iii) If L(t) = L, f (t) = f , ∀ t ∈ I, then the unique bounded solution of (2.91) is
constant. It solves the linear equation Lx+ f = 0.

(iv) If the operator valued function L(·) defines an anticausal positive evolution
and f : I → X+ is a bounded and continuous vector valued function, then the
unique bounded solution of (2.91) satisfies x̃(t)≥ 0. Moreover, x̃(t)� 0, t ∈ I,
if f (t)� 0, t ∈ I.
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Combining Theorems 2.3.12 and 2.3.13 (i), (ii), (iv) we obtain the following set of
criteria for anticausal exponential stability of a linear differential equation defined
by a periodic operator valued function.

Corollary 2.3.14. Let L : R → B(X ) be a strongly continuous operator valued
function which defines an anticausal positive evolution on X . Assume that there
exists θ > 0 such that L(t +θ) = L(t), ∀t ∈ R.

Then the following are equivalent:

(i) the operator valued function L(·) generates an anticausal exponentially stable
evolution;

(ii) the backward affine differential equation (2.89) has a θ -periodic and uniformly
positive solution;

(iii) for each continuous, θ -periodic, and uniformly positive vector function f :
R→X the backward affine differential equation (2.90) has a θ -periodic and
uniformly positive solution;

(iv) there exists a continuous, uniformly positive vector valued function f̃ : R→X
periodic, with period θ such that the corresponding affine differential equation
(2.90) has a θ -periodic solution x̃ : R→X+;

(v) there exists a C1 vector valued function, y : R → X , uniformly positive and
periodic, with period θ , which solves

d
dt

y(t)+L(t)y(t)� 0, t ∈ [0,θ ].

(vi) ρ [T (0,θ)]< 1.

Remark 2.3.7. In the time invariant case (i.e., L(t) =L, ∀ t ∈R), when combining
Theorems 2.3.12 and 2.3.13 (i), (iii), (iv) one obtains the same list of criteria as in
Corollary 2.3.9. This is not an unexpected fact, because, in the time invariant case,
there exists no difference between the causal exponential stability and anticausal
exponential stability.

2.4 The Case of Differential Equations with Positive
Evolution on Ordered Hilbert Spaces

Throughout this section (X ;〈·, ·〉) is a real Hilbert space, ordered by the ordering
“≤” induced by the closed, solid, selfdual, convex cone. Based on Remark 2.1.2 we
deduce that the norm ‖ ·‖, induced by the inner product is monotone with respect to
the cone X+. So, X+ is a normal cone with a constant b̃ = 1.

An example of an infinite dimensional Hilbert space equipped with a closed,
solid, self-dual, convex cone is provided by Example 2.1.4.

Throughout this section ξ ∈ IntX+ is fixed and | · |ξ is the corresponding
Minkovski norm. As we already seen, Propositions 2.1.5 and 2.1.6 guarantee the
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fact that | · |ξ is equivalent with the norm ‖ · ‖ of the Hilbert space X . It is known
that, if T ∈ B(X ) and T ∗ is its adjoint operator, then, ‖T ∗‖ = ‖T‖. The equality
‖T ∗‖ξ = ‖T‖ξ is not, in general, true. However, one can proof, via the equivalence
of the operator norms ‖ · ‖ and ‖ · ‖ξ , that there exist positive constants, c̃1, c̃2 such
that

c̃1‖T‖ξ ≤ ‖T ∗‖ξ ≤ c̃2‖T‖ξ , ∀ T ∈ B(X ). (2.93)

Let L : I → B(X ) be a continuous operator valued function, I ⊂R being a right
unbounded interval. In this case t →L∗(t) : I →B(X ) is also a continuous operator
valued function. It is known that if T (t,τ), t,τ ∈ I, is the linear evolution operator
defined by the linear differential equation

d
dt

x(t) = L(t)x(t), t ∈ I (2.94)

then, τ → T ∗(t,τ) verifies

∂
∂τ

T ∗(t,τ) =−L∗(τ)T ∗(t,τ) (2.95)

T ∗(t, t) = IX .

So we have:

T ∗(t,τ) = T a
L∗(τ , t) (2.96)

∀ t,τ ∈ I, where T a
L∗(τ , t) is the anticausal linear evolution operator defined by

the operator valued function L∗(·). This means that, T a
L∗(τ , t) is a linear evolution

operator associated with the linear differential equation

d
dτ

y(τ) =−L∗(τ)y(τ). (2.97)

Combining (2.93), (2.96) and the result stated in Proposition 2.1.9 one obtains the
following result.

Proposition 2.4.1. If L : I → B(X ) is a continuous operator valued function, then
the following statements are true:

(i) The operator valued function L(·) defines a causal positive evolution on X , iff
the operator valued function L∗(·) defines an anticausal positive evolution on
X .

(ii) The operator valued function L(·) defines an exponentially stable evolution on
X iff the operator valued function L∗(·) defines an anticausal exponentially
stable evolution on X .
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Applying Theorem 2.3.12 to the operator valued function L∗(·) and taking into
account the equality (2.96) and Proposition 2.4.1 we obtain the following set of
criteria for causal exponential stability of linear differential equation (2.94). Such
criteria are specific to the linear differential equations with positive evolution on
ordered Hilbert spaces.

Theorem 2.4.2. Assume that I = (a,∞), a≥−∞. Let L : I → B(X ) be a bounded
and continuous vector valued function which defines a positive evolution on the
Hilbert space X . Then the following statements are equivalent:

(i) the corresponding linear differential equation (2.94) is exponentially stable;
(ii) there exist β ≥ 1, α > 0 such that ‖T ∗(t,τ)‖ ≤ β1e−α(t−τ), ∀ t ≥ τ , t,τ ∈ I;

(iii) for each t ∈ I, the integral
∞∫

t
T ∗(s, t)ξds is absolute convergent and there

exists δ > 0, not depending upon t, such that 0≤
∞∫

t
T ∗(s, t)ξds≤ δξ , ∀ t ∈I;

(iv) for each t ∈ I, the integral
∞∫

t
T ∗(s, t)ξds is convergent and there exists δ > 0,

not depending upon t, such that 0≤
∞∫

t
T ∗(s, t)ξds≤ δξ , ∀ t ∈ I;

(v) the backward affine differential equation

d
dt

y(t)+L∗(t)y(t)+ξ = 0 (2.98)

has a bounded and uniformly positive solution;
(vi) for each bounded and continuous vector valued function f : I →X+, f (t)�

0, t ∈ I, the backward affine differential equation

d
dt

y(t)+L∗(t)y(t)+ f (t) = 0, t ∈ I (2.99)

has a bounded and uniformly positive solution;
(vii) there exists a bounded, continuous, and uniformly positive vector valued func-

tion f̃ : I → X+ with the property that the corresponding affine differential
equation of type (2.99) has a bounded solution ỹ : I →X+;

(viii) there exists a C1 vector valued function y : I → X+ bounded with bounded
derivative and the scalars λ1 > 0, λ2 > 0 such that d

dt y(t)+L∗(t)y(t)≤−λ1ξ ,
y(t)≥ λ2ξ , t ∈ I.

The identity (2.96) and Proposition 2.4.1 allow us to obtain the following result.

Theorem 2.4.3. Assume that I = (a,∞), a≥−∞. Let L : I → B(X ) be a bounded
and continuous vector valued function which defines an exponentially stable
evolution on the Hilbert space X . Then the following statements hold:

(i) for each bounded and continuous vector valued function f : I → X the
backward affine differential equation
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d
dt

x(t)+L∗(t)x(t)+ f (t) = 0, t ∈ I (2.100)

has a unique bounded on I solution. Moreover, that solution has the following
representation

x̃(t) =

∞∫

t

T ∗(s, t) f (s)ds, t ∈ I. (2.101)

(ii) If there exists θ > 0 such that L(t+θ) =L(t), f (t+θ) = f (t), t ∈ I, then the
unique bounded solution x̃(t) of the differential equation (2.100) is a periodic
function with the same period θ .

(iii) If L(t) = L, f (t) = f , (∀) t ∈ I, then the unique bounded solution of (2.100)
is constant. It solves the linear equation Lx+ f = 0.

(iv) If the operator valued function L(·) defines a causal positive evolution and f :
I → X+ is a bounded and continuous vector valued function, then the unique
bounded solution of (2.100) satisfies x̃(t) ≥ 0. Moreover, x̃(t)� 0, t ∈ I, if
f (t)� 0, t ∈ I.

Combining Theorem 2.4.2 with Theorem 2.4.3 (i), (ii), (iv) we may obtain a list
of criteria for exponential stability of a linear differential equation with periodic
coefficients and positive evolution on an ordered Hilbert space.

Corollary 2.4.4. Let L : R → B(X ) be a continuous operator valued function
which defines a causal positive evolution on the ordered Hilbert space X . Assume
that there exists θ > 0 such that L(t +θ) = L(t), ∀t ∈ R.

Then the following are equivalent:

(i) the operator valued function L(·) generates an exponentially stable evolution;
(ii) the backward affine differential equation (2.98) has a θ -periodic and uniformly

positive solution;
(iii) for each continuous, θ -periodic and uniformly positive vector function f :

R→X the backward affine differential equation (2.99) has a θ -periodic and
uniformly positive solution;

(iv) there exists a continuous, uniformly positive vector valued function f̃ : R→X
periodic, with period θ such that the corresponding affine differential equation
(2.99) has a θ -periodic solution x̃ : R→X+;

(v) there exists a C1 vector valued function y : R → X , uniformly positive and
periodic, with period θ , which solves

d
dt

y(t)+L∗(t)y(t)� 0, t ∈ [0,θ ].

(vi) ρ [T (θ ,0)]< 1.

The Theorems 2.4.2 and 2.4.3 (i), (ii), (iv) yield:
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Corollary 2.4.5. Let L ∈ B(X ) be such that eLt ≥ 0, if t ≥ 0. Under this condition
the following are equivalent:

(i) The linear differential equation d
dt x(t) = Lx(t) is exponentially stable.

(ii) The linear equation L∗x+ξ = 0 has a solution x̃ ∈ IntX+.
(iii) For each vector f ∈ IntX+ there exists x̃ ∈ IntX+ which solves L∗x̃+ f = 0.
(iv) There exists y ∈ IntX+ such that L∗y < 0.

2.5 Robustness of the Exponential Stability Under
the Additive Perturbations

Let (X ,‖ · ‖) be a real Banach space equipped with a closed, solid, normal, convex
cone X+ ⊂X . Let L : I →B(X ), Π : I →B(X ) be two continuous operator valued
functions. Assume that L(·) generates a positive and exponentially stable evolution
on X , while Π(t) is a positive operator on X for all t ∈ I.

In this section we want to provide a set of necessary and sufficient conditions
which guarantee that the zero state equilibrium of the perturbed linear differential
equation

d
dt

x(t) = L(t)x(t)+Π(t)x(t) (2.102)

is exponentially stable.
In the time invariant case (i.e., L(t) = L, Π(t) = Π, t ∈ I) the answer to this

problem may be obtained from the following theorem.

Theorem 2.5.1. Let X be a real Banach space ordered by a closed, solid, normal
convex coneX+. SupposeL∈B(X ) to be resolvent positive operator andΠ∈B(X )
to be positive operator and set T = L+Π. Then the following are equivalent:

(i) T is stable, that is the spectrum of T is located in C− = {λ ∈ C;Reλ < 0};
(ii) T−1 is well defined and −T−1 ≥ 0;

(iii) for all f ∈ IntX+ there exists x ∈ IntX+ such that −T x = f ;
(iv) there exists x ∈ IntX+ such that −T x ∈ IntX+;
(v) there exists x ∈ X+ such that −T x ∈ IntX+;

(vi) L is stable and ρ [L−1Π]< 1, ρ(·) being the spectral radius.

Proof. The equivalences (i)↔ (iii)↔ (iv)↔ (v) follow from Corollary 2.3.9 and
the equivalence (ii)↔ (iii) is obvious. The equivalence (i)↔ (vi) is proved in
Theorem 2.11 in [29]. ��

In this section we provide the answer to this issue in the case of differential
equations with periodic coefficients.

Let us assume that there exists θ > 0 such that L(t + θ) = L(t), Π(t + θ) =
Π(t) for all t ∈ I. Without loss of generality, we may assume that I = R. Let
T (t,τ), t,τ ∈ R be the linear evolution operator defined on X by the linear
differential equation
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d
dt

x(t) = L(t)x(t). (2.103)

If the zero state equilibrium of (2.103) is exponentially stable, then, ρ [T (θ ,0)]< 1,
so, the linear and bounded operator IX −T (θ ,0) is invertible and (IX −T (θ ,0))−1 ∈
B(X ). This allows us to associate the so-called Green operator defined by the
differential equation (2.103):

G(t,s) = T (t,0)(IX −T (θ ,0))−1T (θ ,s)+T (t,s)χ[0,t](s)

for all (t,s) ∈ [0,θ ]× [0,θ ], where

χ[0,t](s) =
{

1, if s ∈ [0, t];
0, in other case.

is the indicator function on the interval [0, t].
Let us define the operator P : C0{[0,θ ],X}→C0{[0,θ ],X} by

(Px)(t) =

θ∫

0

G(t,s)Π(s)x(s)ds (2.104)

0 ≤ t ≤ θ where C0{[0,θ ],X} is the space of continuous functions x : [0,θ ]→X
with the property that x(0) = x(θ).

The linear space C0{[0,θ ],X} equipped with the norm ‖ · ‖ defined by ‖x‖ =
sup{‖x(t)‖|0≤ t ≤ θ} becomes a real Banach space. Moreover C0{[0,θ ],X} is an
ordered Banach space ordered by the order relation induced by the closed, solid,
normal convex cone, C0{[0,θ ],X+}.
Lemma 2.5.2. Assume: (a) L(·),Π(·) are continuous operator valued functions
periodic with period θ ;

(b) L(·) generates a positive and exponentially stable evolution and Π(t) is a
positive operator.

Then P defined by (2.104) is a bounded linear operator. Moreover
PC0{[0,θ ],X+} ⊂C0{[0,θ ],X+}.
Proof. The fact that P is a linear and bounded operator follows immediately
from (2.104) and the formula of G(t,s). Let f ∈ C0{[0,θ ],X+} and x̃ = P f . Let
x̂ : R → X , f̂ : R → X be periodic functions such that x̂|[0,θ ] = x̃ and f̂ |[0,θ ] = f .
The periodicity of Π(·) implies that x̂(t) is a periodic solution with period θ of the
affine equation

d
dt

x(t) = L(t)x(t)+g(t) with g(t) =Π(t) f̂ (t), t ∈ R. (2.105)
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Since Π(t) ≥ 0, f (t) ≥ 0 it follows that g(t) ≥ 0, t ∈ R. Theorem 2.3.7 now
yields x̂(t) ≥ 0. Thus we obtained that (P f )(t) ≥ 0, t ∈ [0,θ ] or equivalently
P f ∈ C0{[0,θ ],X+}. The proof is complete. ��
Theorem 2.5.3. Under the assumptions from Lemma 2.5.2 the following are
equivalent:

(i) The zero state equilibrium of the perturbed linear differential equation (2.102)
is exponentially stable.

(ii) The zero state equilibrium of the unperturbed linear differential equation
(2.103) is exponentially stable and ρ [P]< 1.

Proof. (i)⇒ (ii): If (i) holds, then based on the implication (i)⇒ (iv) in Theorem
2.3.6 one deduces that for an arbitrary ξ ∈ IntX+ the forward equation

d
dt

x(t) = [L(t)+Π(t)]x(t)+ξ (2.106)

has a bounded and uniformly positive solution x̃ : R→ IntX+.
It can be seen that x̃(·) satisfies (2.67) with f (t) = Π(t)x̃(t) + ξ and thus one

concludes thatL(·) defines an E.S. evolution because f (t)� 0, t ∈R. Theorem 2.3.7
(ii) yields that x̃(·) is a periodic function with period θ . Hence from (2.106) we have
that

x̃(t) =
∫ θ

0
G(t,s)Π(s)x̃(s)ds+

∫ θ

0
G(t,s)ξ ds t ∈ [0,θ ]. (2.107)

If x̂(t) = x̃|[0,θ ] we obtain from (2.107) that x̂ solves the equation

(−IC0 +P)x̂+ g̃ = 0, (2.108)

where IC0 is the identity operator on C0{[0,θ ],X}, and g̃(t) =
∫ θ

0 G(t,s)ξ ds is the
bounded solution on R of the affine equation

d
dt

x(t) = L(t)x(t)+ξ . (2.109)

Applying Theorem 2.3.7 (iv) we deduce that g̃(t)� 0, t ∈ R. That means that g̃ ∈
IntC0{[0,θ ],X+}. Using the implication (v)⇒ (vi) of Theorem 2.5.1 for L=−IC0

and P =P one obtains that ρ(P)< 1 and so (ii) is valid.
(ii)⇒ (i): Let ξ ∈ IntX+. If (ii) holds, then g̃ is well defined by

g̃(t) =
∫ θ

0
G(t,s)ξ ds , t ∈ [0,θ ].

Let ĝ : R → X be a periodic function with period θ such that ĝ = g̃, t ∈ [0,θ ].
Then ĝ(·) is the unique bounded on R solution of (2.109). By Theorem 2.3.7 (iv) we
deduce that ĝ(t)� 0, t ∈R. Hence g̃ ∈ IntC0{[0,θ ],X+}. Applying Theorem 2.5.1
we conclude that the equation

[−IC0 +P]x+ g̃ = 0
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has a solution x̂∈C0{[0,θ ],X+}. Let x̃ : R→X be the periodic function with period
θ such that x̃(t) = x̂(t) for all t ∈ [0,θ ]. It follows that x̃(·)� 0 is a bounded solution
of the equation

d
dt

x(t) = [L(t)+Π(t)]x(t)+ξ .

The implication (iv)⇒ (i) of Theorem 2.3.6 yields that L+Π generates an E.S.
evolution. ��

Let us consider the case when the operator valued function L(·) defines an
anticausal exponentially stable evolution on X and Π(t) ≥ 0, ∀t ∈ R. Our aim is
to find necessary and sufficient conditions under which the zero solution of the
perturbed equation

d
dt

y(t) =−L(t)y(t)−Π(t)y(t) (2.110)

is anticausal exponentially stable.
The answer to this issue will be done also under the assumption that the operator

valued functions are periodic with period θ .
Let T a(t,τ) be the anticausal linear evolution operator defined by the linear

differential equation

d
dt

y(t) =−L(t)y(t). (2.111)

If the zero solution of the differential equation (2.111) is anticausal exponentially
stable, then, ρ [T a(0,θ)]< 1. So, the linear operator IX −T a(0,θ) is invertible and
(IX −T a(0,θ))−1 ∈ B(X ). Thus we may construct the Green operator associated
with (2.111) as follows:

Ga(t,s)=T a(t,θ)(IX−T a(0,θ))−1T a(0,s)+T a(t,s)χ[t,θ ](s), ∀(t,s)∈[0,θ ]× [0,θ ],

where χ[t,θ ](·) is the indicator function of the set [t,θ ].
Consider the operator Pa : C0{[0,θ ],X}→C0{[0,θ ],X} defined by

(Pax)(t) =

θ∫

0

Ga(t,s)Π(s)x(s)ds. (2.112)

One shows that Pa is a bounded and positive linear operator. Combining Theo-
rems 2.3.12 and 2.5.1 from above, one proves:

Theorem 2.5.4. Let L : R → B(X ), Π : R → B(X ) be two continuous operator
valued functions which are periodic with period θ > 0. Assume that L(·) defines an
anticausal positive evolution and Π(t)≥ 0, for all t ∈R. Under these conditions the
following are equivalent:
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(i) the zero solution of the perturbed linear differential equation (2.110) is
anticausal exponentially stable;

(ii) the zero solution of the unperturbed linear differential equation (2.111) is
anticausal exponentially stable and ρ [Pa]< 1.

2.6 Lyapunov-Type Linear Differential
Equations on the Space SD

n

In this section we emphasize several properties of an important class of operator
valued functions on the Banach spaces SD

n and �1(Z+,Sn), respectively. These
operators extend to this framework the well-known Lyapunov operators and they
will play an important role in the characterization of the exponential stability in
mean square of stochastic linear differential equation.

2.6.1 Extended Lyapunov Operators

Let MD
mn := �∞(D,Rm×n) be the space of the bounded sequences of matrices A =

{A(i)}i∈D where A(i) ∈ Rm×n. We introduce the norm ‖A‖∞ = sup
i∈D
|A(i)| where

|A(i)| is defined by (2.1). One obtains that (MD
mn,‖ · ‖∞) is a real Banach space.

If m = n we shall write MD
n instead of MD

nn. In the special case D = {1,2, . . . ,d}
we often write Md

mn and Md
n , respectively, instead of MD

mn and MD
n . If D = Z+,

M∞
mn andM∞

n , respectively, stand forMD
mn andMD

n . It is obvious that SD
n ⊂MD

n .
We make the following convention of notation:

(a) If A = {A(i)}i∈D ∈MD
mn, X = {X(i)}i∈D ∈MD

np, by Y = AX we understand
the sequence Y = {Y (i)}i∈D ∈MD

mp, Y (i) = A(i)X(i), i ∈ D.
(b) If A = {A(i)}i∈D ∈MD

mn, then AT = {AT (i)}i∈D ∈MD
nm.

We have

‖AX‖∞ ≤ ‖A‖∞‖X‖∞,∀A,X ∈MD
n , (2.113)

‖AT‖∞ = ‖A‖∞.

Let A : I →MD
n be a continuous function. This means that A(t) = {A(t, i)}i∈D,

where t → A(t, i) are matrix valued functions which are continuous on I uniformly
with respect to i ∈ D.

The extended Lyapunov operators associated with A(t):

LA(t) : SD
n →SD

n ,

LA(t) : SD
n →SD

n ,
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are defined as follows

LA(t)X = A(t)X +XAT (t) (2.114)

LA(t)X = AT (t)X +XA(t) (2.115)

for all X = {X(i)}i∈D ∈ SD
n .

According to the notation introduced at the beginning of this subsection the i-th
component of (2.114) and (2.115), respectively, is:

[LA(t)X ](i) = A(t, i)X(i)+X(i)AT (t, i)

[LA(t)X ](i) = AT (t, i)X(i)+X(i)A(t, i)

i ∈ D, t ∈ I.
Based on (2.113) we deduce that ‖LA(t)X‖∞≤ 2‖A(t)‖∞‖X‖∞ and ‖LA(t)X‖∞≤

2‖A(t)‖∞‖X‖∞. Hence, LA(t),LA(t) ∈ B(SD
n ). Moreover t →LA(t) and t → LA(t)

are continuous functions in the topology induced by the operator norm.

Remark 2.6.1. (i) From (2.114) and (2.115) one sees that both LA(t) and LA(t)
can be extended toMD

n . This extension is not of interest for applications to the
exponential stability in mean square of stochastic linear differential equations.
That is why such extensions are not considered in this chapter.

(ii) To be sure that the linear differential equations (2.116), (2.121), respectively,
defined by LA(t) and LA(t) on SD

n have nice properties, would be sufficient to
assume that t →LA(t) and t → LA(t) are strongly continuous operator valued
functions. This means that for each X ∈ SD

n , t →LA(t)X and t → LA(t)X are
continuous vector valued functions. If we take X = {X(i)}i∈D with X(i) = In,
∀i ∈ D one obtains that t → AT (t)+A(t) must be continuous. This condition is
not far from our assumption that t → A(t) is a continuous function.

Let us consider the extended Lyapunov equation

d
dt

X(t) = LA(t)X(t), t ∈ I. (2.116)

Let TA(t, t0) t, t0 ∈ I be the linear operator defined by

(TA(t, t0)X)(i) =Φi(t, t0)X(i)ΦT
i (t, t0) (2.117)

∀i ∈D and X = {X(i)}i∈D ∈ SD
n , where Φi(t, t0) is the fundamental matrix solution

of the linear differential equation on Rn:

d
dt

x(t) = A(t, i)x(t).
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This means that t →Φi(t, t0) verifies

d
dt
Φi(t, t0) = A(t, i)Φi(t, t0) (2.118)

Φi(t0, t0) = In.

Based on the convention of notations introduced before we may write (2.117) in the
compact form:

TA(t, t0)X =Φ(t, t0)XΦT (t, t0) (2.119)

for all t, t0 ∈ I, where Φ(t, t0) = {Φi(t, t0)}i∈D. If D = {1,2, . . . ,d}, one may check
that t →Φ(t, t0) is differentiable map and it satisfies:

d
dt
Φ(t, t0) = A(t)Φ(t, t0), Φ(t0, t0) = Jd = (In . . . In).

By direct calculations one obtains from (2.119) that

d
dt

TA(t, t0)X = LA(t)TA(t, t0)X (2.120)

TA(t0, t0)X = X

for all t, t0 ∈ I,X ∈ Sd
n . Therefore TA(t, t0) defined by (2.117), or equivalently by

(2.119) is just the linear evolution operator on Sd
n defined by the linear differential

equation (2.116).
It remains to show that (2.117) defines also the linear evolution operator

generated by (2.116) on S∞n . To this end, let us remark that

|Φi(t,s)| ≤ eγ(t−s)

for all i∈Z+, t,s∈ I, where γ = supt∈D ‖A(t)‖∞. Using also the fact that t → A(t, i)
are continuous functions uniformly with respect to i ∈ Z+ we deduce that

lim
h→0

1
|h| |Φi(t +h, t0)−Φi(t, t0)−hA(t, i)Φi(t, t0)|= 0

uniformly with respect to i ∈ Z+.
This shows that t →Φ(t, t0) : I →M∞

n is a differentiable map and it satisfies:

d
dt
Φ(t, t0) = LA(t)Φ(t, t0), Φ(t0, t0) = J∞ = (In . . . In . . .) ∈ S∞n .

Thus we may obtain that TA(t, t0) defined by (2.119) for D = Z+ is differentiable
and satisfies (2.120).
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Remark 2.6.2. From (2.117) one sees that TA(t, t0)X ∈ SD
n+ if X ∈ SD

n+. This shows
that the operator valued function LA(·) generates a positive evolution on the Banach
space SD

n .

Changing A(t, i) with AT (t, i) in (2.117), (2.118) one obtains that the operator
valued function LA(·) generates also positive evolution on the Banach space SD

n .
However, concerning the operator valued function LA(·) we are interested by the
anticausal evolution operator T a

A (t, t0) defined by the linear differential equation

d
dt

Y (t)+LA(t)Y (t) = 0. (2.121)

Reasoning as in the case of (2.116) we may conclude that

(T a
A (t, t0)Y )(i) =ΦT

i (t0, t)Y (i)Φi(t0, t) (2.122)

for all i ∈ D, 0≤ t ≤ t0, Y = {Y (i)}i∈D ∈ SD
n .

From (2.122) one deduces that the operator valued function LA(·) generates an
anticausal positive evolution on the Banach space SD

n .

2.6.2 Lyapunov-Type Differential Equations on the Space Sd
n

Let I ⊆ R be an interval and Ak : I →Md
n , k = 0, . . . ,r be continuous functions

Ak (t) = (Ak (t,1) , . . .Ak (t,d)) , k ∈ {0, . . . ,r} , t ∈ I.

Denote by Q ∈ Rd×d a matrix which elements qi j verify the condition

qi j ≥ 0 if i 	= j. (2.123)

For each t ∈ I we define the linear operator L(t) : Sd
n →Sd

n by

(L(t)S)(i) = A0 (t, i)S (i)+S (i)AT
0 (t, i) (2.124)

+
r

∑
k=1

Ak (t, i)S (i)AT
k (t, i)+

d

∑
j=1

q jiS ( j) ,

i ∈ D, S ∈ Sd
n . It is easy to see that t �−→ L(t) is a continuous operator valued

function.

Definition 2.6.1. The operator L(t) defined by (2.124) is called the Lyapunov
operator associated with A0, . . . ,Ar and Q.
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The Lyapunov operator L(t) defines the following linear differential equation
on Sd

n :

d
dt

S (t) = L(t)S (t) , t ∈ I. (2.125)

For each t0 ∈ I and H ∈ Sd
n , S (t, t0,H) stands for the solution of the differential

equation (2.125) which verifies the initial condition S (t0, t0,H) = H.
Let us denote by T (t, t0) the linear evolution operator on Sd

n defined by the
differential equation (2.125), that is

T (t, t0)H = S (t, t0,H) ; t, t0 ∈ I, H ∈ Sd
n .

It is said that T (t, t0) is the linear evolution operator associated with the system
(A0, . . . ,Ar;Q).

We have

d
dt

T (t, t0) = L(t)T (t, t0)

T (t0, t0) = J̃d ,

where J̃d : Sd
n →Sd

n is the identity operator.
It is easy to check (see also Remark 2.2.1 for a more general case) that

T (t,s)T (s,τ) = T (t,τ) for all t,s,τ ∈ I. For all pairs (t,τ) ∈ I ×I, the operator
T (t,τ) is invertible and its inverse is T−1 (t,τ) = T (τ , t).

If T ∗ (t,τ) denotes the adjoint operator of T (t,τ) with respect to the inner
product (2.16), the following hold:

T ∗ (t, t0) = T ∗ (s, t0)T ∗ (t,s) , (2.126)

d
dt

T ∗ (t,s) = T ∗ (t,s)L∗ (t) , (2.127)

d
ds

T ∗ (s, t) = −L∗ (t)T ∗ (s, t) . (2.128)

It is not difficult to see that the adjoint operator L∗ (t) : Sd
n →Sd

n is given by

(L∗ (t)S)(i) = AT
0 (t, i)S (i)+S (i)A0 (t, i) (2.129)

+
r

∑
k=1

AT
k (t, i)S (i)Ak (t, i)+

d

∑
j=1

qi jS ( j)

i ∈ D, S ∈ Sd
n .
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Remark 2.6.3. (i) If Ak (t, i), k = 1, . . . ,r do not depend on t, then the oper-
ator L defined by (2.124) is independent of t. More precisely, if Ak =
(Ak (1) , . . . ,Ak (d)), then

(LS)(i) = A0 (i)S (i)+S (i)AT
0 (i)+∑r

k=1 Ak (i)S (i)AT
k (i)

+∑d
j=1 q jiS ( j) ,

(2.130)

i ∈D, S ∈ Sd
n . In this situation the evolution operator defined by the differential

equation

d
dt

S (t) = LS (t)

is given by

T (t, t0) = eL(t−t0) (2.131)

where

eLt :=
∞

∑
k=0

Lktk

k!

(the above series being uniform convergent on every compact subset of the real
axis). Lk stands for the kth iteration of the operator L and L0 = J̃d ;

(ii) If Ak : I →Md
n are θ -periodic functions, then T (t +θ , t0 +θ) = T (t, t0) for all

t, t0 ∈ I such that t +θ , t0 +θ ∈ I.

Theorem 2.6.1. If T (t, t0) is a linear evolution operator on Sd
n defined by the linear

differential equation (2.125), then the following hold:

(i) T (t, t0)≥ 0,T ∗(t, t0)≥ 0 for all t ≥ t0, t, t0 ∈ I;
(ii) If t → Ak(t) are bounded functions, then there exist δ > 0,γ > 0 such that:

T (t, t0)J
d ≥ δe−γ(t−t0)Jd , T ∗(t, t0)J

d ≥ δe−γ(t−t0)Jd

for all t ≥ t0, t, t0 ∈ I.

Proof. To prove (i) we consider the linear operators L1(t) : Sd
n →Sd

n ,Π(t) : Sd
n →

Sd
n defined by

(L1(t)H)(i) =

(

A0(t, i)+
1
2

qiiIn

)

H(i)+H(i)

(

A0(t, i)+
1
2

qiiIn

)T

(Π(t)H)(i) =
r

∑
k=1

Ak(t, i)H(i)AT
k (t, i)+

d

∑
j=1, j 	=i

q jiH( j), i ∈ D

H = (H(1), H(2), . . . ,H(d)) ∈ Sd
n , t ∈ I.
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It is easy to see that for each t ∈ I, the operator Π(t) is a positive operator on
Sd

n . On the other hand one sees that the operator L1(t) coincides with the extended
Lyapunov operator LA(t) : Sd

n →Sd
n associated via (2.114) to the matrices A(t, i) =

A0(t, i)+ 1
2 qiiIn. Based on Remark 2.6.2 we infer that the operator valued function

L1(·) defines a positive evolution on Sd
n . Applying Corollary 2.2.6 (i) we obtain that

t →L(t) = L1(t)+Π(t) defines a positive evolution on Sd
n . Therefore, T (t, t0)≥ 0

for all t ≥ t0, t, t0 ∈ I. Applying Proposition 2.1.9 we conclude that T ∗(t, t0)≥ 0 for
all t ≥ t0, t, t0 ∈ I.

(ii) Firstly, we show that there exist δ > 0,γ > 0, such that

|T (t, t0)H| ≥ δe−γ(t−t0)|H| (2.132)

|T ∗(t, t0)H| ≥ δe−γ(t−t0)|H|

for all H ∈ Sd
n , t ≥ t0, t, t0 ∈ I.

Let us denote

v(t) =
1
2
|||T (t, t0)H|||2 =

1
2
〈T (t, t0)H,T (t, t0)H〉 ,

where ||| · ||| denotes the norm induced by the inner product, that is ||| · ||| := 〈·, ·〉
1
2 .

By direct calculation, we obtain

d
dt

v(t) = 〈L(t)T (t, t0)H,T (t, t0)H〉 , t ≥ t0.

Under the considered assumptions there exists γ > 0 such that

∣
∣
∣
∣

d
dt

v(t)

∣
∣
∣
∣≤ γ |||T (t, t0)H|||2,

∣
∣
∣
∣

d
dt

v(t)

∣
∣
∣
∣≤ 2γv(t), t ≥ t0.

Further we have

d
dt

v(t)≥−2γv(t), t ≥ t0

or equivalently

d
dt

[
v(t)e2γ(t−t0)

]
≥ 0
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for all t ≥ t0. Hence the function t → v(t)e2γ(t−t0) is not decreasing and v(t) ≥
e−2γ(t−t0)v(t0). Considering the definition of v(t) we conclude that there exists δ > 0
such that

|T (t, t0)H| ≥ δe−γ(t−t0)|H|

which is the first inequality in (2.132).
To prove the second inequality (2.132), we consider the function

v̂(s) = 1/2|||T ∗(t,s)H|||2,H ∈ Sd
n ,s≤ t,s, t ∈ I.

By direct computation we obtain

d
ds

v̂(s) =−〈L∗(s)T ∗(t,s)H,T ∗(t,s)H〉 .

Further we have
∣
∣
∣
∣

d
ds

v̂(s)

∣
∣
∣
∣≤ 2γ v̂(s)

and

d
ds

[
v̂(s)e2γ(t−s)

]
≤ 0,

thus we obtain that the function s → v̂(s)e2γ(t−s) is not increasing and therefore
v̂(s)e2γ(t−s) ≥ v̂(t) for all s≤ t hence

|||T ∗(t,s)H||| ≥ e−γ(t−s)|||H|||.

Using the inequality |S| ≤ |||S||| ≤ nd|S| for all S ∈ Sd
n we obtain the second

inequality in (2.132).
Let x ∈ Rn, i ∈ D be fixed; consider H̃ ∈ Sd

n defined by

H̃( j) =

{
0 if j 	=i,

xxT if j = i
.

We may write successively

xT
(

T (t, t0)J
d
)
(i)x = Tr

[
xxT (T (t, t0)J

d)(i)
]
=
〈

H̃,T (t, t0)J
d
〉

=
〈

T ∗(t, t0)H̃,Jd
〉
=

d

∑
j=1

Tr
[
T ∗(t, t0)H̃

]
( j)
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≥
d

∑
j=1

∣
∣
∣(T ∗(t, t0)H̃)( j)

∣
∣
∣≥max

j∈D
∣
∣(T ∗(t, t0)H̃)( j)

∣
∣

=
∣
∣T ∗(t, t0)H̃

∣
∣≥ δe−γ(t−t0)|x|2

Since x ∈ Rn is arbitrary we get

(
T (t, t0)J

d
)
(i)≥ δe−γ(t−t0)In,(∀)i ∈ D, t ≥ t0, t, t0 ∈ I

or equivalently T (t, t0)Jd ≥ δe−γ(t−t0)Jd ,∀t ≥ t0. The second inequality in (ii) may
be proved in the same way. ��

Having in mind the equality stated in the Corollary 2.1.7 (i) and the convention
of notation made in Remark 2.1.5, we may deduce via Theorem 2.1.10 and
Theorem 2.6.1 (i) some useful equalities.

Corollary 2.6.2. If ‖T (t, t0)‖ and ‖T ∗(t, t0)‖ are the norms induced by the usual
norm ‖ · ‖∞ on the space Sd

n , then we have:

‖T (t, t0)‖ = |T (t, t0)Jd |
‖T ∗(t, t0)‖ = |T ∗(t, t0)Jd |.

Proof. The equalities from the statement are obtained applying Theorem 2.1.10 to
the positive operators T (t, t0) and T ∗(t, t0), respectively, and taking into account that
the usual norm ‖·‖∞ on the space Sd

n coincides with the Minkovski norm associated
with the element ξ = Jd .

Remark 2.6.4. (i) Combining the result in Theorem 2.1.4 (vii) for ξ = Jd and X =
1

|T (t,t0)Jd |T (t, t0)J
d or X = 1

|T ∗(t,t0)Jd |T
∗(t, t0)Jd , respectively, we obtain

T (t, t0)Jd ≤ ‖T (t, t0)‖Jd , (2.133)

T ∗ (t, t0)Jd ≤ ‖T ∗ (t, t0)‖Jd

for all t ≥ t0, t, t0 ∈ I.
(ii) If the dependence t �−→ ‖L(t)‖ is a bounded function, we deduce easily that

there exists γ̂ > 0 such that

‖T (t, t0)‖ ≤ eγ̂(t−t0),

‖T ∗ (t, t0)‖ ≤ eγ̂(t−t0)

for all t ≥ t0, t, t0 ∈ I.
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Corollary 2.6.3. Suppose that Ak,0≤ k≤ r are continuous and bounded functions.
Then there exist δ > 0 and γ > 0 such that

δe−γ(t−t0)Jd ≤ T (t, t0)Jd ≤ eγ(t−t0)Jd ,

δe−γ(t−t0)Jd ≤ T ∗ (t, t0)Jd ≤ eγ(t−t0)Jd

for all t ≥ t0, t, t0 ∈ I.

At the end of this section let us remark two important particular cases:
Case (a) Ak (t) = 0, k = 1, . . . ,r; in this case the linear operator (2.124) becomes:

(
L̂(t)S

)
(i) = A0 (t, i)S (i)+S (i)AT

0 (t, i) (2.134)

+
d

∑
j=1

q jiS ( j) ,

i ∈ D, S ∈ Sd
n . It is easy to check that the evolution operator T (t, t0) defined by

(2.125) has the representation:

T (t, t0) = T̂ (t, t0)+
∫ t

t0
T̂ (t,s)L2 (s)T (s, t0)ds,

t ≥ t0, t, t0 ∈ I, where T̂ (t, t0) is the evolution operator on Sd
n defined by the

differential equation

d
dt

S (t) = L̂(t)S (t)

and L2 (t) : Sd
n →Sd

n is defined by:

(L2 (t)H)(i) =
r

∑
k=1

Ak (t, i)H (i)AT
k (t, i) ,

t ∈ I, H ∈ Sd
n , i ∈ D. Also, we have

L(t) = L̂(t)+L2(t). (2.135)

Remark 2.6.5. (i) Since (2.134) is the special case of (2.124) for Ak(t, i)= 0,1≤ k≤
r we deduce that the operator valued function L̂(·) generates a positive evolution on
Sd

n . From (2.135) we deduce that L̂(t)≤L(t) for all t ∈ I. Applying Theorem 2.2.5
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(i) we have that T (t, t0)≥ T̂ (t, t0) for all t ≥ t0, t, t0 ∈ I. Further, Corollaries 2.1.11
and 2.6.2 yield

‖T (t, t0)‖ ≥
∥
∥
∥T̂ (t, t0)

∥
∥
∥ , t ≥ t0, t, t0 ∈ I. (2.136)

The evolution operator T̂ (t, t0) will be called the evolution operator on the space
Sd

n defined by the pair (A0,Q). In Sect. 3.1 we shall see that if additionally Q verifies

d

∑
j=1

qi j = 0,∀i ∈ D

then (2.134) is the Lyapunov-type operator associated with the system (1.23);
Case (b) D = {1} and q11 = 0. In this case Sd

n reduces to Sn and the operator L(t)
is defined by

L(t)S = A0 (t)S+SAT
0 (t)+

r

∑
k=1

Ak (t)SAT
k (t) (2.137)

t ∈ I,S ∈ Sn where we denoted Ak (t) := Ak (t,1). The evolution operator T (t, t0)
will be called the evolution operator on Sn defined by the system (A0, . . . ,Ar). In
Sect. 3.1 we shall see that the operator (2.137) corresponds to the stochastic linear
system (1.24).

2.6.3 Lyapunov-Type Differential Equations on the Space S∞n

Let Ak : I → M∞
n ,0 ≤ k ≤ r be continuous and bounded functions. This means

that Ak(t) = {Ak(t, i)}i∈Z+ are such that t → Ak(t, i) are continuous functions on I
uniformly with respect to i ∈ Z+ and supt∈I ‖Ak(t)‖∞ < ∞. Let Q = (qi j)i, j∈Z+ be
an infinite real matrix whose elements satisfy the conditions:

qi j ≥ 0, if i 	= j (2.138)

and

sup
i∈Z+

(|qii|+
∞

∑
j=0, j 	=i

qi j) = ν < ∞. (2.139)

It is worth mentioning that the conditions (2.138) and (2.139) are satisfied by
the generator matrix of a standard homogeneous Markov process with an infinite
countable number of states (η(t),P,Z+) (see Sect. 1.13 for more details).
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Based on the functions t → Ak(t, i) and the elements qi j of the matrix Q, one
constructs the operators L and L by:

(L(t)X)(i) = A0(t, i)X(i)+X(i)AT
0 (t, i)+

r

∑
k=1

Ak(t, i)X(i)AT
k (t, i)+

∞

∑
j=0

q jiX( j)

(2.140)

(L(t)X)(i) = AT
0 (t, i)X(i)+X(i)A0(t, i)+

r

∑
k=1

AT
k (t, i)X(i)Ak(t, i)+

∞

∑
j=0

qi jX( j)

(2.141)
for all sequences X = {X(i)}i∈Z+ .

Lemma 2.6.4. If the real numbers qi j satisfy conditions (2.138) and (2.139), then
for each t ∈ I, L(t) ∈ B(�1(Z+,Sn)) and L(t) ∈ B(S∞n ).
Proof. If X ∈ �1(Z+,Sn), then one obtains via (2.11), (2.138)–(2.140) that:

‖̃L(t)X ‖̃1 =
∞

∑
i=0
|(L(t)X)(i)| ≤ γ(t)‖̃X ‖̃1

where

γ(t) = 2‖A0(t)‖∞+
r

∑
k=1

‖Ak(t)‖2
∞+ν . (2.142)

Based on (2.12) we may write ‖L(t)X‖1 ≤ n‖̃L(t)X ‖̃1 ≤ nγ(t)‖̃X ‖̃1 which yields
‖L(t)X‖1 ≤ nγ(t)‖X‖1. This shows that L(t) introduced by (2.140) defines a linear
and bounded operator on �1(Z+,Sn) and ‖L(t)‖1 ≤ nγ(t), t ≥ 0.

Similarly, if X ∈ S∞n one obtains via (2.113), (2.138), (2.139), (2.141) that

‖L(t)X‖∞ ≤ γ(t)‖X‖∞

where γ(t) is defined by (2.142). This completes the proof. ��
In the developments of this book the linear operator L(t) introduced via (2.140)

will be named the Lyapunov-type operator on the space �1(Z+,Sn) defined by the
system (A0,A1, . . . ,Ar;Q) while L(t) will be named the Lyapunov-type operator on
the space S∞n defined by the system (A0,A1, . . . ,Ar;Q).

Proposition 2.6.5. Under the considered assumptions, the operator valued func-
tion L(·) introduced by (2.140) defines a positive evolution on �1(Z+,Sn) while, the
operator valued function L(·) introduced by (2.141) defines an anticausal positive
evolution on the Banach space S∞n .

Proof. From (2.140) and (2.141) one obtains the decomposition: L(t) = LA(t) +
Π(t) and L(t) = LA(t)+ Π̃(t) where LA(t) and LA(t) are the extended Lyapunov
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operators associated via (2.114) and (2.115) with the sequence A(t) = {A(t, i)}i∈Z+

with A(t, i) = A0(t, i)+ 1
2 qiiIn, i ∈ Z+, t ∈ I

(Π(t)X)(i) =
r

∑
k=1

Ak(t, i)X(i)AT
k (t, i)+

∞

∑
j=0, j 	=i

q jiX( j) (2.143)

and

(Π̃(t)X)(i) =
r

∑
k=1

AT
k (t, i)X(i)Ak(t, i)+

∞

∑
j=0, j 	=i

qi jX( j). (2.144)

One obtains that for all X ∈ �1(Z+,Sn) we have ‖̃Π(t)X ‖̃1 ≤ γ̃(t)‖X‖1 where

γ̃(t) =
r

∑
k=1

‖Ak(t)‖2
∞+ν . (2.145)

Also ‖Π̃(t)X‖∞≤ γ̃(t)‖X‖∞ for all X ∈S∞n . HenceΠ(t)∈B(�1(Z+,Sn)) and Π̃(t)∈
B(S∞n ). Based on (2.138), (2.139) and (2.143), (2.144) we deduce that Π(t)X ∈
�1(Z+,Sn+) if X ∈ �1(Z+,Sn+) and Π̃(t)X ∈ S∞n+ if X ∈ S∞n+).

The conclusion follows directly from Corollary 2.2.6 (i) and (ii). ��
Let T (t,τ), (t,τ) ∈ I ×I be the linear evolution operator on �1(Z+,Sn) defined

by the linear differential equation

d
dt

X(t) = L(t)X(t). (2.146)

This means that d
dt T (t,τ) = L(t)T (t,τ), T (τ ,τ) = I�1(Z+,Sn)

.

Consider, also T a(t,τ) the anticausal linear evolution operator on S∞n defined by
the backward linear differential equation

d
dt

X(t)+L(t)X(t) = 0. (2.147)

This means that

∂
∂ t T a(t,τ) = −L(t)T a(t,τ),
T a(τ ,τ) = IS∞n .

(2.148)

Remark 2.6.6. Under the considered assumptions the operator valued functions t→
L(t) and t → L(t) are continuous in the topology induced by the norms of Banach
algebras B(�1(Z+,Sn)) and B(S∞n ), respectively.

In the previous subsection we saw that in the caseD= {1,2, . . . ,d} the analogous
of the operator L(t) coincides with the adjoint L∗(t) of the operator L(t).
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In the case D = Z+, such an equality is not possible because the operators L(t)
and L(t) act on different linear spaces.

In the next developments we shall see that under some additional assumptions
the restriction of the operator L(t) to the Hilbert space (�2(Z+,Sn),‖ ·‖2) coincides
with the adjoint operator of L(t).

First we prove an auxiliary result which could be also of interest in itself.

Lemma 2.6.6. If A,M ∈ Rn×n are given matrices, then |AM|2 ≤ min{|A||M|2,
|A|2|M|} where | · | and | · |2 are the norms introduced by (2.1) and (2.2).

Proof. Let 0≤ λi ∈R, 1≤ i≤ n, and ei ∈Rn, 1≤ i≤ n be orthogonal vectors such

that |ek|= 1, 1≤ k≤ n and MMT =
n
∑

i=1
λieieT

i . We have |M|2 = (
n
∑

i=1
λi)

1
2 . We obtain

|AM|22 = Tr[(AM)T AM] = Tr[AT AMMT ] =
n
∑

i=1
λi|Aei|2. Since |Aei|2 ≤ |A|2 we infer

|AM|22 ≤ |A|2∑n
i=1λi which leads to |AM|2 ≤ |A||M|2. Changing the role of A with

M we get also the inequality |AM|2 ≤ |A|2|M|.
So the proof is complete. ��

Theorem 2.6.7. Assume that beside the conditions (2.138) and (2.139) the real
numbers qi j satisfy the condition:

sup
i∈Z+

∞

∑
j=0
|q ji|= q̃ <+∞. (2.149)

Let L̃(t) = L(t)|�2(Z+,Sn)
be the restriction of the operator L(t) to �2(Z+,Sn)⊂S∞n .

Under these conditions, for each t ∈ I, the following hold:

(i) L̃(t) ∈ B(�2(Z+,Sn)).
(ii) L(t) ∈ B(�2(Z+,Sn)).

(iii) L̃(t) = L∗(t).
Proof. (i) Let X = {X(i)}i∈Z+ ∈ �2(Z+,Sn) be arbitrary but fixed. Based on (2.141)

we obtain

|(L(t)X)(i)|22 ≤ 4

[

|AT
0 (t, i)X(i)|22 + |X(i)A0(t, i)|22 + |

r

∑
k=1

AT
k (t, i)X(i)Ak(t, i)|22

+ |
∞

∑
j=0

qi jX( j)|22

]

.

Based on Lemma 2.6.6 we deduce

|(L(t)X)(i)|22 ≤ 4

⎡

⎣γ1(t)|X(i)|22 +
(

∞

∑
j=0
|qi j||X( j)|2

)2
⎤

⎦ (2.150)

where γ1(t) = 2‖A0(t)‖2
∞+ r

r
∑

k=1
‖Ak(t)‖4

∞.
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Let N ∈ Z+, N ≥ 1 be arbitrary but fixed. We have

(
N

∑
j=0
|qi j||X( j)|2

)2

≤
N

∑
j=0
|qi j|

N

∑
j=0
|qi j||X( j)|22. (2.151)

Using (2.139) we obtain:

(
N

∑
j=0
|qi j||X( j)|2

)2

≤ ν
N

∑
j=0
|qi j||X( j)|22.

Further we have
N1

∑
i=0

(
N
∑
j=0
|qi j||X( j)|2

)2

≤ ν
N
∑
j=0

(
N1

∑
i=0
|qi j||X( j)|22

)

for all N1 ∈

Z+, N1 ≥ 1. Using (2.149) one gets:

N1

∑
i=0

(
N

∑
j=0
|qi j||X(i)|2

)2

≤ ν q̃‖X‖2
2

for all N1,N ∈ Z+.
Taking the limit for N → ∞, N1 → ∞ one obtains

∞

∑
i=0

(
∞

∑
j=0
|qi j||X( j)|2

)2

≤
∞

∑
i=0

(
∞

∑
j=0
|qi j||X( j)|2

)2

≤ ν q̃‖X‖2
2 (2.152)

for all i ∈ Z+.
So, we have shown that the right-hand side of (2.150) is finite. Further, from

(2.150) to (2.152) we deduce:

∞

∑
i=0
|(L(t)X)(i)|22 ≤ 4(γ1(t)+ν q̃)‖X‖2

2.

This shows that (L(t)X) ∈ �2(Z+,Sn) if X ∈ �2(Z+,Sn). Furthermore we have
‖L(t)X‖2 ≤ γ2(t)‖X‖2 ∀X ∈ �2(Z+,Sn), with

γ2(t) = 2(γ1(t)+ν q̃)
1
2 . (2.153)

Thus (i) is proved.
Further we show that (2.140) is well defined if X = {X(i)}i∈Z+ ∈ �2(Z+,Sn).

Proceeding as in the proof of (i), we show that
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|(L(t)X)(i)|22 ≤ 4

⎛

⎝γ1(t)|X(i)|22 +
(

∞

∑
j=0
|q ji||X(i)|2

)2
⎞

⎠ (2.154)

i ∈ Z+, γ1(t) being as in (2.150).

For each N≥ 1 we have (
N
∑
j=0
|q ji||X( j)|2)2≤

N
∑
j=0
|q ji|

N
∑
j=0
|q ji||X( j)|22 which yields

(
N
∑
j=0
|q ji||X( j)|2)2 ≤ q̃

N
∑
j=0
|q ji||X( j)|22. Further we obtain

N1

∑
i=0

(
N
∑
j=0
|q ji||X( j)|2

)2

≤

ν q̃‖X‖2
2.

Taking the limits for N → ∞ and N1 → ∞ we deduce ∑∞i=0

(
∞
∑
j=0
|q ji||X( j)|2

)2

≤
∞
∑

i=0
(
∞
∑
j=0
|q ji||X( j)|2)2 ≤ ν q̃‖X‖2

2 for all i ∈ Z+, X ∈ �2(Z+,Sn).

This shows that the right-hand side of (2.154) is finite for all i∈Z+. Furthermore
we obtain that

∞

∑
i=0
|(L(t)X)(i)|22 ≤ γ2(t)‖X‖2

2, (∀) X ∈ �2(Z+,Sn)

where γ2(t) is defined as in (2.153). Thus we have proved that L(t) ∈ B(�2(Z+,Sn).
In order to prove (iii) one employs (2.13), (2.140), (2.141) to show that the

equality 〈L̃(t)X ,Y 〉2 = 〈X ,L(t)Y 〉2 holds for all X ,Y ∈ �2(Z+,Ln). Thus the proof
is complete. ��
Remark 2.6.7. The condition (2.149) is satisfied if there exist h1 ≥ 0, h2 ≥ 0 such
that qi j = 0 if i < j− h1 or i > j + h2. In this case (2.149) is satisfied with q̃ =
(h1 +h2 +1)ν where ν is the constant from (2.139).

By direct calculation one shows that L̃ : I →B(�2(Z+,Sn)) is a strongly continuous
operator valued function. This function defines the linear differential equation:

d
dt

Y (t)+ L̃(t)Y (t) = 0 (2.155)

t ∈ I on the space (�2(Z+,Sn),‖ · ‖2).
Let T a

L̃
(t,τ), t,τ ∈ I, be the anticausal linear evolution operator on �2(Z+,Sn)

defined by the linear differential equation (2.155).

Corollary 2.6.8. Under the assumptions of Theorem 2.6.7 we have:

T a
L̃
(τ , t) = T ∗(t,τ), ∀ t,τ ∈ I.

T (t,τ) being the linear evolution operator defined by L(t) ∈ B(�2(Z+,Sn)).

Proof. follows from Theorem 2.6.7 (iii) and the equality (2.96).
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2.7 Exponential Stability for Lyapunov-Type Differential
Equations on Sd

n

In this section I ⊂ R denotes a right-unbounded interval. Consider the Lyapunov
operator (2.124) on Sd

n , where Q satisfies (2.123) and Ak are continuous and
bounded functions. Let T (t, t0) be the linear evolution operator on Sd

n defined by
(2.125).

Definition 2.7.1. We say that the Lyapunov-type operator L(t) generates an ex-
ponentially stable evolution or equivalently, the system (A0, . . . ,Ar;Q) is stable, if
there exist the constants β ≥ 1, α > 0 such that

‖T (t, t0)‖ ≤ βe−α(t−t0), t ≥ t0, t0 ∈ I. (2.156)

Remark 2.7.1. (i) In (2.156) ‖T (t, t0)‖ is the norm of the linear evolution operator
computed via (2.31) based on the usual norm of the Banach space Sd

n . On
the other hand from Corollary 2.1.7 (i) the usual norm of the space Sd

n
coincides with the Minkovski norm | · |ξ corresponding to ξ = Jd . Hence, if
we have in mind the convention of notation made in Remark 2.1.5 and apply
Corollary 2.6.2 we may rewrite (2.156) in the equivalent form:

|T (t, t0)Jd | ≤ βe−α(t−t0)

for all t ≥ t0, t, t0 ∈ I.
(ii) From Remark 2.6.5 immediately follows that if (A0, . . . ,Ar;Q) is stable, then

there exists β ≥ 1 and α > 0 such that

∥
∥
∥T̂ (t, t0)

∥
∥
∥≤ βe−α(t−t0)

for all t ≥ t0, t, t0 ∈ I, where T̂ (t, t0) is the evolution operator on Sd
n defined by

the pair (A0,Q) .

As usually we denote

∫ ∞

t
T ∗ (s, t)H (s)ds := lim

τ→∞

∫ τ

t
T ∗ (s, t)H (s)ds

each time when the limit in the right-hand side exists. In this case we say that the
integral in the left-hand side is convergent.

Lemma 2.7.1. Let H : I → Sd
n be a continuous function. Assume that the integral

∫ ∞
t T ∗ (s, t)H (s)ds is convergent for all t ∈ I. Set

K (t) :=
∫ ∞

t
T ∗ (s, t)H (s)ds.
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Then K (t) is a solution of the affine differential equation

d
dt

K (t)+L∗ (t)K (t)+H (t) = 0.

The proof is similar with the proof of Lemma 2.3.1. The details are omitted.
The next lemma shows that the integrals used in this section are absolute

convergent.

Lemma 2.7.2. Let H : I → Sd
n be a continuous function such that H (t)≥ 0 for all

t ∈ I. Then the following are equivalent:

(i) The integral
∫ ∞

t |T ∗ (s, t)H (s)|ds is convergent for all t ∈ I;
(ii) The integral

∫ ∞
t T ∗ (s, t)H (s)ds is convergent for all t ∈ I.

Proof. (i)⇒ (ii) follows immediately.
(ii)⇒ (i) Let

γ (t) =
∣
∣
∣
∣

∫ ∞

t
T ∗ (s, t)H (s)ds

∣
∣
∣
∣ , t ∈ I.

We have
∫ ∞

t
T ∗ (s, t)H (s)ds≤ γ (t)Jd , t ∈ I,

which leads to
∫ ∞

t
(T ∗ (s, t)H (s))(i)ds≤ γ (t) In, i ∈ D, t ∈ I.

Hence
∫ ∞

t
Tr (T ∗ (s, t)H (s))(i)ds≤ nγ (t) , i ∈ D, t ∈ I

from which we deduce that
∫ τ

t
Tr (T ∗ (s, t)H (s))(i)ds≤ nγ (t) , τ ≥ t.

The above inequality gives

∫ τ

t
|(T ∗ (s, t)H (s))(i)|ds≤ nγ (t)

which leads to
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d

∑
i=1

∫ τ

t
|(T ∗ (s, t)H (s))(i)|ds≤ dnγ (t) .

Since

|T ∗ (s, t)H (s)| ≤
d

∑
i=1

|(T ∗ (s, t)H (s))(i)| ,

we get

∫ τ

t
|(T ∗ (s, t)H (s))|ds≤ ndγ (t)

for all τ ≥ t and the proof is complete. ��
The following result provides necessary and sufficient conditions ensuring

exponential stability of the considered class of differential equations.

Theorem 2.7.3. Let I = R+. The following are equivalent:

(i) The system (A0, . . . ,Ar;Q) is stable;
(ii) There exists δ > 0 such that

∫ t

t0
‖T (t,s)‖ds < δ

for all t ≥ t0, t, t0 ∈ I;
(iii) There exists a constant δ > 0 such that

∫ t

t0
T (t,s)Jdds < δJd

for all t ≥ t0, t, t0 ∈ I.
(iv) The solution of the initial value problem

d
dt

X(t) = L(t)X(t)+ Jd , t ∈ R+,X(0) = 0

is bounded.
(v) For any bounded and continuous function H : R+→Sd

n , the solution of initial
value problem:

d
dt

X(t) = L(t)X(t)+H(t), t ∈ R+,X(0) = 0

is bounded.

The proof follows directly from Theorem 2.3.3.



104 2 Linear Differential Equations with Positive Evolution

Definition 2.7.2. We say that the vector valued function H : I → Sd
n+ is uniformly

positive if there exists a constant c = c(H) > 0 such that H(t, i) ≥ cIn, for all t ∈
I, i ∈ D. In this case we shall write H(t)� 0, t ∈ I. Also we shall write H(t)� 0,
t ∈ I if and only if −H(t)� 0, t ∈ I.

Since Sd
n is an ordered real Hilbert space we may apply the results from Sect. 2.4

to derive a list of necessary and sufficient conditions for exponential stability of
Lyapunov-type equation (2.125).

Theorem 2.7.4. The following are equivalent:

(i) The system (A0, . . . ,Ar;Q) is stable.
(ii) There exist the constants β1 ≥ 1, α > 0 such that

‖T ∗ (t, t0)‖ ≤ β1e−α(t−t0),

for all t ≥ t0, t, t0 ∈ I;
(iii) There exists a constant δ > 0 such that

∫ ∞

t
‖T ∗ (s, t)‖ds≤ δ

for all t ∈ I.
(iv) There exists δ > 0 such that

∫ ∞

t
T ∗ (s, t)Jdds≤ δJd

for all t ∈ I.
(v) The affine differential equation:

d
dt

K (t)+L∗ (t)K (t)+ Jd = 0 (2.157)

has a bounded and uniform positive solution on I.
(vi) For each H : I → Sd

n continuous, bounded and uniform positive function, the
affine differential equation on Sd

n :

d
dt

K (t)+L∗ (t)K (t)+H (t) = 0 (2.158)

has a bounded and uniform positive solution defined on I.
(vii) There exists a bounded uniform positive and continuous function H : I →Sd

n ,
for which the affine Lyapunov-type equation (2.158) has a bounded solution
K0 (t) = (K0 (t,1) , . . . ,K0 (t,d)) with K0 (t, i)≥ 0, t ∈ I.

(viii) There exists a C1-function K : I → Sd
n , bounded with bounded derivative,

K � 0 solving the differential inequality:
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d
dt

K (t)+L∗ (t)K (t)� 0, t ∈ I. (2.159)

The proof follows directly from Theorem 2.4.2.
The analogous of Theorem 2.4.3 is:

Theorem 2.7.5. If the system (A0, . . . ,Ar;Q) is stable, then the following hold:

(i) For all bounded and continuous function H : I → Sd
n , the corresponding

Lyapunov-type equation (2.158) has a unique bounded solution given by

K̃ (t) =
∫ ∞

t
T ∗ (s, t)H (s)ds.

(ii) If t �−→ Ak (t, i) , k = 0, . . . ,r, t �−→ H (t, i), i ∈ D are θ -periodic functions of
period θ , then the unique bounded solution of (2.158) is a θ -periodic function
too.

(iii) If Ak (t, i) = Ak(i), k = 0, . . . ,r and H (t, i) = H(i), t ∈ I, i ∈D, then the unique
bounded solution of (2.158) is constant and it solves the algebraic equation

L∗K +H = 0.

(iv) If H(t, i) ≥ 0 for all t ∈ I and i ∈ D, then the unique bounded solution
K̃(t) of (2.158) satisfies K̃(t, i) ≥ 0 for all t ∈ I and i ∈ D. Furthermore, if
H(t)� 0, t ∈ I, then K̃(t)� 0, t ∈ I.

If the matrix valued function t → Ak(t, i) are periodic of period θ without loss
of generality we may take I = R. In this case, we may apply both Corollaries 2.3.8
and 2.4.4 in order to obtain a set of criteria for exponential stability of Lyapunov
differential equation (2.125).

Theorem 2.7.6. Assume that there exists θ > 0 such that Ak(t +θ , i) = Ak(t, i) for
all t ∈ R, i ∈ D,0≤ k ≤ r. Then the following are equivalent:

(i) The system (A0, . . . ,Ar;Q) is stable.
(ii) The affine differential equation

d
dt

K(t) = L(t)+ Jd

has a θ -periodic solution K̃ : R→Sd
n+ such that K̃(t)� 0, t ∈ R.

(iii) For each continuous and θ -periodic vector valued function H : R → Sd
n+,

H(t)� 0, t ∈ R, the affine differential equation

d
dt

K(t) = L(t)+H(t) (2.160)

has a θ -periodic solution, K̃ � 0, t ∈R.
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(iv) There exists a θ -periodic, uniformly positive, continuous vector valued
function H̃ : R→Sd

n+ such that the corresponding affine differential equation
(2.160) has a θ -periodic solution K0(t)≥ 0, t ∈ R.

(v) There exists a C1 function Y : R → Sd
n+ periodic with period θ

and uniformly positive which solves the linear differential inequality
d
dt Y (t)−L(t)Y (t)� 0, t ∈ [0,θ ].

(vi) The backward affine differential equation (2.157) has a θ periodic and
uniformly positive solution.

(vii) For each continuous, θ -periodic and uniformly positive function H : R →
Sd

n+ the backward affine differential equation (2.158) has a θ -periodic and
uniformly positive solution.

(viii) There exists a continuous, uniformly positive vector valued function H̃ : R→
Sd

n+ periodic, with period θ such that the corresponding affine differential
equation (2.158) has a θ -periodic solution K0 : R→Sd

n+.
(ix) There exists a C1 function, Y : R→Sd

n+, uniformly positive and periodic, with
period θ , which solves

d
dt

Y (t)+L∗(t)Y (t)� 0, t ∈ [0,θ ].

(x) ρ [T (θ ,0)]< 1.

In the time invariant case we obtain directly from Corollaries 2.3.9 and 2.4.5 the
following result.

Theorem 2.7.7. Assume that Ak(t, i) = Ak(i) for all t ∈ R, i ∈ D,0 ≤ k ≤ r. Then
the following are equivalent:

(i) The system (A0, . . . ,Ar;Q) is stable.
(ii) For all H = (H(1), . . . ,H(d)) ∈ Sd

n , H(i) > 0, i ∈ D the algebraic linear
equation on Sd

n .

L∗K +H = 0 (2.161)

has a unique solution K = (K(1), . . . ,K(d)) ∈ Sd
n , K(i)> 0, i ∈ D.

(iii) For each H = (H(1), . . . ,H(d)) ∈ Sd
n , H(i)> 0, i ∈ D the linear inequality

L∗K +H < 0 (2.162)

has a solution K = (K(1), . . . ,K(d)), K(i)> 0, i ∈ D.
(iv) There exists K ≥ 0 satisfying L∗K < 0.
(v) For each H ∈ Sd

n , H > 0, the linear equation on Sd
n

LK +H = 0 (2.163)

has a unique positive solution K = (K(1), . . . ,K(d)).
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(vi) For each H ∈ Sd
n , H > 0 the linear inequality

LK +H < 0 (2.164)

has a solution K > 0.
(vii) There exists K ≥ 0 satisfying LK < 0.

(viii) SpecL ⊂ C−.

Remark 2.7.2. The affine differential equation (2.158) is the compact version of the
following system of matrix linear differential equations:

d
dt

K (t, i)+

(

A0 (t, i)+
1
2

qiiIn

)T

K (t, i)+K (t, i)

(

A0 (t, i)+
1
2

qiiIn

)

+
r

∑
k=1

AT
k (t, i)K (t, i)Ak (t, i)+

d

∑
j=1, j 	=i

qi jK (t, j)+H (t, i) (2.165)

= 0, i ∈ D.

In the time invariant case the algebraic equation L∗K +H = 0 is the compact form
of the following system of linear equations:

(

A0 (i)+
1
2

qiiIn

)T

K (i)+K (i)

(

A0 (i)+
1
2

qiiIn

)

+
r

∑
k=1

AT
k (i)K (i)Ak (i)+

d

∑
j=1, j 	=i

qi jK ( j)+H (i) (2.166)

= 0

A consequence of Theorems 2.7.4 and 2.7.7 is the following corollary.

Corollary 2.7.8. If the system (A0, . . . ,Ar;Q) is stable, then for all i∈D the system
of linear differential equations on Rn

d
dt

yi (t) =

(

A0 (t, i)+
1
2

qiiIn

)

yi (t) , t ∈ I (2.167)

defines an exponentially stable evolution.
In the invariant case, if the system (A0, . . . ,Ar;Q) is stable, then for all i ∈ D,

the eigenvalues of the matrices A0 (i)+ 1
2 qiiIn are located in the half plane C− =

{z ∈ C|Re(z)< 0}.
Proof. Since the system (A0, . . . ,Ar;Q) is stable, from Theorem 2.7.4 it follows that

(2.165) has a uniform positive and bounded solution K̃ (t) =
(

K̃ (t,1) , . . . , K̃ (t,d)
)

.

For each i ∈ D we can write
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d
dt

K̃ (t, i)+

(

A0 (t, i)+
1
2

qiiIn

)T

K̃ (t, i)+

K̃ (t, i)

(

A0 (t, i)+
1
2

qiiIn

)

+ H̃ (t, i)

= 0

where

H̃ (t, i) := H (t, i)+
r

∑
k=1

AT
k (t, i) K̃ (t, i)Ak (t, i)+

d

∑
j=1, j 	=i

qi jK̃ (t, j) .

It is obvious that H̃ (t, i)� 0 for all t ∈I. By standard Lyapunov function arguments
we conclude that the system (2.167) is exponentially stable and the proof ends. ��

The next result shows that the bounded solution of (2.158) can be obtained as a
limit of a sequence of bounded solutions of some Lyapunov equations.

Proposition 2.7.9. Assume that the system (A0, . . . ,Ar;Q) is stable. Let H :
I → Sd

n be a bounded and positive semidefinite continuous function, H (t) =
(H (t,1) , . . . ,H (t,d)). For each i ∈ D we define the sequence

{
K p

i (t)
}

p∈Z+
where

t �−→ K p
i (t) is the unique bounded solution of the differential equation:

d
dt

K p
i (t)+

(

A0 (t, i)+
1
2

qiiIn

)T

K p
i (t)

+K p
i (t)

(

A0 (t, i)+
1
2

qiiIn

)

+H p
i (t) (2.168)

= 0, i ∈ D

with

H p
i (t) : = H (t, i)+

r

∑
k=1

AT
k (t, i)K p−1

i (t)Ak (t, i)+
d

∑
j=1, j 	=i

qi jK
p−1
j (t) ,

p = 1, . . . , t ∈ I and K0
i (t) = 0.

The sequences
{

K p
i (t)

}
p∈N, i ∈ D are increasing and bounded. If we denote

K∞ (t, i) = lim
p→∞

K p
i (t) , i ∈ D, t ∈ I,

then K∞ (t) = (K∞ (t,1) , . . . ,K∞ (t,d)) is the unique bounded solution of (2.158) or
equivalently (2.165).
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Proof. Let K̃ (t) =
(

K̃ (t,1) , . . . , K̃ (t,d)
)

be the unique bounded solution of

(2.158). From Theorem 2.7.5 (iv) it follows that K̃ ≥ 0; then we have

d
dt K̃ (t, i)+

(
A0 (t, i)+ 1

2 qiiIn
)T

K̃ (t, i)+ K̃ (t, i)
(
A0 (t, i)+ 1

2 qiiIn
)

+∑r
k=1 AT

k (t, i) K̃ (t, i)Ak (t, i)+∑d
j=1, j 	=i qi jK̃ (t, j)+H (t, i) = 0, i ∈ D, t ∈ I.

By direct calculations we obtain

d
dt

(
K̃ (t, i)−K p

i (t)
)
+

(

A0 (t, i)+
1
2

qiiIn

)T (
K̃ (t, i)−K p

i (t)
)

+
(

K̃ (t, i)−K p
i (t)

)(

A0 (t, i)+
1
2

qiiIn

)

+Δp
i (t) (2.169)

= 0, i ∈ D,

where

Δp
i (t) =

r

∑
k=1

AT
k (t, i)

(
K̃ (t, i)−K p−1

i (t)
)

Ak (t, i)

+
d

∑
j=1, j 	=i

qi j

(
K̃ (t, j)−K p−1

j (t)
)
,

i ∈ D, p≥ 2 and for p = 1 we have

Δ1
i (t) =

r

∑
k=1

AT
k (t, i) K̃ (t, i)Ak (t, i)+

d

∑
j=1, j 	=i

qi jK̃ (t, j)≥ 0, i ∈ D, t ∈ I.

Since for each i ∈ D, A0 (t, i) + 1
2 qiiIn defines an exponentially stable evolution,

from (2.169) for p = 1 we deduce that K̃ (t, i)−K1
i (t)≥ 0, i ∈D, t ∈ I. Further, by

induction with respect to p we obtain that Δp−1
i (t) ≥ 0 which shows together with

(2.169) that K̃ (t, i)−K p
i (t) ≥ 0 for all p ≥ 1, i ∈ D, t ∈ I. Hence, the sequence{

K p
i (t)

}
p≥0 is bounded. On the other hand, for each p≥ 1, (2.168) gives:

d
dt

(
K p+1

i (t)−K p
i (t)

)
+

(

A0 (t, i)+
1
2

qiiIn

)T (
K p+1

i (t)−K p
i (t)

)

+
(

K p+1
i (t)−K p

i (t)
)(

A0 (t, i)+
1
2

qiiIn

)

+ Δ̃p
i (t) (2.170)

= 0, i ∈ D,
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where

Δ̃p
i (t) =

r

∑
k=1

AT
k (t, i)

(
K p

i (t)−K p−1
i (t)

)
Ak (t, i)+

d

∑
j=1, j 	=i

qi j

(
K p

i (t)−K p−1
i (t)

)
,

i ∈ D, p≥ 2. For p = 1 we have

Δ̃1
i (t) =

r

∑
k=1

AT
k (t, i) K1

i (t)Ak (t, i)+
d

∑
j=1, j 	=i

qi jK
1
j (t)≥ 0.

By induction with respect to p, one can easily show that Δ̃p
i (t) ≥ 0 which implies

that K p+1
i (t)−K p

i (t) ≥ 0, i ∈ D, p ≥ 0. Therefore the sequence
{

K p
i (t)

}
p≥0 is

increasing and hence the sequence is convergent. Let K∞
i (t, i) = limp→∞K p

i (t).
By standard arguments based on Lesbegue theorem (Chap. 1) we deduce that
t �−→ K∞ (t, i) , i ∈ D, is a solution of the system (2.165). Since K∞ (t, i) is bounded
with respect to t, it follows that K∞ (t, i) = K̃ (t, i) and the proof ends. ��
Remark 2.7.3. (i) In the time-invariant case the unique bounded solution of

(2.168) is constant and it solves the standard Lyapunov equation
(

A0 (i)+
1
2

qiiIn

)T

K p
i +K p

i

(

A0 (i)+
1
2

qiiIn

)

+H p
i = 0

where

H p
i :=

r

∑
k=1

AT
k (i) K p−1

i Ak (i)+
d

∑
j=1, j 	=i

qi jK
p−1
j +H (i) , i ∈ D;

(ii) If t �−→ Ak (t) , t �−→ H (t) are θ -periodic functions, then for each p and i ∈ D,
the unique bounded solution on I of the Lyapunov differential equation (2.168)
is a θ -periodic function. Therefore it is sufficient to compute only the values of
K p

i (t) on the interval [t0, t0 +θ ]. We have

K p
i (t) =ΦT

i (t0 +θ , t)K p
i (t0 +θ)Φi (t0 +θ , t)

+
∫ t0+θ

t ΦT
i (s, t)H p

i (s)Φi (s, t)ds, t ≤ t0 +θ

Φi (s, t) denoting the fundamental matrix solution of (2.167). The periodicity
condition K p

i (t) = K p
i (t +θ) shows that K p

i (t0 +θ) is a solution of the
following algebraic discrete-time Lyapunov equation:

Xi =ΦT
i (t0 +θ , t0)XiΦi (t0 +θ , t0)

+
∫ t0+θ

t0
ΦT

i (s, t0)H p
i (s)Φi (s, t0)ds, i ∈ D. (2.171)

The eigenvalues of the matrices Φi (t0 +θ , t0) which are the Floquet multipliers
[74] of the system (2.167) are inside the unit disk |λ | < 1, λ ∈ C. Therefore
(2.171) has a unique positive semidefinite solution.
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2.8 Exponential Stability for Lyapunov-Type Differential
Equations on S∞n

In this section we shall provide a set of criteria for anticausal exponential stability
and the exponential stability of linear differential equations (2.147) and (2.146),
respectively. Throughout in this section L(t) and L(t) are Lyapunov-type operators
on �1(Z+,Sn) and S∞n , respectively, defined by the system (A0,A1, . . . ,Ar;Q). For
each 0 ≤ k ≤ r, Ak : I →M∞

n is a bounded and continuous function and Q is an
infinite real matrix which elements satisfy the conditions (2.138), (2.139). Here
I ⊂ R is an right unbounded interval.

Definition 2.8.1. We say that the linear differential equation (2.147) is anticausal
exponentially stable or equivalently, the system (A0,A1, . . . ,Ar;Q) defines an anti-
causal exponentially stable evolution on S∞n if there exist the constants β ≥ 1,α > 0
such that

‖T a(t, t0)‖ ≤ βeα(t−t0) (2.172)

for all t ≤ t0, t, t0 ∈ I.

In (2.172) ‖T a(t, t0)‖ is the norm of the anticausal linear evolution operator
computed via (2.31) based on the usual norm ‖ ·‖∞ of the Banach space S∞n . On the
other hand, according to Corollary 2.1.7 (ii), ‖ · ‖∞ coincides with the Minkovski
norm induced by ξ = J∞. Hence we have ‖T a(t, t0)‖ = ‖T a(t, t0)‖ξ . Since the
cone S∞n+ is a solid, closed, normal, convex cone we may apply the general results
developed in Sect. 2.3.2 in order to obtain necessary and sufficient conditions of the
anticausal exponentially stable evolution generated by the system (A0,A1, . . . ,Ar;Q)
on S∞n .

So, from Proposition 2.3.11 we obtain:

Corollary 2.8.1. Under the considered assumptions the following are equiva-
lent:

(i) The system (A0,A1, . . . ,Ar;Q) generates an anticausal exponentially stable
evolution on S∞n .

(ii) There exist α > 0, β ≥ 1 such that |Y (t; t0,J∞)| ≤ βeα(t−t0), ∀ t ≤ t0, t, t0 ∈ I,
Y (t; t0,J∞) being the solution of the differential equation (2.147) starting from
J∞ at the initial time t = t0.

We recall that according to the convention made in Remark 2.1.6 | · | stands for the
Minkovski norm | · |ξ when ξ = J∞.

From Theorem 2.3.12 we obtain the following result.

Theorem 2.8.2. Assume I = (a,∞) with a ≥ −∞. Let Ak : I →M∞
n ,0 ≤ k ≤ r be

continuous and bounded functions and Q be an infinite real matrix whose elements
verify (2.138) and (2.139).
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Under these conditions the following are equivalent:

(i) The system (A0,A1, . . . ,Ar;Q) generates an anticausal exponentially stable
evolution.

(ii) For each t ∈ I the integral
∞∫

t
T a(t,s)J∞ds is absolute convergent and there

exists δ > 0 not depending upon t such that 0≤
∞∫

t
T a(t,s)J∞ds≤ δJ∞, ∀ t ∈I.

(iii) For each t ∈ I the integral
∞∫

t
T a(t,s)J∞ds is convergent and there exists δ > 0

not depending upon t such that 0≤
∞∫

t
(T a(t,s)J∞)(i)ds≤ δ In, ∀ t ∈ I, i ∈ Z+.

(iv) The backward affine differential equation

d
dt

Y (t)+L(t)Y (t)+ J∞ = 0 (2.173)

has a bounded and uniformly positive solution.
(v) For each bounded, continuous, uniformly positive function H : I → S∞n the

backward affine differential equation

d
dt

Y (t)+L(t)Y (t)+H(t) = 0 (2.174)

has a bounded and uniformly positive solution.
(vi) There exists a bounded, continuous, and uniformly positive function H̃ : I →

S∞n with the property that the corresponding backward affine differential
equation of type (2.174) has a bounded solution Ỹ (t) with the property that
Ỹ (t, i)≥ 0, for all t ∈ I, i ∈ Z+.

(vii) There exists positive scalars μ1,μ2 and a C1 function Y : I →S∞n , bounded with
bounded derivative, which verifies the following linear differential inequality:

d
dt

Y (t)+L(t)Y (t)+μ1J∞ ≤ 0, Y (t, i)≥ μ2In

for all t ∈ I, i ∈ Z+.

We recall that a function H : I → S∞n is named uniform positive if there exists
δ > 0, such that H(t, i)≥ δ In for all t ∈ I, i ∈ Z+.

In the case of periodic coefficients we obtain the following result.

Corollary 2.8.3. Assume that I = R and there exists θ > 0 such that Ak(t +θ , i) =
Ak(t, i), ∀0≤ k ≤ r, t ∈ I, i ∈ Z+.

Then the following are equivalent:

(i) The system (A0,A1, . . . ,Ar;Q) generates an anticausal exponentially stable
evolution on S∞n .
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(ii) The backward affine differential equation (2.173) has a θ periodic and
uniformly positive solution.

(iii) For each continuous, θ -periodic, and uniformly positive function H : R →
S∞n the backward affine differential equation (2.174) has a θ -periodic and
uniformly positive solution.

(iv) There exists a continuous, uniformly positive valued function H̃ : R → S∞n
periodic, with period θ such that the corresponding affine differential equation
(2.174) has a θ -periodic solution Ỹ : R→S∞n+.

(v) There exist a scalar δ > 0 and a C1 valued function, Y : R→ S∞n , uniformly
positive and periodic, with period θ , which solves

d
dt

Y (t)+L(t)Y (t)+δJ∞ < 0, t ∈ [0,θ ].

Proof. It is a special case of Corollary 2.3.14.

In the time invariant case we have the following list of criteria for anticausal
exponentially stable evolution generated by the Lyapunov-type operator L.

Corollary 2.8.4. Assume Ak(t, i) = Ak(i) for all t ∈ I, i ∈ Z+,0 ≤ k ≤ r. Then the
following are equivalent:

(i) The system (A0,A1, . . . ,Ar;Q) defines an anticausal exponentially stable evo-
lution on S∞n .

(ii) The linear equation LX + J∞ = 0 has a solution X̃ = {X(i)}i∈Z+ such that
X̃(i)≥ δ In for all i ∈ Z+ where δ > 0 does not depend upon i.

(iii) For each sequence H = {H(i)}i∈Z+ ∈ IntS∞n+ there exists X̃ = {X̃(i)}i∈Z+ ∈
IntS∞n+ which solves LX̃+H = 0.

(iv) There exists a scalar δ > 0 and Y ∈ IntS∞n+ such that LY+δJ∞ ≤ 0.

Definition 2.8.2. We say that the linear differential equation (2.146) is exponen-
tially stable, or equivalently the system (A0,A1, . . . ,Ar;Q) defines an exponentially
stable evolution on the space �1(Z+,Sn) if there exist β ≥ 1, α > 0 such that

‖T (t, t0)‖1 ≤ βe−α(t−t0) (2.175)

for all t ≥ t0, t, t0 ∈ I.

In (2.175), ‖T (t, t0)‖1 is operator norm induced via (2.31) by the usual norm ‖ · ‖1

on �1(Z+,Sn).
Since the cone �1(Z+,Sn+) has empty interior we cannot apply the developments

from Sect. 2.3 in order to derive criteria for exponential stability of the linear
differential equation (2.146) on �1(Z+,Sn).

The result proved in Corollary 2.8.8 shows that the criteria for anticausal
exponential stability of (2.147) could be used as necessary and sufficient conditions
for the exponential stability of (2.146).
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Let L(t) = LA(t)+ Π̃(t) be the partition of the linear operator L(t) considered in
the proof of Proposition 2.6.5, Π̃(t) being defined by (2.144).

We prove:

Lemma 2.8.5. For any monotone and bounded sequence {Xk}k∈Z+ ⊂ S∞n we
have:

(i) lim
k→∞

(Π̃(t)[Xk])(i) = (Π̃(t)[X ])(i) for all i ∈ Z+, t ∈ I.

(ii) lim
k→∞

(T a(t, t0)Xk)(i) = (T a(t, t0)X)(i) for all i ∈ Z+, t ≤ t0, t, t0 ∈ I, where X =

{X(i)}i∈Z+ ∈ S∞n is defined by X(i) = lim
k→∞

Xk(i), i ∈ Z+.

Proof. Without loss of generality we may assume that {Xk}k∈Z is a increasing and
bounded sequence. This means that there exist μ j ∈ R, j = 1,2 such that

μ1In ≤ Xk(i)≤ Xk+1(i)≤ μ2In, ∀(k, i) ∈ Z+×Z+ (2.176)

Therefore, for each i ∈ Z+, X(i) ∈ Sn is well defined by

X(i) = lim
k→∞

Xk(i). (2.177)

Based on (2.176) we infer that X = {X(i)}i∈Z+ ∈ S∞n . From (2.144) we obtain

(Π̃(t)Xk)(i)−(Π̃(t)X)(i)=
r

∑
l=1

AT
l (t, i)(Xk(i)−X(i))Al(t, i)+

∞

∑
j=0
j 	=i

qi j(Xk( j)−X( j)). (2.178)

First, from (2.176) we obtain

lim
k→∞

r

∑
k=1

AT
l (t, i)(Xk(i)−X(i))Al(t, i) = 0 (2.179)

On the other hand applying Corollary 1.2.9 for ak( j) = qi j|Xk( j)−X( j)| we deduce
that limk→∞∑∞j=0, j 	=i qi j|Xk( j)−X( j)|= 0 which leads to

lim
k→∞

∞

∑
j=0, j 	=i

qi j(Xk( j)−X( j)) = 0. (2.180)

Combining (2.178)–(2.180) we obtain that (i) is true.
Let us now prove that (ii) holds. To this end, let us denote Yk(t) = T a(t, t0)Xk,

t ∈ (−∞, t0]∩I, t0 ∈ I being fixed. Since T a(t, t0) is a positive operator, if t ≤ t0 the
inequalities (2.176) yield

μ1(T
a(t, t0)J

∞)(i)≤ Yk(t, i)≤ Yk+1(t, i)≤ μ2(T
a(t, t0)J

∞)(i) (2.181)
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for all i ∈ Z+, t ≤ t0, t ∈ I. From (2.181) we obtain that the matrices Z(t, i) are well
defined by

Z(t, i) = lim
k→∞

Yk(t, i), i ∈ Z+, t ∈ (−∞; t0]∩I.

Furthermore (2.181) yields |Z(t, i)| ≤ μ3|T a(t, t0)J∞|= μ3‖T a(t, t0)‖ for all i ∈ Z+.
This leads to

|Z(t)| ≤ μ3‖T a(t, t0)‖, ∀t ∈ I, t ≤ t0,

where Z(t) = {Z(t, i)}i∈Z+ .
Since t → ‖L(t)‖∞ is a bounded function we deduce that ‖T a(t, t0)‖ ≤ ec(t0−t),

for all t ∈ I, t ≤ t0. This leads to

|Z(t)| ≤ μ3ec(t0−t). (2.182)

Reasoning in the same way we obtain from (2.181)

|Yk(t)| ≤ μ3ec(t0−t) (2.183)

for all t ∈ I, t ≤ t0, k ∈ Z+.
Let T a

A (t,s) be the anticausal linear evolution operator on S∞n defined by the
extended Lyapunov operator LA(t). We have the representation formula

Yk(t) = T a
A (t, t0)Xk +

t0∫

t

T a
A (t,s)Π̃(s)Yk(s)ds

for all t ≤ t0, t ∈ I.
Based on (2.122) written for A(t, i) replaced by A0(t, i)+ 1

2 qiiIn, we obtain the
component wise representation formula

Yk(t, i) =ΦT
i (t0, t)Xk(i)Φi(t0, t)

t0∫

t

ΦT
i (s, t)(Π̃(s)Yk(s))(i)Φi(s, t0)ds (2.184)

for all i ∈ Z+, t ≤ t0, t ∈ I, where Φi(s, t) is the fundamental matrix solution of the
differential equation

d
dt

x(t) = (A0(t, i)+
1
2

qiiIn)x(t).

Using the result proved in the part (i) of the lemma, we obtain that

lim
k→∞

ΦT
i (s, t)(Π̃(s)Yk(s))(i)Φi(s, t) =ΦT

i (s, t)(Π̃(s)Z(s))(i)Φi(s, t) (2.185)

for all i ∈ Z+, t ≤ s≤ t0.
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We recall that the boundedness of the function s → ‖A0(s)‖∞ together with
(2.139) allow us to deduce that

|Φi(s, t)| ≤ ec1(s−t), (2.186)

∀t ≤ s≤ t0, t ∈ I, where c1 > 0 is a constant not depending upon s, t.
Further, from (2.184), (2.186) together with the boundedness of the functions

s→‖Al(s)‖∞, 0≤ l ≤ r yield

xTΦT
i (s, t)(Π̃(s)Yk(s))(i)Φi(s, t)x≤ β̃ec̃(s−t)|x|2 (2.187)

for all t ≤ s ≤ t0, where β̃ , c̃ are positive constants. Applying Lebesque’s Theorem

we obtain via (2.185) and (2.187) that lim
k→∞

t0∫

t
xTΦT

i (s, t)(Π̃(s)Yk(s))(i)Φi(s, t)xds =

t0∫

t
xTΦT

i (s, t)(Π̃(s)Z(s))(i)Φi(s, t)xds for all x ∈ Rn. By a standard procedure, one

obtains finally that

lim
k→∞

t0∫

t

ΦT
i (s, t)(Π̃(s)Yk(s))(i)Φi(s, t)ds =

t0∫

t

ΦT
i (s, t)(Π̃(s)Z(s))(i)Φi(s, t)ds

for all t ≤ t0, t ∈ I. Taking the limit for k→ ∞ in (2.184) we obtain that

Z(t, i) =ΦT
i (t0, t)X(i)Φi(t0, t)+

t0∫

t

ΦT
i (s, t)(Π̃(s)Z(s))(i)Φi(s, t)ds

for all i ∈ Z+, t ≤ t0, t ∈ I.
The above equality may be rewritten in a compact form:

Z(t) = T a
A (t, t0)X +

t0∫

t

T a
A (t,s)Π̃(s)Z(s)ds. (2.188)

Under the considered assumptions the identity (2.188) allows us to deduce that
t → Z(t) is differentiable and additionally it solves the problem with given terminal
condition:

d
dt

Z(t)+L(t)Z(t) = 0, t ≤ t0 (2.189)

Z(t0) = X .

From the uniqueness of the solution of the problem (2.189) we conclude that

Z(t, i) = (T a(t, t0)X)(i) (2.190)

for all i ∈ Z+, t ≤ t0, t ∈ I.
The conclusion follows now from (2.190). So the proof is complete. ��
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Lemma 2.8.6. Assume that the assumptions of Theorem 2.6.7 are fulfilled. Let
Hx

i = {Hx
i ( j)} j∈Z+ be defined by

Hx
i ( j) =

{
0, i f j 	= i
xxT , i f j = i.

(2.191)

where x ∈ Rn and i ∈ Z+ are arbitrary but fixed.
Under the considered assumptions we have:

‖T (t,τ)Hx
i ‖1 = xT [(T a(τ , t)J∞)(i)]x (2.192)

for all t ≥ τ , t,τ ∈ I.

Proof. First we notice that Hx
i ∈ �1(Z+,Sn) and ‖Hx

i ‖1 = |x|2. Therefore T (t,τ)Hx
i

is well defined and we have

‖T (t,τ)Hx
i ‖1 =

∞

∑
j=0

Tr[(T (t,τ)Hx
i )( j)] (2.193)

for all t,τ ∈ I.
For each k ∈ Z+ we consider J∞k = {J∞k ( j)} j∈Z+ where

J∞k ( j) =

{
In, if0≤ j ≤ k
0, if j > k.

It is obvious that J∞k ∈ �2(Z+,Sn) ⊂ S∞n and we have ‖J∞k ‖2 = (k + 1)
√

n and
‖J∞k ‖∞ = 1. Also we have J∞k ≤ J∞k+1 ≤ J∞ for all k ∈ Z+. This yields: T a(τ , t)J∞k ≤
T a(τ , t)J∞k+1 ≤ T a(τ , t)J∞, for all k ∈ Z+, t ≥ τ , t,τ ∈ I because T a(τ , t)≥ 0 for all
t ≥ τ

This allows us to obtain

xT [(T a(τ , t)J∞k )(i)]x≤ xT [(T a(τ , t)J∞k+1)(i)]x≤ xT [(T a(τ , t)J∞)(i)]x (2.194)

for all k ∈ Z+. Moreover, applying Lemma 2.8.5 (ii) for Xk = J∞k we obtain that

lim
k→∞

xT (T a(τ , t)J∞k )(i)x = xT (T a(τ , t)J∞)(i)x. (2.195)

On the other hand, from Theorem 2.6.7 (i) we deduce that T a(τ , t)J∞k ∈ �2(Z+,Sn).
Therefore we may write:

xT [(T a(τ , t)J∞k )(i)]x = Tr[(T a(τ , t)J∞k )(i)xxT ] =

=
∞

∑
j=0

Tr[(T a(τ , t)J∞k )( j)Hx
i ( j)] = 〈T a(τ , t)J∞k ,H

x
i 〉2.
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Further, the equality proved in Theorem 2.6.7 (iii) together with (2.96) yield:

〈T a(τ , t)J∞k ,H
x
i 〉2 = 〈T ∗(t,τ)J∞k ,Hx

i 〉2 = 〈J∞k ,T (t,τ)Hx
i 〉2 =

k

∑
j=0

Tr[(T (t,τ)Hx
i )( j)].

Thus we obtain

xT [(T a(τ , t)J∞k )(i)]x =
k

∑
j=0

Tr[(T (t,τ)Hx
i )( j)]. (2.196)

Based on (2.196) we get

‖T (t,τ)Hx
i ‖1 = lim

k→∞

k

∑
j=0

Tr[(T (t,τ)Hx
i )( j)] = lim

k→∞
xT [(T a(τ , t)J∞k )(i)]x. (2.197)

The conclusion follows from (2.197) and (2.195). Thus the proof is complete. ��
Theorem 2.8.7. Assume that the assumptions of Theorem 2.6.7 are fulfilled. Then
we have

‖T (t,τ)‖1 ≤ ‖T a(τ , t)‖ ∀ t ≥ τ , t,τ ∈ I. (2.198)

Proof. Let i ∈ Z+ be arbitrary but fixed and ψi : �1(Z+,Sn) → �1(Z+,Sn) be
defined by

ψi(X)( j) =

{
0, if j 	= i
X(i), if j = i

(2.199)

for any X = {X( j)} j∈Z+ ∈ �1(Z+,Sn). We have

∥
∥
∥
∥X−

k
∑

i=0
ψi(X)

∥
∥
∥
∥

1
=

∞
∑

i=k+1
|X(i)|1

which leads to lim
k→∞

∥
∥
∥
∥X−

k
∑

i=0
ψi(X)

∥
∥
∥
∥

1
= 0.

Hence X =
∞
∑

i=0
ψi(X) for all X ∈ �1(Z+,Sn).

Further we have

T (t,τ)X =
∞

∑
i=0

T (t,τ)ψi(X) (2.200)

because T (t,τ) ∈ B(�1(Z+,Sn)).
Let λi1,λi2, . . . ,λin be real numbers and ei1,ei2, . . . ,ein ∈Rn be orthogonal vectors

such that |ei j|= 1, 1≤ j≤ n and X(i) =
n
∑
j=1

λi jei jeT
i j. Combining (2.191) and (2.199)

we deduce:
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ψi(X) =
n

∑
j=1

λi jH
ei j
i (2.201)

where H
ei j
i is defined as in (2.191) with ei j instead of x.

For each k ≥ 1 we write

∥
∥
∥
∥
∥

k

∑
i=0

T (t,τ)ψi(X)

∥
∥
∥
∥
∥

1

≤
k

∑
i=0

‖T (t,τ)ψi(X)‖1 ≤
k

∑
i=0

n

∑
j=1
|λi j|

∥
∥
∥T (t,τ)Hei j

i

∥
∥
∥

1
.

Applying Lemma 2.8.6 we obtain

k

∑
i=0
‖T (t,τ)Ψi(X)‖1 ≤

k

∑
i=0

n

∑
j=1
|λi j|eT

i j[(T
a(τ, t)J∞)(i)]ei j ≤

k

∑
i=0

h

∑
j=1
|λi j||(T a(τ, t)J∞)(i)|.

Invoking (2.6) we infer
k
∑

i=0
‖T (t,τ)ψi(X)‖1 ≤ ‖T a(τ , t)J∞‖∞

∞
∑

i=0
|X(i)|1 for all

k ≥ 1.
Hence we have shown that

∞

∑
i=0
‖T (τ , t)ψi(X)‖1 ≤ ‖T a(τ , t)J∞‖∞‖X‖1. (2.202)

Further, from (2.200) to (2.202) we get:

‖T (t,τ)X‖1 ≤ ‖T a(τ , t)J∞‖∞‖X‖1, (∀) X ∈ �1(Z+,Sn), t ≥ τ , t,τ ∈ I.

So we may conclude that ‖T (t,τ)‖1 ≤ ‖T a(τ , t)J∞‖∞ for all t ≥ τ , t,τ ∈ I. To show
that the last inequality coincides with (2.198) we apply Theorem 2.1.10 in the
special case of the positive operator T a(τ , t) together with Corollary 2.1.7 (ii) and
obtain that ‖T a(τ , t)J∞‖∞ = ‖T a(τ , t)‖. This ends the proof. ��
Corollary 2.8.8. Under the assumptions of Theorem 2.6.7 the following are equiv-
alent:

(i) the operator valued function L(·) defines an exponentially stable anticausal
evolution on S∞n ;

(ii) the operator valued function L(·) defines an exponentially stable evolution on
�1(Z+,Sn).

Proof. (i)→ (ii). If (i) holds, then there exist β ≥ 1, α > 0 such that ‖T a(τ , t)‖ ≤
βe−α(t−τ) for all τ , t ∈ I, t ≥ τ . Then from Theorem 2.8.7 we get

‖T (t,τ)‖1 ≤ βe−α(t−τ) (2.203)

for all t ≥ τ , t,τ ∈ I. This shows that (ii) is true.
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Let us prove now that (ii)→ (i). If (ii) holds, then there exist β ≥ 1, α > 0
such that (2.203) is true. From Lemma 2.8.6 we have xT (T a(τ , t)J∞)(i)x ≤
‖T (t,τ)‖1‖Hx

i ‖1 which yields xT (T a(τ , t)J∞)(i)x ≤ βe−α(t−τ)|x|2 for all t ≥ τ ∈
I, x ∈ Rn, i ∈ Z+. Therefore |(T a(τ , t)J∞)(i)| ≤ βeα(τ−t), (∀) i ∈ Z+, which
leads to

‖T a(τ , t)J∞‖∞ ≤ βeα(τ−t). (2.204)

Applying Theorem 2.1.10 to the positive operator T a(τ , t) and using Corollary 2.1.7
(ii) we obtain from (2.204) that ‖T a(τ , t)‖ ≤ βeα(τ−t), for all t ≥ τ , t,τ ∈ I. This
confirms that the implication (ii)→ (i) is true. So the proof is complete. ��

Notes and References

The term resolvent positive seems to have been coined by Arendt, e.g., [5].
A resolvent positive operator is also called Metzler operator, e.g., in [62, 88]. Con-
dition (i) from Theorem 2.2.2 is often called exponential positivity or exponential
nonnegativity, e.g., [9,10,96]. The notion of quasi-monotonic is introduced in [60].
Operators satisfying (iii) in Theorem 2.2.2 are called cross-positive in [128]. In the
finite dimensional case Theorem 2.2.2 is proved in [60], while Theorem 2.2.3 is
proved in [50]. Lemma 2.2.4 and Theorem 2.5.1 can be found in [27,29]. The result
stated in Theorem 2.1.2 was proved in [97]. Many results of this chapter may be
found in [52].



Chapter 3
Exponential Stability in Mean Square

In this chapter the problem of mean square exponential stability of the zero solution
to the stochastic differential equations of type (1.22) is studied. The stability of a
steady-state is one of the main tasks which appears in many design problems of
controllers with prescribed performances.

In the case of stochastic systems there are several possibilities to define the
concept of stability of a steady-state. Among them, one of the most popular is
the so-called exponential stability in mean-square (ESMS). The ESMS has the
advantage that it may be characterized by some conditions easy to be checked.
Moreover in some particular cases as the time invariant case or in the periodic
case, the ESMS is equivalent with other types of stability in mean square. From
the representation formula proved in Theorems 3.1.1 and 3.1.4 one obtains that the
ESMS of the zero-solution of (1.22) is equivalent with the exponential stability
of the zero-solution of a deterministic linear differential equation on a finite or
infinite dimensional linear space adequately chosen. The deterministic differential
equations are defined by the so-called Lyapunov-type operators acting on a space
of symmetric matrices. Criteria for exponential stability of the zero solution of
Lyapunov differential equations were derived in a more general setting in Chap. 2.

This chapter starts with several theorems, named representation theorems, which
emphasize the relationship between the linear evolution operators defined by
Lyapunov differential equations and the fundamental matrix solution of (1.22)

In the last section of the chapter some useful estimates of the solutions of
affine equations are derived. Some aspects concerning the ESMS of the zero state
equilibrium for nonlinear stochastic differential equations of type (1.16) will be
discussed in Chap. 8.

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 3, © Springer Science+Business Media New York 2013
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3.1 Representation Theorems

3.1.1 The First Representation Theorem

A. The case D = {1,2, . . . ,d}.

Consider the system of linear stochastic differential equations (1.22) where
η(t) is a standard homogeneous Markov process with the finite set of states
D = {1,2, . . . ,d}. Based on the coefficients Ak(t, i),0 ≤ k ≤ r of the system (1.22)
and the elements qi j of the generator matrix Q of the Markov process we define
the Lyapunov-type operators L(t) via (2.124). We also recall T (t, t0) stands for the
linear evolution operator on Sd

n defined by the linear differential equation (2.125).
In order to motivate the definition of the Lyapunov operator L(t) and its

corresponding evolution operator T (t, t0), we shall prove the following result
which establishes the relationship between the evolution operator T (t, t0) and the
fundamental matrix solution of a system of stochastic linear differential equations
of type (1.22).

Theorem 3.1.1. Assume that I = R+ and that the elements of Q satisfy (2.123) and
the additional condition ∑d

j=1 qi j = 0, i ∈ D. Under these assumptions we have

(T ∗(t, t0)H)(i) = E
[
ΦT (t, t0)H(η(t))Φ(t, t0)|η(t0) = i

]

for all t ≥ t0 ≥ 0, H ∈ Sd
n , i ∈ D, where Φ(t, t0) is the fundamental matrix solution

of the system (1.22).

Proof. Let U(t, t0) : Sd
n →Sd

n be defined by

(U(t, t0)(H))(i) = E
[
ΦT (t, t0)H(η(t))Φ(t, t0)|η(t0) = i

]
,

H ∈ Sd
n , i ∈ D, t ≥ t0.

Take H ∈ Sd
n , we define v(t,x, i) = xT H(i)x, x ∈ Rn, i ∈ D, t ≥ 0.

Applying Theorem 1.10.2 from Chap. 1 (the Itô-type formula) to the function
v(t,x, i) and to (1.22) we obtain

xT (U(t, t0)(H))(i)x− xT H(i)x = xT
(∫ t

t0
(U(s, t0)(L∗(s)H))(i)ds

)

x,

and hence

d
dt
U(t, t0) = U(t, t0)L∗(t).

Since U(t0, t0) = T ∗(t0, t0) it follows using (2.127) that

U(t,s) = T ∗(t,s)

t ≥ s and the proof is complete. ��
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As we shall see in Sect. 3.2, the above result allows us to reduce the study of the
exponential stability for the linear stochastic system (1.22) to the problem of the
exponential stability for a deterministic system of type (2.125).

Remark 3.1.1. (i) If in the system (1.22) we have Ak(t +θ) = Ak (t) , t ≥ 0, i ∈ D,
then from Theorem 3.1.1 and the Remark 2.6.3 (ii) we deduce that

E
[
|Φ(t +θ , t0 +θ)x0|2 | η (t0 +θ) = i

]

= E
[
|Φ(t, t0)x0|2 | η (t0) = i

]

for all t ≥ t0 ≥ 0, i ∈ D, x0 ∈ Rn;
(ii) If the system (1.22) is time invariant, then according to Theorem 3.1.1 and the

Remark 2.6.3 (i), we have

E
[
|Φ(t, t0)x0|2 | η (t0) = i

]

= E
[
|Φ(t− t0,0)x0|2 | η (0) = i

]

for all t ≥ t0 ≥ 0, i ∈ D, x0 ∈ Rn.

Let L̂(t) be the Lyapunov-type operator defined by the pair (A;Q) via (2.134)
with A0(t, i) replaced by A(t, i). The following result provides a relationship between
the linear evolution operator T̂ (t, t0) defined by the linear differential equation
d
dt S(t) = L̂(t)S(t) and the fundamental matrix solution Φ̂(t, t0) of (1.23).

Proposition 3.1.2. Under the assumptions of Theorem 3.1.1 we have
(
T̂ ∗(t, t0)H

)
(i) = E

[
Φ̂T (t, t0)H(η(t))Φ̂(t, t0)|η(t0) = i

]

for all t ≥ t0 ≥ 0, H ∈ Sd
n , i ∈ D, where Φ̂(t, t0) is the fundamental matrix solution

of the system (1.23).

Let us consider now the case D = {1} and q11 = 0. In this case Sd
n reduces to

Sn. Let L(t) be the linear Lyapunov operator defined by the system (A0, . . . ,Ar) by
(2.137) where Ak(t) = Ak(t,1). The evolution operator T (t, t0) will be called the
evolution operator on Sn defined by the system (A0, . . . ,Ar). The operator (2.137)
corresponds to the stochastic linear system (1.24).

Proposition 3.1.3. If I = R+ and T (t, t0) is the linear evolution operator on Sn

defined by the Lyapunov operator (2.137), then we have the following representation
formulae

T (t, t0)S = E
[
Φ(t, t0)SΦT (t, t0)

]
,

T ∗ (t, t0)S = E
[
ΦT (t, t0)SΦ(t, t0)

]

for all t ≥ t0 ≥ 0,S ∈ Sn, Φ(t, t0) denoting the fundamental matrix solution of the
system (1.24).
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Proof. The second equality follows directly from Theorem 3.1.1 and the first
follows from the second one and the definition of the adjoint operator. ��
B. The case D = Z+

Let us assume that the system (1.22) is affected by a standard homogeneous
Markov chain with an infinite countable set of states (η(t),P(t),Z+). In the sequel
L(t) is the Lyapunov-type operator on S∞n defined by (2.141) using the coefficients
of the system (1.22) and the elements qi j of the generator matrix Q. The following
result establishes a relationship between the anticausal linear evolution operator
T a(t,τ) generated by L(t) and the fundamental matrix solution Φ(t, t0) of the
system (1.22).

Theorem 3.1.4. Assume that

(a) The functions t→Ak(t, i) are continuous on R+ uniformly with respect to i∈Z+

and supt≥0‖Ak(t)‖∞ < ∞,0≤ k ≤ r.
(b) The elements of the generator matrix Q satisfy the conditions (1.31) and (1.32).
(c) The initial distributions of the Markov process satisfy (1.33).

Under these conditions we have

(T a(τ , t)H)(i) = E[ΦT (t,τ)H(η(t))Φ(t,τ)|η(τ) = i] ∀i ∈ Z+, (3.1)

H = {H(i)}i∈Z+ ∈ S∞n , t ≥ τ ≥ 0.

Proof. For t ≥ τ ≥ 0 consider the linear bounded operators, V(t,τ) : S∞n → S∞n ,
defined by

(V(t,τ)H)(i) = E[ΦT (t,τ)H(η(t))Φ(t,τ)|η(τ) = i], ∀i ∈ Z+, H ∈ S∞n . (3.2)

Let τ ≥ 0 be fixed. Applying Itô-type formula (1.35) for x(t; t0,x0)=Φ(t, t0)x0, x0 ∈
Rn,K(t) = H ∈ S∞n ,k(t) = 0,k0(t) = 0, one obtains

xT
0 [(V(t,τ)H)(i)]x0 = xT

0 H(i)x0 +xT
0

(∫ t

τ
E[ΦT (s,τ)(L(s)H)(η(s))Φ(s,τ)|η(τ) = i]ds

)

x0

for all i ∈ Z+, t ≥ τ , x0 ∈ Rn. Invoking (3.2) and taking into account that x0, i are
arbitrary, we deduce that

V(t,τ)H = H+
∫ t

τ
V(s,τ)(L(s)H)ds.

This shows that t →V(t,τ) verifies the following integral equation on B(S∞n )

V(t,τ) = IS∞n +

∫ t

τ
V(s,τ)L(s)ds (3.3)
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for all t ≥ τ . On the other hand, from the properties of the linear evolution operators
we obtain

∂
∂ s

T a(τ ,s) = T a(τ ,s)L(s).

Integrating the last equation one obtains

T a(τ , t) = IS∞n +
∫ t

τ
T a(τ ,s)L(s)ds (3.4)

for all t ≥ τ . From (3.3) and (3.4) one sees that both t → V(t,τ) and t → T a(τ , t)
are two solutions of the same integral equation on B(S∞n ). From the uniqueness of
the solution of the above integral equation we may conclude that

V(t,τ) = T a(τ , t) (3.5)

for all t ≥ τ . Since τ was arbitrary chosen we deduce that (3.5) is true for all t ≥
τ ≥ 0. From (3.5) and (3.2) we conclude that (3.1) is fulfilled and this completes the
proof. ��
Remark 3.1.2. (i) The properties of the fundamental matrix solution Φ(t, t0) of

(1.22) displayed in the Remark 3.1.1 remain true also in the case when the
system (1.22) is affected by a standard homogeneous Markov process with an
infinite countable number of states.

(ii) Taking H(i) = In, i ∈ Z+ in (3.1) we obtain E[ΦT (t, t0)Φ(t, t0)|η(t0) =
i] = [T a(t0, t)J∞](i), for all i ∈ Z+, t ≥ t0 ≥ 0. Based on (2.8) we get
E[|Φ(t, t0)|2|η(t0) = i] ≤ ‖T a(t0, t)J∞‖∞. Further Corollary 2.1.7 (ii),
Theorem 2.1.10 and Proposition 2.6.5 yield

E[|Φ(t, t0)|2|η(t0) = i]≤ ‖T a(t0, t)‖

for all i ∈ Z+, t ≥ t0 ≥ 0. This allows us to deduce via Remark 2.2.1 (v) the
estimates

E[|Φ(t, t0)|2|η(t0) = i]≤ eγ(t−t0) (3.6)

for all i ∈ Z+,

E[|Φ(t, t0)|2]≤ eγ(t−t0) (3.7)

for all t ≥ t0 ≥ 0, where γ = supt≥0‖L(t)‖.
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3.1.2 The Second Representation Theorem

In this subsection we provide some representation formulae of the causal evolution
operators T (t, t0) defined on Sd

n and �1(Z+,Sn), respectively.
For the beginning we consider the case D = {1,2, . . . ,d}.

Remark 3.1.3. Although in Theorem 3.1.1 we determined a representation formula
for the adjoint operator T ∗ (t, t0), a representation formula for T (t, t0) can be also be
given, namely

(T (t, t0)H)( j) =
d

∑
i=1

E
[
Φ(t, t0)HiΦT (t, t0)χη(t)= j | η (t0) = i

]
, (3.8)

t ≥ t0 ≥ 0, j ∈ D, H ∈ Sd
n . Indeed, we have for T = T (t, t0),

〈T H,G〉= 〈H,T ∗G〉=
d

∑
i=1

Tr
[
HiE

[
ΦT (t, t0)G(η (t))Φ(t, t0) | η (t0) = i

]]

=
d

∑
i=1

d

∑
j=1

Tr
[
HiE

[
ΦT (t, t0)G( j)Φ(t, t0)χη(t)= j | η (t0) = i

]]

=
d

∑
i=1

d

∑
j=1

E
[
Tr[

(
HiΦT (t, t0)G( j)Φ(t, t0)

)
χη(t)= j | η (t0) = i]

]

=
d

∑
i=1

d

∑
j=1

E
[
Tr[

(
G( j)Φ(t, t0)HiΦT (t, t0)

)
χη(t)= j | η (t0) = i]

]

=
d

∑
j=1

Tr

[

G j

(
d

∑
i=1

E
[
Φ(t, t0)HiΦT (t, t0)χη(t)= j | η (t0) = i

]
)]

,

from which (3.8) directly follows.

Consider now the case D = Z+.
For each H = {H(i)}i∈Z+ ∈ �1(Z+,Sn) we define:

(ϒH)(i) =
∞

∑
j=0

E[Φ(t, t0)H( j)ΦT (t, t0)χ{η(t)=i}|η(t0) = j]. (3.9)

We have |E[Φ(t, t0)H( j)ΦT (t, t0)χ{η(t)=i}|η(t0) = j]| ≤ E[|Φ(t, t0)|2χ{η(t)=i}
|η(t0) = j]|H( j)|. Let N1,N2 ∈ Z+ be arbitrary but fixed. Invoking (3.6) we may
write successively
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N1

∑
i=0

∣
∣
∣
∣
∣

N2

∑
j=0

E[Φ(t, t0)H( j)ΦT (t, t0)χ{η(t)=i}|η(t0) = j]

∣
∣
∣
∣
∣
≤

N2

∑
j=0

N1

∑
i=0

E
[
|Φ(t, t0)|2χ{η(t)=i}|η(t0) = j

]
|H( j)| ≤

N2

∑
j=0

E
[
|Φ(t, t0)|2|η(t0) = j

]
|H( j)| ≤ eγ(t−t0)

N2

∑
j=0
|H( j)|.

Taking the limits for N1 → ∞,N2 → ∞ we get

∞

∑
i=0

∣
∣
∣
∣
∣

∞

∑
j=0

E[Φ(t, t0)H( j)ΦT (t, t0)χ{η(t)=i}|η(t0) = j]

∣
∣
∣
∣
∣
≤ eγ(t−t0)‖̃H‖̃1 (3.10)

with ‖̃ · ‖̃1 being introduced by (2.11). Thus from (3.9) and (3.10) we obtain that

‖̃ϒH‖̃1 ≤ eγ(t−t0)‖̃H‖̃1. (3.11)

This allows us to conclude that ϒ defined via (3.9) lies in B(�1(Z+,Sn)). Now we are
in position to prove a representation formula of the causal linear evolution operator
T (t, t0) defined by the Lyapunov-type operator (2.140).

Proposition 3.1.5. Assume that

(a) The assumptions from Theorem 3.1.4 are fulfilled;
(b) The elements qi j of the generator matrix Q satisfy the condition (2.149).

Under these conditions we have

(T (t, t0)H)(i) =
∞

∑
j=0

E
[
Φ(t, t0)H( j)ΦT (t, t0)χ{η(t)=i}|η(t0) = j

]
(3.12)

for all i ∈ Z+,H ∈ �1(Z+,Sn), t ≥ t0 ≥ 0.

Proof. Let H = {H(i)}i∈Z+ ∈ �1(Z+,Sn) and G = {G(i)}i∈Z+ ∈ �2(Z+,Sn) be
arbitrary but fixed. Invoking Proposition 2.1.3 and Theorem 2.6.7 (ii) we may write

〈G,T (t, t0)H〉2 = 〈T ∗(t, t0)G,H〉2.

Using Corollary 2.6.8 we may infer that

〈G,T (t, t0)H〉2 = 〈T a(t0, t)G,H〉2. (3.13)
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Based on (2.13) and (3.1) we deduce

〈T a(t0, t)G,H〉2 =
∞

∑
j=0

Tr[(T a(t0, t)G)( j)H( j)] =

∞

∑
j=0

Tr
[
E[ΦT (t, t0)G(η(t))Φ(t, t0)|η(t0) = j]H( j)

]
. (3.14)

Similarly with the case D = {1,2, . . . ,d} we can show that

∑∞j=0 Tr
[
E[ΦT (t, t0)G(η(t))Φ(t, t0)|η(t0) = j]H( j)

]
=

∑∞i=0 Tr[G(i)(ϒH)(i)] = 〈G,ϒH〉2.
(3.15)

Combining (3.13)–(3.15) one obtains

〈G,T (t, t0)H〉2 = 〈G,ϒH〉2.

Since G is arbitrary in �2(Z+,Sn) it follows that

T (t, t0)H = ϒH (3.16)

for all H∈ �1(Z+,Sn). The conclusion follows from (3.9) and (3.16). Thus the proof
is complete. ��

Let ζ be a random vector or a random matrix with the property that
E[|ζ |] < ∞. Let us define Ẽt [ζ ] � {E[ζχ{η(t)=i}]}i∈Z+ . From the inequality

∑
i∈Z+

|E[ζχ{η(t)=i}]| ≤ E[|ζ |] we deduce that Ẽt [ζ ] ∈ �1(Z+,Rn) or Ẽt [ζ ] ∈

�1(Z+,Rn×n), respectively.
Particularly, for ζ = x(t; t0,x0)xT (t; t0,x0), we have E[|ζ |] = E[|x(t; t0,x0)|2] <

+∞. Hence, Ẽt [x(t; t0,x0)xT (t; t0,x0)] ∈ �1(Z+,Sn).
Now we prove a representation theorem for the operator T (t, t0) in the absence

of the additional condition (2.149).

Theorem 3.1.6. Under the assumptions of Theorem 3.1.4 the solution of the system
(1.22) satisfies:

Ẽt [x(t; t0,x0)x
T (t; t0,x0)] = T (t, t0)Ẽt0 [x0xT

0 ], ∀t ≥ t0 ≥ 0, x0 ∈ Xt0

where Xt0 is the set of n-dimensional random vectors x0, Ht0-measurable and
E[|x0|2]< ∞.

Proof. Applying the Itô-type formula (1.35) for x(t; t0,x0) = Φ(t, t0)x0, x0 ∈
Xt0 ,K(t) = H ∈ S∞n ,k(t) = 0,k0(t) = 0, one gets

E
[
xT (t; t0,x0)H(η(t))x(t; t0,x0)|η(t0) = i] = E[xT

0 H(i)x0|η(t0) = i
]

+
t∫

t0
E
[
xT (s; t0,x0)(L(s)H(s))(η(s))x(s; t0,x0)|η(t0) = i

]
ds

(3.17)
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for all i ∈ Z+, t ≥ t0 ≥ 0, x0 ∈ Xt0 , where L(s) : S∞n →S∞n is defined as in (2.141).
Taking the expectation in (3.17) it follows that

E
[
xT (t; t0,x0)H(η(t))x(t; t0,x0)] = E[xT

0 H(η(t0))x0
]

+
t∫

t0
E
[
xT (s; t0,x0)(L(s)H)(η(s))x(s; t0,x0)

]
ds

(3.18)

for all t ≥ t0 ≥ 0, H ∈ S∞n , x0 ∈ Xt0 .
Let x ∈Rn, i0 ∈ Z+ be arbitrary but fixed. Let Hi0 ∈ S∞n be defined by Hi0(i) = 0

if i 	= i0 and Hi0(i) = xxT if i = i0. In this case, (3.18) becomes,

xT E
[
x(t; t0,x0)xT (t; t0,x0)χ{η(t)=i0}

]
x = xT E[x0xT

0 χ{η(t0)=i0}]x

+
t∫

t0
E[xT (s; t0,x0)(L(s)Hi0)(η(s))x(s; t0,x0)]ds.

(3.19)

By direct calculations, based on (2.140)–(2.141) as well as by the special form of
Hi0 one obtains that

E
[
xT (s; t0,x0)(L(s)Hi0)(η(s))x(s; t0,x0)

]
= xT

(
L(s)Ẽs

[
x(s; t0,x0)x

T (s; t0,x0)
])

(i0)x.

(3.20)

Plugging (3.20) in (3.19) and taking into account that x, i0 were arbitrarily chosen,
we obtain:

Ẽt [x(t; t0,x0)x
T (t; t0,x0)] = Ẽt0 [x0xT

0 ]+

t∫

t0

L(s)Ẽs[x(s; t0,x0)x
T (s; t0,x0)]ds.

This shows that t → Ẽt [x(t; t0,x0)xT (t; t0,x0)] solves the linear differential equation
(2.147). Thus it is the representation formula from the statement and therefore the
proof is complete. ��

3.1.3 The Third Representation Theorem

In this subsection D = {1,2, . . . ,d}.
Throughout this monograph (Rn)d stands for the direct product

(Rn)d := Rn×·· ·×Rn
︸ ︷︷ ︸

d
,

that is y ∈ (Rn)d if and only if y = (y(1) , . . . ,y(d)) , y(i) ∈ Rn, i ∈ D.
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We consider the inner product on (Rn)d

〈y,z〉=
d

∑
i=1

yT (i)z(i)

for all y = (y(1) , . . . ,y(d)) and z = (z(1) , . . . ,z(d)) in (Rn)d .
By ‖y‖ we denote the norm defined by:

‖y‖2 = 〈y,y〉=
d

∑
i=1

|y(i)|2 .

If T : (Rn)d → (Rn)d is a linear operator, then ‖T‖ stands for the operator norm
induced by the considered norm in (Rn)d .

Let A : R+→Md
n be a bounded and continuous function, that is

A(t) = (A(t,1) , . . . ,A(t,d)) , t ∈ R+.

For each t ≥ 0 we define the linear operator M (t) : (Rn)d → (Rn)d by

(M (t)y)(i) = A(t, i)y(i)+
d

∑
j=1

q jiy( j) , i ∈ D (3.21)

y = (y(1) , . . . ,y(d)) ∈ (Rn)d , Q = (qi j) ∈ Rd×d satisfies the conditions qi j ≥ 0 for
i 	= j and ∑d

j=1 qi j = 0. It is easy to check that for each t ≥ 0, M (t) is a linear and

bounded operator on the Hilbert space (Rn)d and t→‖M (t)‖ is a bounded function.
Let us consider the linear differential equation on (Rn)d :

d
dt

y(t) = M (t)y(t) . (3.22)

Let R(t, t0) be the linear evolution operator associated with (3.22), that is

d
dt

R(t, t0) = M (t)R(t, t0) , R(t0, t0)y = y

for all t, t0 ≥ 0, y ∈ (Rn)d .
By M∗ (t) and R∗ (t, t0) we denote the adjoint operators of M (t) and R(t, t0),

respectively, on (Rn)d . One can easily see that

(M∗ (t)y)(i) = AT (t, i)y(i)+
d

∑
j=1

qi jy( j) , i ∈ D, y ∈ (Rn)d

d
dt

R∗ (t, t0) = R∗ (t, t0)M∗ (t) (3.23)

d
dt

R∗ (s, t) = −M∗ (t)R∗ (s, t)

for all t,s∈R+. The operator R(t, t0) will be termed the evolution operator on (Rn)d

defined by the pair (A,Q).
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The next result provides the relationship between the evolution operator R(t, t0)
and the fundamental matrix solution Φ(t, t0) of the stochastic system (1.23).

Proposition 3.1.7. Under the assumptions given at the beginning of the section, the
following equality holds

(R∗ (t, t0)y)(i) = E
[
ΦT (t, t0)y(η (t)) | η (t0) = i

]
, t ≥ t0 ≥ 0

i ∈ D, y = (y(1) , . . . ,y(d)) ∈ (Rn)d.

Proof. Let t ≥ t0 ≥ 0 and the operator V (t, t0) : (Rn)d → (Rn)d be defined by

(V (t, t0)y)(i) = E
[
ΦT (t, t0)y(η (t)) | η (t0) = i

]
,

i ∈ D, y = (y(1) , . . . ,y(d)) ∈ (Rn)d . Let y be fixed and consider the function v :
Rn×D→ R by

v(x, i) = xT y(i) .

Applying the Itô-type formula (Theorem 1.10.2) to the function v and to the system
(1.23), we obtain:

E [v(x(t) ,η (t)) | η (t0) = i]− xT
0 y(i)

= E

[
∫ t

t0
xT (s)

(

AT
0 (s,η (s))y(η (s))+

d

∑
j=1

qη(s) jy( j)

)

ds | η (t0) = i

]

where x(s) =Φ(s, t0)x0. Further, we write

xT
0 (V (t, t0)y)(i)− xT

0 y(i) = xT
0

∫ t

t0
(V (s, t0)M∗ (s)y)(i)ds

for all t ≥ t0 ≥ 0, x0 ∈ Rn, i ∈ D. Therefore we may conclude that

V (t, t0)y− y =
∫ t

t0
V (s, t0)M∗ (s)yds

for all t ≥ t0 and y ∈ (Rn)d .
By differentiation, we deduce that

d
dt

V (t, t0)y =V (t, t0)M∗ (t)y

for all y ∈ (Rn)d . Hence

d
dt

V (t, t0) =V (t, t0)M∗ (t) , t ≥ t0.

Since V (t0, t0) = R∗(t0, t0), from (3.23) it results that V (t, t0) = R∗ (t, t0), for all
t ≥ t0 ≥ 0 and the proof ends. ��
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3.2 Mean Square Exponential Stability

In this section we introduce the concept of mean square exponential stability of
the zero-solution of the stochastic linear differential equations of type (1.22) and
we also give necessary and sufficient conditions ensuring this kind of stability. The
results proved in this section extend the ones corresponding to the particular cases
for the systems (1.23) and (1.24), respectively.

For the beginning we do not separate the case D = {1,2, . . . ,d} and the case
D = Z+.

Definition 3.2.1. We say that the zero state equilibrium of the system of stochastic
linear differential equations (1.22) is

(i) Exponentially stable in mean square with conditioning (ESMS-C), if there exist
β ≥ 1, α > 0 such that

E[|Φ(t, t0)x0|2|η(t0) = i]≤ βe−α(t−t0)|x0|2 (3.24)

for all t ≥ t0 ≥ 0, x0 ∈ Rn, i ∈ D and for every admissible initial distribution π0

of the Markov process;
(ii) Exponentially stable in mean square (ESMS), if there exist β ≥ 1, α > 0, such

that

E[|Φ(t, t0)x0|2]≤ βe−α(t−t0)|x0|2 (3.25)

for all t ≥ t0 ≥ 0, x0 ∈ Rn, and for any admissible initial distribution π0 of the
Markov process.

Remark 3.2.1. Since (1.22) and its special forms (1.23)–(1.25) are stochastic linear
differential equations, the ESMS of the zero state equilibrium is equivalent with
the exponential stability of every solution. Hence, both the properties of ESMS-C
and ESMS characterize the full system of differential equations, not only the zero
solution. Hence in the sequel we shall say that the system (1.22) is ESMS-C or
ESMS, respectively, if (3.24) or (3.25), respectively, are fulfilled.

Proposition 3.2.1. The following are equivalent

(i) The system (1.22) defines an ESMS-C evolution;
(ii) There exist β ≥ 1, α > 0 such that

E
[
|Φ(t, t0)|2 | η (t0) = i

]
≤ βe−α(t−t0), t ≥ t0 ≥ 0, i ∈ D ;

(iii) There exist β1 ≥ 1, α1 > 0 such that

E
[
|Φ(t, t0)|2 | η (t0)

]
≤ β1e−α1(t−t0), a.s., t ≥ t0 ≥ 0;
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(iv) There exist β̃ ≥ 1, α̃ > 0 such that

E
[
|Φ(t, t0)ξ |2 | η (t0) = i

]
≤ β̃e−α̃(t−t0)E

[
|ξ |2 | η (t0) = i

]
,

t ≥ t0 ≥ 0, i ∈D, and ξ is any random vectorHt0-measurable and E
[
|ξ |2

]
<

∞.

Proof. (i)⇐⇒ (ii), (iii)⇒(ii) and (iv)⇒(i) are obvious.
We prove now the implication (i) ⇒ (iii). Let e1, . . . ,en be the canonical basis

in Rn, that is ek = (0, . . . ,0,1,0, . . . ,0)T with 1 being the k-th element. From the
inequality

|Φ(t, t0)|2 ≤
n

∑
k=1

|Φ(t, t0)ek|2

we deduce that

E
[
|Φ(t, t0)|2 | η (t0)

]
≤

n

∑
k=1

[
|Φ(t, t0)ek|2 | η (t0)

]
.

Since η (t0) has either a finite set of states or an infinite countable set of states we
have

E
[
|Φ(t, t0)|2 | η (t0)

]
≤

n

∑
k=1
∑
j∈D

χη(t0)= jE
[
|Φ(t, t0)ek|2 | η (t0) = j

]
a.s.

Using (3.24) we can write

E
[
|Φ(t, t0)|2 | η (t0)

]
≤ β

n

∑
k=1
∑
j∈D

χη(t0)= je
−α(t−t0) |ek|2

= βne−α(t−t0) a.s.

which shows that (iii) holds. Now we prove (iii)⇒(iv). Let ξ be an arbitrary random

vectorHt0 -measurable and E
[
|ξ |2

]
< ∞. From the inequality

|Φ(t, t0)ξ |2 ≤ |Φ(t, t0)|2 |ξ |2

we deduce that

E
[
|Φ(t, t0)ξ |2 | Ht0

]
≤ E

[
|Φ(t, t0)|2 |ξ |2 | Ht0

]

= |ξ |2 E
[
|Φ(t, t0)|2 | Ht0

]
.
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Since the components of Φ(t, t0) are measurable with respect to η (s) , w j (s) , t0 ≤
s≤ t, j = 1, . . . ,r, it follows that we may apply Theorem 1.10.1 and we get

E
[
|Φ(t, t0)ξ |2 | Ht0

]
≤ |ξ |2 E

[
|Φ(t, t0)|2 | η (t0)

]
a.s.

Using (iii) we deduce that

E
[
|Φ(t, t0)ξ |2 | Ht0

]
≤ β1e−α1(t−t0) |ξ |2 , a.s., t ≥ t0 ≥ 0.

Further one easily deduces that

E
[
|Φ(t, t0)ξ |2 | η (t0) = i

]
≤ β1e−α1(t−t0)E

[
|ξ |2 | η (t0) = i

]

for all t ≥ t0 ≥ 0, i ∈ D, and the proof ends. ��
Remark 3.2.2. (i) In the particular case when the considered system of stochastic

differential equations is of type (1.24), the two types of mean square exponen-
tial stability introduced in Definition 3.2.1 reduce to

E
[
|Φ(t, t0)x0|2

]
≤ βe−α(t−t0) |x0|2 (3.26)

for all t ≥ t0, x0 ∈ Rn.
(ii) From (3.24) and (3.25) it follows that if the system (1.22) is ESMS-C, then it is

ESMS. However, we can notice that in the presence of Markovian perturbations
in the system, the reverse implication is not always true. We shall see later (see
Theorems 3.2.4 and 3.2.5) that ESMS-C is equivalent to ESMS in the case
D= {1,2, . . . ,d} and the system (1.22) is either in the special case of (1.25) or
it has periodic coefficients.

(iii) In the time-invariant case, based on Remark 3.1.1 (ii) we obtain that the system
(1.25) defines an ESMS-C evolution if and only if there exist β ≥ 1, α > 0
such that

E
[
|Φ(t,0)x0|2 | η (0) = i

]
≤ βe−αt |x0|2

for all t ≥ 0, i ∈ D, x0 ∈ Rn.

The next result emphasizes the relationship between the ESMS with conditioning
ESMS-C of the system (1.22) and the exponential stability of Lyapunov-type
differential equations on SD

n .

Theorem 3.2.2. (a) If D = {1,2, . . . ,d}, the following statements are equiva-
lent:

(i) The system (1.22) defines an ESMS-C evolution;
(ii) The linear evolution operator T (t, t0) defined by the corresponding

Lyapunov-type equation (2.125) satisfies (2.156) for some β ≥ 1 and
α > 0, that is the system (A0,A1, . . . ,Ar;Q) is stable.
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(b) If D = Z+, the following are equivalent:
(j) The system (1.22) defines an ESMS-C evolution;

(jj) The anticausal linear evolution operator T a(t,τ) defined by the correspond-
ing Lyapunov-type differential equation (2.147) associated with (1.22) satis-
fies an estimate of type (2.172) for some β ≥ 1,α > 0, that is the system
(A0,A1, . . . ,Ar;Q) is stable.

Proof. (a) follows from the representation Theorem 3.1.1 and Remark 2.7.1 (i). The
equivalences (j)↔ (jj) from (b) follow from the representation Theorem 3.1.4 and
Definition 2.8.1. ��
Corollary 3.2.3. The following are equivalent:

(i) The system (1.22) defines an ESMS-C evolution;
(ii) There exists δ > 0 not depending upon t ∈ R+,x0 ∈ Rn and an initial

distribution π0, such that

E

[∫ ∞

t
|Φ(s, t)x0|2 ds | η (t) = i

]

≤ δ |x0|2

for all t ≥ 0 and x0 ∈ Rn;

Proof. If D = {1,2, . . . ,d} the equivalence follows combining Theorem 3.2.2
(a), Theorem 2.7.4 and the representation Theorem 3.1.1. In the case D = Z+

one applies Theorem 3.2.2 (b), Theorem 2.8.2 together with the representation
Theorem 3.1.4. ��

The following result shows that in the time-invariant case the ESMS with
conditioning is equivalent to the ESMS and with a type of attractivity of the zero
solution.

Theorem 3.2.4. Assume that D = {1,2, . . . ,d}, then the following assertions are
equivalent:

(i) The system (1.25) defines an ESMS-C evolution;
(ii) The system (1.25) defines an ESMS evolution;

(iii)

lim
t→∞

E
[
|x(t)|2

]
= 0

for any solution x(t) of the system (1.25) with x(0) = x0, x0 ∈ Rn;
(iv)

lim
t→∞

E
[
x(t)xT (t)

]
= 0

for all solution x(t) of (1.25) as above;
(v)

lim
t→∞

E
[
ΦT (t,0)Φ(t,0)

]
= 0.
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Proof. The implications (i)⇒ (ii)⇒ (iii) directly follow from Remark 3.2.2 (ii) and
(iii). (iii)⇒ (iv) follows from the inequality

0≤ x(t)xT (t)≤ |x(t)|2 In.

(iv)⇒ (iii) follows from

|x(t)|2 = Tr
[
x(t)xT (t)

]
.

(iii)⇒ (v) easily follows using the identity

E
[
xTΦT (t,0)Φ(t,0)y

]
=

1
4

{
E
[
|Φ(t,0)(x+ y)|2

]
−E

[
|Φ(t,0)(x− y)|2

]}

(3.27)
for all x,y ∈ Rn.

It remains to prove that (v)⇒(i). Since P(η (0) = i)> 0, i ∈D, then from (v) we
have

lim
t→∞

E
[
ΦT (t,0)Φ(t,0) | η (0) = i

]
= 0, i ∈ D.

Based on Theorem 3.1.1 and Remark 2.6.3 (i), the above equality gives:

lim
t→∞

(
eL

∗t Jd
)
(i) = 0, i ∈ D,

and therefore limt→∞
∣
∣eL

∗t Jd
∣
∣ = 0. Applying Corollary 2.6.2 we conclude that

limt→∞
∥
∥eL

∗t
∥
∥= 0. Further from (2.93) in the special case ξ = Jd we obtain that

lim
t→∞

∥
∥eLt

∥
∥= 0. (3.28)

Since L is a linear operator on a finite dimensional Hilbert space, from (3.28)
we deduce that the eigenvalues of the operator L are located in the half plane
C−, and hence there exists β ≥ 1, α > 0 such that

∥
∥eLt

∥
∥ ≤ βe−αt . Invoking

again (2.93) we get ‖eL∗t‖ ≤ β1e−αt for all t ≥ 0. Combining Corollaries 2.1.7 (i)
and 2.6.2 we deduce |(eL∗t Jd)(i)| ≤ |eL∗t Jd | ≤ β1e−αt for all t ≥ 0. Finally, applying
Theorems 3.1.1 we obtain that (3.24) is fulfilled. ��

In the case of periodic coefficients we obtain the following analogous result:

Theorem 3.2.5. Assume that D = {1,2, . . . ,d} and t �−→ Ak (t, i), k = 0, . . . ,r are
θ -periodic and continuous functions. Then the following are equivalent:

(i) The system (1.22) defines an ESMS-C evolution;
(ii) The system (1.22) defines an ESMS evolution;
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(iii)

lim
p→∞

E
[
|x(pθ)|2

]
= 0

for all solutions x(t) of (1.22) with x(0) = x0, x0 ∈ Rn;
(iv)

lim
p→∞

E
[
x(pθ)xT (pθ)

]
= 0

for any solution x(t) of (1.22) as above;
(v)

lim
p→∞

E
[
ΦT (pθ ,0)Φ(pθ ,0)

]
= 0.

Proof. The implications (i)⇒ (ii)⇒ (iii) and the equivalence (iii)⇐⇒ (iv) are
similar with the proof of Theorem 3.2.4;

(iii)⇒ (v) immediately follows from (3.27) and the Remark 3.1.1 (i). We prove
(v)⇒ (i). If (v) is fulfilled then

lim
p→∞

E
[
ΦT (pθ ,0)Φ(pθ ,0) | η (0) = i

]
= 0, i ∈ D.

Using Theorem 3.1.1 we obtain

lim
p→∞

(
T ∗ (pθ ,0)Jd

)
(i) = 0, i ∈ D

and therefore

lim
p→∞

∣
∣
∣
(

T ∗ (pθ ,0)Jd
)
(i)
∣
∣
∣= 0, i ∈ D

which leads to

lim
p→∞

∣
∣
∣T ∗ (pθ ,0)Jd

∣
∣
∣= 0.

Based on Corollary 2.6.2 we deduce that

lim
p→∞

‖T ∗ (pθ ,0)‖= 0.

Using (2.93) in the case of the Hilbert space Sd
n and ξ = Jd we get

lim
p→∞

‖T (pθ ,0)‖= 0
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which is equivalent with

lim
p→∞

‖(T (θ ,0))p‖= 0, (3.29)

T (θ ,0) being the monodromy operator associated with the differential equation
(2.125). From (3.29) we deduce that the eigenvalues of T (θ ,0) are inside of the
unit disk |λ |< 1 or equivalently, ρ(Tθ ,0)< 1. Using the implication (x)⇒ (i) from
Theorem 2.7.6 we deduce that the zero solution of (2.125) is exponentially stable.
This fact implies, via Theorem 3.2.2 (i), that (1.22) defines an ESMS-C evolution.
The proof is complete. ��

In the case of systems of stochastic linear differential equations (1.22) with
periodic coefficients but perturbed by a Markov chain with an infinite countable set
of states, we have:

Theorem 3.2.6. Assume that:

(a) D = Z+;
(b) The assumptions from Theorem 3.1.4 are fulfilled;
(c) there exists θ > 0 such that Ak(t + θ , i) = Ak(t, i), for all 0 ≤ k ≤ r, (t, i) ∈

R+×Z+.

Under these conditions, the following statements are equivalent:

(i) The system (1.22) is ESMS-C;
(ii) lim

t→∞
E[|x(t; t0,x0)|2|ηt0 = i] = 0 uniformly with respect to i ∈ Z+ for all t0 ≥ 0,

x0 ∈ Rn and every admissible distribution π0;
(iii) There exists an admissible initial distribution π̃0 such that for all x0 ∈ Rn

lim
k→∞

E[|x(kθ ;0,x0)|2|η(0) = i] = 0

uniformly with respect to i ∈ Z+;
(iv) ρ [T a(0,θ)]< 1.

Proof. The implications (i)→ (ii)→ (iii) are obvious. Let us prove the implication
(iii)→ (iv). Using (3.1) we deduce that if (iii) is true then

lim
k→∞

xT
0 [(T

a(0,kθ)ξ )(i)]x0 = 0 (3.30)

uniformly with respect to i ∈ Z+ for all x0 ∈ Rn. Taking x = el ,y = e j, l, j ∈
{1,2, . . . ,n} in the identity

4xT [(T a(0,kθ)ξ )(i)]y=(x+y)T [(T a(0,kθ)ξ )(i)](x+y)−(x−y)T [(T a(0,kθ)ξ )(i)](x−y)

(el ,e j being vectors of the canonical base of Rn) we deduce via (3.30) that

lim
k→∞

|(T a(0,kθ)ξ )(i)|= 0 (3.31)
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uniformly with respect to i ∈ Z+. Combining (2.8) and Theorem 2.1.10 it follows
that (3.31) yields

lim
k→∞

‖(T a(0,kθ))‖= 0. (3.32)

Based on the uniqueness of the anticausal evolution operator as well as on the
periodicity property of the coefficients one may prove inductively that

T a(s+ kθ , t + kθ) = T a(s, t), t,s ∈ R+, k ∈ Z+ (3.33)

and

T a(0,kθ) = (T a(0,θ))k, k ∈ Z+. (3.34)

Using (3.34) we obtain that (3.32) is equivalent with

lim
k→∞

‖(T a(0,θ))k‖= 0. (3.35)

Hence by [55] ρ [T a(0,θ)]< 1. This shows that (iv) is true. It remains to prove the
implication (iv)→ (i). If (iv) is fulfilled, then one shows, in a standard way (see the
proof of Corollary 2.3.8), that there exist β ≥ 1, α > 0 such that

‖T a(τ , t)‖ ≤ βe−α(t−τ), ∀t ≥ τ ≥ 0.

To this end, (3.33) and (3.34) are repeatedly used. Applying (jj)→ (j) from
Theorem 3.2.2 (b) we obtain that the system (1.22) is ESMS-C and thus the proof is
complete. ��
Remark 3.2.3. The statements (i)–(iii) of the previous Theorem are still valid (with
θ = 1) in the case Ak(t, i) = Ak(i), 0 ≤ k ≤ r, (t, i) ∈ R+×Z+. In this case, the
statement (iv) is replaced with:

(iv’) The spectrum of L lies in the half plane C− = {z ∈ C, Rez < 0}.
If Ak(t, i) = 0,1≤ k ≤ r, (t, i) ∈ R+×Z+, we obtain the following special form

of (1.22):

d
dt

x(t) = A0(t,η(t))x(t), t ≥ 0. (3.36)

Let L0(t) : S∞n →S∞n be defined by

(L0(t)H)(i) = AT
0 (t, i)H(i)+H(i)A0(t, i)+

∞

∑
j=0

qi jH( j) (3.37)
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for all i ∈ Z+, H = {H(i)}i∈Z+ ∈ S∞n . Since L0(t) is obtained from L(t) taking
Ak(t, i) = 0, 1 ≤ k ≤ r, we deduce that L0(t) defines also an anticausal positive
evolution on S∞n . Moreover L0(t) ≤ L(t), ∀t ≥ 0. Hence, we deduce, via Propo-
sition 2.3.11 (ii), that the operator valued function L0(·) generates an anticausal
exponentially stable evolution if the operator valued function L(·) generates an
anticausal exponentially stable evolution.

If Φ0(t, t0), t ≥ t0 ≥ 0 is the fundamental random matrix solution of the system
(3.36), then the following representation formula holds:

E[ΦT
0 (t, t0)H(η(t))Φ0(t, t0)|η(t0) = i] = (T a

0 (t0, t)H)(i) (3.38)

for all t ≥ t0 ≥ 0, i ∈ Z+, H ∈ S∞n , T a
0 (t,τ) being the anticausal evolution operator

on S∞n defined by the operator valued function L0(·).
The concepts of ESMS-C and ESMS introduced via Definition 3.2.1 for the

system (1.22) can be specialized to the system (3.36), replacing Φ(t, t0) by Φ0(t, t0)
in (3.24), (3.25), respectively.

Based on Theorem 3.2.2 (b) and Proposition 2.3.11 (ii) one obtains:

Corollary 3.2.7. Assume that: (a) D = Z+;
(b) The assumptions in Theorem 3.1.4 are fulfilled.
Then the system (3.36) is ESMS-C if the system (1.22) is ESMS-C.

The converse implication of the ones from Corollary 3.2.7 is not always true.
To obtain conditions under which these assertions become equivalent, one may

use the developments from Sect. 2.5 applied to the operator valued functions L0(·)
and L(·).

Further we consider the case of system (1.22) affected by a Markov chain with a
finite number of states.

Theorem 3.2.8. Assume that the system (1.23) defines an ESMS-C evolution; then
there exist β ≥ 1 and α > 0 such that ‖R(t, t0)‖ ≤ βe−α(t−t0) for all t ≥ t0 >

0, R(t, t0) being the linear evolution operator on (Rn)d defined by the differential
equation (3.22).

Proof. Let y = (y(1) , . . . ,y(d)) ∈ (Rn)d ; then we have

∣
∣E

[
ΦT (t, t0)y(η (t)) | η (t0) = i

]∣
∣2 (3.39)

≤ E
[∣
∣ΦT (t, t0)

∣
∣2 | η (t0) = i

]
E
[
|y(η (t))|2 | η (t0) = i

]

t ≥ t0 ≥ 0. On the other hand

E
[
|y(η (t))|2 | η (t0) = i

]

=
d

∑
j=1

E
[
χη(t)= j | η (t0) = i

]
|y( j)|2
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=
d

∑
j=1

pi j (t− t0) |y( j)|2 ≤
d

∑
j=1

|y( j)|2 = ‖y‖2 .

Thus (3.39) leads to
∣
∣E

[
ΦT (t, t0)y(η (t)) | η (t0) = i

]∣
∣2

≤ E
[∣
∣ΦT (t, t0)

∣
∣2 | η (t0) = i

]2
‖y‖2 .

Since the system (1.23) defines an ESMS-C evolution and
∣
∣ΦT (t, t0)

∣
∣ = |Φ(t, t0)|,

there exist β ≥ 1, α > 0 such that

E
[∣
∣ΦT (t, t0)

∣
∣2 | η (t0) = i

]2
≤ βe−α(t−t0).

Therefore

∣
∣E

[
ΦT (t, t0)y(η (t)) | η (t0) = i

]∣
∣2 ≤ βe−α(t−t0) ‖y‖2

for all t ≥ t0 ≥ 0. Based on Proposition 3.1.7 we deduce that

|(R∗ (t, t0)y)(i)|2 ≤ βe−α(t−t0) ‖y‖2 .

Hence

‖R∗ (t, t0)y‖2 =
d

∑
i=1

|(R∗ (t, t0)y)(i)|2

≤ dβe−α(t−t0) ‖y‖2

which gives

‖R∗ (t, t0)‖ ≤
√

dβe−
α
2 (t−t0)

for all t ≥ t0 ≥ 0. Since ‖R∗ (t, t0)‖= ‖R(t, t0)‖ we conclude that

‖R(t, t0)‖ ≤
√

dβe−
α
2 (t−t0).

Thus the proof ends. ��
Corollary 3.2.9. If the system (1.23) defines an ESMS-C evolution, then for all
h : R+→ (Rn)d continuous and bounded, the affine differential equation

d
dt

y(t)+MT (t)y(t)+h(t) = 0

has a unique bounded on R+ solution, M (t) being defined by (3.21).

The next result is the counterpart of Corollary 3.2.7 in the caseD= {1,2, . . . ,d}.
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Corollary 3.2.10. If the system (1.22) defines an ESMS-C evolution, then the linear
system

ẋ(t) = A0 (t,η (t))x(t)

obtained by ignoring the white noise perturbations in (1.22), defines an ESMS-C
evolution, too.

3.3 Lyapunov-Type Criteria for Mean Square Exponential
Stability in the Case D={1,2, . . . ,d}

The results derived in Sect. 2.7 allow us to obtain useful criteria for ESMS of
systems of stochastic linear differential equations (1.22)–(1.25) affected by a
standard homogeneous Markov process with a finite number of states. Based on
Theorems 2.7.4 and 3.2.2 we obtain the next result.

Theorem 3.3.1. The following are equivalent:

(i) The system (1.22) defines an ESMS-C evolution;
(ii) The system of linear differential equations:

d
dt

K (t, i)+AT
0 (t, i)K (t, i)+K (t, i)A0 (t, i)+

r

∑
k=1

AT
k (t, i)K (t, i)Ak (t, i)

+∑d
j=1 qi jK (t, j)+ In = 0

i ∈ D, t ≥ 0, has a bounded solution K � 0

K (t) = (K (t,1) , . . . ,K (t,d)) ;

(iii) There exists a bounded uniform positive and continuous function H : R+ →
Sd

n , H (t) = (H (t,1) , . . . ,H (t,d)) such that the system of linear differential
equations

d
dt

K (t, i)+AT
0 (t, i)K (t, i)+K (t, i)A0 (t, i)+

r

∑
k=1

AT
k (t, i)K (t, i)Ak (t, i)

+
d

∑
j=1

qi jK (t, j)+H (t, i) = 0

(3.40)

has a bounded and uniform positive solution K (t) = (K (t,1) , . . . ,K (t,d));
(iv) For every bounded uniform positive and continuous function H : R+ → Sd

n ,
the system (3.40) has a bounded solution K0(t) = (K0(t,1), . . . ,K0(t,d)) with
K0(t, i)≥ 0 for all (t, i) ∈ R+×D;

(v) For each H (t) as above, there exists a C1 function K : R+ → Sd
n , bounded

with bounded derivative, K � 0 which solves the following system of linear
differential inequalities
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d
dt

K (t, i)+AT
0 (t, i)K (t, i)+K (t, i)A0 (t, i)+

r

∑
k=1

AT
k (t, i)K (t, i)Ak (t, i)

+∑d
j=1 qi jK (t, j)+H (t, i)< 0

i ∈ D, uniformly with respect to t, with t ≥ 0;
(vi) There exists a C1function K : R+ → Sd

n , bounded with bounded derivative,
K � 0 which solves the following system of linear differential inequalities

d
dt

K (t, i)+AT
0 (t, i)K (t, i)+K (t, i)A0 (t, i)+

r

∑
k=1

AT
k (t, i)K (t, i)Ak (t, i)

+∑d
j=1 qi jK (t, j)< 0

i ∈ D, uniformly with respect to t, with t ≥ 0.

Combining the results of Theorems 3.1.1 and 2.7.7 we obtain the following result
for the time-invariant case.

Theorem 3.3.2. The following are equivalent:

(i) The system (1.25) defines an ESMS evolution;
(ii) The system of linear matrix equalities (LME)

AT
0 (i)X (i)+X (i)A0 (i)+

r

∑
k=1

AT
k (i)X (i)Ak (i)+

d

∑
j=1

qi jX ( j)+ In = 0,

i ∈ D, has a solution X = (X (1) , . . . ,X (d)) with X (i)> 0, i ∈ D;
(iii) There exists H = (H (1) , . . . ,H (d)) ∈ Sd

n with H (i) > 0 such that the system
of LME

AT
0 (i)X (i)+X (i)A0 (i)+

r

∑
k=1

AT
k (i)X (i)Ak (i)+

d

∑
j=1

qi jX ( j)+H (i) = 0,

(3.41)
i ∈ D, has a positive semidefinite solution X = (X (1) , . . . ,X (d));

(iv) For every H = (H (1) , . . .H (d)) ∈ Sd
n with H > 0, the system of LME (3.41)

has a positive solution X = (X (1) , . . . ,X (d));
(v) For each H = (H (1) , . . .H (d)) ∈ Sd

n with H > 0, the system of LMI

AT
0 (i)X (i)+X (i)A0 (i)+

r

∑
k=1

AT
k (i)X (i)Ak (i)+

d

∑
j=1

qi jX ( j)+H (i)< 0,

i ∈ D, has a positive solution X = (X (1) , . . . ,X (d));
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(vi) The system of LMI:

AT
0 (i)X (i)+X (i)A0 (i)+

r

∑
k=1

AT
k (i)X (i)Ak (i)+

d

∑
j=1

qi jX ( j)< 0,

i ∈ D has a positive solution X = (X (1) , . . . ,X (d)).

Similarly we have the next result.

Theorem 3.3.3. The following are equivalent:

(i) The system (1.25) defines an ESMS evolution;
(ii) The system of linear matrix equalities (LME)

A0 (i)Y (i)+Y (i)AT
0 (i)+

r

∑
k=1

Ak (i)Y (i)AT
k (i)+

d

∑
j=1

q jiY ( j)+ In = 0,

i ∈ D, has a solution Y = (Y (1) , . . . ,Y (d)) with Y (i)> 0, i ∈ D;
(iii) There exists H = (H (1) , . . .H (d)) ∈ Sd

n with H (i)> 0 such that the system of
LME:

A0 (i)Y (i)+Y (i)AT
0 (i)+

r

∑
k=1

Ak (i)Y (i)AT
k (i)+

d

∑
j=1

q jiY ( j)+H (i) = 0,

(3.42)
i ∈ D, has a positive semidefinite solution Y = (Y (1) , . . . ,Y (d));

(iv) For every H = (H (1) , . . .H (d)) ∈ Sd
n with H > 0, the system of LME (3.42)

has a positive solution Y = (Y (1) , . . . ,Y (d));
(v) For each H = (H (1) , . . .H (d)) ∈ Sd

n with H > 0, the system of LMI

A0 (i)Y (i)+Y (i)AT
0 (i)+

r

∑
k=1

Ak (i)Y (i)AT
k (i)+

d

∑
j=1

q jiY ( j)+H (i)< 0,

i ∈ D has a positive solution Y = (Y (1) , . . . ,Y (d));
(vi) The system of LMI:

A0 (i)Y (i)+Y (i)AT
0 (i)+

r

∑
k=1

Ak (i)Y (i)AT
k (i)+

d

∑
j=1

q jiY ( j)< 0,

i ∈ D has a positive solution Y = (Y (1) , . . . ,Y (d)).

In the following we consider the cases when the stochastic system (1.22) is
subject only either to Markov jumping or to multiplicative white noise. Thus, in
the case of system (1.23), Theorem 3.3.1 becomes as follows.
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Theorem 3.3.4. The following assertions are equivalent:

(i) The system (1.23) defines an ESMS-C evolution;
(ii) The system of linear differential equations

d
dt

K (t, i)+AT (t, i)K (t, i)+K (t, i)A(t, i)

+∑d
j=1 qi jK (t, j)+ In = 0

i ∈ D, t ≥ 0, has a bounded and uniform positive solution

K (t) = (K (t,1) , . . . ,K (t,d)) ;

(iii) There exists a bounded uniform positive and continuous function H : R+ →
Sd

n , H (t) = (H (t,1) , . . . ,H (t,d)) such that the system of linear differential
equations

d
dt

K (t, i)+AT (t, i)K (t, i)+K (t, i)A(t, i)

+∑d
j=1 qi jK (t, j)+H (t, i) = 0

(3.43)

has a bounded solution K (t) = (K (t,1) , . . . ,K (t,d)) with K(t, i) ≥ 0, for all
(t, i) ∈ R+×D;

(iv) For every bounded uniform positive and continuous function H : R+→Sd
n , the

system (3.43) has a bounded and uniform positive solution;
(v) For each H (t) as above, there exists a C1 function K : R+ → Sd

n , bounded
with bounded derivative, K � 0 which solves the following system of linear
differential inequalities

d
dt

K (t, i)+AT (t, i)K (t, i)+K (t, i)A(t, i)

+∑d
j=1 qi jK (t, j)+H (t, i)< 0

i ∈ D, uniformly with respect to t, with t ≥ 0;
(vi) There exists a C1 function K : R+ → Sd

n , bounded with bounded derivative,
K � 0 which solves the following system of linear differential inequalities

d
dt

K (t, i)+AT (t, i)K (t, i)+K (t, i)A(t, i)+
d

∑
j=1

qi jK (t, j)< 0

i ∈ D, uniformly with respect to t, with t ≥ 0.

Remark 3.3.1. If the system (1.23) is in “time-invariant” case that is A(t, i) = A(i),
for all t ≥ 0, i ∈ D, similar results with the ones in Theorems 3.3.2 and 3.3.3 can
also be formulated. In this case one obtains the well-known results concerning the
ESMS of linear systems with jump Markov perturbations.
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Let us consider now the case when the system (1.22) is subject only to white
noise perturbations, that is the system under consideration is of the form (1.24).
In this case from Theorem 3.3.1 one obtains some known results concerning the
exponential stability of linear systems described by Itô differential equations [92].

Theorem 3.3.5. The following assertions are equivalent:

(i) The system (1.24) defines an ESMS evolution;
(ii) The affine differential equation over the space of symmetric matrices

d
dt

X (t)+AT
0 (t)X (t)+X (t)A0 (t)+

r

∑
k=1

AT
k (t)X (t)Ak (t)+ In = 0

has a bounded and uniform positive solution X (t) ;
(iii) There exists H : R+ → Sn bounded and continuous function H (t)� 0 such

that the affine differential equation

d
dt

X (t)+AT
0 (t)X (t)+X (t)A0 (t)+

r

∑
k=1

AT
k (t)X (t)Ak (t)+H (t) = 0 (3.44)

has a bounded solution X (t) with X(t)≥ 0, t ∈ R+;
(iv) For each H : R+→Sn bounded, continuous and H � 0, the affine differential

equation (3.44) has a bounded solution X � 0;
(v) For each H : R+ → Sn bounded, continuous function, H � 0, the linear

differential inequality

d
dt

X (t)+AT
0 (t)X (t)+X (t)A0 (t)+

r

∑
k=1

AT
k (t)X (t)Ak (t)+H (t)< 0

uniformly with respect to t ≥ 0, has a solution X (t) bounded with bounded
derivative X � 0;

(vi) The linear differential inequality

d
dt

X (t)+AT
0 (t)X (t)+X (t)A0 (t)+

r

∑
k=1

AT
k (t)X (t)Ak (t)< 0

uniformly with respect to t ≥ 0, has a C1 solution X : R+ → Sn which is
bounded with bounded derivative and X (t)� 0.

Remark 3.3.2. If the system (1.24) is in “time-invariant” case, similar results with
the ones in Theorems 3.3.2 and 3.3.3 can also be stated.

The next result is proved in a more general situation in [100].
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Theorem 3.3.6. The linear system of stochastic differential equations

dx(t) = Ax(t)dt +bcT x(t)dw1 (t) ; b,c ∈ Rn (3.45)

has an ESMS evolution if and only if A is stable and
∫ ∞

0

∣
∣cT eAtb

∣
∣2 dt < 1.

Proof. From Theorem 3.3.5 and Remark 3.3.2 it follows that (3.45) has an ESMS
evolution if and only if there exists X > 0 such that

AT X +XA+ cbT XbcT =−In

or equivalently,

AT X +XA+ cbT XbcT + In = 0. (3.46)

Assume that (3.46) is fulfilled for X > 0. Then it follows that A is stable and
therefore we can define the linear operator G : Sn →Sn by

G (G) =
∫ ∞

0
eAT tGeAt

and H = G (G) is the unique solution of the Lyapunov equation

AT H +HA =−G. (3.47)

If G > 0, then G (G)> 0; applying the operator G to the matrix from the left side
of (3.46) and using (3.47) we obtain that

−X +bT XbG
(
ccT )+G (In) = 0.

Hence

−bT Xb+
(
bT Xb

)
bTG

(
ccT )b+bTG (In)b = 0

and therefore

bT Xb
(
1−bTG

(
ccT )b

)
= bTG (In)b

which implies that 1−bTG
(
ccT

)
b > 0, since if b = 0 the inequality is obvious and

if b 	= 0 we have bT Xb > 0, bTG (In)b > 0. Taking into account that

bTG
(
ccT )b =

∫ ∞

0

∣
∣cT eAtb

∣
∣2 dt,

the inequality in the statement directly follows.
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The condition in the statement is sufficient. Indeed, assume that A is stable and
that

∫ ∞
0

∣
∣cT eAtb

∣
∣2 dt < 1, namely bTG

(
ccT

)
b < 1. Let

X = G (In)+
bTG (In)b

1−bTG (ccT )b
G
(
ccT ) .

It is obvious that X > 0 and a direct calculation using (3.47) shows that X verifies
(3.46) and the proof is complete. ��
Remark 3.3.3. From the Parseval’s formula one easily obtains that:

∫ ∞

0

∣
∣cT eAtb

∣
∣2 dt =

1
2π

∫ ∞

−∞

∣
∣
∣cT (A− iλ In)

−1 b
∣
∣
∣
2

dλ .

where i =
√
−1.

For each i ∈ D we can consider the following system subject only to white noise
perturbations

dxi (t) =

(

A0 (t, i)+
1
2

qiiIn

)

xi (t)dt +
r

∑
k=1

Ak (t, i)xi (t)dwk (t) (3.48)

t ≥ 0, i ∈ D. In this case one obtains

Corollary 3.3.7. If the system (1.22) defines an ESMS evolution, then:

(i) The system (3.48) defines an ESMS evolution for each i ∈ D;
(ii) For each i ∈ D the deterministic system

ẋi (t) =

(

A0 (t, i)+
1
2

qiiIn

)

xi (t)

defines an exponentially stable evolution.

At the end of this section we prove the following result under the assumptions in
Sect. 2.7.

Theorem 3.3.8. Assume that there exist a bounded and uniform positive function
K : R+ → Sd

n , K (t) = (K (t,1) , . . . ,K (t,d)) and the constants τ > 0, δ ∈ (0,1)
such that

(T ∗ (t + τ , t)K (t + τ))(i)≤ δK (t, i)

for all t ≥ 0, i ∈ D. Then the system (A0,A1, . . . ,Ar;Q) is stable.

Proof. From the statement of the theorem it follows that

T ∗ (t + τ , t)K (t + τ)≤ δK (t) , t ≥ 0.
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Let t0 ≥ 0 be fixed; since T ∗ (t, t0) is a positive operator, we obtain by induction that

T ∗ (t0 +mτ , t0)K (t0 +mτ)≤ δmK (t0)

for all m≥ 1. Since K is bounded and uniformly positive there exist βi > 0, i = 1,2
such that β1Jd ≤ K(t)≤ β2Jd therefore

T ∗ (t0 +mτ , t0)Jd ≤ βδmJd

which leads to
∣
∣
∣T ∗ (t0 +mτ , t0)Jd

∣
∣
∣≤ βδm, m≥ 1.

Based on Corollary 2.6.2 we obtain:

∥
∥
∥T ∗ (t0 +mτ , t0)Jd

∥
∥
∥≤ βδm.

Since supt≥0 ‖L∗ (t)‖ < ∞, we easily deduce (using (2.127) together with Remark
2.2.1 (i)) that ‖T ∗ (t,s)‖ ≤ β1 for all 0 ≤ t− s ≤ τ . Using (2.126) we deduce that
‖T ∗ (t, t0)‖ ≤ β2e−α(t−t0) for all t ≥ t0 ≥ 0 for some β2 > 0 and α = − 1

τ lnδ . The
proof ends. ��

.

3.4 Lyapunov-Type Criteria for Mean Square Exponential
Stability in the Case D = Z+

Combining the results of Theorems 2.8.2 and 3.2.2 (b), one obtains the following
Lyapunov-type criteria for the property of ESMS-C of system (1.22) affected by a
standard homogeneous Markov process with an infinite countable set of states.

Theorem 3.4.1. Under the assumptions of Theorem 3.1.4 the following statements
are equivalent:

(i) The system (1.22) is ESMS-C;
(ii) There exists a C1 function X : R+ → S∞n bounded with bounded derivative,

satisfying the affine differential equation on S∞n :

d
dt

X(t)+L(t)X(t)+ J∞ = 0 (3.49)

and X(t, i)≥ μIn, for all (t, i) ∈ R+×Z+, μ > 0 is a constant;
(iii) There exists a C1 function Y : R+→S∞n bounded with bounded derivative and

the scalars μ j > 0, j = 1,2 satisfying

d
dt

Y (t)+L(t)Y (t)+μ1J∞ ≤ 0 (3.50)
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t ∈ R+,

Y (t, i)≥ μ2In (3.51)

for all (t, i) ∈ R+×Z+.

From Corollary 2.8.3 and Theorem 3.2.2 (b) the next result directly follows.

Corollary 3.4.2. Assume that

(a) The assumptions of Theorem 3.1.4 are fulfilled;
(b) There exists θ > 0 such that Ak(t +θ , i) = Ak(t, i),0≤ k ≤ r, t ∈ R+, i ∈ Z+;

Under these assumptions the following are equivalent

(i) The system (1.22) is ESMS-C;
(ii) The affine differential equation on S∞n (3.49) has a periodic solution X̃(t) =

{X̃(t, i)}i∈Z+ , t ≥ 0 with the same period θ , having the property X̃(t, i)≥ μIn,
for all (t, i) ∈ [0,θ ]×Z+, where μ > 0 is a constant;

(iii) There exists a C1 function which is periodic with period θ , Ỹ (t) =
{Ỹ (t, i)}i∈Z+ , t ≥ 0, and the scalars μ j > 0, j = 1,2, which satisfy (3.50),
(3.51) for t ∈ [0,θ ].

Based on the Remark 2.3.7 and Corollary 2.3.9 one obtains the following list of
Lyapunov-type criteria for the property of ESMS in the invariant case of differential
systems of type (1.25).

Corollary 3.4.3. Assume that Ak(t, i) = Ak(i), 0≤ k≤ r, (t, i)∈R+×Z+. Then the
following statements are equivalent

(i) The system (1.25) is ESMS-C;
(ii) There exist X = {X(i)}i∈Z+ ∈ S∞n and the scalar μ > 0 such that LX +J∞ = 0,

X(i)≥ μIn, i ∈ Z+;
(iii) There exist Y = {Y (i)}i∈Z+ ∈ S∞n and the scalars μ j > 0, j = 1,2, satisfying

LY +μ1J∞ ≤ 0, (3.52)

Y (i)≥ μ2In, i ∈ Z+.

At the end of this section we provide a result which is a simple consequence of
the representation Theorem 3.1.6.

Proposition 3.4.4. Under the assumptions of Theorem 3.1.4 the system (1.22) is
ESMS if the zero state equilibrium of the linear differential equation on �1(Z+,Sn)

d
dt

X(t) = L(t)X(t) (3.53)

is exponentially stable.



3.5 Illustrative Examples 151

Proof. If x(t; t0,x0) is a solution of (1.22) we write successively

E[|x(t; t0,x0)|2]=
∞

∑
i=0

E[|x(t; t0,x0)|2χη(t)=i]=
∞

∑
i=0

Tr{E[x(t; t0,x0)x
T (t; t0,x0)χη(t)=i]}

≤ n
∞

∑
i=0
|E[x(t; t0,x0)x

T (t; t0,x0)χη(t)=i]|‖Ẽt [x(t; t0,x0)x
T (t; t0,x0)]‖1.

Applying Theorem 3.1.6 we obtain:

E[|x(t; t0,x0)|2]≤ n‖T (t, t0)‖|x0|2. (3.54)

The conclusion follows now from (3.54) and thus the proof is complete. ��
In the case of systems of type (1.22) with Ak(t, i)= 0,1≤ k≤ r and A0(t, i)=A(i)

for all (t, i) ∈ R+×Z+ the inequality (3.54) was proved in Lemma 4.7 in [66].

3.5 Illustrative Examples

For the beginning we consider the case D = {1,2, . . . ,d}.
Example 3.5.1. Let us consider the particular case n = 1 in which situation the
system (1.25) reduces to the linear differential equation

dx(t) = a(η (t))x(t)dt +
r

∑
k=1

gk (η (t))x(t)dwk (t) , t ≥ 0. (3.55)

We shall prove that if

2a(i)+
r

∑
k=1

g2
k (i)< 0 , i ∈ D, (3.56)

then (3.55) defines an ESMS evolution.
Indeed, taking K = (1, . . . ,1) and using the fact that ∑d

j=1 qi j = 0, we get

2a(i)K (i)+
r

∑
k=1

g2
k (i)K (i)+

d

∑
j=1

qi jK ( j) = 2a(i)+
d

∑
j=1

g2
k (i) ,

i ∈D. Since the left side in the above equation coincides with L∗K and K > 0, from
Theorem 3.3.2 it follows that if (3.56) is fulfilled then the system (3.55) defines an
ESMS evolution.
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Remark 3.5.1. (i) The above example shows that (3.56) are sufficient conditions
under which (3.55) defines an ESMS evolution. As we shall see in the next
example, these conditions are not necessary.

(ii) Using Theorem 3.3.5 and Remark 3.3.2, it is easy to check that (3.56) is a
necessary and sufficient condition for ESMS for the Itô equation

dx(t) = a(i)x(t)dt +
r

∑
k=1

gk (i)x(t)dwk (t) ,

with i ∈ D fixed.

Example 3.5.2. Assume that in (3.55) we have d = 2, r = 1 and

Q =

[
−α α
α −α

]

with α > 0. From Theorem 3.3.2 it results that (3.55) defines an ESMS evolution if
and only if there exists K = (K1,K2) , Ki > 0 such that

2aiKi +g2
i Ki +

2

∑
j=1

qi jKj =−α, i = 1,2,

where we denoted ai = a(i) , gi = g(i) and Ki = K (i) , i = 1,2. Then from the above
equations we obtain:

(
2a1 +g2

1−α
)

K1 +αK2 = −α (3.57)
(
2a2 +g2

2−α
)

K2 +αK1 = −α,

from which yields the necessary conditions for stability

2ai +g2
i −α < 0, i = 1,2.

Further, solving (3.57) we get

K1 =
α
(
2a2 +g2

2−2α
)

α
(
2a1 +g2

1 +2a2 +g2
2

)
−
(
2a1 +g2

1

)(
2a2 +g2

2

)

K2 =
α
(
2a1 +g2

1−2α
)

α
(
2a1 +g2

1 +2a2 +g2
2

)
−
(
2a1 +g2

1

)(
2a2 +g2

2

) .

Since 2ai +g2
i −2α < 0, it follows that

α
(
2a1 +g2

1 +2a2 +g2
2

)
−
(
2a1 +g2

1

)(
2a2 +g2

2

)
< 0. (3.58)
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Then the following cases can occur:

Case a. If 2a1 +g2
1 +2a2 +g2

2 < 0, the condition (3.58) is accomplished for

α >

(
2a1 +g2

1

)(
2a2 +g2

2

)

2a1 +g2
1 +2a2 +g2

2

;

Case b. If 2a1 +g2
1 +2a2 +g2

2 > 0, then (3.58) holds for

α <

(
2a1 +g2

1

)(
2a2 +g2

2

)

2a1 +g2
1 +2a2 +g2

2

. (3.59)

The case (b) implies 2ai + g2
i > 0, i = 1,2 then (3.59) contradicts the necessary

condition α > 2a1 +g2
1. Therefore we conclude that the Case (b) from above must

be excluded.
Summarizing, the stochastic system (3.55) with d = 2 and r = 1 considered in

this example defines an ESMS evolution if and only if:

2a1 +g2
1 < 0 and 2a2 +g2

2 < 0

(situation considered in Example 3.5.1), or if

2a1 +g2
1 +2a2 +g2

2 < 0 and

α > max

{

2a1 +g2
1,2a2 +g2

2,

(
2a1 +g2

1

)(
2a2 +g2

2

)

2a1 +g2
1 +2a2 +g2

2

}

.

Example 3.5.3. Consider the stochastic system with jump Markov perturbations in
which n = d = 2:

dx(t)
dt

= A(η (t))x(t) , t ≥ 0 (3.60)

where

A1 : = A(1) =

[
−aα 0
α −aα

]

A2 : = A(2) =

[
−aα α

0 −aα

]

with a > 0 and

Q =

[
−α α
α −α

]
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with α > 0. Then, according to Theorem 3.3.2, (3.60) defines an ESMS evolution if
and only if there exist

X1 := X (1) =

[
x1 y1

y1 z1

]

and X2 := X (2) =

[
x2 y2

y2 z2

]

such that X1 > 0, X2 > 0 and

AT
1 X1 +X1A1 +

2

∑
j=1

q1 jXj = −αI2

AT
2 X2 +X2A2 +

2

∑
j=1

q2 jXj = −αI2

which are equivalent with

βx1−2y1− x2 = 1

βy1− z1− y2 = 0

β z1− z2 = 1

βx2− x1 = 1

βy2− x2− y1 = 0

β z2−2y2− z1 = 1,

where we denoted β := 2a+1. By solving the above system of algebraic equations
it follows that

z1 =
β +1

(β 3−β 2−β −1)(β 3 +β 2−β +1)
.

Then for a→ 0 one obtains that z1 →− 1
2 . This shows that although A(1) and A(2)

have their eigenvalues in C−, that is they are stable in the deterministic sense, the
stochastic system (3.60) defines an unstable evolution.

Example 3.5.4. We consider now the case n = d = 2 and r = 1, namely the
situation when the stochastic system is subject both to Markovian jumping and to
multiplicative white noise:

dx(t) = A0 (η (t))x(t)dt +A1 (η (t))x(t)dw1 (t) , t ≥ 0 (3.61)

where

A0 (1) =

[
−1 0
1 −1

]

, A0 (2) =

[
−1 1
0 −1

]

,
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A1 (1) =

[
a 0
0 0

]

, A1 (2) =

[
0 0
0 a

]

and

Q =

[
−1 1
1 −1

]

.

According to Theorem 3.3.2, the necessary and sufficient condition such that
(A0,A1;Q) defines an ESMS evolution is that the equations

AT
0 (i)X (i)+X (i)A0 (i)+AT

1 (i)X (i)A1 (i)+
2

∑
j=1

qi jX ( j) =−I2,

i = 1,2, have the solution X (i)> 0 with

X (i) =

[
xi yi

yi zi

]

, i = 1,2.

The above equation leads to

(
3−a2)x1−2y1− x2 = 1 (3.62)

3y1− z1− y2 = 0

3z1− z2 = 1

3x2− x1 = 1

3y2− x2− y1 = 0
(
3−a2)z2−2y2− z1 = 1,

from we deduce that

(
24−9a2)x2 +

(
3a2−10

)
z1 = 8−2a2 (3.63)

(
3a2−10

)
x2 +

(
24−9a2)z1 = 8−2a2.

For a2 = 17
6 we obtain that x2 + z1 = − 14

9 which is not admissible since X (i) >
0, i = 1,2 imply that x2 > 0 and z1 > 0.

On the other hand, if a2 = 7
3 , the system (3.63) is incompatible and if a2 	= 17

6
and a2 	= 7

3 , this system has the unique solution

x2 = z1 =
a2−4

3a2−7
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which gives in (3.62)

x1 = z2 =−
5

3a2−7
and y1 = y2 =

a2−4
2(3a2−7)

.

Therefore X (1) > 0 and X (2) > 0 if and only if a2 < 7
3 , from which we conclude

that (A0,A1;Q) defines an ESMS evolution if and only if a2 < 7
3 .

The next examples will illustrate the applicability of the Lyapunov-type criteria
derived in Sect. 3.4 in the investigation of the ESMS of stochastic linear differential
equations (1.22) affected by a standard homogeneous Markov chain with an infinite
countable set of states.

Example 3.5.5. Consider the system (1.22) in the special case n = 1, A0(t, i) =
a(i),Ak(t, i) = 0,1≤ k ≤ r,(t, i) ∈ R+×Z+. We have the differential equation:

d
dt

x(t) = a(η(t))x(t), t ≥ 0. (3.64)

Here {η(t)}t≥0 is an homogeneous Markov process having the state space Z+ and
the generator matrix Q with the elements {qi j}(i, j)∈Z+×Z+

such that for each i ∈
Z+,qii = −λ ,qi,i+1 = λ ,λ > 0 and qi j = 0 if j ∈ Z+ \ {i, i+ 1}. Hence {η(t)}t≥0

is an homogeneous Poisson process with parameter λ . Assume that the sequence
{a(i)}i∈Z+ has the properties:
α) the sequence {a(i)}i∈Z+ is bounded and a(i)≤ λ/4 for all i ∈ Z+.
β ) limi→∞a(i)< 0.
We show that in this case the zero state equilibrium of (3.64) is ESMS-C. To this

end, we shall use the equivalence (i)↔(iii) from the Corollary 3.4.3. Let δ > 0 be
defined by:

lim
i→∞

a(i) =−2δ . (3.65)

Therefore there exists iδ ≥ 1 such that a(i)<−δ for all i≥ iδ . The system of LMIs
(3.52) becomes

(2a(i)−λ )y(i)+λy(i+1)+μ1 ≤ 0, i ∈ Z+. (3.66)

Taking y(i) = 1, i≥ iδ we obtain from (3.66) that 2a(i)+μ1 ≤ 0 for all i≥ iδ . If we
take into account the choice of iδ one obtains that (3.66) is verified by y(i) = 1, i≥ iδ
if μ1 ∈ (0,2δ ).
For i ∈ {0,1, . . . , iδ −1} we construct recursively ŷ(i) from the equation

ŷ(i) =
λ

λ −2a(i)
(ŷ(i+1)+1),
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i ≤ iδ − 1, ŷ(iδ ) = 1. So (3.66) is solved by {y(i)}i∈Z+ where y(i) = 1 if i ≥ iδ ,
y(i) = ŷ(i), i < iδ , and μ1,μ2 satisfying

0 < μ1 < min{λ ,2δ}, μ2 = min

{

1,min0≤i<iδ

λ
λ −2a(i)

}

.

Example 3.5.6. Consider the special case of the system (1.22) with n = 1,A0(t, i) =
m(t)a(i),
Ak(t, i) = 0,1≤ k ≤ r,(t, i) ∈ R+×Z+. We have

d
dt

x(t) = m(t)a(ηt)x(t). (3.67)

As in the previous example {η(t)}t≥0 is an homogeneous Poisson process with
parameter λ > 0. Assume:

(α ′) m : R+→R+ is a continuous function with the property that 0 < m0 ≤m(t)≤
m1 for all t ≥ 0, where m0,m1 are positive constants.

(β ′) The sequence a(i), i ∈ Z+ is bounded and additionally m(t)a(i)≤ λ/4 for all
(t, i) ∈ R+×Z+.

(γ ′) limi→∞a(i)< 0.

To show that the zero state equilibrium of (3.67) is ESMS-C we apply the equiv-
alence (i)↔(iii) from Theorem 3.4.1. The system of linear differential inequalities
(3.50)–(3.51) becomes

d
dt

y(t, i)+(2m(t)a(i)−λ )y(t, i)+λy(t, i+1)+μ1 ≤ 0

y(t, i)≥ μ2,(t, i) ∈ R+×Z+. (3.68)

Let iδ ≥ 1 be defined as in the previous example. One sees that for i≥ iδ y(t, i) = 1
verifies (3.68) if 0< μ1 < 2m0δ . For i≤ iδ−1, y(t, i) may be constructed recursively
as the unique bounded solution of the linear differential equation

d
dt

y(t, i)+(2m(t)a(i)−λ )y(t, i)+λ (y(t, i+1)+1) = 0, i≤ iδ −1, (3.69)

y(t, iδ ) = 1, t ≥ 0.

Take

ŷ(t, i) = λ
∫ ∞

t
e
∫ s
t (2m(Σ)a(i)−λ )dΣ(1+ ŷ(s, i+1))ds (3.70)

0 ≤ i ≤ iδ − 1, ŷ(t, iδ ) = 1, t ≥ 0. From (β ) we have
∫ s

t (2m(Σ)a(i)− λ )dΣ ≤
−λ

2 (s− t) for all s≥ t ≥ 0. This allows us to conclude that the integral from (3.70)
is absolutely convergent and t → ŷ(t, i) is bounded. Applying Lemma 2.3.4 for the
special case X = R,X+ = R+,ζ = 1, we deduce that there exists τ0 > 0 such
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that e
∫ s
t (2m(Σ)a(i)−λ )dΣ ≥ 1

2 for all t ≤ s ≤ t + τ0, t ≥ 0. This allows us to deduce

that ŷ(t, i)≥ λ
∫ ∞

t e
∫ s
t (2m(Σ)a(i)−λ )dΣds≥ 1

2λτ0 for all t ≥ 0,0≤ i≤ iδ −1. We have
shown that (3.70) is solvable by y(t, i) = 1 if i≥ iδ , y(t, i) = ŷ(t, i) if 0≤ i≤ iδ −1
and μ1 ∈ (0,min{λ ,2m0δ}),μ2 = min{1, 1

2λτ0}.
Example 3.5.7. Consider the special case of the system (1.22) with n = 1, i.e.

dx(t) = a0(t,η(t))dt +
r

∑
k=1

ak(t,η(t))x(t)dwk(t) (3.71)

where t → ak(t, i) : R+ → R are continuous function uniformly with respect to
i ∈ Z+; {η(t)}t≥0 is an homogeneous Markov process and {w(t)}t≥0 is a standard
Wiener process. Assume

sup
t≥0

sup
i∈Z+

(
r

∑
k=1

a2
k(t, i)+2a0(t, i)

)

< 0. (3.72)

Under these conditions the zero state equilibrium of (3.71) is ESMS-C. One sees
that if (3.72) is fulfilled, then y(t, i) = 1, t ≥ 0, i ∈ Z+ verifies (3.50)–(3.51) written
for (3.71).

3.6 Affine Systems

Throughout this section we assume that D = {1,2, . . . ,d}. Consider the system

dx(t) = [A0(t,η(t))x(t)+ f0(t)]dt +
r

∑
k=1

[Ak(t,η(t))x(t)+ fk(t)]dwk(t) (3.73)

where Ak(t, i),0≤ k≤ r are bounded on R+ and continuous matrix valued functions.
Denote

u(t) = ( f T
0 (t), f T

1 (t), . . . , f T
r (t))T .

If t0 ≥ 0,x0 ∈ Rn and fk ∈ L2
η ,w([t0,T ],R

n),0 ≤ k ≤ r for all T > t0 by Theo-
rem 1.11.1 it follows that there exists a unique solution xu(t, t0,x0) of the system
(3.73) with xu(t0, t0,x0) = x0 and xu(·, t0,x0) ∈ L2

η ,w([t0,T ],R
n),T > t0, that is all

components of the vector xu are in L2
η ,w([t0,T ]).

Unfortunately the representation formula (1.29) cannot be used to obtain some
useful estimates for solutions of system (3.73) as in the deterministic case. Such
estimations are obtained in an indirect way using some techniques based on
Lyapunov functions.
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Theorem 3.6.1. Assume that the system (A0,A1, . . . ,Ar;Q) is stable. Then

(i) There exist c≥ 1,α > 0 such that

E
[
|xu(t, t0,x0)|2|η(t0)= i

]
≤ c

(
e−α(t−t0)|x0|2

+
r

∑
k=0

E

[∫ t

t0
e−α(t−s)| fk(s)|2ds|η(t0) = i

])

for all t ≥ t0 ≥ 0,x0 ∈ Rn, i ∈ D and all fk ∈ L2
η ,w([t0,∞),Rn),0≤ k ≤ r;

(ii) There exists β > 0 such that

E

[∫ ∞

t0
|xu(t, t0,x0)|2|η(t0) = i

]

≤ β
(
|x0|2

+
r

∑
k=0

E

[∫ ∞

t0
| fk(s)|2ds|η(t0) = i

])

for all t0 ≥ 0,x0 ∈ Rn, fk ∈ L2
η ,w([t0,∞),Rn),0≤ k ≤ r, i ∈ D.

(iii)

lim
t→∞

E|xu(t, t0,x0)|2 = 0

for all t0 ≥ 0, x0 ∈ Rn, fk ∈ L2
η ,w([t0,∞),Rn), 0≤ k ≤ r.

Proof. Since (A0,A1, . . . ,Ar;Q) is stable then by Theorem 2.7.4 the Lyapunov-type
equation (2.157) has a unique bounded on R+ and uniformly positive solution
K̃(t) = (K̃(t,1), . . . , K̃(t,d)). Therefore there exist α1 > 0,α2 > 0 such that

α1Jd ≤ K̃(t)≤ α2Jd , t ≥ 0.

Let xu(t) = xu(t, t0,0), t ≥ t0. Applying the Itô-type formula (1.6) to the function
v(t,x, i) = xT K̃(t, i)x and to the system (3.73), taking into account (2.157) for K̃(t)
we obtain:

E [v(t,xu(t),η(t))|η(t0) = i] = E

[∫ t

t0

{
−|xu(s)|2 +2x∗u(s)

[
K̃(s,η(s)) f0(s)

+
r

∑
k=1

A∗k(s,η(s))K̃(s,η(s)) fk(s)

]

+
r

∑
k=1

f ∗k (s)K̃(s,η(s)) fk(s)

}

ds|η(t0) = i

]

.

Denote

hi(t) = E [v(t,xu(t),η(t))|η(t0) = i] , i ∈ D
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mi(t) =
√

E [|xu(t)|2|η(t0) = i], i ∈ D

gi(t) =

√
r

∑
k=0

E [| fk(t)|2|η(t0) = i], i ∈ D.

Then we may write

h′i(t) = E
[{
−|xu(t)|2

+2xT
u (t)

[

K̃(t,η(t)) f0(t)+
r

∑
k=1

AT
k (t,η(t))K̃(t,η(t)) fk(t)

]

+
r

∑
k=1

f T
k (t)K̃(t,η(t)) fk(t)

}

|η(t0) = i

]

a.e. t ≥ t0, i ∈ D.
Since Ak, K̃ are bounded, there exist γ > 0,δ > 0 such that

h′i(t)≤−m2
i (t)+ γ

[
mi(t)gi(t)+g2

i (t)
]
≤−1

2
m2

i (t)+δg2
i (t).

Taking into account that α1In ≤ K̃(t,η(t))≤ α2In it follows that

α1m2
i (t)≤ hi(t)≤ α2m2

i (t).

Hence h′i(t)≤− 1
2α2

hi(t)+δg2
i (t). Since hi(t0) = 0 we obtain

α1m2
i (t)≤ hi(t)≤ δ

∫ t

t0
e−α(t−s)g2

i (s)ds, t ≥ t0, i ∈ D (3.74)

with α = 1
2α2

. On the other hand,

xu(t, t0,x0) = xu(t, t0,0)+Φ(t, t0)x0. (3.75)

Combining (3.74) and (3.75), (i) is proved. The assertion (ii) follows by (i) and
Fubini theorem. We prove now (iii). Since

d

∑
i=1

E

[
∫ ∞

t0

r

∑
k=0

| fk(t)|2dt|η(t0) = i

]

< ∞,

it follows that for every ε > 0 there exists tε > t0 such that

d

∑
i=1

∫ ∞

tε
g2

i (t)dt < ε .
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For each t ≥ tε we have
∫ t

t0
e−α(t−s)g2

i (s)ds = e−α(t−tε )
∫ tε

t0
e−α(tε−s)g2

i (s)ds+
∫ t

tε
e−α(t−s)g2

i (s)ds

≤ e−α(t−tε )
∫ ∞

t0
g2

i (s)ds+ ε .

From this inequality and (3.74) we conclude

lim
t→∞

E
[
|xu(t, t0,0)|2|η(t0) = i

]
= 0.

Finally, using (3.75) we obtain

lim
t→∞

E
[
|xu(t, t0,x0)|2|η(t0) = i

]
= 0

and the proof is complete. ��
Remark 3.6.1. If we do not know that the system (A0,A1, . . . ,Ar;Q) is stable, then
the estimation from Theorem 3.6.1 (i) is not uniform with respect to t, t0 ∈ R+. In
general we may prove that for any compact interval [t0, t1] there exists a positive
constant c depending upon t1− t0 such that

E
[
|xu(t, t0,x0)|2|η(t0) = i

]
≤ c

(

|x0|2 +
r

∑
k=0

E

[∫ t1

t0
| fk(s)|2ds|η(t0) = i

])

for all t ∈ [t0, t1],x0 ∈ Rn, i ∈ D and all fk ∈ L2
η ,w([t0, t1],R

n),0≤ k ≤ r.

To this end we notice that since Ak(t, i),0≤ k≤ r, i∈D are bounded on R+, from
(3.73) and Theorem 1.9.7 it follows easily that there exists an absolute constant γ > 1
such that for all t ∈ [t0, t1], i ∈ D we have

E
[
|xu(t, t0,x0)|2|η(t0) = i

]
≤ γ

{
|x0|2 +E

[∫ t
t0
|xu(s, t0,x0)|2ds|η(t0) = i

]

×((t1− t0)+1)+∑r
k=0 E

[∫ t1
t0
| fk(s)|2ds|η(t0) = i

]
((t1− t0)+1)

}
.

By using the Gronwall Lemma we get

sup
t0≤t≤t1

E
[
|xu(t, t0,x0)|2η(t0) = i

]
≤ c

(

|x0|2 +
r

∑
k=0

E

[∫ t1

t0
| fk(s)|2|η(t0) = i

])

,

i ∈ D, where c > 0 depends only on t1− t0.
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Notes and References

In the control literature one can find a large number of works devoted to the stability
of Itô-type differential equations systems. For this reason it is impossible to give
an exhaustive bibliography for this topics. We shall limit ourselves to indicate the
monographs of [6,7,14,22,26,92,98,99,148] where one can found many references
concerning this subject. Theorem 3.3.6 has been proved in [100] for a larger class
of systems of linear stochastic differential equations.

ESMS for stochastic systems of differential equations with Markov perturbations
has been introduced and studied for the first time in [91] in which characterizations
using Lyapunov-type equations are given.

The results in this chapter concerning time-varying linear differential systems
with jump Markov perturbations have been proved in [112]. The mean square
exponential stability for time-invariant differential systems with jump Markov
perturbations has been investigated in [61, 64, 86, 103, 106, 108, 109].

The ESMS problem for differential equations subject both with Markov pertur-
bations and with multiplicative white noise has also been considered in [104]. In that
paper sufficient conditions for stability are given in terms of some M-matrices and
it is proved that ESMS implies almost sure stability. Results concerning the stability
and the boundedness of solutions of nonlinear Itô differential systems subject to
Markov perturbations can be also found in [101].

The most results included in Sects. 3.2–3.3 have been proved in [41], while the
ones from Sect. 3.4 were proved in [52].



Chapter 4
Structural Properties of Linear Stochastic
Systems

In this chapter we present the stochastic version of some basic concepts in control
theory, namely the stabilizability, detectability, observability and controllability. All
these concepts are defined both in Lyapunov operators terms and in stochastic
systems terms. The definitions given in this chapter extend the corresponding
definitions from the deterministic time-varying systems. Some examples will show
that the stochastic observability does not always imply stochastic detectability and
stochastic controllability does not necessarily imply stochastic stabilizability. As in
the deterministic case the concepts of stochastic detectability and observability
are used in some criteria of exponential stability in mean square. Throughout this
chapter we will assume that D = {1,2, . . . ,d} even if some of its developments
remain true when D = Z+ (see, e.g., [63, 144]).

4.1 Stabilizability and Detectability of Stochastic
Linear Systems

Let us consider the following stochastic input–output system:

dx(t) = [A0(t,η(t))x(t)+B0(t,η(t))u(t)]dt

+
r

∑
k=1

[Ak(t,η(t))x(t)+Bk(t,η(t))u(t)]dwk(t) (4.1)

y(t) = C0(t,η(t))x(t)

t ∈ R+ with the inputs u ∈ Rm and the outputs y ∈ Rp. We denote A =
(A0,A1, . . . ,Ar) and B = (B0,B1, . . . ,Br).

Definition 4.1.1. (a) We say that the system (4.1) is stochastically stabilizable or
equivalently, the triple (A,B;Q) is stabilizable if there exists F : R+ →Md

m,n
bounded and continuous function such that the zero solution of the system
obtained by taking u(t) = F (t,η (t))x(t), namely

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 4, © Springer Science+Business Media New York 2013

163



164 4 Structural Properties

dx(t) = [A0(t,η(t))+B0(t,η(t))F(t,η(t))]x(t)dt

+
r

∑
k=1

[Ak(t,η(t))+Bk(t,η(t))F(t,η(t)]x(t)dwk(t),

t ≥ 0 is ESMS-C.
(b) We say that the system (4.1) is stochastically detectable, or equivalently, the

triple (C0,A;Q) is detectable if there exists K : R+ →Md
n,p continuous and

bounded function such that the zero solution of the system

dx(t) = [A0(t,η(t))+K(t,η(t))C0(t,η(t))]x(t)dt +
r

∑
k=1

Ak(t,η(t))x(t)dwk(t)

is ESMS-C.

Remark 4.1.1. (a) The above definition of the stochastic detectability could also be
stated if the output of the system (4.1) is of the form

dy(t) =C0(t,η(t))x(t)dt +
r

∑
k=1

Ck(t,η(t))x(t)dwk(t).

(b) The function F(t) = (F(t,1),F(t,2), . . .F(t,d)) and the function
K(t) = (K(t,1),K(t,2), . . . ,K(t,d)), respectively, from the above definition
will be termed stabilizing feedback gain and stabilizing injection, respectively.

The concepts of stochastic stabilizability and stochastic detectability in the par-
ticular cases when the system (4.1) is subject only either to Markovian jumping (i.e.,
Ak = 0,Bk = 0, 1≤ k≤ r) or to multiplicative white noise (i.e.,D= {1}) are defined
obviously in the same way. In the case of the systems with Markovian jumping only
we shall say that (A0,B0;Q) is stabilizable and (C0,A0;Q) is detectable and in the
case of Itô systems we shall say that (A,B) is stabilizable and (C0,A) is detectable.

Remark 4.1.2. If the system (4.1) is in “stationary case”, then the stabilizing
feedback gain and the stabilizing injection are supposed to be of the form F =
(F(1), . . . ,F(d)), K = (K(1), . . . ,K(d)).

In the next chapter we shall show that in the case when the coefficients of the
system (4.1) are θ -periodic functions with respect to their first argument, then this
system is stochastically stabilizable (stochastically detectable), if and only if there
exists a θ -periodic stabilizing feedback gain (a θ -periodic stabilizing injection,
respectively). Moreover, if the system (4.1) is in the time invariant case, then it
is stochastically stabilizable (stochastically detectable) if and only if there exists a
stabilizing feedback gain F = (F(1),F(2), . . . ,F(d)) (a stabilizing injection K =
(K(1),K(2), . . . ,K(d)), respectively).

Let us consider the following illustrative example with n = 2, d = 2 and r = 1
where
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Q =

[
−1 1
1 −1

]

, A0 (1) =

[
−1 0
α β

]

, A0 (2) =

[
γ δ
0 −1

]

,

A1 (1) =

[
a 0
0 0

]

, A1 (2) =

[
0 0
0 a

]

, B(1) =

[
0
1

]

, B(2) =

[
1
0

]

with a2 < 7/3 and α,β ,γ ,δ ∈ R. The system (A0,A1,B;Q) is stabilizable. Indeed,
let F (1) =

[
1−α −1−β

]
, F (2) =

[
−1− γ 1−δ

]
. Then

A0 (1)+B(1)F (1) =

[
−1 0
1 −1

]

and A0 (2)+B(2)F (2) =

[
−1 1
0 −1

]

from which we deduce, according to Example 3.5.4 that (A0 +BF,A1;Q) is stable.
Let us remark that the pairs (A0 (1) ,B(1)) and (A0 (2) ,B(2)) are not controllable.
One can also note that if β ≥ 1/2 or γ ≥ 1/2 then the system (A0,A1;Q) is not stable
since it does not satisfy the necessary conditions of stability, namely the matrices
A0 (i)+ 1

2 qiiI2, i = 1,2 be stable.
The next result immediately follows.

Proposition 4.1.1. (i) The system (4.1) is stochastically stabilizable if and only if
there exists a continuous and bounded function F : R+ →Md

m,n such that the
system (A0 +B0F,A1 +B1F, . . . ,Ar +BrF ;Q) is stable.

(ii) The system (4.1) is stochastically detectable if and only if there exists a
continuous and bounded function K : R+ →Md

n,p such that the system (A0 +
KC0,A1, . . .Ar;Q) is stable.

From Theorems 3.3.1, 3.3.4, and 3.3.5 the following result can be obtained.

Proposition 4.1.2. (i) If the system (4.1) is stochastically stabilizable (stochasti-
cally detectable, respectively), then the system with Markovian jumping:

ẋ(t) = A0(t,η(t))x(t)+B0(t,η(t))u(t)

y(t) = C0(t,η(t))x(t)

is stochastically stabilizable (stochastically detectable, respectively).
(ii) If the system (4.1) is stochastically stabilizable (stochastically detectable,

respectively) then, for each i ∈ D, the system described by Itô differential
equations:

dxi(t) = [Ã0(t, i)xi(t)+B0(t, i)u(t)]dt

+
r

∑
k=1

[Ak(t, i)xi(t)+Bk(t, i)u(t)]dwk(t)

yi(t) = C0(t, i)xi(t)

is stochastically stabilizable (stochastically detectable, respectively) where
Ã0(t, i) = A0(t, i)+ 1

2 qiiIn.
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Remark 4.1.3. It is not difficult to see that the definition of the stochastic
stabilizability and stochastic detectability can be stated for triplets (A,B;Q) and
(C,A;Q) in the case when the elements of the matrix Q verify only condition
(2.123); C = (C0,C1, . . . ,Cr) and Ak, Bk,Ck are continuous matrix valued functions
on an right unbounded interval I ⊆ R.

More precisely:

Definition 4.1.2. (a) The triple (A,B;Q) is stabilizable if there exists a bounded
and continuous function F : I →Md

m,n such that

||TF(t,s)|| ≤ βe−α(t−s), ∀t ≥ s ∈ I,

(α > 0,β > 0 being constants), TF(·, ·) is the linear evolution operator defined
by the linear differential equation over Sd

n :

d
dt

S(t) = LF(t)S(t),

where LF(t) : Sd
n →Sd

n by

(LF(t)S)(i) = [A0(t, i)+B0(t, i)F(t, i)]S(i)+S(i) [A0(t, i)+B0(t, i)F(t, i)]T

+
r

∑
k=1

[Ak(t, i)+Bk(t, i)F(t, i)]S(i) (4.2)

× [Ak(t, i)+Bk(t, i)F(t, i)]T +
d

∑
j=1

q jiS( j)

i ∈ D,S ∈ Sd
n .

(b) The triple (C,A;Q) is detectable if there exists a bounded and continuous
function K : I →Md

n,p, such that ||T K(t,s)|| ≤ βe−α(t−s), ∀t ≥ s ∈ I,β >

0,α > 0 being constants. T K(t,s) is the linear evolution operator defined by the
linear differential equation:

d
dt

S(t) = LK(t)S(t)

where LK(t) : Sd
n →Sd

n by

[
LK(t)S

]
(i) = [A0(t, i)+K(t, i)C0(t, i)]S(i)+S(i) [A0(t, i)+K(t, i)C0(t, i)]

T

+
r

∑
k=1

[Ak(t, i)+K(t, i)Ck(t, i)]S(i) [Ak(t, i)+K(t, i)Ck(t, i)]
T

+
d

∑
j=1

q jiS( j) (4.3)

i ∈ D,S ∈ Sd
n .
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The next result easily follows from Theorem 3.3.3.

Proposition 4.1.3. Assume that the system (4.1) is in the time-invariant case. Then
the following are equivalent:

(i) The system (4.1) is stochastically stabilizable;
(ii) There exists F = (F(1), F(2), . . . ., F(d)) ∈ Md

m,n such that the affine
Lyapunov equation over Sd

n :

LF X + Jd = 0

has a solution X > 0;
(iii) The linear matrix inequalities

[
L(X ,Γ)(i) P(X ,Γ)(i)
PT (X ,Γ)(i) R(X)(i)

]

< 0 (4.4)

have a solution (X ,Γ) ∈ Sd
n ×Md

m,n,X > 0, where

L(X ,Γ)(i) = A0(i)X(i)+X(i)AT
0 (i)+B0(i)Γ(i)+ΓT (i)BT

0 (i)+
d

∑
j=1

q jiX( j)

P(X ,Γ)(i) = (A1(i)X(i)+B1(i)Γ(i) A2(i)X(i)+B2(i)Γ(i) . . . Ar(i)X(i)+Br(i)Γ(i))

R(X)(i) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

−X(i) 0 0 . . . 0
0 −X(i) 0 . . . 0
0 0 −X(i) . . . 0
. . . . . . . . . . . . . . .

0 0 0 . . . −X(i)

⎤

⎥
⎥
⎥
⎥
⎥
⎦

∈ Srn.

Moreover, if (X ,Γ) ∈ Sd
n ×Md

m,n is a solution of the linear matrix inequalities
(4.4) with X > 0, then F = (F(1), F(2), . . .F(d)), with

F(i) = Γ(i)X(i)−1 (4.5)

i ∈ D is a stabilizing feedback gain.

In the particular case with Bk = 0,k = 1,2 . . . ,r we have the following result.

Proposition 4.1.4. Assume that the system (4.1) is in the time-invariant case and
Bk(i) = 0, i ∈ D,k = 1, ..,r, then the following are equivalent:

(i) The system (4.1) is stochastically stabilizable;
(ii) The system of linear matrix equations

A0(i)X(i)+X(i)AT
0 (i)+B0(i)Γ(i)+ΓT (i)BT

0 (i)
+∑r

k=1 Ak(i)X(i)AT
k (i)+∑d

j=1 q jiX( j)+ In = 0
(4.6)
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i ∈ D, has a solution (X ,Γ) ∈ Sd
n ×Md

m,n,X > 0. Moreover, if (X ,Γ) ∈ Sd
n ×

Md
m,n is a solution of the system (4.6) with X > 0 then a stabilizing feedback

gain may be obtained as in (4.5).

The next result follows easily from Theorem 3.3.2.

Proposition 4.1.5. Assume that the system (4.1) is in the time-invariant case, then
the following are equivalent:

(i) The system (4.1) is stochastically detectable;
(ii) The system of linear matrix equations

AT
0 (i)Y (i)+Y (i)A0(i)+Λ(i)C0(i)+C0(i)TΛT (i)

+∑r
k=1 AT

k (i)Y (i)Ak(i)+∑d
j=1 qi jY ( j)+ In = 0

(4.7)

i∈D has a solution (Y,Λ)∈Sd
n ×Md

n,p,Y > 0. Moreover, if (Y,Λ) is a solution
of the system (4.7), then K = (K(1), . . . ,K(d)), with

K(i) = Y−1(i)Λ(i) (4.8)

i ∈ D is a stabilizing injection;
(iii) The system of linear matrix inequalities

AT
0 (i)Y (i)+Y (i)A0(i)+Λ(i)C0(i)+CT

0 (i)Λ
T (i)

+∑r
k=1 AT

k (i)Y (i)Ak(i)+∑d
j=1 qi jY ( j)< 0

(4.9)

i∈D has a solution (Y,Λ)∈Sd
n ×Md

n,p,Y > 0. Moreover if (Y,Λ) is a solution
of the system (4.9) with Y > 0, then a stabilizing injection is obtained as in
(4.8).

Based on the Remark 4.1.3 we can establish a duality relationship between the
stabilizability and detectability in this stochastic framework.

Proposition 4.1.6. Assume that

(i) Ak : R →Md
n , Bk : R →Md

n,m are continuous and bounded functions, k =
0,1, . . . ,r;

(ii) The elements of the matrix Q, verify (2.123).

Then the triple (A,B;Q) is stabilizable if and only if the triple
(
B�,A�;Q�

)
is

detectable, where

A� =
(

A�
0,A

�
1, . . . ,A

�
r

)
, B� =

(
B�

0,B
�
1, . . . ,B

�
r

)
,

A�
k(t) =

(
A�

k(t,1), A�
k(t,2) , . . . ,A

�
k(t,d)

)
,

B�
k(t) =

(
B�

k(t,1), B�
k(t,2) , . . . ,B

�
k(t,d)

)
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A�
k(t, i) : = AT

k (−t, i),

B�
k(t, i) : = BT

k (−t, i)

Q� = QT .

t ∈ R, i ∈ D,k = 0,1, . . . ,r.

Proof. If (A,B;Q) is stabilizable, then there exists a bounded and continuous
function F : R→Md

m,n such that:

||TF(t,s)|| ≤ βe−α(t−s) (4.10)

for all t ≥ s, t,s ∈ R,β > 0,α > 0 being positive constants TF(·, ·) being the linear
evolution operator defined by linear differential equation over Sd

n ,

d
dt

S(t) = LF(t)S(t) (4.11)

LF(t) being defined as in (4.2).
It is easy to see that S(t) is a solution of (4.11) if and only if t → S(−t) is a

solution of the equation

d
dt

X(t)+(L�(t))∗X(t) = 0 (4.12)

where L�(t) : Sd
n →Sd

n is defined by

(L�(t)S)(i) =
[
A�

0(t, i)+K�(t, i)B�
0(t, i)

]
S(i)

+S(i)
[
A�

0(t, i)+K�(t, i)B�
0(t, i)

]T

+
r

∑
k=1

[
A�

k(t, i)+K�(t, i)B�
k(t, i)

]
S(i)

×
[
A�

k(t, i)+K�(t, i)B�
k(t, i)

]T

+
d

∑
j=1

q�jiS( j), i ∈ D,S ∈ Sd
n ,

where A�
k,B

�
k were defined in the statement and K�(t, i) = FT (−t, i),q�ji = qi j, i, j ∈

D. If T �(t,s) stands for the linear evolution operator over Sd
n defined by the

differential equation

d
dt

S(t) = L�(t)S(t)

then we obtain from (4.12) that S(−t) = (T �(s, t))∗S(−s) for all t ≤ s, hence S(t) =
(T �(−s,−t))∗S(s) for all t ≥ s.
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On the other hand S(t) = TF(t,s)S(s), t ≥ s. Hence we have T �(t,s) =
T ∗F (−s,−t), (∀)t ≥ s. Finally invoking (4.10) we deduce that

||T �(t,s)|| ≤ βe−α(t−s), (∀) t ≥ s

which shows that
(
B�,A�;Q�

)
is detectable and the proof ends. ��

Remark 4.1.4. (i) In the same way may prove that (C,A;Q) is detectable, if and
only if (A�,C�;Q�) is stabilizable.

(ii) From Proposition 4.1.6 it follows immediately that in the time invariant case
(A,B;Q) is stabilizable if and only if the triple (BT ,AT ;QT ) is detectable.

Now we prove the following theorem, which extends a well-known result from
the deterministic framework.

Theorem 4.1.7. Suppose that

(i) (C0,A;Q) is stochastically detectable.
(ii) The differential equation

d
dt

K(t)+L∗(t)K(t)+C̃(t) = 0 (4.13)

has a bounded solution K̃ : R+ → Sd
n , K̃(t) =

(
K̃(t,1), . . . , K̃(t,d)

)
, K̃(t, i) ≥

0, t ≥ 0, i∈D where C̃(t) =
(
C̃(t,1), . . . ,C̃(t,d)

)
,C̃(t, i) =CT

0 (t, i)C0(t, i). Then
the solution of the system (1.22) is ESMS-C (or equivalently the system
((A0,A1, . . . ,Ar);Q) is stable.

Proof. Consider v : R+×Rn×D → R,v(t,x, i) = xT K̃(t, i)x. Let x(t) = x(t, t0,x0)
be a solution of the system (1.22). Applying the identity (1.6) to the function v and
to the system (1.22) and taking into account (4.13) we get for all t ≥ t0 and i ∈ D

E [v(t,x(t),η(t))|η(t0)=i]−xT
0 K̃(t0, i)x0=−E

[∫ t

t0
|C0(s,η(s))x(s)|2ds|η(t0) = i

]

.

Hence

E

[∫ ∞

t0
|C0(t,η(t))x(t)|2dt|η(t0) = i

]

≤ xT
0 K(t0, i)x0 ≤ γ |x0|2 (4.14)

t0 ≥ 0,x0 ∈ Rn, i ∈ D.
We may write

dx(t) = {[A0(t,η(t))+H(t,η(t))C0(t,η(t))]x(t)+ f0(t)}dt

+
r

∑
k=1

Ak(t,η(t))x(t)dwk(t)

where f0(t) =−H(t,η(t))C0(t,η(t))x(t).



4.2 Stochastic Observability 171

Since the system (A0 +HC0,A1, . . . ,Ar;Q) is stable and f0 ∈ L2
η ,w ([t0,∞)×Rn)

(see (4.14)) we may use the Theorem 3.6.1 (ii) to obtain;

E

[∫ ∞

t0
|Φ(t, t0)x0|2dt|η(t0) = i

]

≤ δ [|x0|2 +E

[∫ ∞

t0
| f0(t)|2dt|η(t0) = i

]

≤ β |x0|2

for all t0 ≥ 0,x0 ∈ Rn, i ∈ D.
Using Corollary 3.2.3 we conclude that the system (A0,A1, . . . ,Ar;Q) is stable

and the proof is complete. ��
Remark 4.1.5. If (C,A;Q) is detectable, then it follows based on a similar proof
that the result proved in Theorem 4.1.7 remains valid if one replaces C̃ (t) with

C̃ (t, i) =
r

∑
k=0

CT
k (t, i)Ck (t, i) .

4.2 Stochastic Observability

Definition 4.2.1. We say that the system (4.1) is stochastically uniformly observ-
able (or equivalently (C0,A;Q) is uniformly observable) if there exist τ > 0,β > 0
such that

∫ t+τ

t
T ∗(s, t)C̃(s)ds≥ βJd (4.15)

for all t ≥ 0, where C̃(s) =
(
C̃(s,1), C̃(s,2), . . . ,C̃(s,d)

)
, C̃(s, i) = CT

0 (s, i)C0(s, i),
i ∈ D, s ≥ 0. In the time invariant case we shall say that the system (4.1) is
stochastically observable, or the triple (C0,A;Q) is observable.

Remark 4.2.1. (a) If in the system (4.1) we have Ak(t, i) = 0,k = 1, . . . ,r,D = {1},
then the Lyapunov operator (2.124) is the Lyapunov operator of deterministic
framework. In this case (4.15) becomes

∫ t+τ

t
ΦT

0 (s, t)C
T
0 (s)C0(s)Φ0(s, t)ds≥ β In, ∀t ≥ 0

where Φ0(·, ·) is the fundamental matrix solution of the differential equation
ẋ(t) = A0(t)x(t).

This shows that the above definition of stochastic uniform observability is
a natural extension of the uniform observability used for linear time-varying
deterministic systems (see [89]).
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(b) If the system (4.1) is subject only to Markovian jumping, then the condition
(4.15) becomes

∫ t+τ
t T̂ ∗(s, t)C̃(s)ds ≥ βJd . If this is fulfilled we shall say that

the triple (C0,A0;Q) is uniformly observable.
(c) If the system (4.1) is subject only to multiplicative white noise and the corre-

sponding inequality (4.15) is fulfilled, then we shall say that (C0,A0,A1, . . . ,Ar)
or shortly (C0,A) is uniformly observable.

The following result follows immediately from Theorem 3.1.1.

Proposition 4.2.1. The system (4.1) is stochastically uniformly observable if and
only if there exist β > 0,τ > 0 such that

E

[∫ t+τ

t
ΦT (s, t)CT

0 (s,η(s))C0(s,η(s))Φ(s, t)ds|η(t) = i

]

≥ β In

for all t ≥ 0, i∈D,Φ(·, ·) being the fundamental matrix solution of the system (1.22).

The proof of the next result is based on some preliminary results that develop the
ones presented in Sect. 2.7. First, remark that since

Φi (t, t0) = e
1
2 qii(t−t0)Φ̂i(t, t0)

whereΦi (t, t0) is the fundamental matrix solution for fixed i∈D of the deterministic
linear differential equation on Rn

dx
dt

=

[

A0 (t, i)+
1
2

qiiIn

]

x(t) ,

and Φ̂i(t, t0) is the fundamental matrix solution for fixed i ∈ D of the deterministic
linear differential equation

dx
dt

= A0 (t, i)x(t) ,

it follows that for each i ∈ D the pair
(

C0 (·, i) , Ã0 (·, i)
)

is uniformly observable if

and only if the pair (C0 (·, i) ,A0 (·, i)) is uniformly observable, where

Ã0 (t, i) = A0 (t, i)+
1
2

qiiIn.

Further, for each i ∈ D, let Li (t) : Sn → Sn be the Lyapunov-type linear operator
defined by

Li (t)M = Ã0 (t, i)M+MÃT
0 (t, i)+

r

∑
j=1

A j (t, i)MAT
j (t, i) , M ∈ Sn

and let T i (t, t0) be the linear evolution operator on Sn associated with the operator
Li (t).
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Let L(t) : Sd
n →Sd

n defined by
(
L(t)H

)
(i) = Li (t)H (i) , H ∈ Sd

n , i ∈ D

and let T (t, t0) be the linear evolution operator on Sd
n associated with the linear

operator L(t). It is easy to prove that

(
T (t, t0)H

)
(i) = T i (t, t0)H (i) , H ∈ Sd

n , i ∈ D.

From the definitions of T̂ (t, t0), T1 (t, t0) (see Sect. 2.6.2) easily follows

T (t, t0) ≥ T̂ (t, t0)≥ T1(t, t0), (4.16)

T (t, t0) ≥ T (t, t0) .

From (4.16) one obtains the following result.

Proposition 4.2.2. (i) If for each i ∈ D, the pair (C0(·, i),A0(·, i)) is uniformly
observable then the triple (C0,A0;Q) is uniformly observable.

(ii) If (C0,A0;Q) is uniformly observable, then (C0,A;Q) is uniformly observable.

(iii) If for every i ∈ D, the system
(

C0 (·, i) , Ã0 (·, i) ,A1 (·, i) , . . . ,Ar (·, i)
)

is uni-

formly observable then the system (C0,A;Q) is uniformly observable, too.

Proposition 4.2.3. Assume that the system (4.1) is in the time-invariant case. Then
the following are equivalent.

(i) The system (4.1) is stochastically observable.
(ii) There exists τ > 0 such that

∫ τ

0
eL

∗sC̃ds > 0.

(iii) There exists τ > 0 such that X0(τ) > 0, where X0(t) is the solution of the
problem with initial value:

d
dt

X0(t) = L∗X0(t)+C̃, X0(0) = 0.

Proof. (i)⇐⇒ (ii) follows from (2.132).

Since X0(t) =
∫ t

0
eL

∗(t−s)C̃ds =
∫ t

0
eL

∗sC̃ds, t ≥ 0 it follows that (iii)⇐⇒ (ii).

The proof is complete. ��

Proposition 4.2.4. Assume that the system (4.1) is in the time-invariant case. Let
X0(t) be the solution of the Cauchy problem on Sd

n

d
dt

X0(t) = L∗X0(t)+C̃, t ≥ 0, X0(0) = 0.

If there exists τ > 0, such that X0(τ)> 0 then X0(t)> 0 for all t > 0.

Proof. For each t > 0, we write the representation
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X0(t) = (X0(t,1), X0(t,2), . . . ,X(t,d)) =
∫ t

0
eL

∗(t−s)C̃ds.

Since eL
∗(t−s) : Sd

n → Sd
n is a positive operator, we deduce that X0(t) ≥ 0, for all

t ≥ 0. Moreover if t ≥ τ we have X0(t) ≥ X0(τ), therefore if X0(τ) > 0, we have
X0(t) > 0 for all t ≥ τ . It remains to show that X0(t) > 0,0 < t < τ . To this
end we show that detX0(t, i) > 0, 0 < t < τ , i ∈ D. Indeed, since detX0(t, i) =

det
{
(
∫ t

0 eL
∗(t−s)C̃ds)(i)

}
, we deduce that t → detX0(t, i) is an analytic function.

The set of its zeros on [0,τ ] has no accumulation point. In this way it will follow
that there exists τ1 > 0 such that detX0(t, i)> 0 for all t ∈ (0,τ1]. Invoking again the
monotonicity of the function t → X0(t) we conclude that X0(t) > 0 for all t ≥ τ1,
and the proof ends. ��
Remark 4.2.2. From Propositions 4.2.3 and 4.2.4 it follows that the stochastic
observability for a system (4.1) in the time invariant case may be checked by using a
numerical procedure to compute the solution X0(t) through an enough long interval
of time.

The following two results can be considered as Barbashin–Krasovskii type
theorems [74].

Theorem 4.2.5. Assume that (C0,A;Q) is uniformly observable and the affine
differential equation

d
dt

X(t)+L∗(t)X(t)+C̃(t) = 0 (4.17)

has a bounded and positive semidefinite solution X̃(t), t ≥ 0. Then

(i) The system (A0,A1, . . . ,Ar;Q) is stable;
(ii) X̃(t)� 0;

(iii) Equation (4.17) has only one bounded solution which is uniform positive.

Proof. From (2.127) it follows that

X̃(t) = T ∗(s, t)X̃(s)+
∫ s

t
T ∗(u, t)C̃(u)du, s≥ t. (4.18)

Since 0 ≤ X̃(s) ≤ β0Jd with some β0 > 0 and T (s, t) ≥ 0 one gets 0 ≤
∫ s

t T ∗(u, t)C̃(u)du ≤ X̃(t) ≤ β0Jd for all s ≥ t ≥ 0. Hence the integral X̂(t) =
∫ ∞

t T ∗(s, t)C̃(s)ds is convergent and 0 ≤ X̂(t) ≤ β0Jd , t ≥ 0. By (2.127) it
follows directly that X̂ is a solution of (4.17). Since (C0;A0, . . . ,Ar,Q) is uniformly
observable it follows that X̂ is uniform positive. Since T ∗(t + τ , t)T ∗(s, t + τ) =
T ∗(s, t) we have

T ∗(t + τ , t)X̂(t + τ) =
∫ ∞

t+τ
T ∗(s, t)C̃(s)ds = X̂(t)−

∫ t+τ

t
T ∗(s, t)C̃(s)ds
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Hence T ∗(t + τ)X̂(t + τ) ≤ X̂(t)− βJd ≤
(

1− β
β0

)
X̂(t), t ≥ 0. Thus by Theorem

3.3.8 it follows that the system (A0, . . . ,Ar,Q) is stable. Hence by Theorem 2.7.4
(ii), ‖T ∗(s, t)‖ ≤ γe−α(s−t),s≥ t. Taking s→∞ in (4.18) one gets X̃(t) = X̂(t), t ≥ 0
and thus the proof is complete. ��
Corollary 4.2.6. Suppose that Ak(t, i) = Ak(i), C0(t, i) =C(i), t ≥ 0, i ∈D,0≤ k≤
r. Assume that (C0;A0, . . . ,Ar,Q) is observable and the algebraic equation on Sd

n

L∗X +C̃ = 0 (4.19)

has a solution X̃ ≥ 0. Then

(i) The system (A0,A1, . . . ,Ar;Q) is stable.
(ii) X̃ > 0.

(iii) Equation (4.19) has a unique positive semidefinite solution.

The next result gives sufficient conditions concerning the observability of the
system (C0,A0, . . .Ar;Q).

Theorem 4.2.7. Under the assumption of Proposition 4.2.3 if the system
(C0;A0, . . . ,Ar,Q) is not observable then there exist x0 ∈Rn,x0 	= 0 and i0 ∈D such
that

(i) C0(i0)x0 = 0.
(ii) qi0iC0(i)x0 = 0 for all i ∈ D.

(iii) C0(i0)(A0(i0))mx0 = 0 for all m≥ 1.
(iv) qi0iqi jC0( j)x0 = 0 for all i 	= i0, j ∈ D.
(v) C0(i0)Ak(i0)x0 = 0, 1≤ k ≤ r.

Proof. Suppose that (C0,A0, . . . ,Ar;Q) is not observable. From Proposition 4.2.3 it

follows that there exist x0 ∈Rn,x0 	= 0 and i0 ∈D such thatxT
0

∫ 1

0
(eL

∗tC̃)(i0)dtx0 = 0.

Hence xT
0 (e

L∗tC̃)(i0)x0 = 0 for all t ∈ [0,1]. Since eL
∗t ≥ eL̂

∗t ≥ eL
∗
1t (see 4.16 and

Remark 2.6.3) one gets xT
0 (e

L̂∗tC̃)(i0)x0 = 0,xT
0 (e

L∗1tC̃)(i0)x0 = 0, t ∈ [0,1]. From
the last equality we get C0(i0)eA0(i0)t x0 = 0, t ∈ [0,1).

Hence differentiating successively we have

xT
0 ((L∗)mC̃)(i0)x0 = 0, m≥ 0 (4.20)

C0(i0)(A0(i0))
mx0 = 0, m≥ 0 (4.21)

xT
0 ((L̂∗)mC̃)(i0)x0 = 0,xT

0 ((L∗1)mC̃)(i0)x0 = 0 (4.22)

for all m≥ 0. Thus (i) and (iii) follow from (4.21).
Now, from (4.20) and (4.22) we have

0 = xT
0 (L∗C̃)(i0)x0 = xT

0 (L∗2C̃)(i0)x0 + xT
0 (L̂∗C̃)(i0)x0
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= xT
0 (L∗2C̃)(i0)x0 = xT

0

r

∑
k=1

AT
k (i0)C

T
0 (i0)C0(i0)Ak(i0)x0

and thus (v) follows.
Further, by (4.22) we can write

0 = xT
0 (L̂∗C̃)(i0)x0 = xT

0 (L∗1C̃)(i0)x0 + xT
0 (L∗3C̃)(i0)x0

= xT
0 (L∗3C̃)(i0)x0 = xT

0 ∑
j 	=i0

qi0 jC
T
0 ( j)C0( j)x0

where L, L̂, L1 are defined in Sect. 2.6.2 and L2 = L−L̂ and L3 = L̂−L1. Then
since qi j ≥ 0 if i 	= j one gets (ii). From (4.22) it also follows that

0 = xT
0 ((L̂∗)2C̃)(i0)x0 =

= xT
0

{[(
(L∗1)2 +L∗1L∗3 +L∗3L∗1 +(L∗3)2)C̃

]
(i0)

}
x0 =

= xT
0

[
(L∗1L∗3C̃)(i0)+(L∗3L∗1C̃)(i0)+((L∗3)2C̃)(i0)

]
x0.

Further, using (ii) we can write

xT
0 (L∗1L∗3C̃)(i0)x0 = 2xT

0

[

AT
0 (i0)+

1
2

qi0i0In

]

∑
i 	=i0

qi0iC
T
0 (i)C0(i)x0 = 0

xT
0 (L∗3L∗1C̃)(i0)x0 = 2xT

0 ∑
i 	=i0

qi0i

(

AT
0 (i)+

1
2

qiiIn

)

CT
0 (i)C0(i)x0 = 0.

Hence one gets

0 = xT
0 ((L∗3)2C̃)(i0)x0 = xT

0 ∑
i 	=i0
∑
j 	=i

qi0iqi jC
T
0 ( j)C0( j)x0

and since qi0iqi j ≥ 0 for i 	= i0, j 	= i one obtains qi0iqi jC( j)x0 = 0 for all i 	= i0 and
j 	= i and thus by (ii) it follows that (iv) holds and hence the proof is complete. ��
Corollary 4.2.8. Under the assumption of Proposition 4.2.3 if for every i∈D, rank
M(i) = n, where

M(i) =
[
CT

0 (i),A
T
0 (i)C

T
0 (i), . . . ,(A

T
0 (i))

n−1CT
0 (i),

qi1CT
0 (1), . . . ,qidCT

0 (d),A
T
1 (i)C

T
0 (i), . . . ,A

T
r (i)C

T
0 (i)

]

then the system (C0,A0,A1, . . . ,Ar;Q) is observable.

In the following examples, the stochastic observability used in this paper
is compared with other types of stochastic observability, for example the one
introduced in [86, 109, 110]. We also show that the stochastic observability used
in this paper doesn’t imply the stochastic detectability as we would expect.
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Example 4.2.1. The case of a system with Markovian jumping with d = 2,n =
2, p = 1.

Take

A0(1) = A0(2) =

[
α 0
0 α

]

C0(1) = [1 0] ,C0(2) = [0 1] ,Q =

[
−q q
q −q

]

,α ∈ R,q > 0.

It is obvious that the pairs (C0(1),A0(1)),(C0(2),A0(2)) are not observable. There-
fore this system is not stochastically observable, in the sense of [109]. We shall
show that this system is stochastically observable in the sense of Definition 4.2.1.

To this end we use the implication (iii)=⇒ (i) in Proposition 4.2.3. We show that
there exists τ > 0 such that X1(τ)> 0,X2(τ)> 0, where Xi(t), i = 1,2 is the solution
of the Cauchy problem:

d
dt

Xi(t) = AT
0 (i)Xi(t)+Xi(t)A0(i)+

2

∑
j=1

qi jXj(t) (4.23)

+CT
0 (i)C0(i),

Xi(0) = 0, i = 1,2.

From the representation formula

(X1(t),X2(t)) =
∫ t

0
eL̂

∗
0(t−s)C̃ds

it follows that Xi(t) ≥ 0 for all t ≥ 0. Therefore it is sufficient to show that there
exists τ > 0 such that detXi(τ)> 0.

Set Xi(t) =

(
xi(t) yi(t)
yi(t) zi(t)

)

, i = 1,2 and obtain from (4.23) the following system

of affine differential equations:

x′1(t) = (2α−q)x1(t)+qx2(t)+1

x′2(t) = qx1(t)+(2α−q)x2(t)

y′1(t) = (2α−q)y1(t)+qy2(t)

y′2(t) = αy1(t)+(2α−q)y2(t)

z′1(t) = (2α−q)z1(t)+qz2(t)

z′2(t) = qz1(t)+(2α−q)z2(t)+1

xi(0) = yi(0) = zi(0) = 0, i = 1,2.
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Hence y1(t) = y2(t) = 0, t ≥ 0.
From the uniqueness of the solution of a Cauchy problem it follows that x1(t) =

z2(t) = x̃(t) and x2(t) = z1(t) = z̃(t) where t → (x̃(t), z̃(t)) is the solution of the
problem

d
dt

x̃(t) = (2α−q)x̃(t)+qz̃(t)+1

d
dt

z̃(t) = qx̃(t)+(2α−q)z̃(t)

x̃(0) = z̃(0) = 0.

We have detXi(t) = xi(t)zi(t)− y2
i (t) = xi(t)zi(t) = x̃(t)z̃(t), t ≥ 0.

But

x̃(t) =
1
2

∫ t

0
[eαs + e(2α−q)s]ds

z̃(t) =
1
2

∫ t

0
[e2αs− e2(α−q)s]ds.

It is easy to see that for every α ∈ R,q > 0 we have limt→∞ x̃(t)z̃(t)> 0.

Remark 4.2.3. Let us consider the system of type (4.1) with n = 2,d = 2, p = 1,r =
1 and A0(1) = A0(2) = αI2,C0(1) = [1 0],C0(2) = [0 1], A1(i) a2×2 arbitrary

matrix, Q =

[
−q q
q −q

]

,α ∈ R,q > 0. Combining the conclusion of Example 4.2.1

with Proposition 4.2.2 it follows that the system (C0, (A0,A1);Q) is observable.

Example 4.2.2. The stochastic observability does not imply always stochastic
detectability. Let us consider the system with Markovian jumping with d = 2,
n = 2, p = 1,

A0(1) = A0(2) =
q
2

I2, C0(1) = [1 0] , C0(2) = [0 1] , Q =

[
−q q
q −q

]

. (4.24)

From the previous example we conclude that the system (C0,A0;Q) is observable.
Invoking (i)⇔ (ii) from Proposition 4.1.5 we deduce that if the system (4.24) would
be stochastically detectable, then would exist the matrices X(i) > 0, and Λ(i) =[
λ1(i)
λ2(i)

]

, i = 1,2 which verify the following system of linear equations:

AT
0 (i)X(i)+X(i)A0(i)+Λ(i)C0(i)+CT

0 (i)Λ
T (i)+

2

∑
j=1

qi jX( j)+ I2 = 0, i = 1,2
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which implies I2 +

[
2λ1(1) λ2(1)
λ2(1) 0

]

< 0 which is a contradiction.

Example 4.2.3. Let us consider the stochastic system

dx(t) = A0(η(t))x(t)dt +A1(η(t))x(t)dw1(t) (4.25)

y(t) = C0(η(t))x(t)

with n = 2, d = 2, r = 1, p = 1, A0(1) = A0(2) = αI2, C0(1) = [1 0] , C0(2) =

[0 1] , A1(1) = β I2, A1(2) is a 2×2 arbitrary matrix, Q =

[
−q q
q −q

]

, α ∈R, β ∈

R, q > 0 which satisfy 2α−q+β 2 = 0.
From Remark 4.2.3 it follows that the system described by (4.25) is stochastically

observable. We show that it is not stochastically detectable. If by contrary the
system (4.25) is stochastically detectable, then, using again Proposition 4.1.5, we

deduce that there exist matrices X(i) > 0,Λ(i) =
[
λ1(i)
λ2(i)

]

,λk(i) ∈ R which verify

the following system of linear equations

AT
0 (i)X(i)+X(i)A0(i)+Λ(i)C0(i)+CT

0 (i)Λ
T (i)+AT

1 (i)X(i)A1(i)

+∑2
j=1 qi jX( j)+ I2 = 0

which leads to the same contradiction as in the previous example.

Remark 4.2.4. One can see that the system

dx(t) = A0(η(t))x(t)dt +
r

∑
k=1

Ak(η(t))x(t)dwk(t) (4.26)

y(t) = C0(η(t))x(t)

with A0(i),C0(i) as in (4.24) and Ak(i),k = 1,2, . . . ,r, 2× 2 arbitrary matrices, is
stochastically observable but it is not stochastically detectable. If, by contrary, (4.26)
would be stochastically detectable, then by Proposition 4.1.2 (i) could follow that
the system described by (4.24) would be stochastically detectable, which contradicts
the conclusion of Example 4.2.2.

From the representation formula in Theorem 3.1.1 it follows the next result.

Proposition 4.2.9. Assume that the system (4.1) is in the time-invariant case. Then
the triple (C0,A;Q) is observable if and only if they do not exist τ > 0, i ∈ D and
x0 	= 0 such that

E
[
|y(t,0,x0)|2|η(0) = i

]
= 0

∀ t ∈ [0,τ ] where y(t,0,x0) = C0(η(t))x(t,0,x0), x(t,0,x0) being the solution of
(4.1) for u(t) = 0 and having the initial condition x(0,0,x0) = x0.
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In the deterministic framework the analogous of the above statement is one of
the usual definitions of observability.

Remark 4.2.5. In Definition 4.2.1 of observability no condition on Q is imposed.
All the results proved above except Propositions 4.2.2 and 4.2.9 require only the
condition qi j ≥ 0 for i 	= j. The additional condition ∑d

j=1 qi j = 0 is used only in the
proof of the two aforementioned propositions.

4.3 Stochastic Controllability

In this section the controllability of stochastic systems will be introduced. For
simplicity we shall consider only the time-invariant case.

Let Ak (i) ∈ Rn×n, 0≤ k ≤ r, i ∈ D, B(i) ∈ Rn×m, Q = [qi j] , i, j ∈ D with qi j ≥ 0
for i 	= j.

Definition 4.3.1. We say that the system (A0,A1, . . . ,Ar,B;Q) is controllable if it
exists τ > 0 such that

∫ τ

0
eLt B̃dt > 0

where L is defined by (2.130) and B̃ ∈ Sd
n , B̃(i) = B(i)BT (i) , i ∈ D.

Remark 4.3.1. One can easily see that in the deterministic case, namely if D =
{1} , q11 = 0 and Ak (1) = 0, 1≤ k≤ r, the above definition reduces to the definition
of controllability of the pair (A0 (1) ,B(1)).

The following result can be directly proved.

Proposition 4.3.1. The system (A0,A1, . . . ,Ar,B;Q) is controllable if and only if
the system

(
BT ,AT

0 ,A
T
1 , . . . ,A

T
r ;QT

)
is observable.

From the above proposition and from Propositions 4.2.3, 4.2.4 and Remark 4.3.1,
immediately follows.

Proposition 4.3.2. The following assertions are equivalent

(i) The system (A0,A1, . . . ,Ar,B;Q) is controllable.
(ii) It exists τ > 0 such that K0 (τ) > 0 where K0 (t) denotes the solution of the

affine equation in the space Sd
n :

d
dt

K0 (t) = LK0 (t)+ B̃

with K0 (0) = 0.
(iii) For any t > 0, K0 (t)> 0.
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In the following we shall consider the situation when the system is subject only
to white noise perturbations, namely D = {1}, q11 = 0, Ak (1) = Ak, B(1) = B. The
inequality in Definition 4.3.1 becomes

∫ τ

0
eLt B̂dt > 0

where L denotes the linear operator defined on Sn by (2.137) and B̂ = BBT . If this
inequality is fulfilled for some τ > 0 we shall say that the system (A0,A1, . . . ,Ar,B)
is controllable. Therefore in the case of systems with multiplicative white noise the
above proposition gives the following result.

Proposition 4.3.3. The following assertions are equivalent

(i) The system (A0,A1, . . . ,Ar,B) is controllable;
(ii) It exists τ > 0 such that K̃ (τ)> 0 where

d
dt

K̃ (t) = A0K̃ (t)+ K̃ (t)AT
0 +

r

∑
k=1

AkK̃ (t)AT
k +BBT with K̃ (0) = 0; (4.27)

(iii) K̃ (t)> 0 for all t > 0.

From Proposition 3.1.3 immediately follows that

eLtH = E
[
Φ(t,0)HΦT (t,0)

]
, t ≥ 0, H ∈ Sn,

where Φ(t, t0) , t ≥ t0 denotes the fundamental matrix solution associated with the
linear Itô system

dx(t) = A0x(t)dt +
r

∑
k=1

Akx(t)dwk (t) .

Therefore the next result directly follows.

Proposition 4.3.4. The system (A0,A1, . . . ,Ar,B) is controllable if and only if it
exists τ > 0 such that E

∫ τ
0

[
Φ(t,0)BBTΦT (t,0)

]
dt > 0.

We shall give now another characterization, in stochastic terms, of the controlla-
bility of the system (A0,A1, . . . ,Ar,B). Consider the affine Itô system:

dx(t) = A0x(t)dt +
r

∑
k=1

Akx(t)dwk (t)+Bdv(t) , t ≥ 0 (4.28)

where (w(t) ,v(t))T is a standard r+m-dimensional Wiener process. Let x̃(t) , t ≥ 0
be the solution of (4.28) with x̃(0) = 0. Using the Itô’s formula (Theorem 1.9.9) one
can easily verify that K̃ (t) = E

[
x̃(t) x̃T (t)

]
, K̃ being defined in Proposition 4.3.3.
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Then the following result is immediately obtained.

Proposition 4.3.5. The system (A0,A1, . . . ,Ar,B) is controllable if and only if

E
[
x̃(t) x̃T (t)

]
> 0

for all t > 0.

The above characterization has been considered as a definition of controllability
of the system (A0,A1, . . . ,Ar,B) in [13].

The next result proved in [13] characterizes the controllability of the system
(A0,A1, . . . ,Ar,B) in terms of invariant subspaces as in the deterministic case (Ak =
0, 1≤ k ≤ r).

Theorem 4.3.6. The system (A0,A1, . . . ,Ar,B) is controllable if and only if no
invariant subspace exists with the dimension less than n of the collection Ak, 0 ≤
k ≤ r containing all columns of B.

For the proof of the above theorem we need the following lemma.

Lemma 4.3.7. The following two assertions are equivalent

(i) It exists an invariant subspace with the dimension less than n of the matrices
Ak,0≤ k ≤ r containing all columns of B;

(ii) It exists ξ ∈ Rn, ξ 	= 0 such that ξ T MB = 0 for all M = As1
i1

As2
i2
. . .A

sp
ip

where
0≤ i j ≤ r and s j ≥ 0, 1≤ j ≤ p, p≥ 1 are natural numbers.

Proof. (i)⇒ (ii) Let S be an invariant subspace of the matrices Ak,0 ≤ k ≤ r with
the dimension less than n containing all columns of B. Denote by S⊥ the orthogonal
subspace of S. Since S⊥ 	= {0}, consider ξ ∈ S⊥ such that ξ 	= 0. Since all the
columns of the matrices MB with M as in the statement are included in S it follows
that ξ T MB = 0.

(ii)⇒ (i) Assume that it exists ξ 	= 0 satisfying (ii). Let S be the subspace
generated by the columns of all matrices MB, M being defined as in the statement.
Since ξ 	= 0 it follows that S 	= Rn. On the other hand it is easy to check that if x ∈ S
then Akx ∈ S for all 0≤ k ≤ r. Thus the proof is complete. ��
Proof of Theorem 4.3.6. Necessity. Assume that the system (A0,A1, . . . ,Ar,B) is
controllable. It follows that B 	= 0 and therefore if n = 1 the condition in the
statement is automatically accomplished. We consider now the case n ≥ 2 and that
it exists a subspace S, S 	= {0}, S 	= Rn invariant of Ak,0 ≤ k ≤ r containing all
columns of B. Then it follows that it exists a basis in Rn with respect to which the
matrices Ak have the structure

Ãk =

[
A1k A2k

0 A3k

]

, 0≤ k ≤ r

and B has the form
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B̃ =

[
B0

0

]

,

where A1k are s×s matrices with 1≤ s < n. Let K (t) , t ≥ 0 be the solution of (4.27)
corresponding to the matrices Ãk and B̃ and K (0) = 0. It is easy to check that if

K (t) =

[
K11 (t) K12 (t)
K21 (t) K22 (t)

]

then K22 (t) verifies a linear equation. Since K (0) = 0 it follows that K22 (t) = 0
for all t ≥ 0 and therefore K22 (t) is not positive definite for all t ≥ 0. Taking into
account that K̃ (t) = T K (t)T T with T nonsingular it follows that K̃ (t) is not positive
definite which fact contradicts the assumption (see Proposition 4.3.3).

Sufficiency. We prove that K̃ (t) > 0 for all t > 0. Indeed, assume that it exists
τ > 0 and ξ ∈ Rn, ξ 	= 0 such that ξ T K̃ (t)ξ = 0. Then one can easily check that

K̃ (t) =
r

∑
k=1

∫ t

0
eA0(t−s)AkK̃ (s)AT

k eAT
0 (t−s)ds+

∫ t

0
eA0sBBT eAT

0 sds. (4.29)

Since K̃ (t)≥ 0 from (4.29) we successively obtain:

K̃ (t) ≥
∫ t

0
eA0sBBT eAT

0 sds.

K̃ (t) ≥
r

∑
i1=1

∫ t

0

(∫ s1

0
eA0(t−s1)Ai1 eA0s0 BBT AT

i1 eAT
0 (t−s1)ds

)

ds1,

...

K̃ (t) ≥ ∑
ip,ip−1,...,i1

∫ t

0

∫ sp

0

∫ sp−1

0
· · ·

∫ s1

0
eA0(t−sp)AipeA0(sp−sp−1)Aip−1 · · ·

· · ·eA0(s2−s1)Ai1 eA0s0BBT AT
i1eAT

0 (s2−s1) · · ·AT
ip

eAT
0 (t−sp)ds0 · · ·dsp.

Therefore ξ T eA0sB = 0 for all 0≤ s≤ τ and

ξ T eA0(τ−sp)Aip eA0(sp−sp−1) · · ·eA0(s2−s1)Ai1 eA0s0 B = 0

for all τ > sp > sp−1 > · · · > s2 > s1 > s0 ≥ 0 and for all 1 ≤ i j ≤ r, 1 ≤ s ≤ p. It
follows that ξ T Ak

0B = 0, k ≥ 0 and

ξ T Ak1
0 AipAk2

0 Aip−1 · · ·Ai1 A
kp
0 B = 0

for all 1 ≤ i j ≤ r, 1 ≤ j ≤ p and ks ≥ 0, 0 ≤ s ≤ p. Therefore ξ T MB = 0 for all M
as in the statement of the Lemma 4.3.7 and according to this lemma, we obtained a
contradiction. Thus the proof of the theorem is complete. ��
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From the above theorem immediately follows.

Corollary 4.3.8. If a pair (Ak,B) is controllable for a certain k ∈ {0,1, . . . ,r}, then
the system (A0,A1, . . . ,Ar,B) is controllable.

We shall show below that the converse of the corollary is not usually true.
However in the case n = 2, m = 1, r = 1 such implication is valid, namely one can
prove:

Proposition 4.3.9. If n = 2, m = 1, r = 1 and the pairs (A0,B) and (A1,B) are not
controllable, then the system (A0,A1,B) is not controllable.

Proof. Let

A0 =

[
a b
c d

]

, A1 =

[
α β
γ δ

]

and B =

[
b1

b2

]

such that (A0,B) and (A1,B) are not controllable, that is

b1b2 (d−a) = bb2
2−b2

1c and b1b2 (δ −α) = βb2
2−b2

1γ (4.30)

According to Proposition 4.3.3 the considered system (A0,A1,B) is controllable if
and only if K̃ (t)> 0 for all t > 0 where K̃ verifies (4.27) written for this particular
case. Taking

K̃ =

[
x y
y z

]

(4.27) gives

dx
dt

=
(
2a+α2)x+2(b+αβ )y+β 2z+b2

1

dy
dt

= (c+αγ)x+(a+d + γβ +αδ )y+(b+βδ )z+b1b2 (4.31)

dz
dt

= γ2x+2(c+ γδ )y+
(
2d +δ 2)z+b2

2.

If b1 = 0 and b2 = 0 immediately follows that x(t) = y(t) = z(t) = 0 for all
t ∈ R.

If b1 	= 0 and b2 = 0 from (4.30), one obtains that c = 0 and γ = 0 and therefore
z(t) = 0 for all t ∈ R.

If b1 = 0 and b2 	= 0, then (4.30) gives b = β = 0 and hence x(t) = 0 for all t ∈R.
Assume that b1 	= 0 and b2 	= 0. Using (4.30) one can easily check that (x,y,z)

verifies (4.31) where
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x(t) =
b1

b2
y(t) , z(t) =

b2

b1
y(t)

and y(t) is the solution of the equation

dy
dt

=

[

(c+αγ)
b1

b2
+(a+d + γβ +αδ )+(b+βδ )

b2

b1

]

y+b1b2

and y(0) = 0. From the uniqueness of the solution it follows that x(t) = x(t) , y(t) =
y(t) , z(t) = z(t) and therefore x(t)z(t)− (y(t))2 = 0 for all t ∈R, and therefore by
Proposition 4.3.3 (A0,A1,B) is not controllable. ��

The next example shows that the converse of the Corollary 4.3.8 is not generally
true, namely it is possible to have a controllable system (A0,A1,B) but with the pairs
(A0,B) and (A1,B) not controllable.

Example 4.3.1. Consider the case n = 3, m = 1 and r = 1 in which

A0 =

⎡

⎣
1 0 0
0 −1 3
0 0 2

⎤

⎦ , A1 =

⎡

⎣
3 0 0
2 1 0
0 0 −1

⎤

⎦ ,B =

⎡

⎣
1
1
1

⎤

⎦ .

It is easy to check that (A0,B) and (A1,B) are not controllable. In this case (4.27)
gives for

K̃ =

⎡

⎣
x y z
y u v
z v q

⎤

⎦ ,

dx
dt

= 11x+1

dy
dt

= 3y+6x+3z+1

dz
dt

= 1

du
dt

= −u+6v+4x+4y+1

dv
dt

= 3q−2z+1

dq
dt

= 5q+1

with x(0) = y(0) = z(0) = u(0) = v(0) = q(0) = 0. One can directly check that
the solution of the above system is given by
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x(t) =
1
11

(
e11t −1

)

y(t) =
3
44

e11t +
5

12
e3t − t− 16

33

z(t) = t

v(t) =
3
25

(
e5t −1

)
− t2 +

2
5

t

q(t) =
1
5

(
e5t −1

)

and u(t) has the form:

u(t) =
17
132

e11t +α1e5t +α2e3t +α3e−t +α4t2 +α5t +α6.

Then it follows that limt→∞ det K̃ (t) = ∞, which fact implies that K̃ (t) > 0 for
some t ≥ 0 and therefore, according to Proposition 4.3.3 the system (A0,A1,B) is
controllable.

Remark 4.3.2. We have previously shown that by contrast with the deterministic
case, the stochastic controllability of Markovian systems does not imply their
stochastic stabilizability. A similar affirmation is valid for the stochastic systems
subject to Itô multiplicative noise.

Indeed the system (A0,A1,B) in the above example is controllable but it is not
stabilizable since in such situation, according to Proposition 4.1.4 applied in this
case (D = {1} , q11 = 0) it exists (X ,Δ) ,X > 0,

X =

⎡

⎣
x y z
y u v
z v q

⎤

⎦ and Δ=

⎡

⎣
2 f1 f1 + f2 f1 + f3

f1 + f2 2 f2 f2 + f3

f1 + f3 f2 + f3 2 f3

⎤

⎦

such that

A0X +XA∗0 +A1XA∗1 + I3 +Δ= 0.

Therefore

11x+1+2 f1 = 0

3y+6x+3z+ f1 + f2 = 0

f1 + f3 = 0

−u+6v+4x+4y+1+2 f2 = 0
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3q−2z+ f2 + f3 = 0

5q+1+2 f3 = 0

Since x > 0 and q > 0 it follows f1 < 0, f3 < 0 which contradicts f1+ f3 = 0. Hence
(A0,A1,B) is not stabilizable.

Notes and References

Stochastic controllability for Itô differential equations has been introduced in [13].
Theorem 4.3.6 can be found in [13]. The numerical example and Remark 4.3.2
appear for the first time in this book.

Other concepts of stochastic controllability have been studied in terms of control
which generalize recurrence notions of stochastic processes (see, e.g., [15, 16, 56,
93, 94, 131, 132, 155]) for Itô systems and [86] for jump linear Markovian systems.
In the present book the concept of stochastic controllability is not used and therefore
a reduced space is devoted to this concept.

The stochastic uniform observability has been defined in [111] for Itô systems
and in [112] for systems with jump Markovian perturbations. Stochastic uniform
observability of linear differential equations with multiplicative noise were studied
also in [142,143] and for systems driven by Markov processes with infinite number
of states in [63, 144].

These concepts have been used to solve the linear quadratic problem with infinite
horizon for these corresponding systems. The results in this chapter devoted to
stochastic stabilizability, detectability and observability can be found in [41, 45]
and in [46].



Chapter 5
A Class of Nonlinear Differential Equations
on an Ordered Linear Space of Symmetric
Matrices with Applications to Riccati
Differential Equations of Stochastic Control

In many control problems, both in deterministic and in stochastic framework,
a crucial role is played by a class of nonlinear matrix differential equations or
nonlinear matrix algebraic equations known as matrix Riccati equations.

In this chapter we deal with a class of systems of matrix differential equations
as well as systems of nonlinear algebraic equations arising in connection with the
solution of several control problems as: linear quadratic optimization, H2 control
and H∞ control problem for stochastic systems. These will be called stochastic gen-
eralized Riccati differential equations (SGRDE) or stochastic generalized Riccati
algebraic equations (SGRAE). It is easy to see that the systems of matrix Riccati
differential equations considered in this chapter contain as particular cases many
types of matrix Riccati equations which are known both in the deterministic and in
the stochastic framework. The results derived in the general case considered in this
chapter are also applicable to the aforementioned particular cases.

In the first part of this chapter we shall study global solutions of a class of
nonlinear differential equations on the Banach space SD

n which will be called
generalized Riccati differential equations (GRDEs). These kinds of GRDEs are
regarded as mathematical objects with interest in themselves and the proofs are done
avoiding any connection with some optimization problems. The proofs are mainly
based on positivity properties of linear evolution operators defined by the Lyapunov
differential equations. We provide conditions which guarantee the existence and
the uniqueness of some global solutions of GRDE as maximal solution, minimal
solution, and stabilizing solution.

In the second part of this chapter, the general results obtained for GRDEs are
specialized to obtain necessary and sufficient conditions for the existence of the
maximal solution, stabilizing solution, and minimal solution of SGRDEs. We prove
that if the coefficients of SGRDE are periodic functions, then the maximal solution,
the minimal solution, and the stabilizing solution are also periodic functions.
Moreover, if the coefficients of the SGRDE are not depending on the time parameter
t, then the above-mentioned special solutions are constant and they solve the
corresponding SGRAE. The necessary and sufficient conditions which guarantee the
existence of the maximal solution, of the minimal, and of the stabilizing solution,

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 5, © Springer Science+Business Media New York 2013
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respectively, are expressed in terms of solvability of a class of suitable systems of
linear matrix inequalities. Finally we shall provide an iterative procedure which
allows to compute these special solutions to the SGRDE and to the SGRAE.

5.1 Generalized Riccati Differential Equations: Preliminaries

On the Banach space SD
n we consider the nonlinear differential equation often

named GRDE

d
dt

X(t)+AT (t)X(t)+X(t)A(t)+Π1(t)[X(t)]−{X(t)B(t)+Π12(t)[X(t)]+L(t)}×

{R(t)+Π2(t)[X(t)]}−1{X(t)B(t)+Π12(t)[X(t)]+L(t)}T+M(t)=0 (5.1)

where A : I →MD
n , B : I →MD

nm, M : I → SD
n , L : I →MD

nm, R : I → SD
m are

bounded and continuous functions and Π1 : I → B(SD
n ), Π12 : I → B(SD

n ,MD
nm),

Π2 : I → B(SD
n ,SD

m ) are operator valued functions, I ⊂ R is a right unbounded
interval.

In (5.1) we have used the conventions of notation established in Sect. 2.6.1. So,
the i-th component of the GRDE (5.1) is:

d
dt

X(t, i)+AT (t, i)X(t, i)+X(t, i)A(t, i)+Π1(t)[X(t)](i)−{X(t, i)B(t, i)+

Π12(t)[X(t)](i)+L(t, i)}{Π2(t)[X(t)](i)+R(t, i)}−1{X(t, i)B(t, i)+

Π12(t)[X(t)](i)+L(t, i)}T +M(t, i) = 0,

i ∈ D, t ∈ I, where X → Π1(t)[X ](i) ∈ B(SD
n ,Sn), X → Π12(t)[X ](i) ∈

B(SD
n ,Rn×m), X →Π2(t)[X ](i) ∈ B(SD

n ,Sm).
The GRDE (5.1) contains as special cases various types of Riccati differential

equations arising in connection with the linear quadratic optimization control
problems, both in the deterministic and in the stochastic framework. Thus, if
D= {1} andΠ1(t)[X ] = 0,Π12(t)[X ] = 0,Π2(t)[X ] = 0 for all (t,X)∈ I×Sn, (5.1)
reduces to the well-known matrix Riccati equation intensively investigated starting
with the pioneering work of Kalman [89].

In this chapter we will especially deal with systems of coupled Riccati differential
equations (SGRDE) of the form

d
dt

X(t, i)+

[

A0(t, i)+
1
2

qiiIn

]T

X(t, i)+X(t, i)

[

A0(t, i)+
1
2

qiiIn

]

+
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r

∑
k=1

AT
k (t, i)X(t, i)Ak(t, i)+ ∑

j∈D\{i}
qi jX(t, j)−{X(t, i)B0(t, i)+

r

∑
k=1

AT
k (t, i)X(t, i)Bk(t, i)+L(t, i)

}{
r

∑
k=1

BT
k (t, i)X(t, i)Bk(t, i)+ (5.2)

R(t, i)}−1

{

X(t, i)B0(t, i)+
r

∑
k=1

AT
k (t, i)X(t, i)Bk(t, i)+L(t, i)

}T

+M(t, i) = 0

i ∈ D, t ∈ R+.
The SGRDEs (5.2) occur in connection with the linear quadratic optimization

problems described by controlled systems of type (4.1) and quadratic cost function-
als of the form:

J = E

⎡

⎣
∞∫

t0

(
x(t)
u(t)

)T (
M(t,η(t)) L(t,η(t))
LT (t,η(t)) R(t,η(t))

)(
x(t)
u(t)

)

dt

⎤

⎦ .

This problem of optimal control will be detailed studied in the next chapter, where
the role of some global solutions of (5.2) will be clarified.

Further we introduce the notations Q(t) = {Q(t, i)}i∈D and Π(t)[X ] =
{Π(t)[X ](i)}i∈D where

Q(t, i) =
(

M(t, i) L(t, i)
LT (t, i) R(t, i)

)

∈ Sn+m (5.3)

Π(t)[X ](i) =

(
Π1(t)[X ](i) Π12(t)[X ](i)

(ΠT
12(t)[X ](i))T Π2(t)[X ](i)

)

, (5.4)

i ∈ D, X ∈ SD
n , t ∈ I. It is obvious that for t ∈ I we have X → Π(t)[X ] ∈

B(SD
n ,SD

n+m). Regarding the operator valued function, Π(·) we make the assump-
tions:

(…1): (i) Π : I → B(SD
n ,SD

n+m) is a bounded and continuous operator valued
function;

(ii) For each t ∈ I, Π(t) is a positive operator, that is Π(t)[X ]≥ 0 if X ≥ 0.

Remark 5.1.1. In the special case of SGRDE (5.2) we have

Π(t)[X ](i)=
r

∑
k=1

(
AT

k (t, i)
BT

k (t, i)

)

X(i)
(

Ak(t, i) Bk(t, i)
)
+ ∑

j∈D\{i}
qi j

(
X( j) 0

0 0

)

. (5.5)

It is easy to see that ifD= {1,2, . . . ,d} then the operator valued function introduced
by (5.5) satisfies the assumptions (…1), if the scalars qi j ≥ 0 for i 	= j. If D = Z+
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and the scalars qi j satisfy the conditions (2.138) and (2.139), then reasoning as in
the proof of Proposition 2.6.5 one may show that Π(t) defined in (5.5) satisfies also
the assumptions (…1).

If W : I →MD
mn is a bounded and continuous function, then ΠW : I → B(SD

n )
is defined by

ΠW (t)[X ] =
(

JD W T (t)
)
Π(t)[X ]

(
JD

W (t)

)

(5.6)

for all X ∈ SD
n and

MW (t) =
(

JD W T (t)
)
Q(t)

(
JD

W (t)

)

. (5.7)

In (5.6) and (5.7) JD is defined by JD =

{
Jd i f D = {1,2, . . . ,d}
J∞ i f D = Z+.

So, the i-th component of ΠW (t)[X ], MW (t), respectively, are given by

ΠW (t)[X ](i) =
(

In W T (t, i)
)
Π(t)[X ](i)

(
In

W (t, i)

)

and MW (t, i) =
(

In W T (t, i)
)

(
M(t, i) L(t, i)
LT (t, i) R(t, i)

)(
In

W (t, i)

)

for all (t, i) ∈ I×D.

Further we denote

DomR=

{

(t,X) ∈ I ×SD
n ; inf

i∈D
|det[Π2(t)[X ](i)+R(t, i)]| ≥ δ > 0

}

(5.8)

and R : DomR→SD
n by

R(t,X) = AT (t)X +XA(t)+Π1(t)[X ]−{XB(t)+Π12(t)[X ]+L(t)}{Π2(t)[X ]+

R(t)}−1{XB(t)+Π12(t)[X ]+L(t)}T +M(t). (5.9)

In (5.8) δ may depend upon (t,X).
The differential equation (5.1) may be written in the following compact form

d
dt

X(t)+R(t,X(t)) = 0. (5.10)

Definition 5.1.1. A C1-function X : I1⊂I →SD
n is a solution of (5.1) if (t,X(t))∈

DomR for all t ∈I1 and if X verifies the relation (5.1) on I1. If I1 = I, then X(·)
is named global solution of GRDE (5.1), or equivalently of (5.10).

The next results will be repeatedly used in the rest of this book.
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Lemma 5.1.1. If W : I →MD
mn then, for all (t,X) ∈ DomR we have

R(t,X) = (A(t)+B(t)W (t))T X +X(A(t)+B(t)W (t))+ΠW (t)[X ]+MW (t)−
(W (t)−FX (t))T (Π2(t)[X ]+R(t))(W (t)−FX (t)) (5.11)

where ΠW and MW were introduced by (5.6) and (5.7) and FX (t) ∈MD
mn is defined

by:

FX (t) =−{Π2(t)[X ]+R(t)}−1{XB(t)+Π12(t)[X ]+L(t)}T . (5.12)

Proof is done by standard direct calculation. The details are omitted.

The next version of parameterized Schur complement technique will be fre-
quently used in the next developments.

Lemma 5.1.2 (Schur Complement). Let S : I →SD
n+m be a bounded function. For

each t we consider the partition S(t) =

(
S11(t) S12(t)
ST

12(t) S22(t)

)

where S11(t) ∈ SD
n and

S22(t) ∈ SD
m . Assume that S22(t) � 0, t ∈ I. Under these conditions, S(t) � 0,

t ∈ I (S(t)≥ 0, t ∈ I) if and only if S11(t)−S12(t)S
−1
22 (t)S

T
12(t)� 0, t ∈ I (S11(t)−

S12(t)S
−1
22 (t)S

T
12(t)≥ 0, t ∈ I).

Proof. Under the considered assumptions there exist positive constants μ ,ν such
that ‖S(t)‖∞ ≤ μ and S22(t, i) ≥ νIm for all t ∈ I, i ∈ D. The last inequality
guarantees the invertibility of the matrices S22(t, i) and we have |S−1

22 (t, i)| ≤ ν−1

for all (t, i) ∈ I × D. For each t ∈ I, i ∈ D we consider U(t, i) ∈ Rn+m×n+m

defined by

U(t, i) =

(
In −S12(t, i)S

−1
22 (t, i)

0 Im

)

.

One obtains that U(t, i) is invertible and we have

U−1(t, i) =

(
In S12(t, i)S

−1
22 (t, i)

0 Im

)

.

By direct calculation we deduce

U(t, i)S(t, i)UT (t, i) =

(
S̃(t, i) 0

0 S22(t, i)

)

(5.13)

for all (t, i) ∈ I × D, where S̃(t, i) = S11(t, i) − S12(t, i)S
−1
22 (t, i)S

T
12(t, i). From

U(t, i) = In+m +

(
0 −S12(t, i)S

−1
22 (t, i)

0 0

)

, we infer |U(t, i)| ≤ 1+ |S12(t, i)S
−1
22 (t, i)|.

Since |S12(t, i)| ≤ |S(t, i)| ≤ ‖S(t)‖∞ we conclude that
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|U(t, i)| ≤ μ̃ (5.14)

for all (t, i) ∈ I ×D where μ̃ = 1+μν−1. In a similar way one obtains

|U−1(t, i)| ≤ μ̃ (5.15)

for all (t, i) ∈ I ×D. Employing (5.14) and (5.15) we get

U(t, i)UT (t, i)≥ μ̃−2In+m

(UT (t, i)U(t, i))−1 ≥ μ̃−2In+m (5.16)

for all (t, i) ∈ I ×D. Now, we are in position to prove that S̃(t) � 0, t ∈ I, if
and only if S(t)� 0, t ∈ I. Indeed, if S(t)� 0, t ∈ I there exists δ > 0 such that

S(t, i) ≥ δ In+m for all (t, i) ∈ I ×D. From (5.13) we get

(
S̃(t, i) 0

0 S22(t, i)

)

≥

δU(t, i)UT (t, i). Invoking the first inequality from (5.16) we deduce that(
S̃(t, i) 0

0 S22(t, i)

)

≥ δ μ̃−2In+m. This allows us to conclude that S̃(t, i) ≥ δ μ̃−2In

for all (t, i) ∈ I ×D. So, we have obtained that S̃(t)� 0, t ∈ I.
Let us prove the converse implication. To this end, we assume that S̃(t) �

0, t ∈ I. This means that there exists δ̃ > 0 such that S̃(t, i) ≥ δ̃ In for all (t, i) ∈

I ×D. Therefore,

(
S̃(t, i) 0

0 S22(t, i)

)

≥ δ̂ In+m for all (t, i) ∈ I ×D where δ̂ =

min{δ̃ ,ν}. Further (5.13) yields S(t, i) = U−1(t, i)

(
S̃(t, i) 0

0 S22(t, i)

)

(UT (t, i))−1.

Hence S(t, i) ≥ δ̂ (UT (t, i)U(t, i))−1. Invoking the second inequality (5.16) we
deduce

S(t, i)≥ δ̂ ν̃−2In+m

for all (t, i) ∈ I ×D. Thus we have proved that S(t)� 0, t ∈ I. The equivalence
S(t)≥ 0, t ∈ I ↔ S̃(t)≥ 0, t ∈ I may be proved in a similar way. Thus the proof is
complete. ��

The case when the Banach space of the sequences of symmetric matrices is
replaced by a Banach space of the sequences of self-adjoint linear operators on a
Hilbert space may be viewed in [146].

As usual, S̃(t) = S11(t)− S12(t)S
−1
22 (t)S

T
12(t) is named Schur complement of

S22(t) in S(t).
One sees that the operator R and consequently equation (5.10) are associated

with the quadruple Σ = (A,B,Π,Q) where (A,B,Π) are as before and Q is
defined by (5.3). We introduce the so-called generalized dissipation operator
ΛΣ : C1(I,SD

n )→SD
n+m associated with the quadruple Σ by
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ΛΣ(t)[X(t)]=

(
Λ1(t) X(t)B(t)+Π12(t)[X(t)]+L(t)

{
X(t)B(t)+Π12(t)[X(t)]+L(t)

}T
R(t)+Π2(t)[X(t)]

)

,

where

Λ1(t) =
d
dt

X(t)+AT (t)X(t)+X(t)A(t)+Π1(t)[X(t)]+M(t)

and C1(I,SD
n ) is the space of C1-functions defined on the interval I taking values in

SD
n . Notice that d

dt X(t)+R(t,X(t)) is the Schur complement of R(t)+Π2(t)[X(t)]
in ΛΣ(t)[X(t)].

The following two subsets of

C1
b(I,SD

n ) =

{

X ∈C1(I,SD
n )

∣
∣
∣ X ,

d
dt

X are bounded

}

will play an important role in the next developments:

�Σ =
{

X ∈C1
b(I,SD

n ) | ΛΣ(t)[X(t)]≥ 0, R(t)+Π2(t)[X(t)]� 0, t ∈ I
}
,

�̃Σ =
{

X ∈C1
b(I,SD

n ) | ΛΣ(t)[X(t)]� 0, t ∈ I
}
.

Remark 5.1.2. (a) In the case when Π2(t) is the zero operator then in the definition
of the set �Σ we ask R(t)� 0 which is the usual condition used in the case of
Riccati differential equations of deterministic and stochastic control. If Π2(t) is
not the zero operator it is not necessary to make any assumptions concerning
the sign of R(t).

(b) We shall see later that if A, B, Π, Q are θ -periodic functions and if �Σ is
not empty (�̃Σ is not empty, respectively), then �Σ contains also a θ -periodic
function (�̃Σ contains also a θ -periodic function). Moreover, we shall show
that if A(t) = A, B(t) = B, Π(t) = Π, Q(t) = Q for all t ∈ R and if �Σ is not
empty, (�̃Σ is not empty, respectively), then there exists X ∈ SD

n which lies in
�Σ (X ∈ �̃Σ, respectively).

(c) Based on the Schur complement technique one obtains that �Σ contains in
particular all bounded solutions of (5.1) verifying the additional condition
R(t)+Π2(t)[X(t)]� 0.

Now we introduce the following linear operators LA+BW (t) and LA+BW,ΠW (t) by

LA+BW (t)[X ] = (A(t)+B(t)W (t))T X +X(A(t)+B(t)W (t)) (5.17)

LA+BW,Πw(t)[X ]=(A(t)+B(t)W (t))T X+X(A(t)+B(t)W (t))+ΠW (t)[X ] (5.18)

for all X ∈ SD
n .
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Remark 5.1.3. (a) If W : I →MD
mn is a bounded and continuous function, then

under the assumption (…1), ΠW (t) introduced via (5.6) is a positive operator.
(b) Combining (2.122) written for A(t) replaced by A(t)+B(t)W (t) and Corollary

2.2.6 (ii) we obtain that the operator valued function LA+BW,ΠW (·) generates an
anticausal positive evolution on the space SD

n .
(c) The equality proved in Lemma 5.1.1 may be rewritten in the form

R(t,X)=LA+BW,ΠW (t)+MW (t)−(W (t)−FX (t))T (Π2(t)[X ]+R(t))(W (t)−FX (t)). (5.19)

At the end of this section let us remark that if (t,X) ∈ DomR and Y ∈ SD
n then

there exists h̃ > 0 such that (t,X +hY ) ∈ DomR for all h, with |h|< h̃. This allows
us to compute the Fréchet derivative R‘(t,X) of the operator valued function X →
R(t,X) when (t,X) ∈ DomR.

Lemma 5.1.3. If (t,X) ∈ DomR, then the Fréchet derivative R‘(t,X) is given by

R‘(t,X)[Y ] = (A(t)+B(t)FX (t))TY + (5.20)

Y (A(t)+B(t)FX (t))+ΠFX (t)[Y ] = LA+BFX ,ΠFX
(t)[Y ], ∀ Y ∈ SD

n

where FX (t) is introduced by (5.12).

Proof. From (5.8) and (5.9) one sees that R(t, ·) is Fréchet differentiable in X if
(t,X) ∈ DomR. The formula (5.20) is obtained by direct calculation taking into
account that R‘(t,X)[Y ] = lim

h→0

1
h [R(t,X +hY )−R(t,X)].

5.2 A Comparison Theorem and Several Consequences

First we prove the following important result concerning the monotonic dependence
of the solutions of (5.1) with respect to the data.

Theorem 5.2.1 (Comparison Theorem). Let R̂ be the operator (5.9)
associated with the quadruple Σ̂ = (A,B,Π,Q̂) and R̃ be the operator of type
(5.9) associated with the quadruple Σ̃ = (A,B,Π,Q̃) where A, B, Π are as

before and Q̂(t) = {Q̂(t)}i∈D,Q̃(t) = {Q̃(t, i)}i∈D, Q̂(t, i) =
(

M̂(t,i) L̂(t,i)
L̂(t,i)T R̂(t,i)

)
,

Q̃(t, i) =
(

M̃(t,i) L̃(t,i)
L̃(t,i)T R̃(t,i)

)
with L̂(t, i), L̃(t, i) ∈ Rn×m, M̂(t, i),M̃(t, i) ∈ Sn and

R̂(t, i), R̃(t, i) ∈ Sm. Let Xi : I1 ⊂ I → SD
n , i = 1,2, be the solutions of

d
dt

X1(t)+ R̂(t,X1(t)) = 0,
d
dt

X2(t)+ R̃(t,X2(t)) = 0.

Assume that: (a) Q̂(t, i)≥Q̃(t, i) for all (t, i)∈I×D; (b) R̃(t, i)+Π2(t)[X2(t)](i)>
0 for (t, i)∈ I1×D; (c) There exists τ ∈ I1 such that X1(τ , i)≥ X2(τ , i) for all i∈D.
Under these conditions we have X1(t, i)≥ X2(t, i) for all (t, i) ∈ ((−∞,τ ]∩I1)×D.
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Proof. Let

F1(t) :=−
{

R̂(t)+Π2(t)[X1(t)]
}−1{

X1(t)B(t)+Π12(t)[X1(t)]+ L̂(t)
}T

and

F2(t) :=−
{

R̃(t)+Π2(t)[X2(t)]
}−1{

X2(t)B(t)+Π12(t)[X2(t)]+ L̃(t)
}T

.

Applying Lemma 5.1.1 with W (t) = F1(t) both for R̂(t,X1(t)) and R̃(t,X2(t)), one
obtains

d
dt

X1(t)+LA+BF1(t)[X1(t)]+ΠF1(t)[X1(t)]+ M̂F1(t) = 0

and

d
dt

X2(t)+LA+BF1(t)[X2(t)]+ΠF1(t)[X2(t)]+ M̃F1(t)

−
[
F1(t)−F2(t)

]T{
R̃(t)+Π2(t)[X2(t)]

}[
F1(t)−F2(t)

]
= 0.

This leads to

d
dt

[
X1(t)−X2(t)

]
+LA+BF1(t)

[
X1(t)−X2(t)

]
+ΠF1(t)

[
X1(t)−X2(t)

]
+H(t) = 0,

and

H(t) :=
[
F1(t)−F2(t)

]T{
R̃(t)+Π2(t)[X2(t)]

}[
F1(t)−F2(t)

]

+ M̂F1(t)− M̃F1(t).

Since

M̂F1(t, i)− M̃F1(t, i) =

(
In

F1(t, i)

)T [
Q̂(t, i)−Q̃(t, i)

]
(

In

F1(t, i)

)

≥ 0

it follows that H(t, i)≥ 0 for all (t, i) ∈ I1×D.
Since ΠF1(t) is a positive operator, applying Corollary 2.2.6 (ii), to the operator

X →LA+BF1(t)[X ]+ΠF1(t)[X ] one gets that X1(t)−X2(t)≥ 0 for all t ∈ (−∞,τ ]∩I1

and thus the proof is complete. ��
Using the above theorem we prove the following result concerning the maximal

interval of definition of a solution of (5.1) with given terminal conditions.

Theorem 5.2.2. Assume that Σ= (A,B,Π,Q) satisfies �Σ 	= /0. Let

D̃(R) :=
{
(τ ,X) ∈ Dom(R);∃X̂ ∈ �Σ such that X ≥ X̂(τ)

}

and let X(·,τ ,X0) be the solution of (5.1) with X(τ ,τ ,X0) = X0.
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If (τ ,X0) ∈ D̃(R) then the solution X(·,τ ,X0) is well defined on (−∞,τ ]∩I.

Proof. Let Iτ ,X0 ⊂ (−∞,τ ] be the maximal interval on which X(·,τ ,X0) is defined
and let X̂ ∈ �Σ be such that X0 ≥ X̂(τ). Obviously there exists a bounded and
continuous function M� : I → SD

n such that M�(t)≤ 0 and

d
dt

X̂(t)+R(t, X̂(t))+M�(t) = 0.

Applying Theorem 5.2.1 for the quadruples Σ̂= Σ and Σ̃= (A,B,Π,Q̃) with

Q̃(t, i) :=

(
M(t, i)+M�(t, i) L(t, i)

LT (t, i) R(t, i)

)

=Q(t, i)+
(

M�(t, i) 0
0 0

)

we conclude that

X(t,τ ,X0)≥ X̂(t) for all t ∈ Iτ ,X0 . (5.21)

Let Y be the solution of the terminal value problem

d
dt

Y (t)+AT (t)Y (t)+Y (t)A(t)+Π1(t)[Y (t)]+M(t) = 0, Y (τ) = X0. (5.22)

Since Y → Π1(t)[Y ] is a linear operator it follows that Y (t) is well defined for all
t ∈ I.

By direct calculation we obtain that

d
dt

[
Y (t)−X(t)

]
+LA(t)

[
Y (t)−X(t)

]
+Π1(t)

[
Y (t)−X(t)

]
+Ĥ(t)=0 (5.23)

for t ∈ Iτ ,X0 where X(t) = X(t,τ ,X0). Here

Ĥ(t) := FT (t)
{

R(t)+Π2(t)[X(t)]
}

F(t)

with F(t) := FX (t). From (5.21) and assumptions (…1) we deduce that

R(t)+Π2(t)[X(t)]≥ R(t)+Π2(t)[X̂(t)]� 0.

So Ĥ(t) ≥ 0 for t ∈ Iτ ,X0 . Corollary 2.2.6 (ii) and (2.44), applied in the case of
(5.23), gives

X(t)≤ Y (t) (5.24)

for all t ∈ Iτ ,X0 .
From (5.21), (5.24), X̂ ∈ �Σ and [129] vol. 2, it follows easily that X(t,τ ,X0) is

defined for all t ∈ (−∞,τ ]∩I and thus the proof ends. ��
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The proof of Theorem 5.2.2 shows that—as a consequence of the Comparison
Theorem—each element X̂ ∈ �Σ is providing a lower bound for the solution
X(·,τ ,X0) of (5.1) (see (5.21), whereas the solution Y of (5.22) gives an upper
bound).

Corollary 5.2.3. Assume that 0 ∈ �Σ. Then for all (τ ,X0) ∈ I ×SD
n+ the solution

X(·,τ ,X0) of the GRDE (5.1) is defined on the whole interval (−∞,τ ]∩I and fulfills
the inequality

0≤ X(t,τ ,X0)≤ Y (t)

where Y is the solution of (5.22). Moreover ifD= {1,2, . . . ,d} and X0 = {X0(i)}i∈D
with X0(i)> 0, then X(t,τ ,X0)> 0 for all t ∈ I with t ≤ τ .

Proof. Since 0∈�Σ it follows that I×SD
n+⊂D̃(R). So from the above theorem one

obtains that X(t,τ ,X0) is well defined for all t ∈ (−∞,τ ]∩I for arbitrary (τ ,X0) ∈
I ×SD

n+.
The inequality X(t,τ ,X0)≥ 0 is just (5.21) for X̂(t)≡ 0. On account of (5.24) it

remains to prove that X(t,τ ,X0)> 0 if X0 > 0. To this end we set X(t) = X(t,τ ,X0)
and F(t) = FX (t) for t ∈ I with t ≤ τ . Applying Lemma 5.1.1 for W (t) = F(t) one
obtains

d
dt

X(t)+LA+BF(t)[X(t)]+ΠF(t)[X(t)]+MF(t) = 0.

Further we write the representation formula

X(t) =ΦT
A+BF(τ , t)X0ΦA+BF(τ , t)+

∫ τ

t
ΦT

A+BF(s, t)H(s)ΦA+BF(s, t)ds,

where ΦA+BF(s, t) is the fundamental matrix solution defined by

d
ds
ΦA+BF(s, t) =

[
A(s)+B(s)F(s)

]
ΦA+BF(s, t), ΦA+BF(t, t) = I

and where

H(s) =ΠF(s)[X(s)]+MF(s) for s ∈ I with s≤ τ .

The assumption 0 ∈ �Σ is equivalent to

R(t)� 0 and

(
M(t) L(t)
LT (t) R(t)

)

≥ 0. (5.25)

From (5.25) and the monotonicity of Π(s)[·] we conclude that H(s)≥ 0 for all s ∈ I
with s≤ τ . From the representation formula we obtain that
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X(t)≥ΦT
A+BF(τ , t)X0ΦA+BF(τ , t)> 0.

For the last inequality we have taken into account that X0 > 0 and ΦA+BF(τ , t) is
invertible, thus the proof is complete. ��

5.3 The Maximal Solution of GRDE

First we introduce the concept of maximal solution of the GRDE (5.1).

Definition 5.3.1. A solution X̃ : I → SD
n of the GRDE (5.1) is said to be the

maximal solution with respect to �Σ (or maximal solution for shortness) if X̃(t) ≥
X̂(t) for arbitrary X̂ ∈ �Σ.

Remark 5.3.1. If ΓΣ is not empty and X̃ is a bounded and maximal solution of (5.1),
then from X̃(t) ≥ X̂(t) for arbitrary X̂ ∈ ΓΣ, it follows that X̃ ∈ ΓΣ. Therefore the
bounded and maximal solution of (5.1) (if it exists) is unique (under the assumption
ΓΣ 	= /0).

In this section we prove a result concerning the existence of the bounded and
maximal solution with respect to �Σ of (5.1). First, we give a definition which will
play a crucial role in the next developments. That is the concept of stabilizability for
the triple (A,B,Π).

Definition 5.3.2. We say that the triple (A,B,Π) is stabilizable if there exists a
bounded and continuous function F : I → MD

mn such that the operator valued
function LA+BF,ΠF (·) generates an anticausal exponentially stable evolution. The
function F will be termed a stabilizing feedback gain.

We shall show later (Corollary 5.4.9) that if A, B, Π are periodic functions with
period θ and if the triple (A,B,Π) is stabilizable then there exists a stabilizing
feedback gain which is a periodic function with period θ . Moreover if A(t) ≡ A,
B(t) ≡ B, Π(t) ≡ Π for t ∈ R, and if the triple (A,B,Π) is stabilizable, then there
exists a stabilizing feedback gain which is constant.

In the particular case when Π(t) is of the form (5.5) then the above definition
of stabilizability reduces to the standard definition of stabilizability for stochastic
systems (mean-square stabilizability—see also Chap. 4).

Applying Theorem 2.3.12 we have the following result.

Corollary 5.3.1. The triple (A,B,Π) is stabilizable if and only if there exists some
X ∈C1

b(I,SD
n ) with X(t)� 0, t ∈I and a bounded and continuous function F : I →

MD
mn such that

d
dt

X(t)+LA+BF,ΠF (t)[X(t)]� 0 for all t ∈ I.
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Remark 5.3.2. In the case D = {1,2, . . . ,d} we may define the linear oper-
ators LA+BF,Π∗F : Sd

n → Sd
n , by LA+BF,Π∗F [X ] = (A(t) + B(t)F(t))X + X(A(t) +

B(t)F(t))T +Π∗F(t)[X ] where Π∗F(t) : Sd
n →Sd

n is the adjoint of the operator ΠF(t)
with respect to the inner product (2.16) and F : I →Md

mn is a given bounded and
continuous function. By direct calculation, based on the definition of the adjoint
operator we obtain the equality

LA+BF,ΠF (t) = L∗A+BF,Π∗F
(t) (5.26)

for all t ∈ I and all bounded and continuous function F : I →Md
mn.

Applying Proposition 2.4.1 in the case of operator valued function LA+BF,Π∗F (·)
and using (5.26) we obtain that in the case D = {1,2, . . . ,d} the triple (A,B,Π) is
stabilizable, if and only if there exists a bounded and continuous function F : I →
Md

mn such that the operator valued function LA+BF,Π∗F (·) defines an exponentially

stable evolution on Sd
n .

In the case I = R, using Theorem 2.3.6, we get

Corollary 5.3.2. For I =R andD= {1,2, . . . ,d} the following are equivalent: (a)
The triple (A,B,Π) is stabilizable. (b) There exists a bounded C1-function X : R→
SD

n+ with bounded derivative, X(t)� 0 and a bounded and continuous function
F : R→MD

mn which satisfy

d
dt

X(t)−LA+BF,Π∗F (t)[X(t)]� 0. (5.27)

Remark 5.3.3. In the particular case when the coefficients do not depend on t andΠ
takes the special form of (5.5), (5.27) can be converted in a system of LMIs which
can be solved using an LMI solver (see [124]).

Now we state an auxiliary result which together with Lemma 5.1.1 plays a crucial
role in the proof of the main result of this section and follows directly from (5.18).

Lemma 5.3.3. If W : I →MD
mn is a continuous function and if X is a solution of

the differential equation

d
dt

X(t)+LA+BW,ΠW (t)[X(t)]+MW (t) = 0

and if det
{

R(t, i) + Π2(t)[X(t)](i)
}
	= 0, then X verifies also the following

differential equation:

d
dt

X(t)+LA+BF,ΠF (t)[X(t)]+MF(t)

+
[
F(t)−W (t)

]TΘ(t,X(t))
[
F(t)−W (t)

]
= 0

where F(t) := FX (t) and Θ(t,X(t)) := R(t)+Π2(t)[X(t)].
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Regarding the operator valued function Π we make the assumption
(…2) for each t ∈ I and for any bounded and monotone sequence {Xk}k≥0 ⊂SD

n
we have

lim
k→∞

Π(t)[Xk](i) =Π(t)[X ](i) (5.28)

for all i ∈ D where X = {X(i)}i∈D ∈ SD
n is such that

X(i) = lim
k→∞

Xk(i) (5.29)

Remark 5.3.4. (a) Since Sn+m and Sn, respectively, are finite dimensional linear
spaces, the limits from (5.28) and (5.29) hold under any norms of these linear
spaces, as well as component wise.

(b) If in (5.29) the convergence is uniform with respect to i ∈ D, then (5.28)
is automatically satisfied because Π(t) is a linear and bounded operator.
Therefore, the operator Π(t) satisfies the assumption (…2) if it satisfies (5.28)
even if the limit (5.29) is not uniform with respect to i ∈ D.

(c) From (a) we deduce that in the case D = {1,2, . . . ,d} any linear operator Π(t)
satisfies the assumption (…2).

(d) Following step by step the proof of Lemma 2.8.5 (i) one obtains that the
operator Π(t) described in (5.5) satisfies the assumption (…2) both in the case
D = {1,2, . . . ,d} and in the case D = Z+.

Lemma 5.3.4. Assume that:

(a) A(·),B(·),Q(·) are bounded and continuous functions;
(b) The operator valued function Π(·) satisfies the assumptions (…1), (…2).

Let X̂ ∈ SD
n be such that R(t, i)+Π2(t)[X̂ ](i) ≥ δ Im for all i ∈ D, where δ > 0

may depend on t ∈I. Under these conditions for any sequence {Xk}k≥0⊂SD
n which

satisfy Xk(i)≥ Xk+1(i)≥ X̂(i), for all k ≥ 0, i ∈ D we have

lim
k→∞

R(t,Xk)(i) =R(t,X)(i) (5.30)

for all i ∈ D, where X = {X(i)}i∈D is such that X(i) = lim
k→∞

Xk(i), i ∈ D.

Proof. First, let us remark that based on the Remark 5.3.4 (a) we infer that

lim
k→∞

Πl(t)[Xk](i) =Πl(t)[X ](i), l = 1,2. (5.31)

and

lim
k→∞

Π12(t)[Xk](i) =Π12(t)[X ](i) (5.32)

i ∈ D, if X is defined by (5.29).
Employing (5.31) for l = 1 we deduce that (5.30) is true if and only if

lim
k→∞

G(t,Xk)(i) = G(t,X)(i) (5.33)
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for all i ∈ D, where

G(t,Y ) = (Y B(t)+Π12(t)[Y ]+L(t))(Π2(t)[Y ]+
+R(t))−1(Y B(t)+Π12(t)[Y ]+L(t))T , Y = {Y (i)}i∈D ⊂ SD

n .
(5.34)

Before showing that (5.33) holds we prove that

lim
k→∞

xT G(t,Xk)(i)x = xT G(t,X)(i)x (5.35)

for all i ∈ D, x ∈ Rn, is true.
We have

xT G(t,Xk)(i)x− xT G(t,X)(i)x = yT
k (t, i)[(Π2(t)[Xk](i)+R(t, i))−1− (5.36)

−(Π2(t)[X ](i)+R(t, i))−1]yk(t, i)+ xT [(Xk(i)−X(i))B(t, i)+Π12(t)[Xk](i)− (5.37)

−Π12(t)[X ](i)][Π2(t)[X ](i)+R(t, i)]−1[(Xk(i)+X(i))B(t, i)+Π12(t)[Xk](i)+

+Π12(t)[X ](i)+2L(t, i)]T x

where yk(t, i) = [Xk(i)B(t, i)+Π12(t)[Xk](i)+LT (t, i)]x ∈ Rm. Since {‖Xk‖∞}k≥0 is
a bounded sequence we deduce via (5.32) that

|yk(t, i)| ≤ c1|x| (5.38)

for all k ≥ 0, t ∈ I, i ∈ D.
On the other hand, since

Π2(t)[Xk](i)+R(t, i)≥Π2(t)[X ](i)+R(t, i)≥Π2(t)[X̂ ](i)+R(t, i)≥ δ Im

we get

|(Π2(t)[Xk](i)+R(t, i))−1| ≤ |(Π2(t)[X ](i)+R(t, i))−1| ≤ δ−1 (5.39)

for all k ≥ 0, i ∈ D.
Further, we write

yT
k (t, i)[(Π2(t)[Xk](i)+R(t, i))−1− (Π2(t)[X ](i)+R(t, i))−1]yk(t, i) =

yT
k (t, i)(Π2(t)[Xk](i)+R(t, i))−1(Π2(t)[X ](i)

−Π2(t)[Xk](i))(Π2(t)[X ](i)+R(t, i))−1yk(t, i).

Employing (5.31) for l = 2 together with (5.38) and (5.39) we obtain

lim
k→∞

yT
k (t, i)[(Π2(t)[Xk](i)+R(t, i))−1− (Π2(t)[X ](i)+R(t, i))−1]yk(t, i) = 0 (5.40)

for all i ∈ D, x ∈ Rn.
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On the other hand, (5.39) together with the boundedness of the sequence
{‖Xk‖∞}k≥0 yields

|(Π2(t)[X ](i)+R(t, i))−1[(Xk(i)+X(i))B(t, i)+Π12(t)[Xk](i)+Π12(t)[X ](i)+2L(t, i)]T x|≤c2|x|

for all k ≥ 0, i ∈ D, x ∈ Rn, where c2 > 0 is a constant. So, combining (5.29) and
(5.32) we may infer

limk→∞ xT [(Xk(i)−X(i))B(t, i)+Π12(t)[Xk](i)−Π12(t)[X ](i)]
×[Π2(t)[X ](i)+R(t, i)]−1

×[(Xk(i)+X(i))B(t, i)+Π2(t)[Xk](i)+Π12(t)[X ](i)+2L(t, i)]T x = 0
(5.41)

for all i ∈ D, x ∈ Rn. Now, (5.36), (5.40), (5.41) allow us to conclude that (5.35) is
true. Further, invoking the identity xT My = 1

4 [(x+y)T M(x+y)− (x−y)T M(x−y)]
for all x,y ∈ Rn (M ∈ Sn) we deduce that (5.35) yields

lim
k→∞

xT G(t,Xk)(i)y = xT G(t,X)(i)y (5.42)

for all i ∈ D, x,y ∈ Rn.
Replacing x and y by the vectors of the canonical basis of Rn in (5.42) we obtain

that (5.33) holds component wise. Thus the proof is complete. ��
The main result of this section is the following theorem.

Theorem 5.3.5. Assume that:

(a) The assumptions of Lemma 5.3.4 are fulfilled,
(b) The triple (A,B,Π) is stabilizable.

Then the following are equivalent: (i) �Σ 	= /0. (ii) The GRDE (5.1) has a maximal
and bounded solution X̃ : I → SD

n which verifies R(t)+Π2(t)[X̃(t)]� 0, t ∈ I.
If A, B, Π, Q are θ -periodic functions, then X̃ is also a θ - periodic function.

Moreover, if A(t) ≡ A ∈ MD
n , B(t) ≡ B ∈ MD

nm, Π(t) ≡ Π ∈ B(SD
n ,SD

n+m),
Q(t) ≡ Q ∈ SD

n+m, then the maximal solution of (5.1) is constant and it solves the
nonlinear algebraic equation

AT X+XA+Π1[X ]−[XB+Π12[X ]+L][Π2[X ]+R]−1[XB+Π12[X ]+L]T+M=0. (5.43)

Proof. (ii)⇒ (i) is obvious, since X̃ ∈ �Σ.
It remains to prove the implication (i)⇒ (ii). Since (A,B,Π) is stabilizable it

follows that there exists a bounded and continuous function F0 : I →MD
mn such

that the operator LA+BF0,ΠF0
generates an exponentially stable anticausal evolution.

Let ε > 0 be fixed. Using Theorem 2.3.13 one obtains that the backward affine
differential equation

d
dt

X(t)+LA+BF0,ΠF0
(t)[X(t)]+MF0(t)+ εJD = 0 (5.44)
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has a unique bounded solution X1 : I → SD
n . We shall show that X1(t)� X̂(t) for

arbitrary X̂ ∈ �Σ. If X̂ ∈ �Σ, then we obtain immediately via Lemma 5.1.2 that
t �→ X̂(t) verifies

d
dt

X̂(t)+R(t, X̂(t))≥ 0 for t ∈ I;

consequently t �→ X̂(t) solves the equation

d
dt

X̂(t)+R(t, X̂(t))− M̂(t) = 0, (5.45)

where M̂(t) = d
dt X̂(t) +R(t, X̂(t)) ≥ 0. Applying Lemma 5.1.1, (5.45) may be

written as

d
dt

X̂(t)+LA+BF0,ΠF0
(t)[X̂(t)]+MF0(t)

−
[
F0(t)− F̂(t)

]TΘ(t, X̂(t))
[
F0(t)− F̂(t)

]
− M̂(t) = 0, (5.46)

where F̂(t) := FX̂ (t). From (5.44) and (5.45) we deduce that t �→ X1(t)− X̂(t) is a
bounded solution of the differential equation

d
dt

Y (t)+LA+BF0,ΠF0
(t)[Y (t)]+H1(t) = 0

with

H1(t) = εJD+[F0(t)− F̂(t)]TΘ(t, X̂(t))[F0(t)− F̂(t)]+ M̂(t).

Clearly H1(t)≥ εJD > 0. Hence Theorem 2.3.13 (iv) implies X1(t)− X̂(t)� 0, t ∈
I. Therefore R(t)+Π2(t)[X1(t)]≥ R(t)+Π2(t)[X̂(t)]� 0 for t ∈ I. Thus we obtain
that F1(t) := FX1(t) is well defined. We show that F1 is a stabilizing feedback gain
for the triple (A,B,Π). To this end, based on Lemma 5.3.3, we rewrite (5.44) as

d
dt

X1(t)+LA+BF1,ΠF1
(t)[X1(t)]+MF1(t)+ εJD

+
[
F1(t)−F0(t)

]TΘ(t,X1(t))
[
F1(t)−F0(t)

]
= 0. (5.47)

On the other hand, based on Lemma 5.1.1, (5.45) can be rewritten as

d
dt

X̂(t)+LA+BF1,ΠF1
(t)[X̂(t)]+MF1(t)− M̂(t)

−
[
F1(t)− F̂(t)

]TΘ(t, X̂(t))
[
F1(t)− F̂(t)

]
= 0.
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Subtracting the last equation from (5.47) we obtain

d
dt

[
X1(t)− X̂(t)

]
+LA+BF1,ΠF1

(t)
[
X1(t)− X̂(t)

]
+ H̃(t) = 0

where

H̃(t) = εJD+
[
F1(t)−F0(t)

]TΘ(t,X1(t))
[
F1(t)−F0(t)

]

+
[
F1(t)− F̂(t)

]TΘ(t, X̂(t))
[
F1(t)− F̂(t)

]
+ M̂(t)� 0, t ∈ I.

Applying the implication (vi)⇒ (i) in Theorem 2.3.12 we infer that LA+BF1,ΠF1

generates an anticausal exponentially stable evolution. This means that F1 = FX1

is a stabilizing feedback gain; notice that, as a consequence of Theorem 2.3.13,
F1 is constant (or periodic) if the coefficients of (5.1) are constant (or periodic,
respectively).

Taking X1, F1 as a first step we construct two sequences {Xk}k≥1 and {Fk}k≥1,
where Xk(t) = {Xk(t, i)}i∈D, t ∈ I is the unique bounded solution of the differential
equation

d
dt

Xk(t)+LA+BFk−1,ΠFk−1
(t)[Xk(t)]+MFk−1(t)+

ε
k

JD = 0 (5.48)

and Fk(t) := FXk(t). We show inductively that the following items hold

(ak) Xk(t, i) − X̂(t, i) > μkIn for all (t, i) ∈ I × D, and for arbitrary X̂(t) =
{X̂(t, i)}i∈D ∈ �Σ, μk > 0 independent of X̂ .

(bk) Fk is a stabilizing feedback gain for the triple (A,B,Π).
(ck) Xk(t, i)≥ Xk+1(t, i) for (t, i) ∈ I ×D.

For k = 1, items (a1), (b1) were proved before.
To prove (c1) we subtract (5.48), written for k = 2, from (5.47) and get

d
dt

[
X1(t)−X2(t)

]
+LA+BF1,ΠF1

(t)
[
X1(t)−X2(t)

]
+Δ1(t) = 0,

where

Δ1(t) :=
ε
2

JD+
[
F1(t)−F0(t)

]TΘ(t,X1(t))
[
F1(t)−F0(t)

]
� 0, t ∈ I.

Invoking Theorem 2.3.13 (iv), one obtains that X1(t)−X2(t)� 0 and thus (c1) is
fulfilled. Let us assume that (ai), (bi), (ci) are fulfilled for i≤ k−1 and let us prove
them for i = k.

Based on (bk−1) and Theorem 2.3.13 (i) we deduce that (5.48) has a unique
bounded solution Xk : I → SD

n . Applying Lemma 5.1.1 with W (t) := Fk−1(t) one
obtains that (5.45) may be rewritten as
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d
dt

X̂(t)+LA+BFk−1,ΠFk−1
(t)[X̂(t)]+MFk−1(t)

−
[
Fk−1(t)− F̂(t)

]TΘ(t, X̂(t))
[
Fk−1(t)− F̂(t)

]
− M̂(t) = 0.

Subtracting this equation from (5.48) one obtains that t �→ Xk(t)− X̂(t) is a bounded
solution of the equation

d
dt

X(t)+LA+BFk−1,ΠFk−1
(t)[X(t)]+Hk(t) = 0,

where

Hk(t) =
ε
k

JD+[Fk−1(t)− F̂(t)]TΘ(t, X̂(t))[Fk−1(t)− F̂(t)]+ M̂(t)≥ ε
k

JD � 0.

Since LA+BFk−1,ΠFk−1
generates an anticausal exponentially stable evolution, we

obtain from Theorem 2.3.13 (iv), that there exist

μk > 0 such that Xk(t)− X̂(t)≥ μkJD for t ∈ I, (5.49)

thus (ak) is fulfilled.
Let us show that (bk) is fulfilled. Firstly from (5.49) we have

R(t)+Π2(t)[Xk(t)]� 0,

therefore Fk is well defined. Applying Lemma 5.3.3 to (5.48), one obtains that Xk

solves the backward affine differential equation

d
dt

Xk(t)+LA+BFk,ΠFk
(t)[Xk(t)]+MFk(t)+

ε
k

JD

+
[
Fk(t)−Fk−1(t)

]TΘ(t,Xk(t))
[
Fk(t)−Fk−1(t)

]
= 0. (5.50)

On the other hand, Lemma 5.1.1 applied to (5.45) gives

d
dt

X̂(t)+LA+BFk,ΠFk
(t)[X̂(t)]+MFk(t)

−
[
Fk(t)− F̂(t)

]TΘ(t, X̂(t))
[
Fk(t)− F̂(t)

]
− M̂(t) = 0.

From the last two equations one obtains

d
dt

[
Xk(t)− X̂(t)

]
+LA+BFk,ΠFk

(t)
[
Xk(t)− X̂(t)

]
+ H̃k(t) = 0

with
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H̃k(t) =
ε
k

JD+
[
Fk(t)−Fk−1(t)

]TΘ(t,Xk(t))
[
Fk(t)−Fk−1(t)

]

+
[
Fk(t)− F̂(t)

]TΘ(t, X̂(t))
[
Fk(t)− F̂(t)

]
+ M̂(t)≥ ε

k
JD � 0.

Implication (vi)⇒ (i) of Theorem 2.3.12 allows us to conclude that LA+BFk,ΠFk

generates an anticausal exponentially stable evolution which shows that (bk) is
fulfilled.

It remains to prove that (ck) holds. To this end we subtract (5.48), written for
k+1 instead of k, from (5.50) and get

d
dt

[
Xk(t)−Xk+1(t)

]
+LA+BFk,ΠFk

(t)
[
Xk(t)−Xk+1(t)

]
+

ε
k(k+1)

JD (5.51)

+
[
Fk(t)−Fk−1(t)

]TΘ(t,Xk(t))
[
Fk(t)−Fk−1(t)

]
= 0.

Since LA+BFk,ΠFk
generates an anticausal exponentially stable evolution one obtains,

via Theorem 2.3.13 (iv), that (5.51) has a unique bounded solution which addition-
ally is uniformly positive. Therefore Xk(t)−Xk+1(t)� 0 and thus (ck) holds.

Now, from (ak) and (ck) we obtain that for each (t, i) ∈ I ×D we have

Xk(t, i)≥ Xk+1(t, i)≥ X̂(t, i) (5.52)

for all X̂(t) = {X̂(t, i)}i∈D ∈ �Σ.
Let X̃(t, i) be defined by X̃(t, i) = lim

k→∞
Xk(t, i) for all t, i ∈ I ×D. We show that

t → X̃(t) = {X̃(t, i)}i∈D : I → SD
n is just the maximal and bounded solution of

GRDE (5.1). First we show that for all t ∈ I, (t, X̃(t)) ∈ DomR.
Let X̂(·) ∈ �Σ be arbitrary but fixed, this means that there exists ν > 0 such that

R(t, i)+Π2(t)[X̂(t)](i)≥ νIm, ∀ (t, i)∈ I×D. Invoking again (ak) we obtain that

R(t, i)+Π2(t)[Xk(t)](i)≥ R(t, i)+Π2(t)[X̂(t)](i)≥ νIm (5.53)

∀ (t, i) ∈ I×D. Taking the limit for k→ ∞ we obtain via (5.31) for l = 2 and Xk(i)
replaced by Xk(t, i): R(t, i)+Π2(t)[X̃(t)](i)≥ νIm, ∀(t, i) ∈ I×D. Thus we have
shown that both (t,Xk(t)) and (t, X̃(t)) lie in DomR.

Let us show that t → X̃(t) is differentiable and satisfies the (GRDE) (5.1).
To this end we rewrite (5.48) in the integral form

Xk(τ)−Xk(t) =

τ∫

t

(LA+BFk−1,ΠFk−1
(s)[Xk(s)]+MFk−1(s)+

ε
k

JD)ds
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for all t ≤ τ , t,τ ∈ I, k ≥ 1. Further, using (5.19) for X replaced by Xk(t) and

W (t) replaced by Fk−1(t) we obtain Xk(τ) − Xk(t) =
τ∫

t
[R(s,Xk(s)) + (Fk(s) −

Fk−1(s))T (R(s)+Π2(s)[Xk(s)])(Fk(s)−Fk−1(s))+
ε
k JD]ds.

This may be written as

Xk(τ , i)−Xk(t, i) =

τ∫

t

[R(s,Xk(s))(i)+(Fk(s, i)−Fk−1(s, i))
T (5.54)

(R(s, i)+Π2(s)[Xk(s)](i))(Fk(s, i)−Fk−1(s, i))+
ε
k

In]ds

for all t ≤ τ , t,τ ∈ I, i ∈ D.
Proceeding as in the proof of Lemma 5.3.4 one may prove that

lim
k→∞

(Fk(s, i)−Fk−1(s, i)) = 0. (5.55)

Let X j,l
k (t, i) be the scalar component, jl-th of the matrix Xk(t, i). We have X jl

k (τ , i)−

X jl
k (t, i) =

τ∫

t
ϕ jl

k (s, i)ds where

ϕ jl
k (s, i) = {R(s,Xk(s))(i)+(Fk(s, i)−Fk−1(s, i))

T (5.56)

(R(s, i)+Π2(s)[Xk(s)](i))(Fk(s, i)−Fk−1(s, i))+
ε
k

In} jl

is the jl-th component of the integrant from (5.54). Employing (5.35) and (5.52)
we deduce that there exists a positive constant �̃ such that |ϕ jl

k (s, i)| ≤ �̃ for all
t ≤ s≤ τ ∈ I. On the other hand, (5.30) written for Xk(i),X(i) replaced by Xk(s, i),
X̃(s, i), respectively, together with (5.55) yield lim

k→∞
ϕ jl

k (s, j) =R jl(s, X̃(s))(i). Thus,

applying Lebesques’s Theorem for each component jl, we finally obtain

lim
k→∞

τ∫

t

{R(s,Xk(s))(i)+(Fk(s, i)−Fk−1(s, i))
T (R(s, i)+

Π2(s, i)[Xk(s)](i))(Fk(s, i)−Fk−1(s, i))+
ε
k

In}ds =

τ∫

t

R(s, X̃(s))(i)ds

for all i ∈ D. Taking the limit for k → ∞ in the both sides of (5.54) one gets

X̃(τ , i)−X̃(t, i)=
τ∫

t
R(s, X̃(s))(i)ds, or, in a compact form

X̃(τ)− X̃(t) =

τ∫

t

R(s, X̃(s))ds (5.57)
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for all t < τ , t,τ ∈ I. On the other hand, from (5.35) and (5.53) we deduce that
there exists a constant � > 0 such that ‖R(s, X̃(s))‖∞ < � , ∀ s ∈ I. Therefore
‖X̃(τ)− X̃(t)‖∞ ≤ γ(τ − t), ∀ t ≤ τ , t,τ ∈ I. This allows us to obtain that s →
R(s, X̃(s)) : I → SD

n is a continuous function. So, we may conclude that the right-
hand side of (5.57) is differentiable with respect to t ∈ I. Hence, t → X̃(t) is also
differentiable. Differentiating (5.57) we obtain that

d
dt

X̃(t)+R(t, X̃(t)) = 0, t ∈ I,

which means X̃(t) is a global solution of GRDE (5.1). Taking the limit for k→∞ in
(5.53) we obtain that X̃(t) ≥ X̂(t), t ∈ I, ∀X̂(·) ∈ �Σ. Thus we have obtained X̃(·)
is just the maximal solution of (5.1) and thus (i)⇒ (ii) is proved.

To complete the proof, let us remark that if A, B, Π, Q are periodic functions
with the same period θ then via Corollary 5.4.9, (i), it follows that there exists a
stabilizing feedback gain which is a θ -periodic function. Applying Theorem 2.3.13
(ii), one obtains that Xk, Fk are θ -periodic functions for all k and thus X̃ will be
a θ -periodic function, too. Also if A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π, Q(t) ≡ Q and
(A,B,Π) is stabilizable, then from Corollary 5.4.9 (ii), we obtain that there exists
a stabilizing feedback gain which is constant. Applying again Theorem 2.3.13 (iii),
one obtains that Xk and Fk are constant functions for all k ≥ 1 and therefore X̃ is
constant. Thus the proof is complete. ��

In order to facility the statement of the next result we introduce several notations.
Let Σ j = (A,B,Π,Q j), j = 0,1, . . . where A(·),B(·),Π(·) are as in the case of the
GRDE (5.1) and Q j : I → SD

n+m are bounded and continuous functions. For each

t ∈ I, Q j(t) = {Q j(t, i)}i∈D, Q j(t, i) =

(
M j(t, i) L j(t, i)

(L j(t, i))T R j(t, i)

)

where M j(t, i) ∈ Sn

and R j(t, i) ∈ Sn, ∀i ∈ D. Set M j(t) = {M j(t, i)}i∈D ∈ SD
n , R j(t) = {R j(t, i)}i∈D ∈

SD
n and L j(t) = {L j(t, i)}i∈D ∈MD

nm. For each quadruple Σ j we define the operator
R j : DomR j →SD

n where DomR j is defined as in (5.8) and R j(t,X) is defined as
in (5.35) replacing M(t),L(t),R(t) by M j(t),L j(t),R j(t). To the quadruple Σ j we
associate the GRDE

d
dt

X(t)+R j(t,X(t)) = 0. (5.58)

Theorem 5.3.6. Let Σ j=(A,B,Π,Q j), j=0,1, . . . be as before and Σ=(A,B,Π,Q)
be the quadruple defining the GRDE (5.1). We assume that

(a) (A,B,Π) is stabilizable and �Σ is not empty.
(b) For each t ∈ I the operator Π(t) satisfies the assumptions (…1) and (…2).
(c) Q j(t, i)≥Q j+1(t, i)≥Q(t, i), ∀ j ≥ 0, t, i ∈ I ×D.

Under these conditions, the following hold

(i) �Σ ⊂ �Σ j ⊂ �Σ j−1
, ∀ j ≥ 1;
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(ii) If X̃ j(t) = {X̃ j(t, i)}i∈D, t ∈ I, is the bounded maximal solution of the GRDE
(5.58) satisfying the condition

R j(t)+Π2(t)[X̃
j(t)]� 0, t ∈ I (5.59)

then:

X̃ j(t, i)≥ X̃ j+1(t, i)≥ X̃(t, i), ∀ j ≥ 0,(t, i) ∈ I ×D, (5.60)

where X̃(t) = {X̃(t, i)}i∈D, t ∈ I, is the maximal and bounded solution of
the GRDE (5.1) which satisfies the condition R(t) +Π2(t)[X̃(t)]� 0, t ∈ I.
Furthermore if

lim
j→∞

Q j(t, i) =Q(t, i) (5.61)

for all (t, i) ∈ I ×D then lim
j→∞

X̃ j(t, i) = X̃(t, i), for all (t, i) ∈ I ×D.

Proof. (i) IfΛΣ j
(t) andΛΣ(t), respectively, are the generalized dissipation operators

associated with Σ j and Σ, respectively, we obtain:

ΛΣ
j
(t)[X̂(t)] = ΛΣ(t)[X̂(t)]+Q j(t)−Q(t). (5.62)

Let X̂(·) ∈ �Σ, this means that X̂(·) ∈ C1
b(I,SD

n ) which satisfies ΛΣ(t)[X̂(t)] ≥ 0,
t ∈ I, and R(t, i)+Π2(t)[X̂(t)](i)≥ νIm, ∀(t, i) ∈ I×D, ν > 0 being a constant not
depending upon t, i.

From (5.62), we obtain thatΛΣ j
(t)[X̂(t)]≥ 0, ∀t ∈I. On the other hand, R j(t, i)+

Π2(t)[X̂(t)](i) ≥ R(t, i) + Π2(t)[X̂(t)](i) ≥ νIm, ∀(t, i) ∈ I × D, thus we may
conclude that �Σ ⊂ �Σ j

. The fact that �Σ j ⊂ �Σ j−1
may be proved in a similar way.

Since (A,B,Π) is stabilizable and �Σ j
is not empty we may apply Theorem 5.3.5

to (5.58) to obtain the existence of the bounded and maximal solution X̃ j(t)

satisfying the condition (5.59). From X̃ j+1(·) ∈ �Σ j+1 ⊂ �Σ j
we obtain that

X̃ j+1(t, i)≤ X̃ j(t, i) f or all j ≥ 0, t, i ∈ I ×D. (5.63)

Thus the first part of (ii) is proved. Let Y (t, i) = lim
j→∞

X j(t, i), (t, i)∈ I×D. We show

that if (5.61) is satisfied, then Y (t) = {Y (t, i)}i∈D coincides with the maximal and
bounded solution X̃(t) of the GRDE (5.1).

To this end, we write (5.58) in the form

X̃ j(τ , i)− X̃ j(t, i) =

τ∫

t

R j(s, X̃ j(s))(i)ds, ∀t ≤ τ , t,τ ∈ I, i ∈ D. (5.64)
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Let us remark that R j(s, X̃(s))(i) = R(s, X̃ j(s))(i) + (G̃ j(s, X̃ j(s)))(i) where
(G̃ j(s, X̃ j(s)))(i) = M j(s, i)−M(s, i) + (G j(s, X̃ j(s)))(i)− (G(s, X̃ j(s)))(i) with
G(s, X̃ j(s)) defined as in (5.34), with Y replaced by X̃ j(s) and G j(s, X̃ j(s)) is
defined as in (5.34) with Y replaced by X̃(s) and L(s),R(s) replaced by L j(s), R j(s).

Proceeding as in the proof of Lemma 5.3.4 one may show that lim
j→∞

(G̃ j(s, X̃ j

(s)))(i) = 0, if (5.61) holds. This allows us to deduce that lim
j→∞

(R j(s, X̃ j(s)))(i) =

(R(s,Y (s)))(i), i∈D, s∈ I. Also, one obtains that there exists γ > 0, not depending
upon s and j, such that |(R j(s, X̃ j(s)))(i)| ≤ γ , ∀s, j. By a standard reasoning
based on Lebesque’s Theorem of the convergence of integrals we obtain that

lim
j→∞

τ∫

t
(R j(s, X̃ j(s)))(i)ds =

τ∫

t
R(s,Y (s))ds. Taking the limit for j→∞ in (5.64) we

finally obtain Y (τ)−Y (t) =
τ∫

t
R(s,Y (s))ds, ∀t ≤ τ , t,τ ∈ I. This allows us to con-

clude that t →Y (t) is differentiable and it is a bounded solution of the GRDE (5.1).
From X̃ j(t, i) ≥ X̃(t, i), (∀) j ≥ 0 we deduce that Y (t, i) ≥ X̃(t, i), ∀(t, i) ∈

I ×D. Based on the uniqueness of the maximal solution we deduce that Y (t)
coincides with X̃(t). This completes the proof. ��

5.4 The Stabilizing Solution of the GRDE

In this section we deal with the stabilizing solutions of the GRDE (5.1) in the case
when X → Π(t)[X ] satisfies the assumptions (…1) and (…2). We shall prove the
uniqueness of a bounded and stabilizing solution and we shall provide a necessary
and sufficient condition for the existence of a bounded and stabilizing solution of
the GRDE 5.1.

Definition 5.4.1. Let Xs : I → SD
n be a solution of the GRDE (5.1) and denote by

Fs(t) := FXs(t) the corresponding feedback matrix. Then Xs is called a stabilizing
solution if the operator LA+BFs,ΠFs

generates an anticausal exponentially stable
evolution where ΠFs is defined as in (5.6) for W (t) = Fs(t). This means that there
exist β ≥ 1,α > 0 such that

‖T a
Fs
(t, t0)‖ ≤ βeα(t−t0), ∀ t ≤ t0, t, t0 ∈ I (5.65)

where T a
Fs
(t, t0) is the anticausal linear evolution operator on SD

n defined by the
backward linear differential equation

d
dt

Y (t)+LA+BFs,ΠFs
(t)[Y (t)] = 0.

We recall that for each t ∈ I Fs(t) = {Fs(t, i)}i∈D ∈MD
mn where
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Fs(t, i)=−[Π2(t)[Xs(t)](i)+R(t, i)]−1[Xs(t, i)B(t, i)+Π12(t)[Xs(t](i)+L(t, i)]T(5.66)

Remark 5.4.1. (a) According to (5.20) we obtain that the global solution Xs(·) is
a stabilizing solution of GRDE (5.1) if and only if the backward differential
equation

d
dt

Y (t)+R′(t,Xs(t))[Y (t)] = 0

defines an anticausal exponentially stable evolution.
(b) If D = {1,2, . . . ,d}, then the equality (5.26) written for F(t) = Fs(t) yields via

Proposition 2.4.1 that Xs(·) is a stabilizing solution of GRDE (5.1) if and only
if the operator valued function LA+BFs,Π∗Fs

(·) defines an exponentially stable

evolution on Sd
n . This means that there exist β1 ≥ 1,α > 0 such that

‖TFs(t, t0)‖ ≤ β1e−α(t−t0), ∀ t ≥ t0, t, t0 ∈ I (5.67)

TFs(t, t0) being the linear evolution operator on Sd
n defined by the linear

differential equation:

d
dt

X(t) = LA+BFs,Π∗Fs
(t)[X(t)].

In fact the equivalence between (5.65) and (5.67) is obtained using the identity
T a

Fs
(τ , t) = T ∗Fs

(t,τ).

Theorem 5.4.1. Let Σ = (A,B,Π,Q) be such that �Σ 	= /0. If Xs : I → SD
n is a

bounded and stabilizing solution of the GRDE (5.1) then Xs coincides with the
maximal solution with respect to �Σ of (5.1).

Proof. Applying Lemma 5.1.1 we deduce that Xs verifies the differential equation

d
dt

Xs(t)+LA+BFs,ΠFs
(t)[Xs(t)]+MFs(t) = 0 (5.68)

where Fs is as in (5.66). Let X̂ be arbitrary in �Σ. As in the proof of Theorem 5.3.5
one obtains that there exists M̂(t)≥ 0 such that X̂ verifies a differential equation of
the form (5.45). Applying Lemma 5.1.1 to (5.45) we get

d
dt

X̂(t)+LA+BFs,ΠFs
(t)[X̂(t)]+MFs(t)− M̂(t)

−
[
Fs(t)− F̂(t)

]TΘ(t, X̂(t))
[
Fs(t)− F̂(t)

]
= 0.

Subtracting the last two equations we obtain that t �→ Xs(t)− X̂(t) is a bounded
solution of the backward differential equation
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d
dt

X(t)+LA+BFs,ΠFs
(t)[X(t)]+Hs(t) = 0

where

Hs(t) = [Fs(t)− F̂(t)]TΘ(t, X̂(t))[Fs(t)− F̂(t)]+ M̂(t)≥ 0.

Since LA+BFs,ΠFs
generates an anticausal exponentially stable evolution one obtains,

using Theorem 2.3.13 (iv), that Xs(t)− X̂(t) ≥ 0, t ∈ I and thus the proof is
complete. ��
Remark 5.4.2. From Theorem 5.4.1 it follows that if �Σ is not empty then a
bounded and stabilizing solution of the GRDE (5.1) (if it exists) will verify the
condition

R(t)+Π2(t)[Xs(t)]� 0, t ∈ I.

The next result follows directly from Theorem 5.4.1 and Remark 5.3.1.

Corollary 5.4.2. If �Σ is not empty, then the differential equation (5.1) has at most
one bounded and stabilizing solution.

In Sect. 5.6 we will show that in the particular case when Π(t) is of the form
(5.5), the uniqueness of the bounded and stabilizing solution of (5.1) follows in the
absence of any assumption concerning �Σ. In that case R(t)+Π2(t)[Xs(t)] has not
a definite sign.

Theorem 5.4.3. Assume that A, B, Π, Q are periodic functions with period θ and
that �Σ is not empty. Then the bounded and stabilizing solution of (5.1) (if it exists)
is θ -periodic.

Proof. Let Xs : I → SD
n be a bounded and stabilizing solution of (5.1). We define

X̃(t) := Xs(t + θ), t ∈ I. By direct computation we obtain that X̃ is a solution of
(5.1) too. We shall prove that X̃ is also a stabilizing solution of (5.1).

Set F̃(t) := FX̃ (t). We show that the operator valued function LA+BF̃,ΠF̃
(·)

generates an anticausal exponentially stable evolution. Let T̃ a(t, t0) be the anticausal
linear evolution operator defined by the backward linear differential equation

d
dt

S(t)+LA+BF̃,ΠF̃
(t)[S(t)] = 0. (5.69)

Because of the periodicity we obtain that

LA+BF̃,ΠF̃
(t) = LA+BFs,ΠFs

(t +θ) for t ∈ I.

If S̃(t, t0,H) is the solution of (5.69) with S̃(t0, t0,H) = H, then we have
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d
dt

S̃(t, t0,H)+LA+BFs,Π∗Fs
(t +θ)S̃(t, t0,H) = 0.

From the uniqueness of the solution of this initial value problem we infer that

S̃(t, t0,H) = S(t +θ , t0 +θ ,H),

where t �→ S(t,τ ,H) is the solution of the problem

d
dt

S(t)+LA+BFs,ΠFs
(t)[S(t)] = 0, S(τ ,τ ,H) = H. (5.70)

Thus we get T̃ a(t, t0) = T a
Fs
(t + θ , t0 + θ) where T a

Fs
(t, t0) is the anticausal linear

evolution operator defined by (5.70). The last equality leads to

‖T̃ a(t, t0)‖= ‖T a
Fs
(t +θ , t0 +θ)‖ ≤ βeα(t−t0) for t ≤ t0

with α,β > 0, which shows that X̃ is also a bounded and stabilizing solution of
GRDE (5.1).

Applying Corollary 5.4.2 one obtains that X̃(t) = Xs(t) for t ∈ I, that means
Xs(t +θ) = Xs(t) for all t, which shows that Xs is a θ -periodic function and thus the
proof ends. ��
Corollary 5.4.4. If �Σ 	= /0 and A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π, Q(t) ≡ Q, t ∈ R,
then the stabilizing solution of (5.1) (if it exists) is constant and solves the algebraic
equation (5.43).

Proof. Since the matrix coefficients of (5.1) are constant functions they may be
viewed as periodic functions with arbitrary period. Applying Theorem 5.4.3 it
follows that the bounded and stabilizing solution of (5.1) is a periodic function with
arbitrary period. Therefore it is a constant function and thus the proof ends. ��

The following lemma which is a generalization of the invariance under feedback
transformations of standard Riccati differential equations will be useful in the next
developments. Since

[
W (t, i)−FX (t, i)

]T{
R(t, i)+Π2(t)[X(t)](i)

}

=X(t, i)B(t, i)+Π12(t)[X(t)](i)+W T (t, i)Π2(t)[X(t)](i)+L(t, i)+W T (t, i)R(t, i)

the conclusion of this lemma follows immediately from Lemma 5.1.1.

Lemma 5.4.5. Let W : I → MD
mn be a bounded and continuous function. Then

X : I1 ⊂ I → SD
n is a solution of the differential equation (5.1) associated with

the quadruple Σ = (A,B,Π,Q) if and only if X is a solution of the differential
equation of type (5.1) associated with the quadruple ΣW = (A+BW,B,ΠW ,QW ),
where ΠW (t) : SD

n →SD
n+m is given by



216 5 A Class of Nonlinear Differential Equations on an Ordered Linear Space of. . .

ΠW (t)[X ](i) =

(
In 0

W (t, i) Im

)T
(

Π1(t)[X ](i) Π12(t)[X ](i)
{
Π12(t)[X ](i)

}T Π2(t)[X ](i)

)(
In 0

W (t, i) Im

)

=

(
ΠW (t)[X ](i) Π12(t)[X ](i)+W T (t, i)Π2(t)[X ](i)

{
Π12(t)[X ](i)+W T (t, i)Π2(t)[X ](i)

}T Π2(t)[X ](i)

)

and

QW (t, i) =

(
In 0

W (t, i) Im

)T (
M(t, i) L(t, i)
LT (t, i) R(t, i)

)(
In 0

W (t, i) Im

)

=

(
MW (t, i) L(t, i)+W T (t, i)R(t, i)

LT (t, i)+R(t, i)W (t, i) R(t, i)

)

.

Theorem 5.4.6. Under the considered assumptions the following assertions are
equivalent

(i) (A,B,Π) is stabilizable and the set �̃Σ is not empty;
(ii) The GRDE (5.1) has a stabilizing and bounded solution Xs : I →SD

n satisfying

R(t, i)+Π2(t)[Xs(t)](i)≥ νIm, ∀ (t, i) ∈ I ×D, (5.71)

ν > 0 is a constant.

Proof. First we notice that according to the adopted convention of notations the sign
conditions (5.71) may be written in the following compact form

R(t)+Π2(t)[Xs(t)]� 0, t ∈ I.

(i)⇒ (ii). If (i) holds, then Theorem 5.3.5 yields that (5.1) has a bounded
maximal solution X̃ : I → SD

n satisfying the sign condition R(t)+Π2(t)[X̃(t)]� 0.
We show that X̃ is just the stabilizing solution. If F̃ is the feedback matrix associated
with X̃ , then (5.45) may be written as

d
dt

X̂(t)+LA+BF̃,ΠF̃
(t)[X̂(t)]+MF̃(t)− M̂(t)

−
[
F̃(t)− F̂(t)

]TΘ(t, X̂(t))
[
F̃(t)− F̂(t)

]
= 0.

Since X̂ ∈ �̃Σ then it is a solution of an equation of type (5.45) with M̂(t)� 0.
Using again Lemma 5.1.1 one obtains that t �→ X̃(t)− X̂(t) is a bounded and positive
semi-definite solution of the backward differential equation

d
dt

X(t)+LA+BF̃,ΠF̃
(t)[X(t)]+H(t) = 0,
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where

H(t) := M̂(t)+
[
F̃(t)− F̂(t)

]TΘ(t, X̂(t))
[
F̃(t)− F̂(t)

]
.

Since M̂(t)� 0, t ∈I it follows that H(t)� 0, t ∈I. Applying implication (vi)⇒ (i)
of Theorem 2.3.12 one gets that LA+BF̃,ΠF̃

generates an anticausal exponentially

stable evolution which shows that X̃ is a stabilizing solution of (5.1).
We prove now (ii)⇒ (i). If (5.1) has a bounded and stabilizing solution Xs : I →

SD
n , then Fs := FXs is a stabilizing feedback gain and therefore (A,B,Π) is

stabilizable.
Applying Lemma 5.4.5 with W (t) = Fs(t) we rewrite (5.1) as

d
dt

X(t)+LA+BFs,ΠFs
(t)[X(t)]+MFs(t)

−PT
Fs
(t,X(t))Θ(t,X(t))−1PFs(t,X(t)) = 0,

where X �→ PFs(t,X) : SD
n →MD

mn is given by

PFs(t,X)(i) = x
{

X(i)B(t, i)+Π12(t)[X ](i)+FT
s (t, i)Π2(t)[X ](i)+L(t, i)

+FT
s (t, i)R(t, i)

}T

i ∈ D and Θ(t,X) is as in Lemma 5.3.3. Let T a
Fs
(t, t0) be the anticausal linear

evolution operator defined by

d
dt

S(t)+LA+BFs,ΠFs
(t)[S(t)] = 0.

Since Fs is a stabilizing feedback gain it follows that there exist α,β > 0 such that
(5.65) holds.

Let Cb(I,SD
n ) be the Banach space of bounded and continuous functions X : I →

SD
n . Since Θ(t,Xs(t))� 0 for t ∈ I, it follows that there exist an open set U ⊂

Cb(I,SD
n ) such that Xs ∈ U and Θ(t,X(t))� 0 for all X ∈ U . Let Ψ : U ×R→Cb

be defined by

Ψ(X ,δ )(t) =
∫ ∞

t
T a

Fs
(t,σ)

[
MFs(σ)+δJD

−PT
Fs
(σ ,X(σ))Θ−1(σ ,X(σ))PFs(σ ,X(σ))

]
dσ −X(t), t ∈ I.

We apply the implicit functions theorem to the equation

Ψ(X ,δ ) = 0 (5.72)

in order to obtain that there exists a function Xδ ∈ U such that
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Xδ (t) =
∫ ∞

t
T a

Fs
(t,σ)

[
MFs(σ)+δJD

−PT
Fs
(σ ,Xδ (σ))Θ−1(σ ,Xδ (σ))PFs(σ ,Xδ (σ)

]
dσ

for |δ | small enough.
It is clear that (Xs,0) is a solution of (5.72). We show now that

d1Ψ(Xs(·),0) : Cb(I,SD
n )→Cb(I,SD

n )

is an isomorphism, d1Ψ being the derivative of Ψ with respect to its first argument.
Since

d1Ψ(Xs,0)Y = lim
ε→0

1
ε
[
Ψ(Xs + εY,0)−Ψ(Xs,0)

]

and PFs(σ ,Xs(σ)) ≡ 0 we obtain that d1Ψ(Xs,0)Y = −Y for all Y ∈ Cb(I,SD
n ).

Therefore d1Ψ(Xs,0) =−ICb , where ICb is the identity operator of Cb(I,SD
n ) which

is an isomorphism. Also we see that d1Ψ(X ,δ ) is continuous in (X ,δ ) = (Xs,0).
Applying the implicit function theorem (see [129] vol. 1) we deduce that there exists
δ̃ > 0 and a smooth function Xδ (·) : (−δ̃ , δ̃ )→ U which satisfies Ψ(Xδ (·),δ ) = 0
for all δ ∈ (−δ̃ , δ̃ ). It is easy to see that if δ ∈ (−δ̃ ,0) then Xδ (·) ∈ �̃Σ and the
proof is complete. ��
Corollary 5.4.7. Assume that A, B, Π,Q are periodic functions with period θ > 0.
Under these conditions the following are equivalent

(i) (A,B,Π) is stabilizable and �̃Σ is not empty.
(ii) The GRDE (5.1) has a bounded, θ -periodic and stabilizing solution Xs : I →

SD
n which verifies R(t)+Π2(t)[Xs(t)]� 0, t ∈ I.

(iii) (A,B,Π) is stabilizable and �̃Σ contains at least a θ -periodic function X̌.

Proof. (i)⇔ (ii) follows from Theorems 5.4.6 and 5.4.3.
(iii)⇒ (i) is obvious.
It remains to prove (ii)⇒ (iii). In the proof of the implication (ii)⇒ (i) in

Theorem 5.4.6 we have shown that there exists δ̃ > 0 and a smooth function
δ �→ Xδ (·) : (−δ̃ , δ̃ )→Cb(I,SD

n ) which satisfies

d
dt

Xδ (t)+R(t,Xδ (t))+δJD = 0.

Choose δ1 ∈ (−δ̃ ,0) and set Σ1 := (A,B,Π,Q1) with

Q1(t, i) :=

(
M(t, i)+δ1In L(t, i)

LT (t, i) R(t, i)

)

, i ∈ D.
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It is easy to see that if δ ∈ (−δ̃ ,δ1) then Xδ (·)∈ �̃Σ1 . Applying implication (i)⇒ (ii)
of Theorem 5.4.6 one obtains that the equation

d
dt

X(t)+R(t,X(t))+δ1JD = 0

has a bounded and stabilizing solution X̂δ1
. Based on Theorem 5.4.3 one obtains that

X̂δ1
is a periodic function. The conclusion follows since X̂δ1

(·) ∈ �̃Σ and the proof
is complete. ��

With the similar proof based on Corollary 5.4.4 and Theorem 5.4.6 we obtain:

Corollary 5.4.8. Assume that A(t) ≡ A ∈ MD
n , B(t) ≡ B ∈ MD

nm, Π(t) ≡ Π ∈
B(SD

n ,SD
n+m) and Q(t)≡Q ∈ SD

n+m. Then the following are equivalent:

(i) (A,B,Π) is stabilizable and �̃Σ is not empty;
(ii) The GRDE (5.1) has a bounded and stabilizing solution Xs which is constant

and solves the algebraic equation (5.43).
(iii) (A,B,Π) is stabilizable and there exists at least a sequence of symmetric

matrices X̂ = {X̂(i)}i∈D such that X̂ ∈ �̃Σ.

As a simple consequence of Theorem 5.4.6 we have:

Corollary 5.4.9. Assume that (A,B,Π) is stabilizable. Then:

(i) If A, B, Π are periodic functions with period θ , then there exists a stabilizing
feedback gain F : R→MD

mn which is a periodic function with period θ .
(ii) If A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π for all t ∈ R, then there exists a stabilizing

feedback gain F ∈MD
mn.

Proof. Consider the differential equation

d
dt

X(t)+AT (t)X(t)+X(t)A(t)+ JD+Π1(t)[X(t)]

−
{

X(t)B(t)+Π12(t)[X(t)]
}{

RJ +Π2(t)[X(t)]
}−1

×
{

X(t)B(t)+Π12(t)[X(t)]
}T

= 0, (5.73)

where RJ ∈ SD
m ,RJ = {RJ(i)}i∈D ∈ SD

m ,RJ(i) = Im, i ∈ D. Equation (5.73) is a
GRDE of type (5.1) corresponding to the quadruple Σ0 := (A,B,Π,Q0) where A,

B, Π are as in (5.1) and Q0(t, i) =
(

In 0
0 Im

)
.

It is seen that ΛΣ0(t)[0](i) =
(

In 0
0 Im

)
� 0,∀ i ∈ D and hence 0 ∈ �̃Σ0 .

Therefore (5.73) has a bounded and stabilizing solution Xs with the
corresponding stabilizing feedback gain

Fs(t, i) =−
{

Im +Π2(t)[Xs(t)](i)
}−1{

Xs(t, i)B(t, i)+Π12(t)[Xs(t)](i)
}T

.
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If the matrix coefficients of (5.73) are periodic functions with period θ , then by
Theorem 5.4.3 we obtain that Fs is a periodic function with the same period θ . If the
matrix coefficients of (5.73) are constants, then by Corollary 5.4.4 one obtains that
Fs is constant and thus the proof is complete. ��

The result of Corollary 5.4.9 shows that if A, B, Π are periodic functions, then,
without loss of generality, we may restrict the definition of stabilizability working
only with periodic stabilizing feedback gains. Also, if A, B,Π are constant functions,
then, without loss of generality the definition of stabilizability may be restricted only
to the class of stabilizing feedback gains which are constant functions.

5.5 The Minimal Solution of the GRDE

In this section we focus our attention on those equations (5.1) associated with
the quadruple Σ = (A,B,Π,Q) where the operator valued function Π(·) satisfies
the assumptions (…1),(…2). Additionally, we assume that 0 ∈ �Σ. This means

that R(t, i) ≥ νIm and

(
M(t, i) L(t, i)
LT (t, i) R(t, i)

)

≥ 0, for all (t, i) ∈ I × D. Applying

Lemma 5.1.2 we deduce that these are equivalent to

R(t, i)≥ νIm

M(t, i)−L(t, i)R−1(t, i)LT (t, i)≥ 0, ∀ (t, i) ∈ I ×D (5.74)

ν > 0 being a constant.

Remark 5.5.1. Let W : I →MD
mn be a continuous and bounded function. Let X :

I → SD
n be a solution of the backward differential equation

d
dt

X(t)+LA+BW,ΠW (t)[X(t)]+H(t) = 0

where H : I →SD
n is a continuous function such that H(t)≥ 0, t ∈ I. If there exists

τ ∈ I such that X(τ)≥ 0, then X(t)≥ 0 for all t ∈ (−∞,τ ]∩I. Indeed we have the
following representation formula:

X(t) = T a
W (t,τ)X(τ)+

∫ τ

t
T a

W (t,s)H(s)ds (5.75)

T a
W (t,s) being the anticausal linear evolution operator on SD

n defined by the linear
differential equation

d
dt

X(t)+LA+BW,ΠW (t)[X(t)] = 0.
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Since T a
W (t,s) is a positive operator for t ≤ s we obtain via (5.75) that X(t) ≥ 0 for

all t ≤ τ , t ∈ I.

First we prove the following result.

Theorem 5.5.1. Assume that the quadruple Σ = (A,B,Π,Q) verifies the following
assumptions: (a) (A,B,Π) is stabilizable;

(b) 0 ∈ �Σ. Then the GRDE (5.1) has two bounded solutions X̃ : I → SD
n ,

˜̃X : I →SD
n with the property X̃(t)≥ X̄(t)≥ ˜̃X(t)≥ 0 for all t ∈ I and for arbitrary

bounded and positive semi-definite solution X̄ : I → SD
n of (5.1).

Moreover if A, B, Π, Q are periodic functions with period θ > 0, then both X̃
and ˜̃X are periodic functions with period θ . If A(t) ≡ A, B(t) ≡ B, Π(t) ≡ Π and
Q(t)≡Q, then both X̃ and ˜̃X are constant and solve the algebraic equation (5.43).

Proof. The existence of the solution X̃ is guaranteed by Theorem 5.3.5. Now we
prove the existence of ˜̃X . For each τ from the interior of I we consider Xτ(t) :=
X(t,τ ,0) the solution of the following problem with given terminal conditions

d
dt X(t)+R(t,X(t)) = 0

X(τ ,τ ,0) = 0.
(5.76)

Applying Corollary 5.2.3 we infer that Xτ(t) is well defined for all t ∈ (−∞,τ ]∩I,
and additionally we have, Xτ(t, i) ≥ 0 for all t ∈ I, t ≤ τ , i ∈ D. We set Fτ(t) =
FXτ (t). Based on (5.74) it follows that Fτ(t) is well defined for all t ∈ (−∞,τ ]∩I.
Let τ1 < τ2 be arbitrary in the interior of I. We show that

Xτ1(t, i)≤ Xτ2(t, i) (5.77)

for all t ∈ I, t ≤ τ1, i ∈D. Applying Lemma 5.1.1 with W (t) = Fτ2(t) we obtain that
Xτ2(t) solves the following backward differential equation:

d
dt

Xτ2(t)+LA+BFτ2 ,ΠFτ2
(t)[Xτ2(t)]+MFτ2

(t) = 0, t ≤ τ2, t ∈ I.

Applying again Lemma 5.1.1 taking W (t) = Fτ2(t) we obtain that Xτ1(t) satisfies
the following backward differential equation

d
dt Xτ1(t)+LA+BFτ2 ,ΠFτ2

(t)[Xτ1(t)]+MFτ2
(t)− (Fτ1(t)−Fτ2(t))

TΘ(t,Xτ1(t))(Fτ1(t)

−Fτ2(t)) = 0, t ≤ τ1, t ∈ I

with

Θ(t,Xτ1(t))(i) =Π2(t)[Xτ1(t)](i)+R(t, i)≥ νIm.

Subtracting the last two equations we deduce that t → Xτ2(t)−Xτ1(t) satisfies the
backward differential equation:
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d
dt

Y (t)+LA+BFτ2 ,ΠFτ2
(t)[Y (t)]+Δ(t) = 0

where Δ(t, i) = [Fτ1(t, i)− Fτ2(t, i)]
TΘ(t,Xτ1(t))(i)[Fτ1(t, i)− Fτ2(t, i)] ≥ 0. Since

Xτ2(τ1)− Xτ1(τ1) = Xτ2(τ1) ≥ 0 we may conclude based on Remark 5.5.1 that
Xτ2(t)−Xτ1(t)≥ 0 for all t ≤ τ1, t ∈ I. Therefore (5.77) is true. Further, if (A,B,Π)
is stabilizable, then there exists a bounded and continuous function F : I →MD

mn
such that the corresponding operator LA+BF,ΠF generates an anticausal exponen-
tially stable evolution. Based on Theorem 2.3.13 we deduce that the equation

d
dt

Y (t)+LA+BF,ΠF (t)[Y (t)]+MF(t) = 0 (5.78)

has a unique bounded solution Ỹ (t)≥ 0 on I.
Let Xτ be the solution of the problem with given terminal value (5.76). Applying

Lemma 5.1.1 equation (5.76) verified by Xτ can be rewritten as:

d
dt

Xτ(t)+LA+BFτ ,ΠFτ (t)[Xτ(t)]+MFτ (t) = 0. (5.79)

On the other hand, applying Lemma 5.3.3 with W (t) = Fτ(t) to (5.78) one obtains

d
dt

Ỹ (t)+LA+BFτ ,ΠFτ (t)[Ỹ (t)]+MFτ (t)

+
[
Fτ(t)−F(t)

]T{
R(t)+Π2(t)[Ỹ (t)]

}[
Fτ(t)−F(t)

]
= 0 (5.80)

for t ∈ I, t ≤ τ . From (5.79) and (5.80) one obtains

d
dt

[
Ỹ (t)−Xτ(t)

]
+LA+BFτ ,ΠFτ (t)

[
Ỹ (t)−Xτ(t)

]

+
[
Fτ(t)−F(t)

]T{
R(t)+Π2(t)[Ỹ (t)]

}[
Fτ(t)−F(t)

]
= 0.

Since Ỹ (τ)−Xτ(τ) = Ỹ (τ)≥ 0, then invoking again Remark 5.5.1 we conclude that

Ỹ (t)−Xτ(t)≥ 0 for all t ∈ (−∞,τ ]∩I. (5.81)

Inequality (5.81) together with (5.77) shows that the sequence {Xτ(t)}τ∈I is
monotonically increasing and bounded, hence it is convergent. Define

˜̃X(t, i) := lim
τ→∞

Xτ(t, i) for (t, i) ∈ I ×D. (5.82)

First we show that t → ˜̃X(t) = { ˜̃X(t, i)}i∈D : I → SD
n is a solution of the

GRDE (5.1). From (5.82) we obtain that ˜̃X(t, i) ≥ Xτ(t, i) ≥ 0. Therefore, R(t, i)+
Π2(t)[ ˜̃X(t)](i)≥ νIm. Hence (t, ˜̃X(t)) ∈ DomR for all t ∈ I. Let τ0 be arbitrary but
fixed in the interior of I. Let {τk}k≥0 ⊂ I be a strictly increasing sequence with the
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properties: τk ≥ τ0 for all k ≥ 0 and limk→∞ τk = +∞. Let Xτk(t) be the solution of
the problem with given terminal conditions (5.76) for τ = τk. We have

Xτk(τ0, i)−Xτk(t, i) =
∫ τ0

t
R(s,Xτk(s))(i)ds (5.83)

for all t ≤ τ0, t ∈ I, i ∈ D. Following step by step the proof of Lemma 5.3.4 one
shows that limk→∞R(s,Xτk(s))(i)=R(s, ˜̃X(s))(i) for all i∈D, t ≤ τ0, t ∈I. Further,
reasoning as in the proof of Theorem 5.3.5 one obtains based on the convergence
theorem of Lebesque that limk→∞

∫ τ0
t R(s,Xτk(s))(i)ds =

∫ τ0
t R(s, ˜̃Xτk(s))(i)ds for

all i ∈ D, t ≤ τ0, t ∈ I. Taking the limit for k→ ∞ in (5.83) we get

˜̃X(τ0)− ˜̃X(t) =
∫ τ0

t
R(s, ˜̃X(s))ds

for all t ≤ τ0, t,τ0 ∈ I. This allows us to conclude that t → ˜̃X(t) is differentiable and
satisfies the differential equation (5.1). Let now X̄ : I → SD

n be an arbitrary global
solution of (5.1) such that X̄(t)≥ 0 for all t ∈ I. Applying Theorem 5.2.1 we obtain
that X̄(t)≥ Xτ(t) for all t ≤ τ , t,τ ∈ I. Taking the limit for τ→∞ we may conclude
that ˜̃X(t) ≤ X̄(t) for all t ∈ I. Thus we have shown that ˜̃X is the minimal positive
semidefinite solution of the GRDE (5.1).

Let us assume that A,B,Π,Q are periodic functions with period θ > 0. For each
τ ∈ I we define Yτ(t) by

Yτ(t) = Xτ+θ (t +θ), t ∈ I.

One obtains that Yτ(t) is a solution of GRDE (5.1). Additionally we have Yτ(τ) =
0 = Xτ(τ). From the uniqueness of the solution of the problem (5.76) we deduce
that Yτ(t, i) = Xτ(t, i) for all i ∈ D, t ≤ τ , t ∈ I. We have ˜̃X(t, i) = limτ→∞Xτ(t, i) =
limτ→∞Yτ(t, i) = limτ→∞Xτ+θ (t + θ , i) = ˜̃X(t + θ , i) for all (t, i) ∈ I ×D. So, we
have shown that ˜̃X(·) is a θ periodic function if the coefficients of GRDE (5.1) are
periodic functions of the same period θ . Thus the proof is complete. ��

In the rest of this section we restrict our attention to the case D = {1,2, . . . ,d}.
First we introduce a concept of detectability which extends to more general
framework the concept of detectability introduced by Definition 4.1.2 (b).

Definition 5.5.1. Let A : I →MD
n ,C : I →MD

pn,Π̂ : I → B(Sd
n ) be bounded and

continuous functions. We say that the triple (C,A,Π̂) is detectable if there exists
a bounded and continuous function K : I → Md

np such that the operator valued
function LA+KC,Π̂∗(·) defines an exponentially stable evolution on Sd

n .

Here X → LA+KC,Π̂∗(t)[X ](i) = (A(t, i) + K(t, i)C(t, i))X(i) + X(i)(A(t, i) +

K(t, i)C(t, i))T + Π̂∗(t)[X ](i), i ∈ D.
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Lemma 5.5.2. Assume that the quadruple Σ = (A,B,Π,Q) satisfies (a) 0 ∈ �Σ.
(b) The triple (C,A+BW,Π∗W ) is detectable, where W (t, i) =−R−1(t, i)LT (t, i) and
C is such that CT (t, i)C(t, i) = M(t, i)− L(t, i)R−1(t, i)LT (t, i), i ∈ D. Under these
assumptions any bounded and positive semi-definite solution of GRDE (5.1) is a
stabilizing solution.

Proof. The proof has two stages. Firstly, the proof of the lemma is made in the
particular case L(t, i) ≡ 0. Secondly, we shall show that the general case may be
reduced to the particular case of the first step.

(i) Assume that L(t, i) ≡ 0. In this case W (t, i) ≡ 0 and ΠW (t) = Π1(t) for t ∈ I
and the assumption (b) in the statement is equivalent to the detectability of the
triple (C,A,Π∗1) where C is such that CT (t, i)C(t, i) =M(t, i) for t ∈I, i∈D. Let
X(t) = {X(t, i)}i∈D be a bounded and positive semi-definite solution of (5.1),
that is X(t, i)≥ 0 for all (t, i) ∈ I×D. Set F(t) := FX (t). We have to show that
LA+BF,Π∗F generates an exponentially stable evolution.

Let (t0,H) ∈ I ×Sd
n+ be fixed and let S be the solution of the initial value

problem

d
dt

S(t) = LA+BF,Π∗F (t)[S(t)], S(t0) = H. (5.84)

We show that
∫ ∞

t0
‖S(t)‖∞ dt ≤ δ‖H‖∞,

where δ > 0 is constant independent of t0 and H. By the detectability
assumption it follows that there exists a bounded and continuous function K
such that the operator LA+KC,Π1 generates an exponentially stable evolution,
where

LA+KC,Π1(t)[X ](i) =
[
A(t, i)+K(t, i)C(t, i)

]
X(i)+X(i)

[
A(t, i)+K(t, i)C(t, i)

]T

+Π∗1(t)[X ](i). (5.85)

Using (5.85) equation 5.84 may be written as

d
dt

S(t) = LA+KC,Π1(t)[S(t)]−K(t)C(t)S(t)−S(t)CT (t)KT (t)

+
[
Π∗F(t)[S(t)]−Π∗1(t)[S(t)]

]
+B(t)F(t)S(t)+S(t)FT (t)BT (t).

(5.86)

We introduce the following perturbed operator X →Lε(t)[X ] by

Lε(t)[X ](i) := LA+KC,Π1(t)[X ](i)+2ε2X(i)+ ε2Π∗1(t)[X ](i).

Let T (t,s) be the evolution operator on Sd
n defined by
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d
dt

S(t) = LA+KC,Π1(t)[S(t)].

Since LA+KC,Π1 generates an exponentially stable evolution, we have

‖T (t,s)‖ ≤ βe−2α(t−s) for t ≥ s, t,s ∈ I

for some constants α,β > 0. By a standard argument based on Gronwall’s
Lemma one obtains that for ε > 0 small enough

‖Tε(t,s)‖ ≤ βe−α(t−s) for t ≥ s, t,s ∈ I, (5.87)

where Tε(t,s) is the linear evolution operator on Sd
n defined by the linear

differential equation

d
dt

Y (t) = Lε(t)[Y (t)].

Let ε > 0 be such that (5.87) is fulfilled and let Y (t) be the solution of the
following forward differential equation

d
dt Y (t) = Lε(t)[Y (t)]+

1
ε2 K(t)C(t)S(t)CT (t)KT (t)

+
(

1+ 1
ε2

)
Π̂∗F(t)[S(t)]+

1
ε2 B(t)F(t)S(t)FT (t)BT (t),

(5.88)

with initial condition Y (t0) = H, where

Π̂F(t)[X ] = FT (t)Π2(t)[X ]F(t).

Set Z(t) := Y (t)−S(t). We obtain from (5.86) and (5.88) that

d
dt

Z(t) = Lε(t)[Z(t)]+U(t), Z(t0) = 0,

where

U(t, i) =
[
εIn+

1
ε K(t, i)C(t, i)

]
S(t, i)

[
εIn +

1
ε K(t, i)C(t, i)

]T

+Π∗ε ,F(t)[S(t)](i)+(εIn− 1
ε B(t, i)F(t, i))S(t, i)(εIn− 1

ε B(t, i)F(t, i))T

with

Πε ,F(t)[X ](i) =

(
εIn

− 1
ε F(t, i)

)T

Π(t)[X ](i)

(
εIn

− 1
ε F(t, i)

)

.
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Taking into account that S(t0) = H ≥ 0 it follows that S(t) ≥ 0 for t ≥ t0 and
hence U(t) ≥ 0 for t ≥ t0. On the other hand X �→ 2ε2X + ε2Π∗1(t)[X ] is a
positive linear operator.

Since LA+BK,Π1 generates a positive evolution it follows from Corol-
lary 2.2.6 (i) that Lε generates a positive evolution. So, from the representation
formula Z(t) =

∫ t
t0

Tε(t,s)U(s)ds we may conclude that Z(t) ≥ 0 for all t ≥ 0,
hence 0≤ S(t)≤ Y (t) which leads to

0≤ ‖S(t)‖∞ ≤ ‖Y (t)‖∞. (5.89)

Applying the representation formula (2.43) to (5.88) we may write

Y (t) = Tε(t, t0)H +
∫ t

t0
Tε(t,s)U1(s)ds for t ≥ t0, (5.90)

where

U1(s, i) =
1
ε2 K(s, i)C(s, i)S(s, i)CT (s, i)KT (s, i)

+

(

1+
1
ε2

)

Π̂∗F(s)[S(s)](i)+
1
ε2 B(s, i)F(s, i)S(s, i)FT (s, i)BT (s, i).

Taking into account the definition of the adjoint operator we obtain

Π̂∗F(s)[S(s)](i) =Π∗2(s)
[
F(s)S(s)FT (s)

]
(i).

This allows us to write U1(s) as

U1(s, i) = 1
ε2 [K(s, i)C(s, i)S(s, i)CT (s, i)KT (s, i)

+K1(s, i)R
1
2 (s, i)F(s, i)S(s, i)FT (s, i)R

1
2 (s, i)KT

1 (s, i)]

+
(

1+ 1
ε2

)
Π̌2(s)

[
R1/2(s)F(s)S(s)FT (s)R1/2(s)

]
(i),

where Y �→ Π̌2(s)[Y ] is defined by

Π̌2(s)[Y ] :=Π∗2(s)
[
R−1/2(s)Y R−1/2(s)

]

and K1(s, i) = B(s, i)R−
1
2 (s, i).

Further we have

‖U1(s)‖∞ = maxi∈D|U1(s,i)| ≤
(

1+ 1
ε2

)
γ
[
‖C(s)S(s)CT (s)‖∞

+‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖∞
]
,

(5.91)

where γ = max{sups∈I ‖K(s)‖2
∞,sups∈I ‖K1(s)‖2

∞,sups∈I ‖Π̌2(s)‖}.
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From Remark 2.1.4 we deduce

‖C(s)S(s)CT (s)‖∞+‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖∞ ≤

‖C(s)S(s)CT (s)‖1 +‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖1 =

d

∑
i=1
{Tr[C(s, i)S(s, i)CT (s, i)]+Tr[R1/2(s, i)F(s, i)S(s, i)FT (s, i)R1/2(s, i)]}.

Using the properties of the trace together with (2.16) we have

‖C(s)S(s)CT (s)‖∞+‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖∞
≤ 〈CT (s)C(s)+FT (s)R(s)F(s),S(s)〉. (5.92)

Applying Lemma 5.1.1 we may write (5.1), verified by the bounded and
positive semi-definite solution X , in the form

d
ds

X(s)+L∗A+BF,Π∗F
(s)[X(s)]+CT (s)C(s)+FT (s)R(s)F(s) = 0.

Thus we obtain

〈CT (s)C(s)+FT (s)R(s)F(s),S(s)〉
= −

〈
d
ds X(s),S(s)

〉
−
〈
L∗A+BF,Π∗F

(s)[X(s)],S(s)
〉

= −
〈

d
ds X(s),S(s)

〉
−
〈

X(s),LA+BF,Π∗F (s)[S(s)]
〉

= − d
ds 〈X(s),S(s)〉.

(5.93)

From (5.92), (5.93) we get

∫ t

t0

[
‖C(s)S(s)CT (s)‖∞+‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖∞

]
ds

≤ 〈X(t0),S(t0)〉−〈X(t),S(t)〉.

Taking into account that 〈X(t),S(t)〉 ≥ 0 for t ≥ t0 and ‖X(t)‖∞ ≤ ρ for all t ∈ I
where ρ > 0 is a constant not depending on t, we obtain

∫ t

t0

[
‖C(s)S(s)CT (s)‖∞+‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖∞

]
ds≤ ρ‖H‖∞

(5.94)
for t ≥ t0. From (5.87), (5.90), and (5.91) we have

‖Y (t)‖∞ ≤ βe−α(t−t0)‖H‖∞+βγ
(

1+
1
ε2

)∫ t

t0
e−α(t−s)[‖C(s)S(s)CT (s)‖∞

+‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖∞
]

ds,
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which leads to

∫ τ

t0
‖Y (t)‖∞ dt ≤ β

α
‖H‖∞+βγ

(

1+
1
ε2

)∫ τ

t0

∫ t

t0
e−α(t−s)[‖C(s)S(s)CT (s)‖∞

+‖R1/2(s)F(s)S(s)FT (s)R1/2(s)‖∞
]

dsdt.

Changing the order of integration and invoking (5.94) we obtain

∫ τ

t0
‖Y (t)‖∞ dt ≤ β

α

[

1+

(

1+
1
ε2

)

γρ
]

‖H‖∞ =: δ‖H‖∞.

Taking the limit for τ → ∞ we deduce

∫ ∞

t0
‖Y (t)‖∞ dt ≤ δ‖H‖∞ for all t0 ∈ I, H ∈ Sd

n+,

where δ is independent of t0 and H. From (5.89) it follows now that

∫ ∞

t0
‖S(t)‖∞ dt ≤ δ‖H‖∞ for all t0 ∈ I, H ∈ Sd

n+. (5.95)

Taking H = Jd the last inequality becomes:

∫ ∞

t0
‖T (s, t0)Jd‖∞ds≤ δ

for all t0 ∈ I,T (s, t0) being the linear evolution operator on Sd
n defined by the

linear differential equation (5.84). Further from Corollary 2.6.2 we obtain

∫ ∞

t0
‖T (s, t0)‖ds≤ δ (5.96)

for all t0 ∈ I. Applying (2.93) we deduce from (5.96) that

∫ ∞

t0
‖T ∗(s, t0)‖ds≤ δ1

for all t0 ∈ I where δ1 is a constant not depending upon t0. Using implication
(iii)→ (i) of Theorem 2.7.4 we deduce that the zero solution of (5.84) is
exponentially stable. This completes the proof of part (a).

(ii) Let us consider the general case when L(t, i) 	≡ 0. Let X be a bounded and
positive semi-definite solution of the GRDE (5.1). Applying Lemma 5.4.5 for
W (t) =−R−1(t)LT (t) we obtain that X is a bounded and positive semi-definite
solution of the equation
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d
dt X(t)+L∗

A−BR−1LT (t)[X(t)]+CT (t)C(t)+ΠW (t)[X(t)]

−
{

X(t)B(t)+Π12W (t)[X(t)]
}{

R(t)+Π2(t)[X(t)]
}−1

×
{

X(t)B(t)+Π12W (t)[X(t)]
}T

= 0,

(5.97)

where ΠW (t) is defined as in (5.6),

Π12W (t) :=Π12(t)−L(t)R−1(t)Π2(t)

and

CT (t)C(t) = M(t)−L(t)R−1(t)LT (t).

Equation (5.97) is an equation of type (5.1) with L(t) ≡ 0. Applying the first
part of the proof we deduce that X is a stabilizing solution of (5.97). Let

F̂(t) :=−
{

R(t)+Π2(t)[X(t)]
}−1{

X(t)B(t)+Π12W (t)[X(t)]
}T

be the stabilizing feedback gain associated with the solution X regarded as a
solution of (5.97). Then it is easy to see that F̂(t)−R−1(t)LT (t) = F(t), where
F(t) := FX (t) is defined as in (5.12). Hence,

A(t)−B(t)R−1(t)LT (t)+B(t)F̂(t) = A(t)+B(t)F(t),

and

(
In

F̂(t, i)

)T (
ΠW (t)[X ](i) Π12W (t)[X ](i)

{
Π12W (t)[X ](i)

}T Π2(t)[X ](i)

)(
In

F̂(t, i)

)

=

(
In

F̂(t, i)

)T (
In −L(t, i)R−1(t, i)
0 Im

)

Π(t)[X ](i)

(
In 0

−R−1(t, i)LT (t, i) Im

)(
In

F̂(t, i)

)

=

(
In

F(t, i)

)T

Π(t)[X ](i)

(
In

F(t, i)

)

=ΠF (t)[X ](i).

These facts allow us to conclude that X is a stabilizing solution of (5.1) and the
proof ends. ��

Remark 5.5.2. Assume that the quadruple Σ = (A,B,Π,Q) satisfies 0 ∈ �̃Σ. Then
any bounded and positive semi-definite solution X : I →Sd

n+ of (5.1) is a stabilizing
solution, and we have X(t)� 0 for t ∈ I. Indeed by using (5.11) with W = FX ,
together with Theorems 2.3.12 and 2.3.13, we conclude that the above assertions
hold.
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Theorem 5.5.3. Assume that the quadruple Σ= (A,B,Π,Q) satisfies the following
assumptions

(a) 0 ∈ �Σ;
(b) (A,B,Π) is stabilizable.
(c) (C,A−BR−1LT ,Π∗W ) is detectable where ΠW is defined as in (5.6) for W (t) =

−R−1(t)LT (t) and C is such that CT (t)C(t) = M(t)−L(t)R−1(t)LT (t).

Then (5.1) has a unique bounded solution X : I → Sd
n+ which is stabilizing.

Proof. Based on Theorem 5.5.1 we deduce that (5.1) has both a bounded maximal
solution X̃ and a bounded minimal positive semi-definite solution ˜̃X such that X̃(t)≥
X̄(t) ≥ ˜̃X(t) ≥ 0 for all t ∈ I, where X̄ is an arbitrary bounded and positive semi-
definite solution of (5.1). Applying Lemma 5.5.2 it follows that both X̃ and ˜̃X are
stabilizing solutions.

From the uniqueness of the stabilizing and bounded solution of (5.1) we conclude
that ˜̃X(t) = X̃(t) for all t ∈ I and thus the proof is complete. ��
Remark 5.5.3. As we have seen in Theorem 5.5.1 equation (5.1) has two remarkable
bounded solutions, namely X̃ : I →Sd

n , which is the maximal solution, and ˜̃X : I →
Sd

n , which is the minimal solution in the class of all bounded and positive semi-
definite solutions of (5.1). Theorem 5.5.3 shows that under the assumption of
detectability these two solutions coincide. However in the absence of detectability
these two solutions may be different (see the illustrative example from Sect. 5.6.4).
If in addition to the assumptions of Theorem 5.5.3 we assume that 0 ∈ �̃Σ—which
is equivalent to Q(t)� 0—then X̃ � 0. This follows immediately from Theorem
2.3.13 (iv) and formula (5.11) with X := X̃ and W := FX̃ .

5.6 Systems of Generalized Riccati Equations
on the Space Sd

n

5.6.1 Preliminaries

In this section we study systems of nonlinear matrix differential equations of the
form:

d
dt X(t, i)+AT

0 (t, i)X(t, i)+X(t, i)A0(t, i)+∑r
k=1 AT

k (t, i)X(t, i)Ak(t, i)
+∑d

j=1 qi jX(t, j)− (X(t, i)B0(t, i)+∑r
k=1 AT

k (t, i)X(t, i)Bk(t, i)
+L(t, i))(R(t, i)+∑r

k=1 BT
k (t, i)X(t, i)Bk(t, i))−1(BT

0 (t, i)X(t, i)+

∑r
k=1 BT

k (t, i)X(t, i)Ak(t, i)+LT (t, i))+M(t, i) = 0.

(5.98)

where t→Ak (t, i) : I →Rn×n, t→Bk (t, i) : I →Rn×m, 0≤ k≤ r, t→M (t, i) : I →
Sn, t → L(t, i) : I →Rn×m, t → R(t, i) : I →Sm, i ∈D are bounded and continuous
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matrix valued functions. I ⊂ R is a right unbounded interval. The elements qi j of
the matrix Q verify only the weaker assumption qi j ≥ 0 for i 	= j. The assumption
∑d

j=1 qi j = 0 will be used only for the results referring to stochastic observability and
detectability. If Ak (t, i) = 0, Bk (t, i) = 0, 1≤ k ≤ r, (t, i) ∈ I ×D the system (5.98)
becomes the system of Riccati-type equations intensively investigated in connection
with the linear quadratic problem for linear stochastic systems with Markovian
jumping. In the particular case D = {1} the system (5.98) reduces to:

d
dt X(t)+AT

0 (t)X(t)+X(t)A0(t)+∑r
k=1 AT

k (t)X(t)Ak(t)
−(X(t)B0(t)+∑r

k=1 AT
k (t)X(t)Bk(t)

+L(t))(R(t)+∑r
k=1 BT

k (t)X(t)Bk(t))−1(BT
0 (t)X(t)+

∑r
k=1 BT

k (t)X(t)Ak(t)+LT (t))+M(t) = 0, t ∈ I

(5.99)

where we denoted A0 (t) = A0 (t,1)+ 1
2 q11In, Ak (t) = Ak (t,1) , 1 ≤ k ≤ r, Bk (t) =

Bk (t,1) , 0 ≤ k ≤ r, M (t) = M (t,1) , L(t) = L(t,1) , R(t) = R(t,1). If Ak (t) =
0, Bk (t) = 0, 1 ≤ k ≤ r, t ∈ I, (5.99) becomes the well-known matrix Riccati
differential equation intensively investigated in connection with various types of
control problems in the deterministic framework.

In this book the system (5.98) and its particular form (5.99) will be called
SGRDE.

Remark 5.6.1. (i) The SGRDE (5.98) is a special form of SGRDE (5.1) for the
case D = {1,2, . . . ,d}. Therefore, in this section we shall apply the results
derived in the previous sections to obtain necessary and sufficient conditions for
the existence of the maximal solution, stabilizing solution and minimal solution
of SGRDE (5.98) and its special form (5.99).

(ii) In the developments of the previous sections, the GRDEs (5.1) are defined by
the quadruple Σ = (A,B,Π,Q). In the special case of SGRDE (5.98) regarded
as a special form of (5.1) the operator Π(t) is the one described in (5.5) while

A(t, i) = A0(t, i)+
1
2

qiiIn (5.100)

B(t, i) = B0(t, i),1≤ i≤ d, t ∈ I.

Hence, in the special case of SGRDE (5.98) the triple (A,B,Π) may
be identified with the triple (A,B,Q) where A = (A0,A1, . . . ,Ar),B =
(B0,B1, . . . ,Br),Q=(qi j)i, j∈D. Here t→Ak(t)=(Ak(t,1),Ak(t,2), . . . ,Ak(t,d)) :
I →Md

n , t→Bk(t)=(Bk(t,1),Bk(t,2), . . . ,Bk(t,d)) : I →Md
nm. This allows us

as every time when we refer to SGRDE (5.98) to say without loss of generality
that this kind of Riccati differential equations are associated with a quadruple
Σ= (A,B,Q,Q).
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Lemma 5.6.1. If (A,B,Π) is the triple described according to (5.5) and (5.100),
then the following are equivalent

(i) The triple (A,B,Π) is stabilizable in the sense of Definition 5.3.2.
(ii) The triple (A,B,Q) is stabilizable in the sense of Definition 4.1.2 (a).

Proof. According to Remark 5.3.2, the triple (A,B,Π) is stabilizable if and only if
there exists a bounded and continuous function F : I →Md

mn such that the operator
valued function LA+BF,Π∗F (·) generates an exponentially stable evolution on Sd

n .
We have

LA+BF,Π∗F (t)[X ](i) = (A0(t, i)+B0(t, i)F(t, i))X(i)+X(i)(A0(t, i)+B0(t, i)F(t, i))T +

d

∑
j=1

q jiX( j)+
r

∑
k=1

(Ak(t, i)+Bk(t, i)F(t, i))X(i)(Ak(t, i)+Bk(t, i)F(t, i))T = (LF (t)X)(i)

for all i ∈ D,X = (X(1),X(2), . . . ,X(d)) ∈ Sd
n . So, we have obtained that

LA+BF,Π∗F (t) = LF(t) (5.101)

LF(t) being the linear operator introduced via (4.2).
The equivalence of the assertions in the statement follows employing (5.101),

Remark 5.3.2 and Definition 4.1.2 (a). ��
Using the conventions of notations established in Sect. 2.6.1, the system of

differential equations (5.98) may be written in the following compact form on the
space Sd

n

d
dt

X(t)+L∗(t)X(t)−P∗(t,X(t))R−1(t,X(t))P(t,X(t))+M(t) = 0, (5.102)

L∗(t) being the adjoint operator of L(t) defined as in (2.124)

X → P(t,X) : Sd
n →Md

m,n

P(t,X) = (P1(t,X), P2(t,X), . . . ,Pd(t,X)),

Pi(t,X) = BT
0 (t, i)X(i)+

r

∑
k=1

BT
k (t, i)X(i)Ak(t, i)+LT (t, i)

X → R(t,X) : Sd
n →Sd

m by

R(t,X) = (R1(t,X), R2(t,X), . . . ,Rd(t,X)),

Ri(t,X) = R(t, i)+
r

∑
k=1

BT
k (t, i)X(i)Bk(t, i),

M(t) = (M(t,1), M(t,2), . . .M(t,d)) ∈ Sd
n .

If the coefficients of (5.98) do not depend upon t, then the operators L,P,R are
also independent upon t. In this case we shall use the following algebraic nonlinear
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equation over Sd
n

L∗X −P∗(X)R−1(X)P(X)+M = 0. (5.103)

Let us remark that (5.102) is defined on the set

ΓΓΓ=
{
(t,X) ∈ I ×Sd

n | detRi (t,X) 	= 0, ∀ i ∈ D
}
.

Now we recall the definitions of the dissipation operator ΛΣ and of the sets
�Σ , �̃Σ introduced in Sect. 5.1 updated with the notations introduced in connection
with (5.102).

If X : I → Sd
n is a C1 function, we denote

ΛΣi (t) [X (t)] =

[ d
dt X (t, i)+L∗i (t)(X (t))+M (t, i) P∗i (t,X (t))

Pi (t,X (t)) Ri (t,X (t))

]

which will be called the dissipation matrix, where

L∗i (t)(X (t)) = (L∗ (t)X (t))(i) ,

L∗ (t) being the adjoint operator of the Lyapunov operator L(t) with respect to the
inner product (2.16) and Pi,Ri are defined above related to (5.102). We shall also
denote

ΛΣ (t) [X (t)] =
(
ΛΣ1 (t) [X (t)], . .., ΛΣd (t) [X (t)]

)
∈ Sd

n+m.

To a quadruple Σ= (A,B,Q,Q) we associate the following two sets of C1 functions
which will play an important role in the next developments:

ΓΓΓΣ =
{

X̂ ∈C1
b

(
I,Sd

n

)
|ΛΣi (t) [X̂ (t)]≥ 0,Ri

(
t, X̂ (t)

)
� 0, t ∈ I, i ∈ D

}
(5.104)

and

Γ̃ΓΓΣ =
{

X̂ ∈C1
b

(
I,Sd

n

)
|ΛΣi (t) [X̂ (t)]}� 0, t ∈ I, i ∈ D

}
(5.105)

where C1
b

(
I,Sd

n

)
=
{

X ∈C1 (I,Sn) |X , d
dt X are bounded functions

}
.

Remark 5.6.2. Excepting some particular cases which will be displayed later, we
do not make any assumption concerning the signature of the matrices Q(t, i) in
(5.3) and R(t, i). As we shall see in the next developments an important role in the
characterization of SGRDE (5.98) is played by the sign of the expression

Ri (t,X (t)) = R(t, i)+
r

∑
k=1

BT
k (t, i)X (t, i)Bk (t, i) .



234 5 A Class of Nonlinear Differential Equations on an Ordered Linear Space of. . .

In this chapter we consider only the case Ri (t,X (t)) > 0 because this is the case
required by the quadratic optimization problem. In Chap. 8 the caseRi (t,X (t))< 0
will be considered in connection with some Bounded Real Lemma type results.

5.6.2 The Maximal Solution of the SGRDE

The notion of the maximal solution of SGRDE (5.98) is similar to the one introduced
for the GRDE (5.1) (see Definition 5.3.1).

Theorem 5.6.2. Assume that (A,B;Q) is stabilizable. Then the following are
equivalent:

(i) The set ΓΓΓΣ is not empty;
(ii) The SGRDE (5.98) has a bounded maximal solution X̃ : I → Sd

n which verifies

Ri(t, X̂(t))� 0, t ∈ I, i ∈ D. (5.106)

Moreover if the coefficients of the SGRDE (5.98) are θ -periodic functions then
the maximal solution X̃ (t) is a θ -periodic function too. If the coefficients of
(5.98) do not depend upon t, then the maximal solution X̃ (t) is constant and it
solves (5.103).

Proof follows directly from Theorem 5.3.5.

Corollary 5.6.3. Assume that

(a) (A,B;Q) is stabilizable;
(b) R(t, i)≥ ρ2Im, (t, i) ∈ I ×D.
(c) M(t, i)−L(t, i)R−1(t, i)LT (t, i)≥ 0, (t, i) ∈ I ×D.

Under these conditions (5.102) has a bounded solution X̃(t)≥ 0. Moreover X̃(t)≥
X̂(t) for any bounded and semipositive solution X̂(t) of (5.102).

Proof. Under the considered assumptions X̂(t) = 0 solves the differential inequality
ΛΣi (t) [X (t)] ≥ 0, (t, i) ∈ I ×D and thus we obtain 0 ∈ �Σ. Therefore the assump-
tions of Theorem 5.6.2 are fulfilled. ��

With the same technique as in Theorem 5.6.2 we may prove the following dual
result.

Theorem 5.6.4. Assume that

(a) (A,B;Q) is stabilizable;
(b) The differential inequality

ΛΣ (t) [X (t)] ≤ 0, (5.107)
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ΛΣ (t) [X (t)] =

[ d
dt X(t)+L∗(t)X(t)+M(t) P∗(t,X(t))

P(t,X(t)) R(t,X(t))

]

has a bounded solution X̂(t) which verifies

R(t, X̂(t))� 0. (5.108)

Under these conditions the differential equation (5.102) has a bounded solution
X̃(t) which verifies X̃(t)≤ X̌(t) for any bounded solutions X̌(t) of the inequality
(5.107) which satisfies (5.108).

5.6.3 Stabilizing Solution of the SGRDE

In this subsection we investigate some aspects concerning the stabilizing solution of
the SGRDE (5.98). First we show that the SGRDE (5.98) has at most one bounded
and stabilizing solution. The uniqueness of the stabilizing solution is proved
without any assumption concerning the sign of Ri (t,X (t)). Further we provide
a necessary and sufficient condition which guarantees the existence of the bounded
and stabilizing solution of (5.98) satisfying the additional condition (5.106).

Definition 5.6.1. A solution X̃ : I → Sd
n of (5.98) is called stabilizing solution if it

has the following properties:

(a)

inf
t∈I
|det[R(t, i)+

r

∑
k=1

BT
k (t, i)X̃(t, i)Bk(t, i)]|> 0, i ∈ D.

(b) The system

(A0 +B0F̃ ,A1 +B1F̃ , . . . ,Ar +BrF̃ ;Q)

is stable in the sense of Definition 2.7.1, where

F̃(t) = (F̃(t,1), F̃(t,2), . . . , F̃(t,d)), (5.109)

F̃(t, i) = −[R(t, i)+
r

∑
k=1

BT
k (t, i)X̃(t, i)Bk(t, i)]

−1[B0(t, i)X̃(t, i)

+
r

∑
k=1

BT
k (t, i)X̃(t, i)Ak(t, i)+LT (t, i)].

Remark 5.6.3. (a) The condition (a) in Definition 5.6.1 is assumed in order to be
sure that the stabilizing feedback gain in (5.109) is bounded if X̃(t) is bounded.
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(b) If the scalars qi j satisfy the additional condition ∑d
j=1 qi j = 0 for all i ∈ D, then

the solution X̃(t) of the system (5.98) is a stabilizing solution if the control
u(t) = F̃(t,η(t))x(t) stabilizes the system

dx(t) = [A0 (t,η (t))x(t)+B0 (t,η (t))u(t)]dt

+
r

∑
k=1

[Ak (t,η (t))x(t)+Bk (t,η (t))u(t)]dwk (t) .

(c) Employing Remark 5.4.1 (b) together with formula (5.101) written for F̃(t)
instead of F(t) we obtain that the solution X̃(t), t ∈ I is stabilizing in the sense
of Definition 5.6.1 if and only if it is a stabilizing solution of SGRDE (5.98)
regarded as a special form of (5.1) in the sense of Definition 5.4.1. This fact
allows us to use the general results from Sect. 5.4 to derive similar results for
the stabilizing solution of SGRDE (5.98).

Theorem 5.6.5. (i) The system of generalized matrix Riccati differential equa-
tions (5.98) has at most one stabilizing and bounded on I solution.

(ii) If the coefficients of the system (5.98) are θ -periodic functions, then the
stabilizing and bounded solution X̃(t) (if it exists) is θ -periodic function too.

(iii) If the coefficients of the system (5.98) do not depend upon t, then its stabilizing
and bounded solution X̃(t) is constant and solves the following system of
nonlinear algebraic equations

AT
0 (i)X(i)+X(i)A0(i)+∑r

k=1 AT
k (i)X(i)Ak(i)+∑d

j=1 qi jX( j)

−(X(i)B0(i)+∑r
k=1 AT

k (i)X(i)Bk(i)+L(i))(R(i)

+∑r
k=1 BT

k (i)X(i)Bk(i))−1(BT
0 (i)X(i)

+∑r
k=1 BT

k (i)X(i)Ak(i)+LT (i))+M(i) = 0, i ∈ D

(5.110)

Proof. (i) Let us suppose that the differential equation (5.98) has two bounded and
stabilizing solutions, Xl : I → Sd

n , l = 1,2; hence, the systems (A0 + B0Fl ,A1 +
B1Fl , . . . ,Ar + BrFl ;Q), l = 1,2 are stable, the stabilizing feedback gain being
defined as in (5.109). By direct computation we obtain that:

d
dt Xl(t, i)+ [A0(t, i)+B0(t, i)F1(t, i)]T Xl(t, i)+Xl(t, i)[A0(t, i)

+B0(t, i)F2(t, i)]+∑r
k=1[Ak(t, i)+Bk(t, i)F1(t, i)]T Xl(t, i)

×[Ak(t, i)+Bk(t, i)F2(t, i)]+∑d
j=1 qi jXl(t, j)+FT

1 (t, i)R(t, i)F2(t, i)

+M(t, i)+L(t, i)F2(t, i)+FT
1 (t, i)LT (t, i) = 0

l = 1,2; i ∈ D, t ∈ I.
Set X̂(t, i) = X1(t, i) − X2(t, i), i ∈ D, t ∈ I and obtain that X̂(t) =

(X̂(t,1), . . . , X̂(t,d)) is a bounded solution of the system:
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d
dt X̂(t, i)+ [A0(t, i)+B0(t, i)F1(t, i)]T X̂(t, i)+ X̂(t, i)[A0(t, i)

+B0(t, i)F2(t, i)]+∑r
k=1[Ak(t, i)+Bk(t, i)F1(t, i)]T

×X̂(t, i)[Ak(t, i)+Bk(t, i)F2(t, i)]+∑d
j=1 qi jX̂(t, j) = 0,

(5.111)

i ∈ D, t ∈ I. It is easy to see that (5.111) is equivalent to the following linear
equation on Sd

2n:

d
dt

X̂e(t)+L∗e(t)X̂e(t) = 0 (5.112)

where Le(t) : Sd
2n →Sd

2n, i ∈ D, t ∈ I

Ak,e(t, i) =

(
Ak(t, i)+Bk(t, i)F1(t, i) 0

0 Ak(t, i)+Bk(t, i)F2(t, i)

)

,

k = 0,1, . . .r.

X̂e(t, i) =

[
0 X̂(t, i)

X̂(t, i) 0

]

.

From Theorem 2.7.4 we deduce that there exist the C1 functions Kj : I →
Sd

n ,Kj(t)� 0 which are bounded on I and verify the linear differential equations

d
dt

Kj(t)+L∗j(t)Kj(t)+ Jd = 0, j = 1,2.

where L j are the Lyapunov operators associated with (A0 +B0Fj, . . . ,Ar +BrFj;Q),

j = 1,2. Set Ke(t) =

(
K1(t) 0

0 K2(t)

)

. It is easy to see that Ke(t) is a solution of the

linear differential equation on Sd
2n

d
dt

Ke(t)+L∗e(t)Ke(t)+ J2d = 0 (5.113)

where, by definition J2d = (J2d(1), . . . ,J2d(d)) with J2d(i) =

(
In 0
0 In

)

. From

Theorem 2.7.4 (v)→(i) we conclude that the augmented system (A0,e, . . . ,Ar,e;Q)
is stable. Applying Theorem 2.7.5 we deduce that (5.112) has a unique bounded
solution. Therefore X̂e(t) = 0 and hence X1(t, i) = X2(t, i) for all (t, i) ∈ I ×D, and
the proof of part (i) is complete.

(ii) Let X̃(t) = (X̃(t,1), . . . , X̃(t,d)) be the bounded and stabilizing solution of
(5.98). According to Remark 5.6.3 (c) it follows that X̃(t) is the stabilizing solution
of SGRDE (5.98) in the sense of Definition 5.4.1. Then, applying Theorem 5.4.3 we
obtain that X̃(t) is periodic of period θ .
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The assertion (iii) follows directly from Corollary 5.4.4. ��
A result concerning the existence of a stabilizing solution of SGRDE (5.98) is

given by the next theorem.

Theorem 5.6.6. The following are equivalent:

(i) The triple (A,B;Q) is stabilizable and it exists a C1 function X̂ : I → Sd
n

bounded, with bounded derivative such that the differential inequality

ΛΣ (t) [X̂ (t)]� 0; (5.114)

is satisfied.
(ii) The differential equation on Sd

n (5.98) has a bounded on I and stabilizing
solution X̃(t) which satisfiesR(t, X̃(t))� 0, t ∈ I.

Proof follows directly from Theorem 5.4.6.

Corollary 5.6.7. If the SGRDE (5.98) has a stabilizing and bounded on I solution
X̃ which verifies (5.106), then X̃(t) is the maximal solution with respect to ΓΓΓΣ of
(5.98).

Proof. Suppose that (5.98) has a stabilizing and bounded on I solution X̃ which
satisfies (5.106). Then by Theorem 5.6.6 it follows that the assumptions of
Theorem 5.6.2 are fulfilled. Therefore there exists a bounded solution X̂ of (5.98)
with the maximality property as in Theorem 5.6.2. The conclusion follows now
applying Theorem 5.4.1 and thus the proof is complete. ��

The counterpart of the above theorem for the periodic case is the following.

Theorem 5.6.8. Assume that the coefficients of (5.98) are θ -periodic functions.
Then the following are equivalent

(i) (A,B;Q) is stabilizable and the differential inequality (5.114) has a θ -periodic
solution.

(ii) Equation (5.98) has a stabilizing θ -periodic solution X̃(t) which verifies
(5.106).

Proof. (i)→ (ii) Applying Theorem 5.6.6 (i)⇒ (ii) we deduce that (5.98) has
a stabilizing and bounded on I solution X̃(t) which verifies (5.106). Using
Theorem 5.6.5 (ii) we conclude that X̃(t) is a θ -periodic function too.

(ii)→ (i) follows from the implication (ii)→ (iii) of Corollary 5.4.7 together with
Lemma 5.6.1. ��

With the same proof as in the previous theorem we get the time-invariant
counterpart of Theorem 5.6.6.

Theorem 5.6.9. Assume that the coefficients of (5.98) do not depend upon t. Then
the following are equivalent

(i) The triple (A,B;Q) is stabilizable and it exists X̂ ∈ Sd
n such that ΛΣ

(
X̂
)
> 0;
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(ii) The system of generalized Riccati algebraic equations (5.110) has a stabilizing

solution X̃ which verifiesRi

(
X̃
)
> 0 for all i ∈ D.

Remark 5.6.4. (a) From Corollary 5.4.9 and Lemma 5.6.1 we may conclude that if
Ak(·, i),Bk(·, i), k = 0,1, . . . ,r, are continuous θ -periodic functions and the
triple (A,B;Q) is stabilizable, then there exists a stabilizing feedback gain
F̃(t) = (F̃(t,1), . . . , F̃(t,d)) which is θ -periodic function too. Also, if Ak(t, i) =
Ak(i),Bk(t, i) = Bk(i),k = 0,1, . . . ,r, (t, i) ∈ I×D, and (A,B;Q) is stabilizable,
then there exists a stabilizing feedback gain, F =(F(1), . . .F(d)). Therefore we
may infer, without loss of generality, that in the case of periodic coefficients the
triple (A,B;Q) is stabilizable, if and only if there exists a stabilizing feedback
gain F(t) which is θ -periodic function; in the time invariant case the triple
(A,B;Q) is stabilizable if and only if there exists a stabilizing feedback gain
F = (F(1), . . .F(d)) not depending upon t.

(b) Combining the result in Corollary 5.4.9, Lemma 5.6.1 and Remark 4.1.4 we
may conclude that if Ak(·, i),Ck(·, i),k = 0,1, . . .r, are θ -periodic functions
defined on R×D, then the triple (C,A;Q) is detectable if and only if there exists
a stabilizing injection K(t) which is continuous θ -periodic function. Also, in the
time invariant case the triple (C,A;Q) is detectable, if and only if there exists a
stabilizing injection K = (K(1), K(2), . . . ,K(d)) ∈Md

n,p.

5.6.4 The Minimal Solution of the SGRDE

In the following we focus our attention to the case when the coefficients of the
SGRDE (5.98) (and equivalently of (5.102)) satisfy the additional conditions of type
(5.74).

From (5.104) we see that conditions (5.74) are equivalent with the fact that
X̂ (t) ≡ 0 belongs to ΓΓΓΣ . We start presenting several results with interest in
themselves which follows immediately from the general results proved in Sect. 5.2.

Lemma 5.6.10. Assume that (5.74) holds. Then

(i) Let X : I1 ⊆ I → Sd
n be a solution of (5.98). If there exists τ ∈ I1 such that

X(τ , i)≥ 0, i ∈ D, then X(t, i)≥ 0 for all t ∈ I1∩ (−∞,τ ].
(ii) Let X̂ : I1 ⊂ I → Sd

n , X̌ : I1 ⊂ I → Sd
n be two solutions of (5.98).

If there exists τ ∈ I1 such that X̌(τ) ≥ X̂(τ) ≥ 0, then X̌(t) ≥ X̂(t) for all
t ∈ I1∩ (−∞,τ ].

Proof. (i) follows directly applying Theorem 5.2.2.
(ii) is obtained applying Theorem 5.2.1 to SGRDE (5.98) regarded as special case

of (5.1) and taking Q̃(t)≡Q(t). ��
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For each τ ∈ I we denote Xτ(·) the solution of (5.98) which verifies the condition
Xτ(τ , i) = 0, i ∈ D.

Proposition 5.6.11. Assume that (A,B;Q) is stabilizable and the conditions (5.74)
are fulfilled. Then

(i) For each τ ∈ I, the solution Xτ(·) is defined on I ∩ (−∞,τ ]. Moreover there
exists c > 0, such that 0≤ Xτ(t)≤ cJd , ∀ t ≤ τ , t ∈ I.

(ii) Xτ1(t)≤ Xτ2(t) ∀ t ≤ τ1 < τ2, t ∈ I.

Proof. (i) The fact that t → Xτ(t) is well defined and Xτ(t) ≥ 0 for all t ≤
τ , t ∈ I follows from Corollary 5.2.3. Since (A,B;Q) is stabilizable, there
exists F0 : I →Md

m,n continuous and bounded function, such that the system
(A0 + B0F0,A1 + B1F0, . . . ,Ar + BrF0;Q) is stable. Let X0(t) be the unique
bounded on I solution of the affine Lyapunov-type differential equation

d
dt

X0(t)+L∗F0(t)X
0(t)+M0(t) = O

where M0(t) = (M0(t,1),M0(t,2), . . . ,M0(t,d)),

M0(t, i)=M(t, i)+L(t, i)F0(t, i)+(F0(t, i))T LT (t, i)+(F0(t, i))T R(t, i)F0(t, i).

Since (5.74) is fulfilled we obtain that M0(t) ≥ 0, t ∈ I. Hence by Theo-
rem 2.7.5 there exists c > 0 such that 0 ≤ X0(t) ≤ cJd for all t ∈ I. By direct
computation we obtain that X0(t)−Xτ(t) verifies the affine differential equation
of Lyapunov-type

d
dt
(X0(t)−Xτ(t))+L∗F0(t)(X

0(t)−Xτ(t))+ M̃0(t) = 0, (5.115)

t ∈ I, t ≤ τ where M̃0(t) = (M̃0(t,1),M̃0(t,2), . . . ,M̃0(t,d))

M̃0(t, i) = (F0(t, i)−Fτ(t, i))
TRi(t,Xτ(t))(F

0(t, i)−Fτ(t, i)),

(t, i) ∈ I ×D, t ≤ τ where Fτ(t) = FXτ (t). Since Xτ(t) ≥ 0 we get M̃0(t) ≥
0, t ∈ I, t ≤ τ .

From (5.115) we deduce that

X0(t)−Xτ(t)≥ 0 (5.116)

∀t ∈ I, t ≤ τ which leads to 0≤ Xτ(t)≤ X0(t)≤ cJd , ∀ t ∈ I, t ≤ τ .
(ii) follows immediately from Lemma 5.6.10 and the proof is complete. ��

Now we have the following result.
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Theorem 5.6.12. Assume that (A,B;Q) is stabilizable and the conditions (5.74)
are fulfilled. Under these assumptions the SGRDE (5.98) has two bounded solutions

X̃ : I →Sd
n ,
˜̃X : I →Sd

n with the property X̃(t)≥ X̂(t)≥ ˜̃X(t)≥ 0 for all t ∈ I, X̂(t)
being any bounded and positive semidefinite solution of (5.98).

Proof. follows applying Theorem 5.5.1 to the SGRDE (5.98). ��
To solve the linear quadratic problems, a crucial role is played by the minimal

solution, stabilizing solution, respectively, of the following system of matrix
nonlinear differential equations

d
dt X(t, i)+AT

0 (t, i)X(t, i)+X(t, i)A0(t, i)+∑r
k=1 AT

k (t, i)X(t, i)Ak(t, i)
+∑d

j=1 qi jX(t, j)− [X(t, i)B0(t, i)+∑r
k=1 AT

k (t, i)X(t, i)Bk(t, i)]
×[R(t, i)+∑r

k=1 BT
k (t, i)X(t, i)Bk(t, i)]−1

×[BT
0 (t, i)X(t, i)+∑r

k=1 BT
k (t, i)X(t, i)Ak(t, i)]+CT

0 (t, i)C0(t, i) = 0

(5.117)

t ≥ 0, i ∈ D where R(t, i) = DT
0 (t, i)D0(t, i), I = R+.

Remark 5.6.5. It is worth mentioning that under the assumption 0∈�Σ the SGRDE
(5.98) may be rewritten as a system of coupled Riccati differential equation of type
(5.117). Indeed, applying Lemma 5.4.5 to (5.98) regarded as a GRDE of type (5.1)
with the operator Π(t) described in (5.5) and A(t),B(t) given in (5.100) we obtain
that X(·) is a solution of SGRDE (5.98) if and only if it is a solution of the following
system of Riccati-type equations

d
dt X(t, i)+ [A0(t, i)+B0(t, i)W (t, i)]T X(t, i)+X(t, i)[A0(t, i)+B0(t, i)W (t, i)]
+∑r

k=1[Ak(t, i)+Bk(t, i)W (t, i)]T X(t, i)[Ak(t, i)+Bk(t, i)W (t, i)]+∑d
j=1 qi jX(t, j)

−(X(t, i)B0(t, i)+∑r
k=1(Ak(t, i)+Bk(t, i)W (t, i))T X(t, i)Bk(t, i))

×[R(t, i)+∑r
k=1 BT

k (t, i)X(t, i)Bk(t, i)]−1[BT
0 (t, i)X(t, i)

+∑r
k=1 BT

k (t, i)X(t, i)(Ak(t, i)+Bk(t, i)W (t, i))]
+M(t, i)−L(t, i)R−1(t, i)LT (t, i) = 0

(5.118)

i ∈ D, where W (t, i) = −R−1(t, i)LT (t, i). It is clear that the SGRDE (5.118) with
D0(t, i) = R1/2(t, i), C0(t, i) defined via the factorization CT

0 (t, i)C0(t, i) = M(t, i)−
L(t, i)R−1(t, i)LT (t, i) and Ak(t, i) + Bk(t, i)W (t, i) replaced by Ak(t, i) is of type
(5.117).

The next result will be used in the following developments.

Lemma 5.6.13. Assume that

(a) There exists ρ > 0 such that DT
0 (t, i)D0 (t, i)≥ ρIm for all t ≥ 0, i ∈ D.

(b) The triple (C0,A;Q) is detectable.
(c) The elements of the matrix Q verify qi j ≥ 0, i 	= j, i, j ∈ D.

Under these assumptions any positive semidefinite and bounded solution of the
system (5.117) is stabilizing.
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Proof. If (C0,A;Q) is detectable, then there exists a bounded and continuous
function K : R+→Md

np such that the operator valued function LK(·) generates an
exponentially stable evolution where (LK(t)X)(i) = (A0(t, i)+K(t, i)C0(t, i))X(i)+
X(i)(A0(t, i) +K(t, i)C0(t, i))T +∑r

k=1 Ak(t, i)X(i)AT
k (t, i) +∑d

j=1 q jiX( j). A direct
calculation leads to

(LK(t)X)(i) = (A(t, i)+K(t, i)C0(t, i))X(i)+X(i)(A(t, i)+K(t, i)C0(t, i))T

+∑d
j=1, j 	=i q jiX( j)+∑r

k=1 Ak(t, i)X(i)AT
k (t, i) := LA+KC0,Π∗1(t)[X ](i),

(5.119)

where A(t, i) = A0(t, i) + 1/2qiiIn and Π∗1(t) is the adjoint of the linear op-
erator X → Π1(t)[X ] : Sd

n → Sd
n defined by Π1(t)[X ](i) = ∑d

j=1, j 	=i qi jX( j) +

∑r
k=1 Ak(t, i)T X(i)Ak(t, i) which coincides with the element (1,1) of the operator

Π(t) described in (5.5) in the case D = {1,2, . . . ,d}. Employing (5.119) and the
Definition 5.5.1 we may conclude that (C0,A;Q) is detectable in the sense of
Definition 4.1.2 (b) if and only if the triple (C0,A;Π1) is detectable in the sense
of Definition 5.5.1. The conclusion follows applying Lemma 5.5.2 in the case of
(5.117) regarded as a special case of GRDE (5.1) thus the proof ends. ��
Proposition 5.6.14. Assume that

(a) DT
0 (t, i)D0(t, i)≥ ρIm for all (t, i) ∈ R+×D

(b) The elements of the matrix Q satisfy qi j ≥ 0 if i 	= j, i, j ∈ D and ∑d
j=1 qi j =

0, i ∈ D.
(c) (C0,A0,A1, . . . ,Ar;Q) is uniformly observable.

Then if K is a positive semidefinite and bounded on R+ solution of system (5.117)
we have

(i) K is uniform positive;
(ii) K is a stabilizing solution.

Proof. Let K be a positive semidefinite and bounded on R+ solution of system
(5.117). Set

FK (t, i) = −R−1
i (t,K (t))Pi (t,K (t)) ,

Ãk (t, i) = Ak (t, i)+Bk (t, i)FK (t, i) , 0≤ k ≤ r

and X̃(t, t0) be the fundamental matrix solution associated with the linear system

dx(t) = Ã0(t,η(t))x(t)dt +
r

∑
k=1

Ãk(t,η(t))x(t)dwk(t).

We have to prove that
(

Ã0, Ã1, . . . Ãr;Q
)

is stable.

Let τ > 0 and β > 0 verifying the inequality in Proposition 4.2.1. Define
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G(t, i) = E[
∫ t+τ

t
X̃T (s, t)[CT

0 (s,η(s))C0(s,η(s))+FT
K (s,η(s))R(s,η(s))

×FK(s,η(s))]X̃(s, t)ds|η(t) = i], t ≥ 0, i ∈ D).

We shall prove that inf{xT G(t, i)x; |x|= 1, t ≥ 0, i∈D}> 0. Suppose on the contrary
that for every ε > 0 there exist xε ∈ Rn, |xε | = 1, tε ≥ 0 and iε ∈ D such that
xT
ε G(tε , iε)xε < ε .

Let xε(t) = X̃(t, tε)xε and uε(t) = FK(t,η(t))xε(t). We can write

ε > xT
ε G(tε , iε)xε ≥ E

[∫ tε+τ
tε uT

ε (t)R(t,η(t))uε(t)dt|η(tε) = iε
]

≥ δE
[∫ tε+τ

tε |uε(t)|2dt|η(tε) = iε
]

with some δ > 0. On the other hand, xε(t) = Φ(t, tε)xε + x̂ε(t), t ≥ tε where
x̂ε(tε) = 0 and

dx̂ε(t) = (A0(t,η(t))x̂ε(t)+B0(t,η(t))uε(t))dt

+
r

∑
k=1

[Ak(t,η(t))x̂ε(t)+Bk (t,η (t))uε (t)]dwk(t).

Hence, by Remark 3.6.1 it exists γ0 > 0 such that

E
[
|x̂ε(t)|2|η(tε) = iε

]
≤ γ0E

[∫ tε+τ

tε
|uε(t)|2dt|η(tε) = iε

]

≤ δ1ε .

Further, we can write

ε > xT
ε G(tε , iε)xε ≥ E

[∫ tε+τ
tε |C0(t,η(t))xε(t)|2dt|η(tε) = iε

]

= E
[∫ tε+τ

tε |C0(t,η(t))Φ(t, tε)xε +C0(t,η(t))x̂ε(t)|2dt|η(tε) = iε
]

≥ 1
2 E

[∫ tε+τ
tε |C0(t,η(t))Φ(t, tε)xε |2dt|η(tε) = iε

]

−E
[∫ tε+τ

tε |C0(t,η(t))x̂ε(t)|2dt|η(tε) = iε
]

≥ 1
2β −δ2ε , ε > 0.

Thus we get a contradiction, because β > 0. Hence, there exists β1 > 0 such that
G(t, i) ≥ β1In, t ≥ 0, i ∈ D. Applying the identity (1.6) to the function v(t,x, i) =
xT K (t, i)x and to the system

dx(t) = Ã0 (t,η (t))x(t)dt +
r

∑
k=1

Ãk (t,η (t))x(t)dwk (t)

and taking into account (5.117) for K (t, i) we get
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xT
0 E

[
X̃T (t + τ , t)K(t + τ ,η(t + τ))X̃(t + τ , t)|η(t) = i

]
x0− xT

0 K(t, i)x0 =

−xT
0 G(t, i)x0, t ≥ 0, x0 ∈ Rn, i ∈ D.

Therefore

β1|x0|2 ≤ xT
0 K(t, i)x0 ≤ β2|x0|2, t ≥ 0, i ∈ D,x0 ∈ Rn

Thus K is a uniform positive function and

E
[
X̃T (t + τ , t)K(t + τ ,η(t + τ))X̃(t + τ , t)|η(t) = i

]
≤
(

1− β1

β2

)

K(t, i).

By virtue of Theorems 3.1.1 and 3.3.8 it follows that
(

Ã0, Ã1, . . . Ãr;Q
)

is stable and

thus the proof is complete. ��
Theorem 5.6.15. Assume that

(a) Either the assumptions of Lemma 5.6.13 or the assumptions of Proposition
5.6.14 are fulfilled.

(b) The triple (A,B;Q) is stabilizable.
Then the Riccati-type system (5.117) has a unique positive semidefinite and

bounded on R+ solution. Moreover this solution is stabilizing.

Proof. The proof follows immediately from Theorem 5.6.12, Proposition 5.6.14,
Lemma 5.6.13, and Theorem 5.6.5. ��

In the particular case when D = {1}, the system (5.117) becomes

d
dt X(t)+AT

0 (t)X(t)+X(t)A0(t)+∑r
k=1 AT

k (t)X(t)Ak(t)
−[X(t)B0(t)+∑r

k=1 AT
k (t)X(t)Bk(t)]

×[R(t)+∑r
k=1 B∗k(t)X(t)Bk(t))]−1

×[BT
0 (t)X(t)+∑r

k=1 BT
k (t)X(t)Ak(t)]+CT

0 (t)C0(t) = 0

(5.120)

A direct consequence of Theorem 5.6.15 is the following corollary.

Corollary 5.6.16. Assume that

(a) There exists ρ > 0 such that DT
0 (t)D0 (t)≥ ρIm for all t ≥ 0.

(b) The pair (A,B) is stabilizable.
(c) The pair (C0,A) is either detectable or uniformly observable.

Then the Riccati-type equation (5.120) has a unique positive semidefinite and
bounded on R+ solution. Moreover this solution is stabilizing.

Remark 5.6.6. Based on Theorem 5.6.12 one obtains that under the assumption
that (A,B;Q) is stabilizable, the SGRDE (5.117) has two remarkable positive
semidefinite and bounded solutions. We refer to the maximal solution X̃ (t) and to
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the minimal solution ˜̃X(t), respectively. If additionally (C0,A;Q) is either detectable

or uniformly observable, then these two solutions coincide, namely X̃ (t) ≡ ˜̃X (t) .
However in the absence of property of detectability and uniform observability X̃ (t)

does not always coincide with ˜̃X . This can be seen in the following numerical
example.

Illustrative Example. Consider n = 2, d = 1, r = 1, p = 1, m = 1. In this case
(5.117) reduces to:

d
dt

X(t)+AT
0 (t)X(t)+X(t)A0(t)+AT

1 (t)X(t)A1(t)

−[X(t)B0(t)+AT
1 (t)X(t)B1(t)][R(t)+BT

1 (t)X(t)B1(t)]
−1

×[BT
0 (t)X(t)+BT

1 (t)X(t)A1(t)]+CT
0 (t)C0(t) = 0. (5.121)

Choose

A0 (t) =

[
1 0
0 3

]

, A1 (t) = I2, B0 (t) =

[
2
1

]

, B1 (t) =

[
0
0

]

,

C0 (t) =
[

1 0
]
, R(t) = 1.

One can see (see Propositions 4.1.5 and 4.3.9) that in the stochastic case the
pair (C0;(A0,A1)) is neither detectable nor observable. The maximal solution of
(5.121) is

X̃ (t) =

[
8 −21
−21 63

]

> 0

and the minimal solution is

˜̃X (t) =

[
1 0
0 0

]

≥ 0.

Indeed, by Theorem 2.7.7 (iv), X̃ is the stabilizing solution of (5.121) and based on
Corollary 5.6.7 it coincides with the maximal solution.

On the other hand if Xτ (·) is the solution of (5.121) with the given final condition
Xτ (τ) = 0, one obtains that

Xτ (t) =

[
X (t) 0
0 0

]

where
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X (t) =
1− e−5(τ−t)

1+4e−5(τ−t)
for all t ≤ τ .

Therefore

lim
τ→∞

Xτ (t) =

[
1 0
0 0

]

= ˜̃X

and thus one obtains that ˜̃X is the minimal semipositive definite solution of (5.121).

Obviously in this case X̃ 	= ˜̃X .

5.7 The Filtering Riccati Equation

In this section we focus our attention on the so-called stochastic generalized filtering
Riccati equation (SGFRE) for stochastic systems. We shall restrict our investigation
only to the time-invariant case and D = {1,2, . . . ,d}.

Consider the SGFRE

A0 (i)Y (i)+Y (i)AT
0 (i)+∑r

k=1 Ak (i)Y (i)AT
k (i)+∑d

j=1 q jiY ( j)

−
(

Y (i)CT
0 (i)+∑r

k=1 Ak (i)Y (i)CT
k (i)+ L̃(i)

)

×
(

R̃(i)+∑r
k=1 Ck (i)Y (i)CT

k (i)
)−1

×
(

Y (i)CT
0 (i)+∑r

k=1 Ak (i)Y (i)CT
k (i)+ L̃(i)

)T
+ M̃ (i) = 0

(5.122)

with the unknown variables (Y (1) , . . . ,Y (d)) ∈ Sd
n and Ak (i) ∈ Rn×n, Ck (i) ∈

Rp×n, k = 0, . . . ,r, L̃(i) ∈ Rn×p, R̃(i) ∈ Sp, M̃ (i) ∈ Sn. If D = {1}, Ak (i) = 0,
Ck (i) = 0, k = 1,2, . . . ,r then (5.122) reduces to the well-known Bucy–Kalman
[151] filtering algebraic Riccati equation.

The system (5.122) can be rewritten in a compact form as a nonlinear equation
in Sd

n as follows:

LY −P̃ (Y )R̃−1 (Y ) P̃∗ (Y )+ M̃ = 0 (5.123)

where L is the Lyapunov operator defined by the system (A0,A1, . . . ,Ar;Q), P̃ :
Sd

n →Md
np by

P̃ (Y ) =
(
P̃1 (Y ) , . . . , P̃d (Y )

)
,

P̃i (Y ) = Y (i)CT
0 (i)+

r

∑
k=1

Ak (i)Y (i)CT
k (i)+ L̃(i) , i ∈ D
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R̃ : Sd
n →Sp by

R̃(Y ) =
(
R̃1 (Y ) , . . . ,R̃d (Y )

)
,

R̃i (Y ) = R̃(i)+
r

∑
k=1

Ck (i)Y (i)CT
k (i) , i ∈ D

M̃ =
(

M̃ (1) , . . . ,M̃ (d)
)
.

Equation (5.123) is defined on a subset of Sd
n consisting in Y = (Y (1) , . . . ,Y (d))

such that detR̃i (Y ) 	= 0.
The dissipation matrix corresponding to the filtering Riccati equation under

investigation is defined as follows

Ñ (Y ) =
(
Ñ1 (Y ) , . . . ,Ñd (Y )

)
where

Ñi (Y ) =

[
(LY )(i)+ M̃ (i) P̃i (Y )

P̃i
T
(Y ) R̃i (Y )

]

for all Y ∈ Sd
n , i ∈ D.

Definition 5.7.1. A solution Ỹ =
(

Ỹ (1) , . . . ,Ỹ (d)
)

of (5.123) is a stabilizing

solution if the system
(

A0 + K̃C0,A1 + K̃C1, . . . ,Ar + K̃Cr;Q
)

is stable in the sense

of Definition 2.7.1, where K̃ =
(

K̃ (1) , . . . , K̃ (d)
)
,

K̃ (i) =−P̃i

(
Ỹ
)
R̃−1

i

(
Ỹ
)
, i ∈ D. (5.124)

Recalling that A = (A0, . . . ,Ar) and C = (C0, . . . ,Cr) we prove the following
result.

Theorem 5.7.1. The following are equivalent:

(i) (C,A;Q) is detectable and it exists Ŷ =
(

Ŷ (1) , . . . ,Ŷ (d)
)
∈ Sd

n satisfying

Ñ
(

Ŷ
)
> 0;

(ii) Equation (5.123) has a stabilizing solution Ỹ which verifies R̃i

(
Ỹ
)
> 0.

Proof. It is easy to see that (5.123) is an equation of type (5.98), associated with the

triple
(
A�,C�;Q�

)
where A� =

(
A�

0, . . . ,A
�
r

)
, C� =

(
C�

0, . . . ,C
�
r

)
and Q� = QT ,A�

k =
(
AT

k (1) , . . . ,A
T
k (d)

)
,C�

k =
(
CT

k (1) , . . . ,CT
k (d)

)
, k = 0, . . . ,r. From Remark 4.1.4 it

follows that
(
A�,C�;Q�

)
is stabilizable if and only if (C,A;Q) is detectable. The

result in the statement follows then from Theorem 5.6.6. ��
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5.8 Iterative Procedures

In the first part of this section we present an iterative procedure to compute the
maximal solution X̃(t) of (5.102) or equivalently the maximal solution of the
SGRDE (5.98). This procedure may also provide a proof of the implication (i)→ (ii)
in Theorem 5.6.2.

Lemma 5.8.1. Assume that the triple (A,B;Q) is stabilizable. Let F̃0(t)=(F̃0(t,1),
F̃0(t,2), . . . , F̃0(t,d)) be a stabilizing feedback gain and let X0(t) = (X0(t,1), . . . ,
X0(t,d)) be a bounded with bounded derivative solution of the linear differential
inequality on Sd

n :

d
dt

X0(t)+L∗F̃0
(t)X0(t)+M0(t)≤ 0 (5.125)

where L∗
F̃0
(t) is the adjoint of the operator defined in (4.2) with F(t) replaced by

F̃0(t), M0(t) = (M0(t,1), M0(t,2), . . . ,M0(t,d)),

M0(t, i) = M(t, i)+ εIn +L(t, i)F̃0(t, i)+ F̃T
0 (t, i)LT (t, i)+ F̃0(t, i)R(t, i)F̃0(t, i),

ε > 0 be fixed.
Under the considered assumptions we have

X0(t)− X̂(t)� 0 (5.126)

for arbitrary X̂(t) ∈ ΓΓΓΣ which verifies the condition of type (5.106).

Proof. If X̂(t) ∈ ΓΓΓΣ, then applying Lemma 5.1.2 one obtains, via (5.104), that it
solves the following linear differential inequality:

d
dt

X̂(t)+L∗(t)X̂(t)−P∗(t, X̂(t))R−1(t, X̂(t))P(t, X̂(t))+M(t)≥ 0, t ∈ R+.

(5.127)
We define M̂(t) = (M̂(t,1), M̂(t,2), . . .M̂(t,d)) by

M̂(t) =
d
dt

X̂(t)+L∗(t)X̂(t)−P∗(t, X̂(t))R−1(t, X̂(t))P(t, X̂(t))+M(t), t ∈ R+.

(5.128)
Clearly M̂(t)≥ 0. By Lemma 5.1.1 we infer that

d
dt X̂(t)+L∗

F̃0
(t)X̂(t)+M(t)+L(t)F̃0(t)+ F̃T

0 (t)LT (t)+ F̃T
0 (t)R(t)F̃0(t)− M̂(t)

−(F̂(t)− F̃0(t))TR(t, X̂(t))(F̂(t)− F̃0(t)) = 0
(5.129)

where F̂(t) = (F̂(t,1), F̂(t,2), . . . F̂(t,d)) with
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F̂(t, i) =−R−1
i (t, X̂(t))Pi(t, X̂(t)), t ∈ I, i ∈ D. (5.130)

From (5.129) and (5.125) we get:

d
dt (X0(t)− X̂(t))+L∗

F̃0
(t)(X0(t)− X̂(t))+(F̃0(t)− F̂(t))TR(t, X̂(t))(F̃0(t)

−F̂(t))+ εJd + M̂(t)≤ 0, t ≥ 0.

This allows us by Theorem 2.7.5 to conclude that X0(t)− X̃(t) ≥ Y (t) where t →
Y (t) = (Y (t,1),Y (t,2), . . .Y (t,d)) is the unique bounded solution of the Lyapunov-
type equation

d
dt

Y (t)+L∗F̃0
(t)Y (t)+ εJd = 0. (5.131)

Let T0(t,s) be the linear evolution operator on Sd
n , defined by the linear differential

equation:

d
dt

S(t) = LF̃0
(t)S(t).

Since F̃0(t) is a stabilizing feedback gain, then there exist positive constants β0,α0

such that ||T0(t,s)|| ≤ β0e−α0(t−s), ∀ t ≥ s, t,s ∈ I. Therefore the unique bounded
solution of (5.131) is uniform positive and the proof is complete. ��
Remark 5.8.1. Based on Remark 5.6.4 it follows that if (Ak(t, i),Bk(t, i)) , 0≤ k ≤
r, i∈D are θ -periodic functions then a stabilizing feedback gain which is θ -periodic
function may be chosen. Therefore in the periodic case the inequality (5.125) has
a periodic solution with the same period as the coefficients. Moreover if Ak(t, i) =
Ak(i),Bk(t, i) = Bk(i), t ∈ I,0 ≤ k ≤ r, i ∈ D we may choose constant solutions of
(5.125), X0 = (X0(1), X0(2) . . .X0(d)). Detailing (5.125) in the time-invariant case,
it follows that X0 may be obtained as a solution of the following LMI system

[
A0(i)+B0(i)F̃0(i)

]T
X0(i)+X0(i)

[
A0(i)+B0(i)F̃0(i)

]

+∑r
k=1

[
Ak(i)+Bk(i)F̃0(i)

]T
X0(i)

[
Ak(i)+Bk(i)F̃0(i)

]
+∑d

j=1 qi jX0( j)
+M(i)+ εIn +L(i)F̃0(i)+ F̃T

0 (i)LT (i)+ F̃T
0 (i)R(i)F̃0(i)≤ 0, i ∈ D.

(5.132)

Based on (5.126) we deduce that there exists μ0 > 0, such that Ri(t,X0(t)) ≥
μ0Im, t ∈ I, i ∈ D. Hence the feedback gain F0(t) = (F0(t,1), . . .F0(t,d)) is well
defined by

F0(t, i) =−R−1
i (t,X0(t))Pi(t,X0(t)), i ∈ D, t ∈ I. (5.133)

We shall show that F0(t) is a stabilizing feedback gain for the triple (A,B;Q).
To this end we consider X̂(t) ∈ ΓΓΓΣ. By direct computation and using (5.127),

(5.128) and (5.133) we get
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d
dt X̂(t)+L∗F0

(t)X̂(t)+M(t)+L(t)F0(t)+FT
0 (t)LT (t)+

FT
0 (t)R(t)F0(t)− (F̂(t)−F0(t))TR(t, X̂(t))(F̂(t)−F0(t))− M̂(t) = 0.

(5.134)

Further (5.125) may be rewritten as:

d
dt

X0(t)+L∗F0
(t)X0(t)+M(t)+L(t)F0(t)+FT

0 (t)LT (t)+FT
0 (t)R(t)F0(t)

+(F0(t)− F̃0(t))
TR(t,X0(t))(F0(t)− F̃0(t))+ εJd ≤ 0. (5.135)

From (5.134), (5.135), and (5.126) we deduce that t → X0(t)− X̂(t) is a bounded
and uniform positive solution of the linear differential inequality on Sd

n :

d
dt

X(t)+L∗F0
(t)X(t)+

ε
2

Jd � 0.

Using Theorem 2.7.4 (viii)→ (i) we deduce that the system (A0 + B0F0, A1 +
B1F0, . . . ,Ar +BrF0;Q) is stable which shows that F0(t) is a stabilizing feedback
gain. As a consequence we deduce that for each i ∈ D, the zero state equilibrium of
the linear differential equation on Rn

d
dt

x(t) =

(

A0(t, i)+
1
2

qiiIn +B0(t, i)F0(t, i)

)

x(t)

is exponentially stable.
Particularly in the time invariant case it follows that the eigenvalues of the

matrices A0(i)+ 1
2 qiiIn +B0(i)F0(i) are located in the half plane Reλ < 0.

Taking X0(t),F0(t) as a first step, we construct iteratively the sequences:
{Xl(t, i)}l≥0, {Fl(t, i)}l≥0, i ∈ D as follows: t → Xl+1(t, i) is the unique bounded
solution of the Lyapunov equation

d
dt Xl+1(t, i)+

[
Ã0(t, i)+B0(t, i)Fl(t, i)

]T
Xl+1(t, i)

+Xl+1(t, i)
[
Ã0(t, i)+B0(t, i)Fl(t, i)

]
+Ml+1(t, i) = 0

(5.136)

where Ml+1(t) = (Ml+1(t,1), . . . ,Ml+1(t,d)) with

Ml+1(t, i) = M(t, i)+ ε
l+2 In +L(t, i)Fl(t, i)

+FT
l (t, i)LT (t, i)+FT

l (t, i)R(t, i)Fl(t, i)

+∑r
k=1 [Ak(t, i)+Bk(t, i)Fl(t, i)]

T Xl(t, i) [Ak(t, i)+Bk(t, i)Fl(t, i)]

+∑ j 	=i qi jXl(t, j)

Ã0(t, i) = A0(t, i)+ 1
2 qiiIn

Fl+1(t, i) = −(R(t, i)+∑r
k=1 BT

k (t, i)Xl(t, i)Bk(t, i))−1(BT
0 (t, i)Xl+1(t, i)

+∑r
k=1 BT

k (t, i)Xl(t, i)Ak(t, i)+LT (t, i)), l ≥ 0, i ∈ D.

(5.137)

Further we show that
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(a) Xl(t, i) − X̂(t, i) ≥ μl In > 0 for all integers l ≥ 0, i ∈ D, l; t ∈ I, X̂(t) =
(X̂(t,1) . . . X̂(t,d)) being an arbitrary bounded function in ΓΓΓΣ and μl is a
positive constant which does not depend upon X̂(t).

(b) The zero state equilibrium of the linear differential equation on Rn

d
dt

x(t) = [Ã0(t, i)+B0(t, i)Fl(t, i)]x(t)

is exponentially stable for each i ∈ D, l ≥ 0.
(c) Xl(t, i)≥ Xl+1(t, i),∀l ≥ 0,(t, i) ∈ I ×D. We remark that the properties (a) and

(b) have already been proved for l = 0. We shall verify by induction that (a),
(b), (c) are fulfilled for every l ≥ 0.

Let us assume that (a), (b), (c) are fulfilled for the first l−1 terms of the sequences
defined by (5.136) and (5.137). By direct computation we obtain that if X̂(t) ∈ ΓΓΓΣ
then

d
dt X̂(t, i)+(Ã0(t, i)+B0(t, i)Fl−1(t, i))T X̂(t, i)

+X̂(t, i)(Ã0(t, i)+B0(t, i)Fl−1(t, i))

+∑r
k=1 [Ak(t, i)+Bk(t, i)Fl−1(t, i)]

T X̂(t, i) [Ak(t, i)+Bk(t, i)Fl−1(t, i)]

+∑d
j=1, j 	=i qi jX̂(t, j)+M(t, i)+L(t, i)Fl−1(t, i)+FT

l−1(t, i)L
T (t, i)

+FT
l−1(t, i)R(t, i)Fl−1(t, i)− M̂(t, i)

−(F̂(t, i)−Fl−1(t, i))TRi(t, X̂(t))(F̂(t, i)−Fl−1(t, i)) = 0,

M̂(t, i), F̂(t, i) being defined in (5.128) and (5.130), respectively.
Using (5.136) with l replaced by l−1 we get

d
dt [Xl(t, i)− X̂(t, i)]+

[
Ã0(t, i)+B0(t, i)Fl−1(t, i)

]T
[Xl(t, i)− X̂(t, i)]

+[Xl(t, i)− X̂(t, i)]
[
Ã0(t, i)+B0(t, i)Fl−1(t, i)

]
+ ε

l+1 In +Δl(t, i) = 0
(5.138)

where we denoted

Δl(t, i) =
r

∑
k=1

[Ak(t, i)+Bk(t, i)Fl−1(t, i)]
T [Xl−1(t, i)− X̂(t, i)]

×[Ak(t, i)+Bk(t, i)Fl−1(t, i)]+
d

∑
j=1, j 	=i

qi j(Xl−1(t, j)− X̂(t, j))

+M̂ (t, i)+(F̂(t, i)−Fl−1(t, i))
TRi(t, X̂(t))(F̂(t, i)−Fl−1(t, i)).

Since Xl−1(t, i)− X̂(t, i) ≥ μl−1In we get Δl(t, i) ≥ 0. Taking into account that
Ã0(t, i) + B0(t, i)Fl−1(t, i) generates an exponentially stable evolution we may
conclude that (5.138) has a unique bounded solution which is uniform positive
definite. Hence there exists μl > 0, such that Xl(t, i)− X̂(t, i) ≥ μl In and thus (a)
is fulfilled. Further we have thatRi(t,Xl(t))≥ νl Im > 0.
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Using (5.137) we write

d
dt Xl(t, i)+ [Ã0(t, i)+B0(t, i)Fl(t, i)]T Xl(t, i)+Xl(t, i)[Ã0(t, i)+B0(t, i)Fl(t, i)]
+∑r

k=1[Ak(t, i)+Bk(t, i)Fl(t, i)]T Xl−1(t, i)[Ak(t, i)+Bk(t, i)Fl(t, i)]
+∑d

j=1, j 	=i qi jXl−1(t, j)+M(t, i)+ ε
l+1 In +L(t, i)Fl(t, i)+FT

l (t, i)LT (t, i)

+FT
l (t, i)R(t, i)Fl(t, i)+ [Fl(t, i)−Fl−1(t, i)]TRi(t,Xl−1(t))[Fl(t, i)−

Fl−1(t, i)] = 0.
(5.139)

It is easy to see that t → X̂(t, i) verifies the equation

d
dt X̂(t, i)+(Ã0(t, i)+B0(t, i)Fl(t, i))T X̂(t, i)+ X̂(t, i)(Ã0(t, i)+B0(t, i)Fl(t, i))

+∑r
k=1(Ak(t, i)+Bk(t, i)Fl(t, i))T X̂(t, i)(Ak(t, i)+Bk(t, i)Fl(t, i))+∑d

j=1, j 	=i qi jX̂(t, j)

+M(t, i)+FT
l (t, i)LT (t, i)+L(t, i)Fl(t, i)+FT

l (t, i)R(t, i)Fl(t, i)− M̂(t, i)
−(F̂(t, i)−Fl(t, i))TRi(t, X̂(t))(F̂(t, i)−Fl(t, i)) = 0.

Thus we obtain that for each i ∈ D, t → Xl(t, i)− X̂(t, i) is a bounded and uniform
positive definite solution of the linear differential inequality:

d
dt Y (t, i)+ [Ã0(t, i)+B0(t, i)Fl(t, i)]TY (t, i)+Y (t, i)[Ã0(t, i)+B0(t, i)Fl(t, i)]
+ ε

2(l+1) In < 0

which allow us to conclude that the zero state equilibrium of the linear differential
equation

d
dt

x(t) = (Ã0(t, i)+B0(t, i)Fl(t, i))x(t) (5.140)

is exponentially stable and (b) is fulfilled.
Subtracting (5.136) from (5.139) we get that t → Xl(t, i)−Xl+1(t, i) is a bounded

solution of the equation

d
dt (Xl(t, i)−Xl+1(t, i))+(Ã0(t, i)+B0(t, i)Fl(t, i))T (Xl(t, i)−Xl+1(t, i))
+(Xl(t, i)−Xl+1(t, i))(Ã0(t, i)+B0(t, i)Fl(t, i))+ Δ̂l(t, i) = 0

(5.141)

where

Δ̂l(t, i) =
ε

(l+1)(l+2) In +[Fl(t, i)−Fl−1(t, i)]TRi(t,Xl−1(t))[Fl(t, i)−Fl−1(t, i)]

+∑r
k=1[Ak(t, i)+Bk(t, i)Fl(t, i)]T (Xl−1(t, i)−Xl(t, i))[Ak(t, i)+Bk(t, i)Fl(t, i)]

+∑d
j=1, j 	=i qi j(Xl−1(t, j)−Xl(t, j)),

for l ≥ 1 and

Δ̂l(t, i)≥
ε
2

In +(F0(t, i)− F̃0(t, i))
TRi(t,X0(t))(F0(t, i)− F̃0(t, i))

for l = 0.
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Since Δ̂0(t, i) ≥ 0 and the zero state equilibrium of (5.140) for l = 0 is
exponentially stable it follows from (5.141) for l = 0 that X0(t, i)− X1(t, i) ≥ 0.
Further by induction we obtain that Δ̂l ≥ 0 for l ≥ 1 which leads to Xl(t, i)−
Xl+1(t, i)≥ 0 and (c) is fulfilled.

From (a) and (c) we conclude that the sequences {Xl(t, i)}l≥0, i ∈ D are
convergent. More precisely we have the following theorem.

Theorem 5.8.2. Assume that

(a) The system (A,B;Q) is stabilizable.
(b) There exists X̂ (t) ∈ �Σ.

Then for any choice of a stabilizing feedback gain F̃0(t) = (F̃0(t,1),
F̃0(t,2), . . . F̃0(t,d)), the sequences {Xl(t, i)}l≥0, i∈D, constructed as solutions
of (5.136) (the first terms X0(t, i) obtained by solving (5.125)) are convergent.
If

X̃(t, i) = lim
l→∞

Xl(t, i), (t, i) ∈ I ×D (5.142)

then X̃(t) = (X̃(t,1), X̃(t,2) . . . X̃(t,d)) is the maximal bounded solution of the
system (5.98) verifying (5.106).

Remark 5.8.2. (a) If condition (i) of Theorem 5.6.6 is fulfilled, the solution X̃(t)
provided by (5.142) is just the stabilizing solution of the SGRDE (5.98).

(b) Excepting the first step, when to obtain X0(t, i) we need to solve a system of
linear inequalities of higher dimension, namely (5.125), further to obtain the
next terms of the sequences {Xl(t, i)}l≥1, i ∈D, we need to solve a system of d
uncoupled Lyapunov equations. We remark that to compute the gains Fl(t, i) in
(5.137) we need both the value of Xl(t, i) and the value of Xl−1(t, i).

(c) Based on the uniqueness of the bounded solution of a Lyapunov equation, it
follows that if the coefficients of the system (5.98) do not depend upon t then
the matrices Xl and Fl do not depend upon t. In this case (5.136) and (5.137)
become

[Ã0(i)+B0(i)Fl−1(i)]T Xl(i)+Xl(i)[Ã0(i)+B0(i)Fl−1(i)]+Ml(i) = 0, i ∈D
Ml(i) = M(i)+ ε

l+1 In +L(i)Fl−1(i)+FT
l−1(i)L

T (i)+FT
l−1(i)R(i)Fl−1(i)

+∑r
k=1[Ak(i)+Bk(i)Fl−1(i)]T Xl−1(i)[Ak(i)+Bk(i)Fl−1(i)]+∑d

j=1, j 	=i qi jXl−1( j), l ≥ 1,
(5.143)

Ã0(i) = A0(i)+ 1
2 qiiIn,

Fl(i) = −[R(i)+∑r
k=1 BT

k (i)Xl−1(i)Bk(i)]−1[BT
0 (i)Xl(i)

+∑r
k=1 BT

k (i)Xl−1(i)Ak(i)+LT (i)], l ≥ 1

(5.144)

while X0(i) is obtained solving the following system of LMI



254 5 A Class of Nonlinear Differential Equations on an Ordered Linear Space of. . .

[A0(i)+B0(i)F̃0(i)]T X0(i)+X0(i)[A0(i)+B0(i)F̃0(i)]
+∑r

k=1[Ak(i)+Bk(i)F̃0(i)]T X0(i)[Ak(i)+Bk(i)F̃0(i)]+∑d
j=1 qi jX0( j)

+M(i)+ εIn +L(i)F̃0(i)+ F̃T
0 (i)LT (i)+ F̃T

0 (i)R(i)F̃0(i)≤ 0, i ∈ D
(5.145)

and

F̃0(i) = −
[

R(i)+
r

∑
k=1

BT
k (i)X0(i)Bk(i)

]−1

×
[

BT
0 (i)X0(i)+

r

∑
k=1

BT
k (i)X0(i)Ak(i)+LT (i)

]

.

(d) From the uniqueness of the bounded solution of a Lyapunov equation we also
deduce that if the coefficients of the system (5.98) are θ -periodic functions
defined on R, then the bounded solution of (5.136) are θ -periodic functions
too. Hence it is sufficient to compute the values of Xl(t, i),Fl(t, i) on the interval
[0,θ ]. At each step l, the initial condition Xl(0, i) is obtained by solving the
linear equation

Xl(0, i) =ΦT
l,i(θ ,0)Xl(0, i)Φl,i(θ ,0)+

∫ θ

0
ΦT

l,i(s,0)Ml(s, i)Φl,i(s,0)ds

Φl,i(t,s) being the fundamental matrix solution of (5.140). For the first step
X0(t, i) is chosen as a periodic solution of the Lyapunov-type equation on Sn

d
dt

X0(t)+L∗F̃0
(t)X0(t)+M0(t) = 0

where M0(t) = (M0(t,1), M0(t,2), . . .M0(t,d)),

M0(t, i) = M(t, i)+ εIn +L(t, i)F̃0(t, i)+ F̃T
0 (t, i)LT (t, i)+ F̃T

0 (t, i)R(t, i)F̃0(t, i).

If T0(t, t0) is the linear evolution operator defined by the linear differential
equation on Sd

n :

d
dt

S(t) = LF̃0
(t)S(t) (5.146)

then the initial condition X0(0) = (X0(0,1), X0(0,2), . . .X0(0,d)) is given by

X0(0) = [J̃−T ∗0 (θ ,0)]−1
∫ θ

0
T ∗0 (s,0)M0(s)ds

where J̃ is the identity operator on Sd
n ; J̃ − T ∗0 (θ ,0) is invertible due to

the exponential stability of the evolution defined by the differential equation
(5.146).
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In the last part of this section we present a procedure to compute the minimal

semipositive solution ˜̃X(t).

First we recall that the minimal solution ˜̃X(t) is obtained as

˜̃X(t) = lim
τ→∞

Xτ(t) (5.147)

where Xτ(t) = (Xτ(t,1), Xτ(t,2), . . . ,Xτ(t,d)) is the solution of the system (5.117)
with the terminal condition Xτ(τ , i) = 0, i ∈ D (see Theorem 5.6.12).

Let us consider the following systems of Itô differential equations:

dxi(t) = [Ã0(t, i)xi(t)+B0(t, i)ui(t)]dt

+
r

∑
k=1

[Ak(t, i)xi(t)+Bk(t, i)ui(t)]dwk(t)

yi(t) = C0(t, i)xi(t), i ∈ D (5.148)

where

Ã0(t, i) = A0(t, i)+
1
2

qiiIn.

For each i ∈ D, we consider the Riccati-type differential equation

d
dt Xi(t)+ ÃT

0 (t, i)Xi(t)+Xi(t)Ã0(t, i)+∑r
k=1 AT

k (t, i)Xi(t)Ak(t, i)

−[Xi(t)B0(t, i)+∑r
k=1 AT

k (t, i)Xi(t)Bk(t, i)][R(t, i)+∑r
k=1 BT

k (t, i)Xi(t)Bk(t, i)]−1

[BT
0 (t, i)Xi(t)+∑r

k=1 BT
k (t, i)Xi(t)Ak(t, i)]+CT

0 (t, i)C0(t, i) = 0
(5.149)

If for each i ∈ D, the system (5.148) is stochastically stabilizable and stochastically
detectable or stochastically uniformly observable, then invoking Corollary 5.6.16
we obtain that (5.149) has a bounded, stabilizing, and semipositive definite solution
X0

i (t).
Taking X0

i (t) as a first step, we construct the sequences {Xl
i (t)}l≥0, i ∈ D where

for each l, t → Xl
i (t) is the unique bounded semipositive and stabilizing solution of

the Riccati differential equation:

d
dt Xl

i (t)+ ÃT
0 (t, i)X

l
i (t)+Xl

i (t)Ã0(t, i)+∑r
k=1 AT

k (t, i)X
l
i (t)Ak(t, i)

−[Xl
i (t)B0(t, i)+∑r

k=1 AT
k (t, i)X

l
i (t)Bk(t, i)]

×[R(t, i)+∑r
k=1 BT

k (t, i)X
l
i (t)Bk(t, i)]−1

×[BT
0 (t, i)X

l
i (t)+∑r

k=1 BT
k (t, i)X

l
i (t)Ak(t, i)]+ M̃l(t, i) = 0

(5.150)

where M̃l(t, i) =CT
0 (t, i)C0(t, i)+∑d

j=1, j 	=i qi jX
l−1
j (t).

Remark 5.8.3. Clearly, for each fixed i ∈ D, (5.150) is just the Riccati equation
(5.120) associated with the following controlled system with multiplicative white
noise:
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dxi(t) =
[
Ã0(t, i)xi(t)+B0(t, i)u(t)

]
dt (5.151)

+
r

∑
k=1

[Ak(t, i)xi(t)+Bk(t, i)u(t)]dwk(t)

ỹl(t) = C̃l(t, i)xi(t)

where

Ã0(t, i) = A0(t, i)+
1
2

qiiIn,

C̃l(t, i) =

(
C0(t, i)
Ĉl(t, i)

)

,Ĉl(t, i) =

[

∑
j 	=i

qi jX
l−1
j (t)

] 1
2

.

It is easy to see that if the system (5.148) is stochastically detectable, then the
system (5.151) is stochastically detectable, and if the system (5.148) is stochastically
uniformly observable, then (5.151) is stochastically uniformly observable too.

Proposition 5.8.3. Assume that for each i ∈ D
(a) The system (5.148) is stochastically stabilizable;
(b) The system (5.148) is stochastically detectable or stochastically uniformly

observable.

Under these assumptions we have

(i) Xl+1
i (t)≥ Xl

i (t)≥ 0, ∀ l ≥ 0, i ∈ D, t ∈ R+;
(ii) Xl

i (t)≤ X̂(t, i), (t, i) ∈R+×D, l ≥ 0, ∀ X̂(t) = (X̂(t,1), . . . , X̂(t,d)) semipos-
itive and bounded solution of (5.117).

Proof. Combining Remark 5.8.3 with Corollary 5.6.16 we deduce that (5.150) has
a stabilizing semipositive and bounded solution Xl

i (t), l ≥ 0, i ∈ D. By induction
we obtain that M̃l(t, i)≥ 0 which leads to Xl

i (t)≥ 0.
For each l ≥ 0, i ∈ D consider the stabilizing feedback gain defined as follows:

Fl
i (t) = −

[
R(t, i)+∑r

k=1 BT
k (t, i)X

l
i (t)Bk(t, i)

]−1

×
[
BT

0 (t, i)X
l
i (t)+∑r

k=1 BT
k (t, i)X

l
i (t)Ak(t, i)

]
.

(5.152)

By direct calculation using (5.150) and (5.152) (for l replaced by l +1) we obtain

d
dt Xl+1

i (t)+ [Ã0(t, i)+B0(t, i)F
l+1
i (t, i)]T Xl+1

i +Xl+1
i [Ã0(t, i)

+B0(t, i)F
l+1
i (t)]+∑r

k=1[Ak(t, i)+Bk(t, i)F
l+1
i (t)]T Xl+1

i (t)[Ak(t, i)

+Bk(t, i)F
l+1
i (t)]+ M̃l+1(t, i)+(Fl+1

i (t))T R(t, i)Fl+1
i (t) = 0
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d
dt Xl

i (t)+ [Ã0(t, i)+B0(t, i)F
l+1
i (t)]T Xl

i (t)+Xl
i (t)[Ã0(t, i)

+B0(t, i)F
l+1
i (t)]+∑r

k=1[Ak(t, i)+Bk(t, i)F
l+1
i (t)]T Xl

i (t)[Ak(t, i)

+Bk(t, i)F
l+1
i (t)]+ M̃l(t, i)+(Fl+1

i (t))T R(t, i)Fl+1
i (t)

−(Fl+1
i (t)−Fl

i (t))
T (R(t, i)+∑r

k=1 BT
k (t, i)X

l
i (t, i)Bk(t, i))(F

l+1
i (t)−Fl

i (t)) = 0

which leads to the fact that t → Xl+1
i (t)− Xl

i (t) is the bounded solution of the
Lyapunov equation on Sn:

d
dt Y (t, i)+ [Ã0(t, i)+B0(t, i)F

l+1
i (t)]TYi(t)+Yi(t)[Ã0(t, i)+B0(t, i)F

l+1
i (t)]

+∑r
k=1[Ak(t, i)+Bk(t, i)F

l+1
i (t)]TYi(t)[Ak(t, i)+Bk(t, i)F

l+1
i (t)]+ Δ̃l(t, i) = 0

(5.153)
where

Δ̃l(t, i) =
d

∑
j 	=i, j=1

qi j[X
l
j(t)−Xl−1

j (t)]+(Fl+1
i (t)−Fl

i (t))
T [R(t, i)

+
r

∑
k=1

BT
k (t, i)X

l
i (t)Bk(t, i)](F

l+1
i (t)−Fl

i (t)).

Let Tl+1,i(t,s) be the linear evolution operator on Sn defined by (5.153) with
Δ̃l(t, i) = 0.

Since Xl+1
i (t) is the stabilizing solution of (5.150) then we have ||Tl+1,i(t,s)|| ≤

βl+1,ie−αl+1,i(t−s) for some positive constants βl+1,i,αl+1,i.
From the uniqueness of the bounded solution of (5.153) we deduce that

Xl+1
i (t)−Xl

i (t) =
∫ ∞

t
T ∗l+1,i(s, t)Δ̃l(s, i)ds.

Since T ∗l+1(s, t) is a positive operator on Sn from the above equality we obtain that

(Xl+1
i (t)−Xl

i (t))≥ 0

if Δ̃l(s, i)≥ 0. This can be checked easily by induction.
For l = 0 we have

Δ̃0(s, i) =
d

∑
j 	=i

qi jX
0
i (s)+(F1

i (s)−F0
i (s))

T (R(s, i)

+
r

∑
k=1

BT
k (s, i)X

0
i (t)Bk(s, i))(F

1
i (s)−F0

i (s))≥ 0.

Thus assertion (i) in the statement is completely proved.
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To prove (ii) we recall that

Xl
i (t) = lim

τ→∞
Xl
τ ,i(t) (5.154)

(see the proof of Theorem 5.6.12) where Xl
τ ,i(t) is the solution of (5.150) with

the terminal condition Xl
i,τ(τ) = 0. Let X̂(t) = (X̂(t,1) X̂(t,2) . . . X̂(t,d)) be

a bounded and semipositive solution of the system (5.117) and let F̂(t) =
(F̂(t,1) F̂(t,2) . . . F̂(t,d)) be the corresponding feedback gain, i.e. F̂(t, i) =
−R−1

i (t, X̂(t))Pi(t, X̂(t)), i ∈ D, t ≥ 0.
By direct calculation we get

d
dt X̂(t, i)+ [Ã0(t, i)+B0(t, i)F̂(t, i)]T X̂(t, i)+ X̂(t, i)[Ã0(t, i)+B0(t, i)F̂(t, i)]
+∑r

k=1[Ak(t, i)+Bk(t, i)F̂(t, i)]T X̂(t, i)[Ak(t, i)+Bk(t, i)F̂(t, i)]+ [C0(t, i)+
D0(t, i)F̂(t, i)]T [C0(t, i)+D0(t, i)F̂(t, i)]+∑d

j=1, j 	=i qi jX̂(t, j) = 0

d
dt Xl

τ ,i(t)+ [Ã0(t, i)+B0(t, i)F̂(t, i)]T Xl
τ ,i(t)+Xl

τ ,i(t)[Ã0(t, i)+B0(t, i)F̂(t, i)]
+∑r

k=1[Ak(t, i)+Bk(t, i)F̂(t, i)]T Xl
i,τ(t)[Ak(t, i)+Bk(t, i)F̂(t, i)]

+∑d
j=1, j 	=i qi jX

l−1
τ , j (t)− [F̂(t, i)−Fl

τ ,i(t)]
T [R(t, i)+∑r

k=1 BT
k (t, i)X

l
τ ,i (t)Bk(t, i)]

×[F̂(t, i)−Fl
τ ,i(t)]+CT

0 (t, i)C0(t, i)+ F̂T (t, i)R(t, i)F̂(t, i) = 0

where Fl
τ ,i(t) is as in (5.152) with Xl

i (t) replaced by Xl
τ ,i(t).

We obtain in this way that t → X̂(t, i)−Xl
τ ,i(t) is the solution of the problem

d
dt

Yi(t)+ L̃∗i (t)Yi(t)+ Δ̂l(t, i) = 0 (5.155)

Yi(τ) = X̂(τ , i) ≥ 0, where L̂∗i (t) is the adjoint operator of the linear Lyapunov
operator on Sn defined by

L̂i(t)Y = [Ã0(t, i)+B0(t, i)F̂(t, i)]Y +Y [Ã0(t, i)+B0(t, i)F̂(t, i)]T

+∑r
k=1[Ak(t, i)+Bk(t, i)F̂(t, i)]Y [Ak(t, i)+Bk(t, i)F̂(t, i)]T

and

Δ̂l(t, i) = ∑d
j=1, j 	=i qi j(X̂(t, j)−Xl−1

τ , j (t))+(F̂(t, i)−Fl
τ ,i(t, i))

T [R(t, i)

+∑r
k=1 BT

k (t, i)X
l
τ ,i(t)Bk(t, i)](F̂(t, i)−Fl

τ ,i(t)).

If T̂i(t,s) is the linear evolution operator on Sn defined by the linear differential
equation

d
dt

Y (t) = L̂i(t)Y (t),

then from (5.155) we have the representation formula

X̂(t, i)−Xl
τ ,i(t) = T̂ ∗i (τ , t)X̂(τ , i)+

∫ τ

t
T̂ ∗i (s, t)Δ̂l(s, i)ds, 0≤ t ≤ τ .
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Since T̂ ∗i (s, t) is a linear positive operator on Sn then from the above equality
we deduce that X̂(t, i)−Xl

τ ,i(t) ≥ 0, ∀ 0 ≤ t ≤ τ , i ∈ D if Δ̂l(s, i) ≥ 0. This last
condition may be checked by induction. To this end, we remark that if l = 0, we
have

Δ̂0(s, i) = ∑d
j=1, j 	=i qi jX̂(s, j)+(F̂(s, i)−F0

τ ,i(s))
T [R(s, i)

+∑r
k=1 BT

k (s, i)X
0
τ ,i(s)Bk(s, i)](F̂(s, i)−F0

τ ,i(s))

and it is obvious that Δ̂0(s, i) ≥ 0, 0 ≤ s ≤ τ < ∞, i ∈ D, which leads to X̂(t, i)−
X0
τ ,i(t)≥ 0. Further, invoking (5.154) with l = 0 we conclude that X̂(t, i)−X0

i (t)≥ 0
and the proof is complete. ��
Theorem 5.8.4. Assume that:

(a) (A,B;Q) is stabilizable.
(b) For each i ∈ D, the system (5.148) is either stochastically detectable or

stochastically uniformly observable.

Let {Xl
i (t)}l≥0, i ∈ D be the sequences where Xl

i (t) is the unique bounded and
stabilizing solution of (5.150). Under the considered assumptions these sequences

are convergent and if we define ˜̃X(t, i) = liml→∞Xl
i (t), (t, i) ∈R+×D, then ˜̃X(t) =

(˜̃X(t,1) . . . ˜̃X(t,d)) is the minimal positive semidefinite and bounded solution of the
system (5.117).

Proof. If (A,B;Q) is stabilizable, then for each i ∈ D, the system (5.148) is
stochastically stabilizable. Therefore the assumptions of Proposition 5.8.3 are
fulfilled and the sequences {Xl

i (t)}l≥1, i ∈ D are well defined and monotonically
increasing.

On the other hand if assumption (a) is fulfilled, then applying Theorem 5.6.12 we
obtain that the set of semipositive and bounded solutions of the system (5.117) is
not empty. From Proposition 5.8.3 (ii) we deduce that the sequences {Xl

i (t)}l≥1, i ∈
D are bounded above. Then the functions ˜̃X(t, i) are well defined by ˜̃X(t, i) =
liml→∞Xl

i (t). By a standard way (based on Lebesgue Theorem) we obtain that
˜̃X(t) = (

˜̃X(t,1) . . .
˜̃X(t,d)) is a semipositive and bounded solution of (5.117).

Applying again Proposition 5.8.3 (ii) we obtain that ˜̃X is the minimal semipositive
and bounded solution of (5.143) and the proof ends. ��
Remark 5.8.4. (a) In the particular case Ak(t, i) = 0, Bk(t, i) = 0, k = 1,2, . . . ,r

and the system is in the time invariant case, the iterative procedure proposed in
the previous theorem was used in [1] to compute the stabilizing solution of a
system of coupled algebraic Riccati equations associated with a linear system
with Markovian jumping.

(b) If for each i ∈D the system (5.148) is stochastically uniformly observable, then
the system (C0,A0, . . . ,Ar;Q) is uniformly observable (see Proposition 4.2.2
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(iii) and in this case the solution ˜̃X(t) obtained in the previous theorem is just the
stabilizing, bounded, and positive semidefinite solution of the system (5.117).

(c) At each step l ≥ 0 the stabilizing solution Xl
i (t) of (5.149) and (5.150),

respectively, can be computed using the procedure provided by Theorem 5.8.2.

Numerical Examples
We shall illustrate the above iterative numerical procedures considering the linear

time-invariant stochastic system of order n = 2, subject to both multiplicative noise
and Markovian jumps with r = 1 and D = {1,2} having:

A0 (1) =

[
−1 0
1 −1

]

, A0 (2) =

[
−1 1
0 −1

]

,

A1 (1) =

[
−1 1
0 −2

]

, A1 (2) =

[
−2 1
1 −1

]

,

B0 (1) =

[
1
−1

]

, B0 (2) =

[
1
1

]

,

L0 (1) =

[
1
−1

]

, L0 (2) =

[
1
2

]

,

M0 (1) =

[
1 1
1 2

]

, M0 (2) =

[
1 1
1 4

]

,

R(1) = 1, R(2) = 2.

Our purpose is to solve the SGRDE (5.98) corresponding to the above numerical
values using the iterative procedure indicated in the statement of Theorem 5.8.2.
Three distinct cases have been considered: the case when the system is subject only
to Markov jumps, the case when the system is subject only to multiplicative white
noise, and the case when the system is perturbed with both multiplicative white
noise and Markovian jumps.

Case a. The Markovian jumping case: A1 (i) = 0, B1 (i) = 0, i ∈ D. Using
Proposition 4.1.3 we determined for the numerical values above:

F̃0 (1) = [0.5923 −0.7004] , F̃0 (2) = [−0.0330 0.0653] .

Then, solving (5.143) we obtained:

X0 (1) = 103
[

1.5519 −0.0524
−0.0524 1.7776

]

,

X0 (2) = 103
[

1.1139 0.2680
0.2680 1.3970

]

.
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The solution of (5.98) for this case was determined solving iteratively (5.143).
For an imposed level of accuracy ‖Xl+1 (i)−Xl (i)‖< 10−6 we obtained after 69
iterations:

X (1) =

[
30.7868 24.3960
24.3960 26.2218

]

X (2) =

[
21.5504 −11.7226
−11.7226 19.2254

]

.

Case b. The multiplicative white noise perturbations case: D={1} , Ai=Ai (1) ;
Bi=Bi (1) , i = 0,1.
In this case we obtained the initial values:

F̃0 = [−0.4094 0.8482] ,

X0 =

[
292.8945 163.9337
163.9337 140.9240

]

and, after 202 iterations, the solution of (5.98):

X =

[
1.0782 1.0307
1.0307 0.5878

]

.

Case c. The case when the system is subject to both Markovian jumps and
multiplicative white noise.

In this situation we obtained the initial values:

F̃0 (1) = [−0.3852 0.8594] , F̃0 (2) = [−0.9000 0.5763] ,

X0 (1) = 108
[

5.8005 −4.5733
−4.5733 −3.7733

]

X0 (2) = 108
[
−0.7123 −0.5110
0.5110 −4.8453

]

.

The solution of (5.98) was obtained after 133 iterations solving (5.143); thus, we
obtained:

X (1) =

[
2.1893 2.0159
2.0159 2.0998

]

, X (2) =

[
0.7940 −0.4088
−0.4088 3.3714

]

.
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5.9 Systems of Generalized Riccati Differential Equations
on the Space S∞n

Let A = (A0,A1, . . . ,Ar),B = (B0,B1, . . . ,Br) be such that Ak : I →M∞
n ,Bk : I →

M∞
nm,0 ≤ k ≤ r, are bounded and continuous functions, I ⊂ R being a right

unbounded interval. Let Q = (qi j, i, j ∈ Z+) be an infinite matrix which elements
qi j satisfy the conditions (2.138) and (2.139). We associate the following system of
generalized Riccati differential equations SGRDE on the Banach space S∞n

d
dt X(t, i)+AT

0 (t, i)X(t, i)+X(t, i)A0(t, i)+∑r
k=1 AT

k (t, i)X(t, i)Ak(t, i)
+∑∞j=0 qi jX(t, j)− (X(t, i)B0(t, i)+∑r

k=1 AT
k (t, i)X(t, i)Bk(t, i)

+L(t, i))(R(t, i)+∑r
k=1 BT

k (t, i)X(t, i)Bk(t, i))−1(BT
0 (t, i)X(t, i)

+∑r
k=1 BT

k (t, i)X(t, i)Ak(t, i)+LT (t, i))+M(t, i) = 0.

(5.156)

The SGRDE (5.156) is the special case of GRDE (5.1) for A(t, i) = A0(t, i) +
1
2 qiiIn,B(t, i) = B0(t, i),(t, i) ∈ I ×Z+ and the operator Π(t) defined as in (5.5) in
the case D = Z+. One may check that if the scalars qi j satisfy conditions (2.138)
and (2.139) then the operator valued function Π(·) satisfies the assumptions …1,…2

(see the Remarks 5.1.1 and 5.3.4 (d)). Therefore, we may apply the general results
derived in Sects. 5.3–5.5 in order to obtain necessary and sufficient conditions
for the existence of the bounded and maximal solution, bounded and stabilizing
solution or minimal and positive semidefinite solution of SGRDE (5.156). Here,
we show how can the concept of stabilizability of a triple (A,B,Π) introduced via
Definition 5.3.2 can be restated in terms of the stabilizability of the triple (A,B,Q)
in the case when Π is described via (5.5) and D = Z+.

Definition 5.9.1. We say that the triple (A,B,Q) is stabilizable if there exists
a bounded and continuous function F : I → M∞

m such that the operator valued
function LF(·) defines an anticausal exponentially stable evolution on S∞n where
LF(t) : S∞n →S∞n is defined by

(LF(t)X)(i) = [A0(t, i)+B0(t, i)F(t, i)]T X(i)+X(i)[A0(t, i)+B0(t, i)F(t, i)]

+
r

∑
k=1

[Ak(t, i)+Bk(t, i)F(t, i)]T X(i)[Ak(t, i)+Bk(t, i)F(t, i)]

+
∞

∑
j=0

qi jX( j), i ∈ Z+, (5.157)

for all X = {X(i)}i∈Z+ ∈ S∞n .

Remark 5.9.1. (a) Using Definition 2.8.1 and Definition 5.9.1 we deduce that
(A,B,Q) is stabilizable if and only if there exists a bounded and continuous
function F : I →M∞

mn such that

‖T a
F (t, t0)‖ ≤ βeα(t−t0), ∀, t ≤ t0, t, t0 ∈ I (5.158)
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for some constants α > 0,β ≥ 1, T a
F (t, t0) being the anticausal evolution

operator on S∞n defined by the linear differential equation

d
dt

Y (t)+LF(t)Y (t) = 0.

(b) Based on Corollary 2.8.8 one obtains that if the scalars qi j satisfy the additional
condition (2.149) then we may define the stabilizability of the triple (A,B,Q) in
terms of exponentially stable evolution defined by the operator valued function
LF(·) on the Banach space �1(Z+,Sn) where LF(t) is defined as in (2.140)
with Ak(t, i) replaced by Ak(t, i)+Bk(t, i)F(t, i), 0≤ k ≤ r,(t, i) ∈ I ×Z+ for a
suitable bounded and continuous function F : I →M∞

mn.

Corollary 5.9.1. Assume that Ak(·),Bk(·) are bounded and continuous functions
and the scalars qi j satisfy the conditions (2.138), (2.139). If Π(t) is defined as
in (5.5) and A(t, i) = A0(t, i) + 1

2 qiiIn,B(t, i) = B0(t, i),(t, i) ∈ I × Z+, then the
following are equivalent

(i) The triple (A,B,Π) is stabilizable according to the Definition 5.3.2;
(ii) The triple (A,B,Q) is stabilizable according to the Definition 5.9.1.

Proof is obvious because, in this special case, the operator valued function
LA+BF,ΠF (·) coincides with the operator valued function LF(·) introduced by
(5.157). ��

From Corollary 5.9.1 and Remark 5.3.2 one sees that if Ak(·),Bk(·) are periodic
functions of period θ , then, without loss of generality in the Definition of stabi-
lizability of the triple (A,B,Q) we may consider only continuous and θ -periodic
functions F : I →M∞

mn. Also, if Ak(t, i) = Ak(i),Bk(t, i) = Bk(i),(t, i)∈ I×Z+,0≤
k ≤ r, then in the definition of the triple (A,B,Q) we may involve only constant
feedback gains F ∈M∞

mn.
According to the Remark 2.3.7 and Corollary 2.3.9 we deduce that in the time

invariant case the triple (A,B,Q) is stabilizable if and only if there exists F ∈M∞
mn

such that the eigenvalues of the linear operator LF be located in the half plane C−.
Let us assume that the linear stochastic system (4.1) is perturbed by a stan-

dard homogeneous Markov process with an infinite countable number of states
(η(t),P(t),Z+). In this case the system (4.1) is stochastically stabilizable if and
only if there exists a bounded and continuous function F : R+→M∞

mn such that the
closed loop system

dx(t) = (A0(t,η(t))+B0(t,η(t))F(t,η(t)))x(t)dt+

∑r
k=1(Ak(t,η(t))+Bk(t,η(t))F(t,η(t)))x(t)dwk(t)

(5.159)

is ESMS-C.

Corollary 5.9.2. Assume that

(a) The functions Ak(·),Bk(·) are continuous and bounded.
(b) D = Z+ and the scalars qi j satisfy the assumptions of Theorem 3.1.4.
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Under these conditions the following are equivalent

(i) The system of type (4.1) is stochastic stabilizable;
(ii) The triple (A,B,Q) is stabilizable.

The results stated in Corollaries 5.9.1 and 5.9.2 allow us to replace the abstract
concept of the stabilizability of a triple (A,B,Π) by the stabilizability of the triple
(A,B,Q) or the stochastic stabilizability of the system (4.1) in the assumptions of
the theorems from Sects. 5.3–5.5 in order to deduce conditions for the existence of
maximal, stabilizing, minimal global solutions of SGRDE (5.156).

Notes and References

The Riccati equations of stochastic control were generally studied in connection
with the linear quadratic problem either for controlled linear stochastic systems
with state-dependent noise or for systems with Markov perturbations. For references
concerning linear quadratic problems in the stochastic framework, see Chap. 6.
Most of the results contained in this chapter were published for the first time in
[44, 49]. The iterative procedure to compute the stabilizing solution of SGRDE
was also published in [42, 45]. Classes of nonlinear matrix differential equations
which contain as particular cases Riccati differential equations arising in control
problems for stochastic systems with multiplicative white noise have been studied
in [28,29,50,65,67]. Iterative procedures for computation of the stabilizing solution
of the algebraic Riccati equations associated with the linear stochastic systems with
multiplicative white noise may be found in [73]. Iterative procedures to compute the
stabilizing solution of systems of Riccati equations involved in the linear quadratic
problem for stochastic systems with Markov parameters can be found, for example,
in [1, 69]. Several aspects concerning the algebraic Riccati equations arising in
the control of linear stochastic systems may be found in [2, 27] were rich lists of
references dealing with symmetric and non-symmetric Riccati equations may be
found.

Systems with an infinite number of coupled algebraic Riccati equations arising in
connection with linear quadratic problems associated with controlled linear systems
perturbed by a standard homogeneous Markov chain with an infinite number
countable of states were studied in [8, 63]. An iterative method to compute the
minimal solution of a system of coupled algebraic Riccati equations associated with
a controlled system perturbed by a standard homogeneous Markov process with a
finite number of states may be found in [20].



Chapter 6
Linear Quadratic Optimization Problems
for Linear Stochastic Systems

In this chapter as well as in the next chapters one shows how the mathematical
results derived in the previous chapters are involved in the design of stabilizing
controllers with some imposed performances for a wide class of linear stochastic
systems. The design problem of some stabilizing controls minimizing quadratic
performance criteria is studied. More precisely, this chapter deals with the so-called
linear quadratic optimization problem (LQOP). LQOP has received much attention
in control literature due to its wide area of applications. The main objective of the
theoretical developments presented in the following consists in providing a unified
approach to solve LQOP for systems subject both to multiplicative white noise and
to Markovian jumping. It will be seen that depending on the class of admissible
controls, the corresponding optimal control is obtained either with the stabilizing
solution or with the minimal solution of a corresponding system of generalized
Riccati differential equations. We also consider the case when the weights matrices
are not with definite sign. Such situations may occur in a natural way in economy,
ecology, and financial applications. A tracking problem is considered in Sect. 6.4.
Throughout this chapter we assume that D = {1,2, . . . ,d} (for the case D = Z+ see
Remark 6.3.4).

6.1 Preliminaries

In this section we shall present some auxiliary results which are used in the
derivation of the solutions of the optimization problems stated and solved in this
chapter.

Let us consider the system subject both to multiplicative white noise and to
Markovian jumping, which dynamics is described by the state-space equation:

dx(t) = [A0(t,η(t))x(t)+B0(t,η(t))u(t)]dt
+∑r

k=1 [Ak(t,η(t))x(t)+Bk(t,η(t))u(t)]dwk(t)
(6.1)

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 6, © Springer Science+Business Media New York 2013
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where t ∈ R+, with the state vector x ∈ Rn and with the control inputs u ∈
Rm, {w(t)}t∈R,w(t) = (w1(t),w2(t), . . . ,wr(t))T is a standard Wiener process and
{η(t)}t≥0 is a standard homogeneous Markov process which satisfy the assump-
tions stated in Chap. 1. Here we assume that η(t) takes values in the finite set
D = {1,2, . . . ,d}.

For each quadruple (t0,τ ,x0, i),0 ≤ t0 < τ < ∞,x0 ∈ Rn, i ∈ D we consider the
auxiliary cost functions: J(t0,τ ,x0, i, ·) : L2

η ,w([t0,τ ],Rm)→ R by

J(t0,τ ,x0, i;u) = E

[∫ τ

t0

[
xT (t) uT (t)

]
Q(t,η(t))

[
x(t)
u(t)

]

dt|η(t0) = i

]

(6.2)

where

Q(t, i) =
(

M(t, i) L(t, i)
LT (t, i) R(t, i)

)

=QT (t, i)

and x(t) = xu(t, t0,x0) is the solution of the system (6.1) corresponding to the input
u(t) and having the initial condition (t0,x0).

Applying the Itô-type formula (Theorem 1.10.2) we obtain the following result.

Lemma 6.1.1. If t → K(t, i) : R+→Sn, i ∈ D are C1-functions, then we have

J(t0,τ ,x0, i;u) = xT
0 K(t0, i)x0−E[xT (τ)K(τ ,η(τ))x(τ)|η(t0) = i]

+E

[∫ τ

t0

[
xT (t) uT (t)

]
QK(t,η(t))

[
x(t)
u(t)

]

dt|η(t0) = i

]

,

for all 0≤ t0 < τ < ∞, x0 ∈ Rn, i ∈ D, u ∈ L2
η ,w([t0,τ ],Rm) where

QK(t, i) =

[
QK

11(t, i) QK
12(t, i)

(QK
12(t, i))

T QK
22(t, i)

]

with

QK
11(t, i) =

d
dt K(t, i)+AT

0 (t, i)K(t, i)+K(t, i)A0(t, i)
+∑r

k=1 AT
k (t, i)K(t, i)Ak(t, i)+∑d

j=1 qi jK(t, j)+M(t, i)
= d

dt K(t, i)+ [L∗(t)K(t)](i)+M(t, i)
QK

12(t, i) = K(t, i)B0(t, i)+∑r
k=1 AT

k (t, i)K(t, i)Bk(t, i)+L(t, i)
= PT

i (t,K(t))
QK

22(t, i) = R(t, i)+∑r
k=1 BT

k (t, i)K(t, i)Bk(t, i)
= Ri(t,K(t)). �
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Corollary 6.1.2. If X(t) = (X(t,1), X(t,2) . . .X(t,d)) is a solution of the SGRDE
of type (5.98) defined on [t0,τ ], then we have

J(t0,τ ,x0, i;u) = xT
0 X(t0, i)x0−E[xT (τ)X(τ ,η(τ))x(τ)|η(t0 = i]

+E[
∫ τ

t0
(u(t)−FX (t,η(t))x(t))T [R(t,η(t))

+∑r
k=1 BT

k (t,η(t))X(t,η(t))Bk(t,η(t))](u(t)
−FX (t,η(t))x(t))dt|η(t0) = i]

(6.3)

for all u ∈ L2
η ,w([t0,τ ],Rm), x0 ∈ Rn, i ∈ D where

FX (t, i) =−R−1
i (t,X(t))Pi(t,X(t)) (6.4)

(t, i) ∈ [t0,τ ]×D and x(t) = xu(t, t0,x0).

6.2 The Linear Quadratic Optimization Problem
for Stochastic Systems: The General Case

6.2.1 The Problem

Let us consider the cost function:

J1 (t0,x0,u) = E
∫ ∞

t0

[
xT

u (t)M (t,η (t))xu (t)+ xT
u (t)L(t,η (t))u(t)

+uT (t)LT (t,η (t))xu (t)+uT (t)R(t,η (t))u(t)
]

dt
(6.5)

where M (t, i) = MT (t, i) ; R(t, i) = RT (t, i) , (t, i) ∈ R+×D and xu (t) denotes the
solution of the system (6.1) corresponding to the input u(.) with the initial condition
(t0,x0) ∈ R+×Rn.

The optimization problem treated in this section consists in determining the
optimal state-feedback control

u(t) = F (t,η (t))x(t) (6.6)

which stabilizes (6.1) and minimizes the cost function (6.5). The class of admissible
controls for this problem is the set ˜̃Um (t0,x0) of stochastic processes u(t) ∈
L2
η ,w ([t0,T ],R

m) for all T > t0 with the additional properties that J1 (t0,x0,u) exists

and it is finite and limt→∞E |xu (t)|2 = 0. The fact that J1 (t0,x0,u) exists means that
there exists

limT→∞E
∫ T

t0

[
xT

u (t)M (t,η (t))xu (t)+ xT
u (t)L(t,η (t))u(t)

+uT (t)LT (t,η (t))xu (t)+uT (t)R(t,η (t))u(t)
]

dt ∈ R.
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An important feature specific to the systems subject to multiplicative white noise is
the one related to the well-posedness of the problem. Indeed it will be shown that in
contrast to the deterministic case where the matrix

[
M (t, i) L(t, i)
LT (t, i) R(t, i)

]

must be positive semidefinite, in the stochastic case this condition is not neces-
sary. Often in this chapter the optimization problem described by the controlled
system (6.1), the cost functional (6.5) and the set of admissible controls ˜̃Um (t0,x0)
will be called the first linear quadratic optimization problem (LQOP1).

6.2.2 The Solution of LQOP1

In the following, we investigate the LQOP described by the cost function (6.5) and
the system (6.1). As it is shown in [4, 17], while the cost functions of type (6.20)
are always bounded below, the cost function J1 may have values which approach to
−∞. The same thing is expected to happen in the more general case of the systems
subject both to multiplicative white noise and to Markovian jumping. In order to
clarify this fact, we introduce the notion of the value function of the considered
optimization problem. For each (t0,x0) ∈ R+×Rn we denote

V (t0,x0) = inf
u∈ ˜̃Um(t0,x0)

J1(t0,x0,u)

the value function associated with the optimization problem LQOP1.

Definition 6.2.1. We say that the optimization problem described by the cost
function (6.5) and the system (6.1) is well-posed if −∞ < V (t0,x0) < ∞ for all
(t0,x0) ∈ R+×Rn.

With the notations introduced in the previous chapter we have the following
theorem.

Theorem 6.2.1. Assume that

(i) The system (6.1) is stochastically stabilizable.
(ii) The set ΓΣ defined in (5.104) is not empty.

Under the above conditions the LQOP described by the cost function (6.5) and
the system (6.1) is well-posed. Moreover,

V (t0,x0) = ∑
i∈D

πi(t0)x
T
0 X̃(t0, i)x0 (6.7)
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where πi (t0) = P (η (t0) = i) and X̃(t) = (X̃(t,1) . . . X̃(t,d)) is the maximal
bounded solution of the SGRDE (5.98) which verifies

Ri(t, X̃(t))≥ ρ̃Im > 0. (6.8)

Proof. Let us remark that the assumption (i) implies ˜̃Um(t0,x0) 	= /0, for all t0≥ 0 and
x0 ∈ Rn. Based on Theorem 5.6.2 we deduce that the system (5.98) has a maximal
solution X̃(t) which verifies (6.8). Applying Corollary 6.1.2 for X(t, i) replaced by
X̃(t, i) we get

J(t0,τ ,x0, i,u) = xT
0 X̃(t0, i)x0−E[xT (τ)X̃(τ ,η(τ))x(τ)|η(t0) = i]

+E[
∫ τ

t0
(u(t)− F̃(t,η(t))x(t))TRη(t)(t, X̃(t))

×(u(t)− F̃(t,η(t))x(t))dt|η(t0) = i]

(6.9)

for all u ∈ ˜̃Um(t0,x0), t0 < τ ,x0 ∈ Rn, i ∈ D where F̃(t, i) is defined as in (6.4) for
X(t) replaced by X̃(t). Since X̃(t) is a bounded solution, it follows that there exists
c̃ > 0 such that |X̃(t, i)| ≤ c̃, (∀) (t, i)∈R+×D. Then from the following inequality

|E[xT (τ)X̃(τ ,η(τ))x(τ)|η(t0) = i]| ≤ c̃E[|x(τ)|2|η(t0) = i]

we obtain

lim
τ→∞

E[xT (τ)X̃(τ ,η(τ))x(τ)|η(t0) = i] = 0.

Taking the limit in (6.9) we get

J1(t0,x0,u) = ∑i∈D πi(t0)xT
0 X̃(t0, i)x0 +∑i∈D πi(t0)E[

∫ ∞
t0
(u(t)

−F̃(t,η(t))x(t))TRη(t)(t, X̃(t))(u(t)− F̃(t,η(t))x(t))dt|η(t0) = i]
(6.10)

for all u ∈ ˜̃Um(t0,x0),x0 ∈ Rn, t0 ∈ R+. Combining (6.10) with (6.8) we obtain that
J1(t0,x0,u)≥ ∑i∈D πi(t0)xT

0 X̃(t0, i)x0, ∀ u ∈ ˜̃Um(t0,x0) which leads to

V (t0,x0)≥ ∑
i∈D

πi(t0)x
T
0 X̃(t0, i)x0.

This last inequality shows the well-posedness of the considered optimization
problem. It remains to show that (6.7) holds.

To this end let us consider the following perturbed differential equations on Sd
n :

d
dt

X(t)+L∗(t)X(t)−P∗(t,X(t))R−1(t,X(t))P(t,X(t))+M(t)+εlJ
d = 0 (6.11)
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where {εl}l≥0 is a monotonically decreasing sequence with liml→∞ εl = 0. The
SGRDE (6.11) is associated with the quadruple Σl = (A,B,Q,Ql) where A,B,Q
are as in the case of the SGRDE (5.98) (see Remark 5.6.1) while,

Ql(t, i) =

(
M(t, i)+ εl In L(t, i)

LT (t, i) R(t, i)

)

.

Invoking Lemma 5.1.2 one may show that ΓΓΓΣ ⊂ Γ̃Σl ⊂ Γ̃Σl−1
for all l ≥ 1. Applying

Theorem 5.6.6 (one uses the assumptions (i) and (ii)) we deduce that (6.11)
has a bounded and stabilizing solution Xεl (t). Since the stabilizing solution of
SGRDE (6.11) is just the maximal solution one obtains via Theorem 5.3.6 that
the sequence {Xεl (t)}l≥0 is convergent and liml→∞Xεl (t) = X̃(t), where X̃(t) is the
maximal solution of the SGRDE (5.98) which verifies (6.8).

For each l ≥ 0 we associate the cost function

Jεl (t0,x0,u) = E

[∫ ∞

t0
{xT (t)(M(t,η(t))+ εl In)x(t)

+xT (t)L(t,η(t))u(t)+uT (t)LT (t,η(t))x(t)+uT (t)R(t,η(t))u(t)}dt
]
],

u ∈ ˆ̃Um(t0,x0) where ˆ̃Um(t0,x0) consists of all stochastic processes u ∈ ˜̃Um(t0,x0)
such that limT→∞E

∫ T
t0
|xu(t)|2dt < ∞.

Clearly,

Jεl (t0,x0,u) = J1(t0,x0,u)+ εlE

[∫ ∞

t0
|x(t)|2dt

]

(6.12)

for all u ∈ ˆ̃Um(t0,x0). Reasoning as in the first part of the proof we obtain the
analogous of (6.10) for the perturbed cost function Jεl (t0,x0,u):

Jεl (t0,x0,u) = ∑i∈D πi(t0)xT
0 Xεl (t0, i)x0 +∑i∈D πi(t0)E

[∫ ∞
t0
(u(t)

−Fεl (t,η(t))x(t))
TRη(t)(t,Xεl (t))(u(t)−Fεl (t,η(t))x(t))dt|η(t0) = i

] (6.13)

for all u ∈ ˆ̃Um(t0,x0)⊂ ˜̃Um(t0,x0).
Let us consider the control

uεl (t) = Fεl (t,η(t))xεl (t)

where

Fεl (t, i) =−R−1
i (t,Xεl (t))Pi(t,Xεl (t))

and xεl (t) is the solution of system (6.1) corresponding to the control uεl (t) and the
initial condition xεl (t0) = x0.
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Since Xεl (t) is a stabilizing solution of the system (6.11) it follows that uεl ∈
ˆ̃Um(t0,x0). Hence, from (6.13) with u(t) replaced by uεl (t) we obtain:

Jεl (t0,x0,uεl ) = ∑
i∈D

πi(t0)x
T
0 Xεl (t0, i)x0.

Therefore:

∑
i∈D

πi(t0)x
T
0 Xεl (t0, i)x0 = Jεl (t0,x0,uεl )

≥ J1(t0,x0,uεl )≥V (t0,x0)≥ ∑
i∈D

πi(t0)x
T
0 X̃(t0, i)x0.

Taking the limit for l → ∞, we obtain that (6.7) holds and the proof ends. ��

Definition 6.2.2. A pair (x̃(t), ũ(t)) where ũ(t) ∈ ˜̃Um(t0,x0) and x̃(t) = xũ(t, t0,x0)
is the solution of (6.1) corresponding to the input ũ(t) is called optimal pair if
V (t0,x0) = J1(t0,x0, ũ). In this case the control ũ(t) is termed the optimal control.

Corollary 6.2.2. Assume that the system (5.98) has a bounded and stabilizing
solution, X̃(t) = (X̃(t,1) . . . X̃(t,d)) which verifies (6.8). Set

ũ(t) = F̃(t,η(t))x̃(t), F̃(t, i) =−R−1
i (t, X̃(t))Pi(t, X̃(t))

and x̃(t) is a solution of system (6.1) corresponding to the control ũ and the initial
condition x̃(t0) = x0. Under these assumptions (x̃(t), ũ(t)) is an optimal pair for the
optimization problem described by (6.1) and (6.5).

Proof. From Corollary 5.6.7 it follows that the bounded and stabilizing solution
of SGRDE (5.98), if it exists, then it is just the maximal bounded solution X̃(t)
which verifies (6.8). Now, the conclusion of this corollary follows in an obvious
way, from (6.7), since ũ ∈ ˜̃Um(t0,x0). ��
Theorem 6.2.3. Assume that the assumptions of Theorem 6.2.1 hold. Then the
LQOP described by (6.1) and (6.5) has an optimal pair (x̂(t), û(t)) for some (t0,x0)
if and only if

lim
t→∞

xT
0

[
T ∗F̃ (t, t0)J

d
]
(i)x0 = 0 (6.14)

for all i ∈ D, where TF̃(t, t0) is the linear evolution operator on Sd
n defined by the

linear differential equation

d
dt

S(t) = LF̃(t)S(t), (6.15)
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F̃(t)= (F̃(t,1) . . . F̃(t,d)) is associated by (6.4) with the maximal bounded solution
of (5.98) which verifies (6.8).

Proof. Let (x̂(t), û(t)) be an optimal pair. Using (6.10) we may write

V (t0,x0) = J1(t0,x0, û) =
d

∑
i=1

πi(t0)x
T
0 X̃(t0, i)x0 +E

[∫ ∞

t0
(û(t)

−F̃(t,η(t))x̂(t))TRη(t)(t, X̃(t))(û(t)− F̃(t,η(t))x̂(t))dt
]
.

Taking into account the value of V (t0,x0) given in Theorem 6.2.1, we get

E

[∫ ∞

t0
(û(t)− F̃(t,η(t))x̂(t))TRη(t)(t, X̃(t))(û(t)− F̃(t,η(t))x̂(t))dt

]

= 0

which leads to

û(t)− F̃(t,η(t))x̂(t) = 0, a.e.

By the uniqueness arguments we deduce that x̂(t) coincides almost surely with the
solution x̃(t) of the problem

dx(t) = [A0(t,η(t))+B0(t,η(t))F̃(t,η(t))]x(t)dt
+∑r

k=1[Ak(t,η(t))+Bk(t,η(t))F̃(t,η(t))]x(t)dwk(t),
(6.16)

t ≥ t0, x(t0) = x0.
Hence û(t) coincide almost surely with ũ(t) given by ũ(t) = F̃(t,η(t))x̃(t).
Let Φ̃(t, t0) be the fundamental matrix solution of the stochastic differential

equation (6.16), hence

x̃(t) = Φ̃(t, t0)x0.

Since the optimal control ũ(t) ∈ ˜̃Um(t0,x0) it follows that

lim
t→∞

E[|Φ̃(t, t0)x0|2|η(t0) = i] = 0, i ∈ D.

Based on representation formula, given in Theorem 3.1.1 we obtain (6.14). The
converse implication follows in the similar way. ��
Corollary 6.2.4. Suppose that the assumptions of Theorem 6.2.1 are fulfilled. Then
the following are equivalent

(i) For each (t0,x0) ∈ R+ × Rn the optimization problem described by (6.1)
and (6.5) has an optimal control u(t0,x0) that is V (t0,x0) = J1(t0,x0,u(t0,x0)).
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(ii)

lim
t→∞

||TF̃(t, t0)||= 0, ∀ t0 ≥ 0 (6.17)

TF̃(t, t0) is the linear evolution operator defined by the differential equa-
tion (6.15).

Furthermore if (i) or (ii) holds, then u(t0,x0)(t) = F̃(t,η(t))x̃(t) where x̃(t) is
the solution of (6.16).

Proof. The proof follows immediately taking into account that (6.14) is fulfilled for
all t0 ≥ 0, i ∈ D,x0 ∈ Rn and

||T ∗F̃ (t, t0)||= |T
∗

F̃ (t, t0)J
d |= max

i∈D
sup
|x0|=1

{∣
∣
∣xT

0

[
T ∗F̃ (t, t0)J

d
]
(i)x0

∣
∣
∣
}

and the norms of the operators T ∗
F̃
(t, t0) and TF̃(t, t0) are equivalent. ��

Remark 6.2.1. The property of the evolution operator TF̃(t, t0) stated in (6.17)
shows that the maximal solution X̃(t) of the system (5.98) has an additional property
which consists in the attractivity of the zero solution of the corresponding closed-
loop system (6.16), that is

lim
t→∞

E[|Φ̃(t, t0)x0|2|η(t0) = i] = 0, i ∈ D, t0 ≥ 0, x0 ∈ Rn.

We have to remark that in general, this property is not equivalent to the expo-
nential stability in mean square of the zero solution of the system (6.16); hence,
condition (6.17) does not imply that the maximal solution X̃(t) coincides with the
stabilizing solution of the system (5.98).

However, if the coefficients of the system (5.98) are θ -periodic functions,
then (6.17) implies that the maximal solution X̃(t) is just the stabilizing solution
of the system (5.98).

This fact is stated in the following theorem.

Theorem 6.2.5. Assume that the coefficients of the SGRDE (5.98) are θ -periodic
functions and the assumptions of Theorem 6.2.1 are fulfilled. Then the following are
equivalent

(i) For all (t0,x0) ∈ R+ ×Rn there exists a control u(t0,x0) ∈ ˜̃Um(t0,x0) which
verifies

V (t0,x0) = J1(t0,x0,u
(t0,x0)).

(ii) The system of differential equations (5.98) has a stabilizing and bounded
solution X̃(t) which verifies (6.8).
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Proof. From Corollary 6.2.4 we deduce that (i) is equivalent to (6.17). Particularly

lim
l→∞

||TF̃(lθ ,0)||= 0. (6.18)

Based on the identity TF̃(t + θ , t0 + θ) = TF̃(t, t0), ∀ t, t0 ≥ 0 we may show by
induction that TF̃(lθ ,0) = (TF̃(θ ,0))l . Hence (6.18) is equivalent to

lim
l→∞

||TF̃(θ ,0))
l ||= 0. (6.19)

Since TF̃(θ ,0) : Sd
n →Sd

n is a linear operator acting on a finite dimensional Banach
space, we obtain from (6.19) that all eigenvalues of TF̃(θ ,0) are located in the
inside of the unit disk |λ | < 1. But TF̃(θ ,0) is the monodromy matrix of (6.15)
then, applying a well-known result concerning the uniform asymptotic stability of
the zero state equilibrium of a linear differential equation with periodic coefficients,
(see [74]) we conclude that the zero solution of (6.15) is exponentially stable. This
means that the solution X̃(t) is just the stabilizing solution of the system (5.98) and
thus the proof of the implication (i)⇒ (ii) is complete. The implication (ii)⇒ (i)
follows from Corollary 6.2.2. ��
Corollary 6.2.6. Assume the following.

(a) The system (6.1) and the cost function (6.5) are in the time invariant case;
(b) (A,B;Q) is stabilizable;
(c) The inequality L∗X−P∗(X)R−1(X)P(X)+M ≥ 0 has a solution

X̂ = (X̂(1), X̂(2), . . . ., X̂(d))

which verifies the conditionsRi(X̂)> 0, i ∈ D. Then the following are equivalent

(i) For all x0 ∈ Rn there exists an optimal control ux0 ∈ ˜̃Um(0,x0), that is
V (0,x0) = J1(0,x0,ux0).

(ii) The system of algebraic equations (5.103) has a stabilizing solution

X̃ = (X̃(1), X̃(2), . . . ., X̃(d))

which verifiesRi(X̃)> 0, i ∈ D.
(iii) The system of linear matrix inequalities

(
(L∗X)(i)+M(i) PT

i (X)

Pi(X) Ri(X)

)

> 0, i ∈ D
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has solutions in Sd
n . Under these conditions ux0(t) = F̃(η(t))x̃(t) where

F̃(i) =−R−1
i (X̃)Pi(X̃), i ∈ D,

X̃ being the stabilizing solution of (5.103) and x̃(t) is a solution of the
corresponding closed loop system (6.16).

Proof. (i)⇔ (ii) follows from the previous theorem and (ii)⇔ (iii) follows from
Theorem 5.6.8. ��

6.3 The Linear Quadratic Optimal Regulator
for a Stochastic System

6.3.1 The Problem

The second problem treated in the present chapter, known also as a linear quadratic
optimal regulator problem (LQORP), requires to find the control of the form (6.6)
such that the cost function

J2 (t0,x0,u) = E
∫ ∞

t0
|yu (t)|2 dt (6.20)

is minimized in the class U (t0,x0) of all stochastic processes u ∈ L2
η ,w ([t0,T ],R

m)
for all T > t0, J2 (t0,x0,u)< ∞, where

yu (t) = yu (t, t0,x0) =C0 (t,η (t))xu (t)+D0 (t,η (t))u(t) (6.21)

is an output in Rp. This problem often will be termed the second linear quadratic
optimization problem (LQOP2).

In order to simplify the expressions involved in the solution of this problem we
make the following assumption:

Assumption (A):

(a) There exists ρ > 0 such that DT
0 (t, i)D0 (t, i)≥ ρIm, ∀ (t, i) ∈ R+×D;

(b) DT
0 (t, i)C0 (t, i) = 0, ∀ (t, i) ∈ R+×D.

Remark 6.3.1. If the system (6.1) with the output (6.21) verifies the Assumption A
(a), then without loss of generality, the Assumption A (b) is fulfilled. Indeed, if A
(a) is fulfilled, then by the change of control variables described by

u(t) =−[DT
0 (t,η(t))D0(t,η(t))]−1DT

0 (t,η(t))C0(t,η(t))x(t)+ ũ(t)
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we may replace the given system (6.1), (6.21) by the following modified system

dx(t) =
[
Â0(t,η(t))x(t)+B0(t,η(t))ũ(t)

]
dt

+
r

∑
k=1

[
Âk(t,η(t))x(t)+Bk(t,η(t))ũ(t)

]
dwk(t)

y(t) = Ĉ0(t,η(t))x(t)+D0(t,η(t))ũ(t)

where

Âk(t, i) = Ak(t, i)−Bk(t, i)R−1(t, i)DT
0 (t, i)C0(t, i), k = 0,1, . . . ,r,

Ĉ0(t, i) = [Ip−D0(t, i)R−1(t, i)DT
0 (t, i)]C0(t, i),

R(t, i) = DT
0 (t, i)D0(t, i), (t, i) ∈ R+×D.

Clearly, this new system verifies both assumptions A (a) and A (b).

6.3.2 Solution of LQORP

Since the cost functional (6.20) is a particular case of the cost functional (6.5) it
follows that the solution of the optimization problem described by the controlled
system (6.1), the cost functional (6.20) and the corresponding set of admissible
controls ˜̃Um(t0,x0) is obtained from the results derived in the previous section.
The optimal control of this optimization problem is constructed with the stabilizing
solution of SGRDE (5.117).

In this subsection we derive the solution of the optimization problem described
by the controlled system (6.1), the cost functional (6.20) and the set of admissible
controls U(t0,x0). Let X(t) be a semipositive definite solution of the system (5.117)
and let

FX (t) =
(
FX (t,1) FX (t,2) . . .FX (t,d)

)

be the corresponding feedback gain defined by (6.4). Set uX (t) = FX (t,η(t))xX (t),
t ≥ 0 where xX (t) is the solution of the system

dx(t) = [A0(t,η(t))+B0(t,η(t))FX (t,η(t))]x(t)dt
+∑r

k=1[Ak(t,η(t))+Bk(t,η(t))FX (t,η(t))]x(t)dwk(t),
(6.22)

t ≥ t0, x(t0) = x0.

Lemma 6.3.1. For each bounded and positive semidefinite solution X(t) of the
system (5.117) the control uX (t) belongs to U(t0,x0), t0 ≥ 0, x0 ∈ Rn.
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Proof. Obviously the control uX (t) ∈ L2
η ,w([t1, t2],R

m) for every compact interval
[t1, t2]⊂ [t0,∞). Applying Corollary 6.1.2 for

M(t, i) = CT
0 (t, i)C0(t, i),

L(t, i) = 0,

R(t, i) = DT
0 (t, i)D0(t, i), u(t) = uX (t)

we obtain

E

[∫ τ

t0
|C0(t,η(t))xX (t)+D0(t,η(t))uX (t)|2dt|η(t0) = i

]

(6.23)

= xT
0 X(t0, i)x0−E

[
xT (τ)X(τ ,η(τ))x(τ)|η(t0) = i

]
,

∀ t0 < τ , x0 ∈ Rn, i ∈ D, x(t) = xX (t).
Taking into account that X(t) is a positive semidefinite and bounded solution of

the system (5.117) it follows that there exists a positive constant c, such that

E

[∫ τ

t0
|C0(t,η(t))x(t)+D0(t,η(t))uX (t)|2dt|η(t0) = i

]

≤ xT
0 X(t0, i)x0 ≤ c|x0|2,

(∀) τ ≥ t0, x0 ∈ Rn, i ∈ D. Hence

E

[∫ ∞

t0
|C0(t,η(t))x(t)+D0(t,η(t))uX (t)|2dt|η(t0) = i

]

≤ xT
0 X(t0, i)x0

which shows that J2(t0,x0,uX ) is well defined and we have

J2(t0,x0,u
X )≤ ∑

j∈D
π j(t0)x

T
0 X(t0, j)x0 (6.24)

and the proof is complete. ��
Theorem 6.3.2. Assume that the system (A,B;Q) is stabilizable. Then the opti-
mization problem LQORP has a solution given by

˜̃u(t) = ˜̃F(t,η(t)) ˜̃x(t), t ≥ t0

where ˜̃F(t, i) is defined as in (6.4) for X replaced by the minimal positive
semidefinite and bounded solution ˜̃X(t) of the system (5.117) and ˜̃x is the solution of
the problem (6.22) where FX (t, i) is replaced by ˜̃F(t, i). Moreover the optimal value
of the cost function is

J2(t0,x0, ˜̃u) =
d

∑
i=1

πi(t0)x
T
0

˜̃X(t0, i)x0.
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Proof. Let Xτ(t) = (Xτ(t,1) . . . Xτ(t,d)) be the solution of the SGRDE (5.117)
which verifies the terminal condition Xτ(τ , i) = 0.

Based on Corollary 5.2.3 and Theorem 5.6.12 it follows that the solution Xτ(t) is
defined for all t ∈ [0,τ ] and

lim
τ→∞

Xτ(t) = ˜̃X(t).

Applying Corollary 6.1.2 for X(t, i) replaced by Xτ(t, i) we obtain

E

[∫ τ

t0
|C0(t,η(t))x(t)+D0(t,η(t))u(t)|2dt|η(t0) = i

]

= xT
0 Xτ (t0, i)x0

+ E

[∫ τ

t0
[u(t)−Fτ (t,η(t))x(t)]TRη(t)(t,Xτ (t))[u(t)−Fτ(t,η(t))x(t)]dt|η(t0) = i

]

,

(6.25)

∀ u ∈ L2
η ,w([t0,τ ],Rm).

Hence

E

[∫ τ

t0
|yu(t)|2dt|η(t0) = i

]

≥ xT
0 Xτ(t0, i)x0 (6.26)

and equality is possible if u(t) = Fτ(t,η(t))xτ(t), t ∈ [t0,τ ], xτ(t) being the solution
of the problem (6.22) for FX (t, i) replaced by Fτ(t, i) =−R−1

i (t,Xτ(t))Pi(t,Xτ(t)).
From (6.26) for u(t) = ˜̃u(t) we obtain easily that

J2(t0,x0, ˜̃u)≥ ∑
i∈D

πi(t0)x
T
0

˜̃X(t0, i)x0. (6.27)

Combining (6.24) with (6.27) we get

J2(t0,x0, ˜̃u) = ∑
i∈D

πi(t0)x
T
0

˜̃X(t0, i)x0.

Let u ∈ U(t0,x0) be arbitrary. Applying (6.25) to the restriction of u to the interval
[t0,τ ] and taking the limit for τ → ∞ we obtain:

E

[∫ ∞

t0
|yu(t)|2dt|η(t0) = i

]

= xT
0

˜̃X(t0, i)x0

+E

[∫ ∞

t0
(u(t)− ˜̃F(t,η(t))x(t))TRη(t)(t,

˜̃X(t))(u(t)− ˜̃F(t,η(t))x(t))dt|η(t0) = i

]

which leads to

J2(t,x0,u) = ∑
i∈D

πi(t0)x
T
0

˜̃X(t0, i)x0

+∑
i∈D

πi(t0)E

[∫ ∞

t0
(u(t)− ˜̃F(t,η(t))x(t))TRη(t)(t,

˜̃X(t))(u(t)

− ˜̃F(t,η(t))x(t))dt|η(t0) = i
]

∀ u ∈ U(t0,x0) which completes the proof. ��
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Remark 6.3.2. From (6.23) and (6.26) for u(t) = ˜̃u(t) we obtain

lim
τ→∞

E
[

˜̃xT (τ) ˜̃X(τ ,η(τ)) ˜̃x(τ)|η(t0) = i
]
= 0

which is the single information concerning the behavior of the optimal trajectory of
the system for t → ∞.

Theorem 6.3.3. Assume that the assumptions in Theorem 5.6.15 are fulfilled.
Under these conditions the solutions of the optimization problems LQOP1 and
LQORP described by the cost function (6.20) and the controlled system (6.1)
coincide and they are given by

ũ(t) = F̃(t,η(t))x̃(t) (6.28)

where F̃(t, i) is defined as in (6.4) with X(t) replaced by the stabilizing and bounded
solution X̃(t) of the system (5.117) and x̃(t) is the solution of the problem (6.22)
with FX (t, i) replaced by F̃(t, i). Moreover the optimal value of the cost function is
given by

J2(t0,x0, ũ) = ∑
i∈D

πi(t0)x
T
0 X̃(t0, i)x0.

Proof. Under the considered assumptions the SGRDE (5.117) has a unique bounded
and positive semidefinite solution and that solution is a stabilizing one. Therefore
the control ũ(t) given by (6.28) coincides with ˜̃u(t) and hence the conclusion of the
theorem follows immediately. ��

Remark 6.3.3. Since ˜̃Um(t0,x0)⊆ U(t0,x0) it follows that

J2 (t0,x0, ù) = minu∈ ˜̃Um(t0,x0)
J2 (t0,x0,u)≥minu∈U(t0,x0) J2 (t0,x0,u)

= J2
(
t0,x0, ˜̃u

)
.

(6.29)

On the other hand, from Theorem 6.3.3 and Corollary 6.2.2 it follows that if the
system (6.1) is stochastic stabilizable and the system

dx(t) = A0 (t,η (t))x(t)dt +∑r
k=1 Ak (t,η (t))x(t)dwk (t)

y(t) = C0 (t,η (t))x(t)

is either stochastic detectable or stochastic uniformly observable, then in (6.29) we
have equality and additionally, ũ = ˜̃u (a.s.).

The next illustrative example shows that in the absence of the properties of
detectability and observability in (6.29) the equality does not always take place.
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Illustrative example. Consider the system (6.1) in the particular case n = 2, r =
1, d = 1, m = 1. In this case the system becomes:

dx(t) = (A0x(t)+B0u(t))dt +(A1x(t)+B1u(t))dw1 (t) (6.30)

x =

[
x1

x2

]

∈ R2, u(t) ∈ R

and the coefficient matrices are those from the numerical example at the end of
Sect. 5.6. The cost functional is

J2 (0,x0,u) = E

[∫ ∞

0

(
x2

1 (t)+u2 (t)
)

dt

]

. (6.31)

From Corollary 6.2.2 one obtains that the solution of the optimization problem
described by the system (6.30), the cost functional (6.31), and the set of admissible
controls ˜̃U1(0,x0) is constructed with the stabilizing solution of the SGRAE (5.103)
and the optimal value is given by:

J2 (0,x0, ũ) =
[

x10 x20
]
[

8 −21
−21 63

][
x10

x20

]

(6.32)

where x0 =
[

x10 x20
]T

. On the other hand from Theorem 6.3.2 it follows that
the solution of the optimization problem described by the system (6.30), the cost
function (6.31), and the set of admissible controls U(0,x0) is constructed with the
minimal solution of the SGRAE (5.103). The optimal value is:

J2
(
0,x0, ˜̃u

)
=
[

x10 x20
]
[

1 0
0 0

][
x10

x20

]

. (6.33)

From (6.32) and (6.33) one sees that J2 (0,x0, ũ) 	= J2
(
0,x0, ˜̃u

)
.

Remark 6.3.4. Using the results of the previous chapter (Sect. 5.9) and the proofs
of Theorems 6.2.1, 6.3.2, and 6.3.3, we may conclude that the results stated in these
theorems are valid in the case D = Z+.

6.4 A Tracking Problem

Consider the stochastic system (6.1) with the output (6.21) together with assump-
tions A (a) and A (b) stated in Sect. 6.2. Then if t→ r(t)= (r(t,1),r(t,2), . . . ,r(t,d)) :
R+ → (Rp)d is a continuous and bounded function, the tracking problem consists
in finding a control û(·) ∈ Ũm(t0,x0) which minimizes the cost function

Ĵ(u) = lim
T→∞

1
T − t0

E

[∫ T

t0
|yu(t, t0,x0)− r(t,η(t))|2dt

]

(6.34)
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in the class of all stochastic processes Ũm(t0,x0), where Ũm(t0,x0) is the set of all
stochastic processes u : [t0,∞)×Ω→ Rm with the properties: u ∈ L2

η ,w ([t0,T ] ,R
m)

for all T > t0 and supE |xu (t, t0,x0)|2 < ∞, t ≥ t0.
For each (t0,τ ,x0, i) ∈ R+ ×R+ ×Rn ×D with 0 ≤ t0 < τ we consider the

auxiliary cost functions

W(t0,τ ,x0, i,u) = E

[∫ τ

t0
|yu(t, t0,x0)− r(t,η(t))|2dt|η(t0) = i

]

,

for all u ∈ L2
η ,w([t0,τ ],Rm). Based on Itô-type formula given in Theorem 1.10.2 we

obtain the following lemma.

Lemma 6.4.1. Let t →K(t, i) : R+→Sn, t → g(t, i) : R+→Rn, t → h(t, i) : R+→
R, i ∈ D be C1-functions, and let

v(t,x, i) = xT K(t, i)x+2gT (t, i)x+h(t, i).

Then

W(t0,τ ,x0, i,u) = v(t0,x0, i)−E [v(τ ,x(τ),η(τ))|η(t0) = i]

+E

[
∫ τ

t0
{(xT (t) uT (t))QK(t,η(t))

(
x(t)
u(t)

)

+2
[
∂
∂ t gT (t,η(t))

+gT (t,η(t))A0(t,η(t))+∑d
j=1 qη(t) jg

T (t, j)− rT (t,η(t))C0(t,η(t))
]

x(t)

+2
[
gT (t,η(t))B0(t,η(t))− rT (t,η(t))D0(t,η(t))

]
u(t)

+rT (t,η(t))r(t,η(t))+ ∂
∂ t h(t,η(t))+∑d

j=1 qη(t) jh(t, j)}dt|η(t0) = i
]

for all t0, 0 ≤ t0 < τ , x0 ∈ Rn, i ∈ D, u ∈ L2
η ,w([t0,τ ],Rm) where x(t) =

xu(t, t0,x0), QK(t, i) being as in Lemma 6.1.1 with M(t, i) = CT
0 (t, i)C0(t, i),

L(t, i) = 0, R(t, i) = DT
0 (t, i)D0(t, i).

Let X̃(t) be the stabilizing and bounded solution of the SGRDE (5.117). Set
F̃(t) = (F̃(t,1), F̃(t,2) . . . F̃(t,d)), F̃(t, i) =−R−1

i (t, X̃(t))Pi(t, X̃(t)) be the stabi-
lizing feedback gain. This means that the zero state equilibrium of the corresponding
closed-loop system (6.16) is ESMS-C. Then by Corollary 3.2.10, the zero solution
of the differential equation with Markovian jumping

d
dt

x(t) =
[
A0(t,η(t))+B0(t,η(t))F̃(t,η(t))

]
x(t)

is ESMS-C.
Now, applying Theorem 3.2.8 we deduce that the zero state equilibrium of the

linear differential equation on (Rn)d :

d
dt

yi(t) =
[
A0(t, i)+B0(t, i)F̃(t, i)

]
yi(t)+

d

∑
j=1

q jiy j(t), i ∈ D

is exponentially stable.
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Let g̃(t) = (g̃(t,1) g̃(t,2) . . . g̃(t,d)) (see Corollary 3.2.9) be the unique bounded
solution on R+ of the affine differential equations

d
dt yi(t)+ [A0(t, i)+B0(t, i)F̃(t, i)]T yi (t)+∑d

j=1 qi jy j(t)
−[C0(t, i)+D0(t, i)F̃(t, i)]T r(t, i) = 0

(6.35)

i ∈ D. From the previous lemma we have the following corollary.

Corollary 6.4.2. Assume that the system (5.117) has a bounded and stabilizing
solution X̃(t). Take g̃(t) the unique bounded solution of (6.35) and h(t, i) be
arbitrary C1-function as in the previous lemma. If v(t,x, i)= xT X̃(t, i)x+2g̃T (t, i)x+
h(t, i), we have

W(t0,τ ,x0, i,u)=v(t0,x0, i)−E[v(τ ,x(τ),η(τ))|η(t0)=i]

+E
[∫ τ

t0

{[
u(t)−F̃(t,η(t))x(t)

]T Rη(t)(t, X̃(t))
[
u(t)−F̃(t,η(t))x(t)

]

+2
[
g̃T (t,η (t))B0(t,η(t))−rT (t,η(t))D0(t,η(t))

][
u(t)−F̃(t,η(t))x(t)

]

+ ∂
∂ t h(t,η(t))+∑d

j=1 qη(t) jh(t, j)+rT (t,η(t))r(t,η(t))}dt|η(t0)=i
]
,

(6.36)

for all t0, 0≤ t0 < τ , x0 ∈ Rn, i ∈ D, u ∈ L2
η ,w([t0,τ ],Rm), x(t) = xu(t, t0,x0).

Remark 6.4.1. If X̃ is a bounded and stabilizing solution of the SGRDE (5.117),
then we may write

d
dt

X̃(t)+L∗F̃(t)X̃(t)+
[
C0(t)+D0(t)F̃(t)

]T [
C0(t)+D0(t)F̃(t)

]
= 0

which shows that the stabilizing and bounded solution of the system (5.117) if it
exists is always positive semidefinite. Therefore, the conditionRi(t, X̃(t))≥ ρIm >
0 is fulfilled.

For each τ > 0 set hτ(t) = (hτ(t,1) . . .hτ(t,d))T , the solution of the system of
affine differential equations

d
dt

h(t)+Qh(t)+ m̃(t) = 0

with the terminal condition hτ(τ) = 0, where

m̃(t) = (m̃1(t) m̃2(t) . . . m̃d(t))T

m̃ j(t) = rT (t, j)r(t, j)−
[
g̃T (t, j)B0(t, j)− rT (t, j)D0(t, j)

]
R−1

j (t, X̃(t))

×[BT
0 (t, j)g̃(t, j)−DT

0 (t, j)r(t, j)],

(6.37)

i ∈ D, t ≥ 0, Q = {qi j}i, j∈D. Let vτ(t,x, i) be defined by

vτ(t,x, i) = xT X̃(t, i)x+2g̃T (t, i)x+hτ(t, i).
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From Corollary 6.4.2 we get:

W(t0,τ ,x0, i,u) = vτ(t0,x0, i)−E[vτ(τ ,x(τ),η(τ))|η(t0) = i]

+E
[∫ τ

t0
(u(t)− F̃(t,η(t))x(t)−ψ(t,η(t))TRη(t)(t, X̃(t))(u(t)

−F̃(t,η(t))x(t)−ψ(t,η(t))dt|η(t0) = i
]

(6.38)

for all t0, 0≤ t0 < τ , x0 ∈Rn, i ∈D, u ∈ L2
η ,w([t0,τ ],Rm), x(t) = xu(t, t0,x0) where

ψ(t, i) =−R−1
i (t, X̃(t))[BT

0 (t, i)g̃(t, i)−DT
0 (t, i)r(t, i)]. (6.39)

Now we are able to prove the main result of this section.

Theorem 6.4.3. Assume that the system of differential equations (5.117) has a
bounded and stabilizing solution X̃(t). Let g̃(t) = (g̃(t,1), g̃(t,2), . . . g̃(t,d)) be the
unique bounded on R+ solution of (6.35) and ψ(t, i) defined by (6.39). Under these
conditions we have

min
u∈Ũm(t0,x0)

Ĵ(u) = Ĵ(ū) = lim
T→∞

1
T

∫ T

0

d

∑
i=1

d

∑
j=1

πi(t0) p̃i jm̃ j(t)dt,

for all t0 ≥ 0, x0 ∈ Rn, where ū(t) = F̃(t,η(t))x(t)+ψ(t,η(t)), x(t) being the
solution of the problem

dx(t) =
[
(A0(t,η(t))+B0(t,η(t))F̃(t,η(t)))x(t)+B0(t,η(t))ψ(t,η(t))

]
dt

+∑r
k=1

[
(Ak(t,η(t))+Bk(t,η(t))F̃(t,η(t)))x(t)

+Bk(t,η(t))ψ(t,η(t))]dwk(t)
(6.40)

t ≥ t0, x̄(t0) = x0 and

P̃ = ( p̃i j)i, j∈D = lim
t→∞

P(t) = lim
t→∞

eQt .

Proof. Applying Theorem 3.6.1 to the system (6.40) we deduce that supt≥t0 E|x̄(t)|2
< ∞ and therefore ū(t) belongs to Ũm(t0,x0). It is easy to see that for each u ∈
Ũm(t0,x0) we have

Ĵ(u) = limsup
T→∞

1
T − t0

d

∑
i=1

πi(t0)W(t0,T,x0, i,u).

Then from (6.38) we have for u ∈ Ũm(t0,x0)

Ĵ(u) ≥ limsup
T→∞

1
T − t0

d

∑
i=1

πi(t0){vT (t0,x0, i)−E[vT (T,x(T ),η(T ))|η(t0) = i]}

= limsup
T→∞

1
T − t0

d

∑
i=1

πi(t0)hT (t0, i) = Ĵ(ū).
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But

hT (t) =
∫ T

t
eQ(s−t)m̃(s)ds =

∫ T

t
P(s− t) m̃(s)ds.

Therefore

hT (t0) =
∫ T

t0

[
P(s− t0)− P̃

]
m̃(s)ds+

∫ T

t0
P̃m̃(s)ds.

Since limt→∞P(t) = P̃ and m̃(t) is a continuous and bounded function we have

lim
T→∞

1
T − t0

∫ T

t0

(
P(s− t0)− P̃

)
m̃(s)ds = 0.

Hence

lim
T→∞

sup
1

T − t0

d

∑
i=1

πi (t0)hT (t0, i)

= limT→∞
1

T − t0

∫ T

t0

d

∑
i=1

d

∑
j=1

πi (t0) p̃i jm̃ j (t)dt

= limT→∞
1
T

∫ T

0

d

∑
i=1

d

∑
j=1

πi (t0) p̃i jm̃ j (t)dt.

The last equality follows since ∑d
i=1∑

d
j=1πi (t0) p̃i jm̃ j (t) is a bounded function on

R+. Thus the proof ends. ��
Remark 6.4.2. Concerning the feasibility aspects of the control ū(t) = F̃(t,η(t))
x̄(t)+ψ(t,η(t)) which is the solution of the above tracking problem, we distinguish
two important situations:

(a) If the system (6.1), (6.21) is in the time invariant case and the signal r(t) satisfies
r(t, i) = r(i), (t, i) ∈R+×D, then the stabilizing solution of the system (5.117)
is constant and solves the system of algebraic equations. This solution may be
computed applying the iterative procedure described in Sect. 5.8. By uniqueness
arguments it follows that the bounded solution of the system (6.35) is constant
and it solves the system of linear equations
[
A0(i)+B0(i)F̃(i)

]T
g̃(i)+

d

∑
j=1

qi jg̃( j)−
[
C0(i)+D0(i)F̃(i)

]T
r(i) = 0, i ∈ D.

(b) If the coefficients of the system (6.1), (6.21) are θ -periodic functions, then the
stabilizing solution of the system (5.117) is a θ -periodic function, and it can be
computed with the iterative procedure given in Sect. 5.8. From the uniqueness
arguments the bounded solution of the system (6.35) is a θ -periodic function
and its initial conditions can be obtained by solving a linear system of algebraic
equations.

(c) Under the assumptions of Theorem 6.4.3 it follows that the optimal value of the
tracking problem does not depend upon x0.
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Chapter 7
Stochastic H2 Optimal Control

In this chapter the problem of H2-control of a continuous-time linear system
subject to Markovian jumping and independent multiplicative and additive white
noise perturbations is considered. Several kinds of H2 type of performance criteria
(often called H2-norms) are introduced and characterized via solutions of some
suitable linear equations on the spaces of symmetric matrices. The purpose of such
performance criteria is to provide a measure of the effect of additive white noise
perturbation over an output of the controlled system. Different aspects specific
to systems affected by Markov processes are emphasized. Firstly, the problem of
optimization of H2-norms is solved under the assumption that full state vector is
available for measurements. One shows that among all stabilizing controllers of
arbitrary dimension, the best performance is achieved by a zero order controller.
The corresponding feedback gain of the optimal controller is constructed based
on the stabilizing solution of a system of generalized Riccati equations. Secondly,
the H2 optimization problem is solved under the assumption that only an output is
available for measurements. The state-space realization of the H2-optimal controller
coincides with the stochastic version of the well-known Kalman–Bucy filter. In
the construction of the optimal controller the stabilizing solutions of two systems
of coupled Riccati equations are involved. Finally a problem of the H2 filtering
in the case of stochastic systems affected by multiplicative and additive white
noise and Markovian switching is solved. Throughout this chapter we assume that
D = {1,2, . . . ,d} and the controlled systems are in the time invariant setting.

7.1 Stochastic H2 Norms

Consider the linear stochastic system G described by

dx(t) = A0 (η (t))x(t)dt +∑r
k=1 Ak (η (t))x(t)dwk (t)

+Bv (η (t))dv(t)
z(t) = C (η (t))x(t)

(7.1)

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 7, © Springer Science+Business Media New York 2013
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with x∈Rn, z∈Rp,Ak (i)∈Rn×n, k = 0, . . . ,r, Bv (i)∈Rn×mv , C (i)∈Rp×n, i∈D,
wk (t) , t ≥ 0 is a scalar Wiener process and v(t) , t ≥ 0 is an mv-dimensional Wiener
process.

As in the previous chapters, w(t) = (w1 (t) , . . . ,wr (t))
T and η (t) are standard

Wiener process and Markov process, respectively, with the properties in Sect. 1.8;
v(t) , t ≥ 0 is an mv-dimensional standard Wiener process independent of the pair
(w(t) ,η (t)), t ≥ 0. Throughout this chapter, Ft , Gt , Ht are the σ -algebras defined
in Chap. 1 related to the processes w(t) and η (t) and Ĥt is the smallest σ -algebra
containingHt and the σ -algebra generated by v(s) ,0≤ s≤ t.

Denoting by Φ(t,s) the fundamental matrix solution of the system

dx(t) = A0 (η (t))x(t)dt +
r

∑
k=1

Ak (η (t))x(t)dwk (t) , (7.2)

according to (1.29) the solutions of (7.1) have the following representation

x(t) =Φ(t,0)x0 +Φ(t,0)
∫ t

0
Φ−1 (s,0)Bv (η (s))dv(s) . (7.3)

Particularly, the solution of (7.1) with zero initial conditions is:

x0 (t) =Φ(t,0)
∫ t

0
Φ−1 (s,0)Bv (η (s))dv(s) . (7.4)

We prove

Lemma 7.1.1. For each τ > 0 and j ∈ D we have

E
[
x0 (τ)xT

0 (τ)χη(τ)= j

]
=E

[∫ τ

0
Φ(τ ,s)Bv (η (s))BT

v (η (s))ΦT (τ ,s)χη(τ)= jds

]

(7.5)

Proof. Set

Ψ(s) =Φ−1 (s,0)Bv (η (s)) . (7.6)

It is obvious that the components of Ψ belong to L2p
η ,w [0,τ ] for all integer p≥ 1 and

in particular for p = 2.
We show that

E

[

Φ(τ ,0)
∫ τ

0
Ψ(t)dv(t)

(

Φ(τ ,0)
∫ τ

0
Ψ(t)dv(t)

)T

χη(τ)= j

]

= E
∫ τ

0
Φ(τ ,0)Ψ(t)ΨT (t)ΦT (τ ,0)χη(τ)= jdt. (7.7)
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To this end we prove (7.7) for the case when the elements of Ψ are step functions in
L4
η ,w [0,τ ]. Indeed, let

Ψ(t) =
k−1

∑
i=0

Ψ(ti)χ[ti,ti+1), 0 = t0 < t1 < .. . < tk−1 < tk = τ ,

Ψ(ti) beingHti measurable, 0≤ i≤ k, E |Ψ(ti)|4 < ∞. We have

E

[

Φ(τ ,0)
∫ τ

0
Ψ(t)dv(t)

(

Φ(τ ,0)
∫ τ

0
Ψ(t)dv(t)

)T

χη(τ)= j | Hτ

]

= E

[

Φ(τ ,0)∑
i,l

Ψ(ti)(v(ti+1)− v(ti))(v(tl+1)− v(tl))
T ΨT (tl)

×ΦT (τ ,0)χη(τ)= j | Hτ
]

(7.8)

= Φ(τ ,0)∑
i,l

Ψ(ti)E
[
(v(ti+1)− v(ti))(v(tl+1)− v(tl))

T | Hτ

]

×ΨT (tl)ΦT (τ ,0)χη(τ)= j

= Φ(τ ,0)

(
k−1

∑
i=0

Ψ(ti)ΨT (ti)(ti+1− ti)

)

ΦT (τ ,0)χη(τ)= j.

The last equality above has been obtained by taking into account that the σ -algebra
generated by {v(t)− v(s) , t,s ∈ [0,τ ]} is independent ofHτ and therefore

E
[
(v(ti+1)− v(ti))(v(tl+1)− v(tl))

T | Hτ

]

= E
[
(v(ti+1)− v(ti))(v(tl+1)− v(tl))

T
]
= δi,l (ti+1− ti) Imv ,

where δi,l are the Kronecker coefficients. Hence by taking expectation in (7.8) one
concludes that (7.5) holds if the elements of Ψ are step functions in L4

η ,w ([0,τ ]).
Now, based on Remark 1.9.2 take a sequence {Ψk (t)}k=0,1,... of step functions in
L4
η ,w ([0,τ ]) such that

lim
k→∞

E
∫ τ

0
|Ψk (t)−Ψ(t)|4 dt = 0. (7.9)

Writing (7.7) for each Ψk one obtains

E
[(
Φ(τ ,0)

∫ τ
0 Ψk (t)dv(t)

)(
Φ(τ ,0)

∫ τ
0 Ψk (t)dv(t)

)T χη(τ)= j

]

= E
∫ τ

0 Φ(τ ,0)Ψk (t)ΨT
k (t)Φ

T (τ ,0)χη(τ)= jdt.
(7.10)
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Using Theorem 1.9.3 and (7.9) above it follows that

lim
k→∞

E

[(

Φ(τ ,0)
∫ τ

0
Ψk (t)dv(t)

)(

Φ(τ ,0)
∫ τ

0
Ψk (t)dv(t)

)T

χη(τ)= j

]

= E

[(

Φ(τ ,0)
∫ τ

0
Ψ(t)dv(t)

)(

Φ(τ ,0)
∫ τ

0
Ψ(t)dv(t)

)T

χη(τ)= j

]

and

lim
k→∞

E
∫ τ

0
Φ(τ ,0)Ψk (t)ΨT

k (t)Φ
T (τ ,0)χη(τ)= jdt

= E
∫ τ

0
Φ(τ ,0)Ψ(t)ΨT (t)ΦT (τ ,0)χη(τ)= jdt.

Combining the last two equalities with (7.10) one obtains (7.7). By replacing Ψ(t)
in (7.7) with (7.6), (7.5) directly follows because Φ(τ ,0)Φ−1 (s,0) = Φ(τ ,s) a.s.
and thus the proof ends. ��
Remark 7.1.1. If we consider the particular case when Ak (i) = 0, 1 ≤ k ≤ r, i ∈ D
the proof of the above lemma does not become simpler. This is due to the fact that
in the representation formula (7.4) we cannot write

x0 (τ) =
∫ τ

0
Φ(τ ,s)Bv (η (s))dv(s) (7.11)

because the expression under integral is random and it is measurable with respect
to Hτ . On the other hand, the integral in (7.11) is well defined if the function under
integral is measurable with respect to

Ĥs =Hs∨σ (v(t) ,0≤ t ≤ s)

for all s < τ .

Let us introduce the following notations

πi (t) = P {η (t) = i} , (7.12)

P̃ = lim
t→∞

P(t) with elements p̃i j (7.13)

πi = P (η (0) = i) = πi (0) (7.14)

πi∞ =
d

∑
j=1

π j p̃ ji. (7.15)

It is obvious that

πi (t) =
d

∑
j=1

π j p ji (t) .
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Hence

lim
t→∞

πi (t) = πi∞.

Set

B̂v (s, i) = πi (s)Bv (i)BT
v (i) (7.16)

B̂v (i) = πi∞Bv (i)BT
v (i) . (7.17)

It is clear that

lim
s→∞

B̂v (s, i) = B̂v (i) for all i ∈ D (7.18)

With these notations we prove the following lemma.

Lemma 7.1.2. With x0 (t) defined by (7.4) we have

E
[
x0 (τ)xT

0 (τ)χη(τ)= j

]
=

∫ τ

0

(
eL(τ−s)B̂v (s)

)
( j)ds

where B̂v (s) =
(

B̂v (s,1) , . . . , B̂v (s,d)
)

with B̂v (s, i) given by (7.16) and L is the

Lyapunov operator defined by the system (A0,A1, . . . ,Ar;Q).

Proof. Based on Lemma 7.1.1 we may write successively:

E
[
x0 (τ)xT

0 (τ)χη(τ)= j

]

=
∫ τ

0
E
[
Φ(τ ,s)Bv (η (s))BT

v (η (s))ΦT (τ ,s)χη(τ)= j

]
ds

=
∫ τ

0

d

∑
i=1

πi (s)E
[
Φ(τ ,s)Bv (η (s))BT

v (η (s))ΦT (τ ,s)χη(τ)= j | η (s) = i
]

ds

=
∫ τ

0

d

∑
i=1

E
[
Φ(τ ,s) B̂v (η (s))ΦT (τ ,s)χη(τ)= j | η (s) = i

]
ds

=
∫ τ

0

(
T (τ ,s) B̂v (s)

)
( j)ds.

For the last equality above we used the representation formula (3.8) of the evolution
operator T (t,s). The conclusion follows because in time-invariant case T (t,s) =
eL(t−s) (see Remark 2.6.3). ��
Lemma 7.1.3. Assume that the system (A0,A1, . . . ,Ar;Q) is stable. Then we have

lim
τ→∞

E
[
x0 (τ)xT

0 (τ)χη(τ)= j

]
= P̂c ( j) (7.19)
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where P̂c =
(

P̂c (1) , . . . , P̂c (d)
)

is the unique positive semidefinite solution of the

Lyapunov like equation LP + B̂v = 0 with B̂v =
(

B̂v (1) , . . . , B̂v (d)
)

, B̂v being

defined by (7.17).

Proof. Based on Lemma 7.1.2 we have

E
[
x0 (τ)xT

0 (τ)χη(τ)= j

]
=

∫ τ

0

(
eL(τ−s)B̂v (s)

)
( j)ds

=
∫ τ

0

(
eL(τ−s)

(
B̂v (s)− B̂v

))
( j)ds

+
∫ τ

0

(
eL(τ−s)B̂v

)
( j)ds.

By a simple change of integration variable we get

E
[
x0 (τ)xT

0 (τ)χη(τ)= j

]
=

∫ τ

0

(
eL(τ−s)

(
B̂v (s)− B̂v

))
( j)ds

+
∫ τ

0

(
eLsB̂v

)
( j)ds. (7.20)

Since the system (A0,A1, . . . ,Ar;Q) is stable, there exist β ≥ 1, α > 0 such that∥
∥eLs

∥
∥≤ βe−αs for all s≥ 0. Further we have:

∣
∣
∣
∣

∫ τ

0

(
eL(τ−s)

(
B̂v (s)− B̂v

))
( j)ds

∣
∣
∣
∣ ≤

∣
∣
∣
∣

∫ τ

0

(
eL(τ−s)

(
B̂v (s)− B̂v

))
ds

∣
∣
∣
∣

≤ β
∫ τ

0
e−α(τ−s)

∣
∣
∣B̂v (s)− B̂v

∣
∣
∣ds.

Taking τ → ∞ one obtains from (7.18) by standard arguments

lim
τ→∞

β
∫ τ

0
e−α(τ−s)

∣
∣
∣B̂v (s)− B̂v

∣
∣
∣ds = 0

which leads to

lim
τ→∞

∫ τ

0

(
eL(τ−s)

(
B̂v (s)− B̂v

))
( j)ds = 0.

Hence from (7.20) we get

lim
τ→∞

E
[
x0 (τ)xT

0 (τ)χη(τ)= j

]
=

∫ ∞

0

(
eLsB̂v

)
( j)ds = P̂c ( j) .

The last equality follows from the proof of Theorem 2.7.7 combined with
Theorem 2.3.7 (iii). Thus the proof is complete. ��
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Remark 7.1.2. From the representation formulae (7.3) and (7.4) together with
Lemma 7.1.3 it follows that if the system (A0,A1, . . . ,Ar;Q) is stable then

lim
t→∞

E
[
x(t)xT (t)χη(t)= j

]
= lim

t→∞
E
[
x0 (t)xT

0 (t)χη(t)= j

]
= P̂c ( j)

for all j ∈ D and for any solution x(t) of the system (7.1).

Theorem 7.1.4. Assume that the system (A0,A1, . . . ,Ar;Q) is stable. Then

lim
t→∞

E |z(t)|2 =
d

∑
j=1

Tr
(

C ( j) P̂c ( j)CT ( j)
)

=
d

∑
j=1

π j∞Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)

where P̂o =
(

P̂o (1) , . . . , P̂o (d)
)

is the unique positive semidefinite solution of the

equation

L∗Po +C̃ = 0

with C̃ =
(

C̃ (1) , . . . ,C̃ (d)
)

, C̃ ( j) =CT ( j)C ( j) , j ∈ D.

Proof. First we shall prove the result in the statement for z0 = C (η (t))x0 (t). To
this end we have

lim
t→∞

E |z0 (t)|2 = lim
t→∞

Tr E
[
z0 (t)zT

0 (t)
]

= lim
t→∞

TrE
[
C (η (t))x0 (t)xT

0 (t)CT (η (t))
]

= lim
t→∞

d

∑
j=1

Tr E
[
C (η (t))x0 (t)xT

0 (t)χη(t)= jC
T (η (t))

]

= lim
t→∞

d

∑
j=1

TrC ( j)E
[
x0 (t)xT

0 (t)χη(t)= j

]
CT ( j) .

Then based on Lemma 7.1.3 we get

lim
t→∞

E |z0 (t)|2 =
d

∑
j=1

Tr
(

C ( j) P̂c ( j)CT ( j)
)
. (7.21)

Taking into account the definition of the inner product in Sd
n (see (2.16) and the

representation formulae of P̂c and P̂o, we have
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d

∑
j=1

Tr
(

C ( j) P̂c ( j)CT ( j)
)
=

d

∑
j=1

Tr
(

P̂c ( j)CT ( j)C ( j)
)

=
〈

P̂c,C̃
〉
=

∫ ∞

0

〈
eLt B̂v,C̃

〉
dt

=
∫ ∞

0

〈
B̂v,e

L∗tC̃
〉

dt =
〈

B̂v, P̂o

〉

=
d

∑
j=1

Tr
(

B̂v ( j) P̂o ( j)
)

=
d

∑
j=1

π j∞Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)
.

Finally we remark that based on the representation formula (7.3) it follows that for
any output z(t) we have

lim
t→∞

E |z(t)|2 = lim
t→∞

E |z0 (t)|2

and the proof is complete. ��
For the system G defined by (7.1), under the assumption of Theorem 7.1.4 we

introduce the following norm.

Definition 7.1.1. We call the H2 norm of the system (7.1)

‖G‖2 =
[

lim
t→∞

E |z(t)|2
] 1

2
. (7.22)

Remark 7.1.3. The result in Theorem 7.1.4 shows that the right-hand side of (7.22)
is well defined and a characterization of the H2 norm can be given in terms of the
controllability and observability Gramians P̂c and P̂o respectively, which extends
to the case of stochastic systems of type (7.1) the well-known results from the
deterministic setting.

Further we prove the following theorem.

Theorem 7.1.5. Under the assumption of Theorem 7.1.4 we have

lim
T→∞

1
T

E

[∫ T

0
|z(s)|2 ds | η (0) = i

]

=
d

∑
j=1

Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)
p̃i j. (7.23)

Proof. Applying the Itô-type formula (Theorem 1.10.2) for the system (7.1) and for
the function v(x, i) = xT P̂o (i)x, x ∈ Rn, i ∈ D one obtains
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E

[∫ T

0
|z(s)|2 ds | η (0) = i

]

(7.24)

= E

[∫ T

0
Tr

(
BT

v (η (s)) P̂o (η (s))Bv (η (s))
)

ds | η (0) = i

]

+xT
0 P̂o (i)x0−E

[
xT (T ) P̂o (η (T ))x(T ) | η (0) = i

]
.

But

E

[∫ T

0
Tr

(
BT

v (η (s)) P̂o (η (s))Bv (η (s))
)

ds | η (0) = i

]

= E

[
∫ T

0

d

∑
j=1

Tr
(

BT
v ( j) P̂o ( j)Bv ( j)χη(s)= j

)
ds (7.25)

| η (0) = i]

=
d

∑
j=1

Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)∫ T

0
E
[
χη(s)= j | η (0) = i

]
ds

=
d

∑
j=1

Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)∫ T

0
pi j (s)ds.

Since lims→∞ pi j (s) = p̃i j we obtain from (7.25) that

lim
T→∞

1
T

E

[∫ T

0
Tr

(
BT

v (η (s)) P̂o (η (s))Bv (η (s))
)

ds | η (0) = i

]

=
d

∑
j=1

Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)
lim

T→∞

1
T

∫ T

0
pi j (s)ds (7.26)

=
d

∑
j=1

Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)
p̃i j.

Based on Lemma 7.1.3 it follows that

lim
T→∞

1
T

{
xT

0 P̂o (i)x0−E
[
xT (T )T P̂o (η (T ))x(T ) | η (0) = i

]}

= lim
T→∞

1
T

{

xT
0 P̂o (i)x0−

d

∑
j=1

Tr
(

P̂o ( j)
)

(7.27)

×E
[
x(T )xT (T )χη(T )= j | η (0) = i

]}

= 0.
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Finally from (7.24) combined with (7.26) and (7.27) we get (7.23) and the proof
ends. ��

Evidently that the next result holds.

Corollary 7.1.6. Under the assumptions of Theorem 7.1.4 the following hold:

lim
T→∞

1
T

∫ T

0
|z(t)|2 dt = lim

T→∞
E |z(T )|2 = ‖G‖2

2 . �

Theorem 7.1.7. Assume that the system (A0,A1, . . . ,Ar;Q) is stable. Then

lim
T→∞

1
T

d

∑
i=1

E

[∫ T

0
|z(s)|2 ds | η (0) = i

]

=
d

∑
j=1

δ jTr
(

BT
v ( j) P̂o ( j)Bv ( j)

)

=
d

∑
j=1

Tr
(

C ( j) P̃c ( j)CT ( j)
)
,

where

δ j =
d

∑
i=1

p̃i j

and

P̃c =
(

P̃c (1) , . . . , P̃c (d)
)

is the unique positive semidefinite solution of the equation LP+M̂ = 0, with M̂ (i) =
δiBv (i)BT

v (i).

Proof. From Theorem 7.1.5 we have

lim
T→∞

1
T

d

∑
i=1

[∫ T

0
|z(s)|2 ds | η (0) = i

]

=
d

∑
i, j=1

Tr
(

BT
v ( j) P̂o ( j)Bv ( j)

)
p̃i j

=
d

∑
j=1

δ jTr
(

BT
v ( j) P̂o ( j)Bv ( j)

)

=
〈

P̂o,M̂
〉
=

∫ ∞

0

〈
eL

∗tC̃,M̂
〉

dt

=
∫ ∞

0

〈
C̃,eLt M̂

〉
dt =

〈
C̃, P̃c

〉
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=
d

∑
j=1

Tr
(

C ( j) P̃c ( j)CT ( j)
)

and hence the proof is complete. ��
Using the result in the above theorem, one can introduce a new norm for the

system G given by Theorem 7.1.7.

Definition 7.1.2. If the zero-solution of the system (7.1) in the absence of the
additive noise v(t) is ESMS, then we define:

|||G|||22 = lim
T→∞

1
T

d

∑
i=1

E

[∫ T

0
|z(s)|2 ds | η (0) = i

]

.

Remark 7.1.4. (a) Based on the results in Theorems 7.1.4 and 7.1.7 it follows that
while ‖G‖2 depends on the initial distribution π = (π1, . . . ,πd) of the process
η (t), the norm |||G|||2 does not depend on the initial distribution of η (t).

(b) In the particular case when the system (7.1) is subject only to white noise
perturbations, the two norms defined above coincides. The difference between
them is due to the Markov jump perturbations.

(c) It is obvious that

‖G‖2 ≤ |||G|||2.

7.2 Stochastic H2 Optimal Control: The Case of Perfect State
Measurements

In this section we shall state and solve the design problem of a stabilizing controller
that minimizes the H2 norm of a controlled system whose states are accessible for
measurements.

Consider the system G described by

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Bk (η (t))u(t)]dwk (t) (7.28)

+Bv (η (t))dv(t)

z(t) = C (η (t))x(t)+D(η (t))u(t)

where x ∈ Rn is the state vector, u ∈ Rm denotes the vector of control variables,
z ∈ Rp is the regulated output, and Ak (i), Bk (i) , 0≤ k ≤ r,C (i) , D(i) ,Bv (i) , i ∈ D
are constant matrices of appropriate dimensions with real elements. The stochastic
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processes {w(t)}t≥0 = (w1 (t) , . . . ,wr (t))
T , {η (t)}t≥0 and {v(t)}t≥0 have the

properties stated in the preceding section.
Consider the following family of controllers Gc described by

ẋc (t) = Ac (η (t))xc (t)+Bc (η (t))uc (t) (7.29)

yc (t) = Cc (η (t))xc (t)+Dc (η (t))uc (t)

where xc ∈Rnc ,uc ∈Rn, yc ∈Rm. Let us remark that the controller Gc of form (7.29)
is completely determined by the set of parameters (nc,Ac (i) ,Bc (i) ,Cc (i) ,Dc (i) ,
i ∈ D) where nc ≥ 0 denotes the controller order. In the particular case nc = 0 the
controller (7.29) reduces to

yc (t) = Dc (η (t))uc (t)

which shows that the zero order (state-feedback) controllers are included in the set
of controllers (7.29).

The resulting system Gcl obtained by coupling a controller of the form (7.29) to
the system (7.28) by taking uc (t) = x(t) and u(t) = yc (t) is

dxcl (t) = A0cl (η (t))xcl (t)dt +
r

∑
k=1

Akcl (η (t))xcl (t)dwk (t)

+Bvcl (η (t))dv(t) (7.30)

ycl (t) = Ccl (η (t))xcl (t)

where

xcl =

[
x

xcl

]

;

A0cl (i) =

[
A0 (i)+B0 (i)Dc (i) B0 (i)Cc (i)

Bc (i) Ac (i)

]

;

Akcl (i) =

[
Ak (i)+Bk (i)Dc (i) Bk (i)Cc (i)

0 0

]

;

Bvcl (i) =

[
Bv (i)

0

]

;

Ccl (i) = [C (i)+D(i)Dc (i) D(i)Cc (i)] .

Definition 7.2.1. A controller Gc of form (7.29) is called stabilizing for the
system (7.28) if the zero solution of the closed-loop system (7.30) (in the absence
of the noise v) is ESMS.
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By Ks (G) we denote the set of all stabilizing controllers Gc of the form (7.29).
Then two optimization problems will be formulated and solved in the following:

(OP1) Find a stabilizing controller of the form (7.29) minimizing ‖Gcl‖2.
(OP2) Find a stabilizing controller of the form (7.29) minimizing |||Gcl |||2.

For the sake of simplicity we shall unify the notations writing ‖·‖2,� , � = 1,2
where ‖·‖2,1 stands for ‖·‖2 and ‖·‖2,2 stands for ||| · |||2. Thus from Theorems 7.1.4
and 7.1.7 we have

‖Gcl‖2
2,� =

d

∑
i=1

εiTr
(

BT
vcl (i) P̂ocl (i)Bvcl (i)

)
(7.31)

where

εi = πi∞ for �= 1 and (7.32)

εi = δi for �= 2

and P̂ocl (i) =
(

P̂ocl (1) , . . . , P̂ocl (d)
)

is the unique positive semidefinite solution of

the Lyapunov-type equation on Sd
n+nc

, with nc denoting the order of the controller:

AT
0cl (i) P̂ocl (i)+ P̂ocl (i)A0cl (i)+∑r

k=1 AT
kcl (i) P̂ocl (i)Akcl (i)

+∑d
j=1 qi jP̂ocl ( j)+CT

cl (i)Ccl (i) = 0, i ∈ D. (7.33)

One can associate with the system (7.28) the following stochastic generalized
Riccati algebraic equations (SGRAE)

AT
0 (i)X (i)+X (i)A0 (i)+∑r

k=1 AT
k (i)X (i)Ak (i)

+∑d
j=1 qi jX ( j)−

[
X (i)B0 (i)+∑r

k=1 AT
k (i)X (i)Bk (i)+CT (i)D(i)

]

×
[
DT (i)D(i)+∑r

k=1 BT
k (i)X (i)Bk (i)

]−1

×
[
BT

0 (i)X (i)+∑r
k=1 BT

k (i)X (i)Ak (i)+DT (i)C (i)
]
+CT (i)C (i) = 0,

(7.34)

i ∈ D, which can be written in a compact form as

L∗X−PT (X)R−1 (X)P (X)+C̃ = 0

where L is the Lyapunov operator defined by the system (A0,A1, . . . ,Ar;Q) and

P (X) = (P1 (X) , . . . ,Pd (X))

with

Pi (X) = BT
0 (i)X (i)+

r

∑
k=1

BT
k (i)X (i)Ak (i)+DT (i)C (i)
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and

R(X) = (R1 (X) , . . . ,Rd (X))

with

Ri (X) = DT (i)D(i)+
r

∑
k=1

BT
k (i)X (i)Bk (i) .

Denote by

ΛΣ (X) =
(
ΛΣ1 (X) , . . . ,ΛΣd (X)

)
∈ Sd

n+m

the generalized dissipation matrix, where

ΛΣi (X) =

[
(L∗X)(i)+C̃ (i) PT

i (X)

Pi (X) Ri (X)

]

.

Assume that the following conditions are fulfilled

H1. The system (A,B;Q) is stabilizable, where as usual, A= (A0,A1, . . . ,Ar) , B=
(B0,B1, . . . ,Br);

H2. It exists X̂ =
(

X̂ (1) , . . . , X̂ (d)
)

such that ΛΣ
(

X̂
)
> 0.

Applying Theorem 5.6.9 we deduce that the SGRAE (7.34) has a stabilizing
solution X̃ . Defining now the gains

F̃ (i) =−R−1
i

(
X̃
)
Pi

(
X̃
)
, i ∈ D (7.35)

it results that the control

u = F̃ (η (t))x(t)

stabilizes the system (7.28) in the absence of the additive noise v(t).
The corresponding closed-loop system G̃cl is

dxcl (t) =
[
A0 (η (t))+B0 (η (t)) F̃ (η (t))

]
x(t)dt

+
r

∑
k=1

[
Ak (η (t))+Bk (η (t)) F̃ (η (t))

]
x(t)dwk (t)

+Bv (η (t))dv(t) (7.36)

z(t) =
[
C (η (t))+D(η (t)) F̃ (η (t))

]
x(t)

Then the following result is valid.
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Proposition 7.2.1. Under the assumptions H1 and H2 we have

∥
∥
∥G̃cl

∥
∥
∥

2

2,�
=

d

∑
j=1

ε jTr
(

BT
v ( j) X̃ ( j)Bv ( j)

)
.

Proof. By direct algebraic manipulations (see also Lemma 5.1.1 with W (i) = F̃(i))
we obtain that the SGRAE (7.34) satisfied by X̃ can be written in a Lyapunov form
as follows:

[
A0 (i)+B0 (i) F̃ (i)

]T
X̃ (i)+ X̃ (i)

[
A0 (i)+B0 (i) F̃ (i)

]

+∑r
k=1

[
Ak (i)+Bk (i) F̃ (i)

]T
X̃ (i)

[
Ak (i)+Bk (i) F̃ (i)

]

+∑d
j=1 qi jX̃ ( j)+

[
C (i)+D(i) F̃ (i)

]T [
C (i)+D(i) F̃ (i)

]
= 0

which shows that the observability Gramian P̂ocl associated with the closed-loop
system (7.36) coincides with the stabilizing solution X̃ of the SGRAE (7.34). The
conclusion in the statement follows from Theorems 7.1.4 and 7.1.7. ��

The main result of this section is the following theorem.

Theorem 7.2.2. Assume that H1 and H2 are fulfilled. Under these conditions we
have

min
Gc∈Ks(G)

‖Gcl‖2,� =

[
d

∑
j=1

ε jTr
(

BT
v ( j) X̃ ( j)Bv ( j)

)
] 1

2

and the optimal control is

u(t) = F̃ (η (t))x(t)

where X̃ is the stabilizing solution of SGRAE (7.34), F̃ =
(

F̃ (1) , . . . , F̃ (d)
)

is the

stabilizing feedback gain defined by (7.35) and εi are defined in (7.32).

Proof. Let Gc ∈ Ks (G) and Gcl be the corresponding closed-loop system and
P̂ocl (i) denotes the observability Gramian. Let

[
U11 (i) U12 (i)
UT

12 (i) U22 (i)

]

be a partition of P̂ocl (i) conformably with the partition of the state matrix of the
resulting system. Partitioning (7.33) according to the partition of P̂ocl (i) we get:

(A0 (i)+B0 (i)Dc (i))
T U11 (i)+BT

c (i)UT
12 (i)

+U11 (i)(A0 (i)+B0 (i)Dc (i))+U12 (i)Bc (i)
+∑r

k=1 (Ak (i)+Bk (i)Dc (i))
T U11 (i)(Ak (i)+Bk (i)Dc (i))

+∑d
j=1 qi jU11 ( j)+(C (i)+D(i)Dc (i))

T (C (i)+D(i)Dc (i)) = 0

(7.37)



302 7 Stochastic H2 Optimal Control

(A0 (i)+B0 (i)Dc (i))
T U12 (i)+BT

c (i)U22 (i)+U11 (i)B0 (i)Cc (i)
+U12 (i)Ac (i)+∑r

k=1 (Ak (i)+Bk (i)Dc (i))
T U11 (i)Bk (i)Cc (i)

+∑d
j=1 qi jU12 ( j)+(C (i)+D(i)Dc (i))

T D(i)Cc (i) = 0
(7.38)

CT
c (i)BT

0 (i)U12 (i)+AT
c (i)U22 (i)+UT

12B0 (i)Cc (i)
+U22 (i)Ac (i)+∑r

k=1 CT
c (i)BT

k (i)U11 (i)Bk (i)Cc (i)
+∑d

j=1 qi jU22 ( j)+CT
c (i)DT (i)D(i)Cc (i) = 0.

(7.39)

Using Lemma 5.1.1 with W (i) = Dc(i), SGRAE (7.34) satisfied by the stabilizing
solution X̃ can be written as follows:

(A0 (i)+B0 (i)Dc (i))
T X̃ (i)+ X̃ (i)(A0 (i)+B0 (i)Dc (i))

+∑r
k=1 (Ak (i)+Bk (i)Dc (i))

T X̃ (i)(Ak (i)+Bk (i)Dc (i))
+∑d

j=1 qi jX̃( j)+(C (i)+D(i)Dc (i))
T (C (i)+D(i)Dc (i))

−
(

Dc (i)− F̃ (i)
)T
Ri

(
X̃
)(

Dc (i)− F̃ (i)
)
= 0.

(7.40)

Denoting by

Ũ11 (i) =U11 (i)− X̃ (i)

and subtracting (7.40) from (7.37) one easily obtains that the triplets
(

Ũ11 (i) ,U12 (i) ,

U22 (i)
)

solve the following system of algebraic equations:

(A0 (i)+B0 (i)Dc (i))
T Ũ11 (i)+Ũ11 (i)(A0 (i)+B0 (i)Dc (i))

+BT
c (i)UT

12 (i)+U12 (i)Bc (i)+∑r
k=1 (Ak (i)+Bk (i)Dc (i))

T

×Ũ11 (i)(Ak (i)+Bk (i)Dc (i))+∑d
j=1 qi jŨ11 ( j)

+
(

Dc (i)− F̃ (i)
)T
Ri

(
X̃
)(

Dc (i)− F̃ (i)
)
= 0

(7.41)

(A0 (i)+B0 (i)Dc (i))
T U12 (i)+BT

c (i)U22 (i)+Ũ11 (i)B0 (i)Cc (i)
+U12 (i)Ac (i)+∑r

k=1 (Ak (i)+Bk (i)Dc (i))
T Ũ11 (i)Bk (i)Cc (i)

+∑d
j=1 qi jU12 ( j)+

(
Dc (i)− F̃ (i)

)T
Ri

(
X̃
)

Cc (i) = 0

(7.42)

CT
c (i)BT

0 (i)U12 (i)+AT
c (i)U22 (i)+UT

12 (i)B0 (i)Cc (i)
+U22 (i)Ac (i)+∑r

k=1 CT
c (i)BT

k (i)Ũ11 (i)Bk (i)Cc (i)

+∑d
j=1 qi jU22 ( j)+CT

c (i)Ri

(
X̃
)

Cc (i) = 0.
(7.43)

Setting

Ũ (i) =

[
Ũ11 (i) U12 (i)
UT

12 (i) U22 (i)

]

,



7.2 Stochastic H2 Optimal Control 303

(7.41)–(7.43) can be written in a compact form as follows:

AT
0cl (i)Ũ (i)+Ũ (i)A0cl (i)+∑r

k=1 AT
kcl (i)Ũ (i)Akcl (i)

+∑d
j=1 qi jŨ (i)+ΘT (i)Ri

(
X̃
)
Θ(i) = 0,

where

Θ(i) =
[
Dc (i)− F̃ (i) Cc (i)

]
.

Since the system (A0cl ,A1cl , . . . ,Arcl ;Q) is stable it follows that Ũ (i) ≥ 0. Further
we have

‖Gcl‖2
2,� =

d

∑
i=1

εiTr
(

BT
vcl (i) P̂0cl (i)Bvcl (i)

)

=
d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)
+

d

∑
i=1

εiTr
(

BT
vcl (i)Ũ (i)Bvcl (i)

)
,

Since Ũ (i) is positive semidefinite it follows that

‖Gcl‖2
2,� ≥

d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)

for all stabilizing controllers Gc. Using Proposition 7.2.1 the conclusion in the
statement immediately follows. ��
Remark 7.2.1. From Theorem 7.2.2 it follows that both optimization problems
(OP1) and (OP2) have the same optimal solution given by the controllers with the
set of parameters nc = 0, Ac (i) = 0, Bc (i) = 0,Cc (i) = 0, Dc (i) = F̃ (i) , i ∈ D.

The theoretical results derived in this section are illustrated by the following
numerical example.

Consider the stochastic linear system subject both to Markovian jumps and to
multiplicative noise of form (7.28) with n = 2, D = {1,2} and r = 1, where:

A0 (1) =

[
−1 0
1 −1

]

, A0 (2) =

[
−1 1
0 −1

]

,

A1 (1) =

[
−1 1
0 −2

]

, A1 (2) =

[
−2 1
1 −1

]

,

B0 (1) =

[
1
−1

]

, B0 (2) =

[
1
1

]

,
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B1 (1) =

[
−1
1

]

,B1 (2) =

[
−2
1

]

,

Bv (1) =

[
1
−2

]

;Bv (2) =

[
1
3

]

,

C (1) = [1 3] , C (2) = [2 −1] ;

D(1) = 1; D(2) = 3,

Q =

[
−1 1
1 −1

]

,

and the initial distribution (0.5 0.5) . Applying the iterative algorithm presented in
Sect. 5.8 for a precision of 10−6, after 205 iterations the following solution has been
obtained:

F (1) = [−0.2863 −1.5672] ;

F (2) = [−0.8547 0.2353] ,

providing the optimal H2 norm of the resulting system which equals 4.4028.

7.3 Stochastic H2 Optimal Control: The Output Feedback
Control

Consider the system G described by:

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Bk (η (t))u(t)]dwk (t)

+Bv (η (t))dv(t) (7.44)

dy(t) = C0 (η (t))x(t)dt +
r

∑
k=1

Ck (η (t))x(t)dwk (t)

+Dv (η (t))dv(t)

z(t) = C (η (t))x(t)+D(η (t))u(t)

where x ∈ Rn denotes the state, u ∈ Rm is the control variable, y ∈ Rp is the
measured output, and z ∈ Rs denotes the regulated output; η (t) , w(t) , v(t) , t ≥ 0
are stochastic processes with the properties given in the previous sections.
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Associate with the system (7.44) the following class of controllers Gc of the form

dxc (t) = Ac (η (t))xc (t)dt +∑r
k=1 Akc (η (t))xc (t)dwk (t)

+Bc (η (t))dy(t)
u(t) = Cc (η (t))xc (t) .

(7.45)

By coupling Gc to G one obtains the resulting system Gcl with the state equations

dxcl (t) = A0cl (η (t))xcl (t)dt +
r

∑
k=1

Akcl (η (t))xcl (t)dwk (t)

+Bvcl (η (t))dv(t) (7.46)

z(t) = Ccl (η (t))xcl (t)

where

xcl =

[
x
xc

]

,

A0cl (i) =

[
A0 (i) B0 (i)Cc (i)

Bc (i)C0 (i) Ac (i)

]

,

Akcl (i) =

[
Ak (i) Bk (i)Cc (i)

Bc (i)Ck (i) Akc (i)

]

, k = 1, . . . ,r

Bvcl (i) =

[
Bv (i)

Bc (i)Dv (i)

]

,

Ccl (i) = [C (i) D(i)Cc (i)] , i ∈ D.

Definition 7.3.1. The controller Gc is said stabilizing controller of G if the zero-
solution of the closed-loop system (7.46) in the absence of the white noise v(t) is
ESMS. The set of all stabilizing controllers will be denoted by K (G).

A controller in K (G) is determined by the set of the following parameters:
nc ≥ 1, Ac (i) ∈ Rnc×nc , Bc (i) ∈ Rnc×p,Cc (i) ∈ Rm×nc . The controller order nc is
not a priori fixed. For a stabilizing controller Gc we consider the norms ‖Gcl‖2 and
|||Gcl |||2 corresponding to the closed-loop system. Then two optimization problems
will be formulated and solved in the following:

(OP1’) Find a stabilizing controller of type (7.45) minimizing ‖Gcl‖2.
(OP2’) Find a stabilizing controller of type (7.45) minimizing |||Gcl |||2.

It is expected that the solutions of the two problems formulated above be
different. In the particular case when the whole state vector is available for
measurements the solutions of (OP1’) and (OP2’) coincide and they are given by
a stabilizing state feedback.
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Consider the associated SGRAE

A0 (i)Y (i)+Y (i)AT
0 (i)+∑r

k=1 Ak (i)Y (i)AT
k (i)+∑d

j=1 q jiY ( j)
−
[
Y (i)CT

0 (i)+∑r
k=1 Ak (i)Y (i)CT

k (i)+ εiBv (i)DT
v (i)

]

×
[
εiDv (i)DT

v (i)+∑r
k=1 Ck (i)Y (i)CT

k (i)
]−1

×
[
C0 (i)Y (i)+∑r

k=1 Ck (i)Y (i)AT
k (i)+ εiDv (i)BT

v (i)
]

+εiBv (i)BT
v (i) = 0, i ∈ D

(7.47)

where εi have been introduced in the previous section. Recall that

Ỹ =
(

Ỹ (1) , . . . ,Ỹ (d)
)
∈ Sd

n

is a stabilizing solution of (7.47) if the system

(
A0 + K̃C0,A1 + K̃C1, . . . ,Ar + K̃Cr;Q

)

is stable, where

K̃ (i) =−
[
Ỹ (i)CT

0 (i)+∑r
k=1 Ak (i)Ỹ (i)CT

k (i)+ εiBv (i)DT
v (i)

]

×
[
εiDv (i)DT

v (i)+∑r
k=1 Ck (i)Y (i)CT

k (i)
]−1

, i ∈ D.
(7.48)

A necessary and sufficient condition which guarantees the existence of the stabiliz-
ing solution of (7.47) is provided by Theorem 5.7.1. To this end we introduce the
corresponding generalized dissipation matrix

Ñ (Y ) =
(
Ñ1 (Y ) , . . . ,Ñd (Y )

)

where

Ñi (Y ) =

[
(LY )(i)+ εiBv (i)BT

v (i) P̃i (Y )
P̃T

i (Y ) R̃i (Y )

]

(7.49)

with

P̃i (Y ) = Y (i)CT
0 (i)+

r

∑
k=1

Ak (i)Y (i)CT
k (i)+ εiBv (i)DT

v (i)

and

R̃i (Y ) = εiDv (i)DT
v (i)+

r

∑
k=1

Ck (i)Y (i)CT
k (i) , i ∈ D

for all Y = (Y (1) , . . . ,Y (d)) ∈ Sd
n . From Theorem 5.7.1 it follows that the

SGRAE (7.47) has a stabilizing solution if and only if the triplet (C,A;Q) is
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detectable and there exists Ŷ ∈ Sd
n such that Ñ

(
Ŷ
)
> 0. Further, if Gcl is the

closed-loop system obtained by coupling a stabilizing controller of the set K (G)
to the system (7.44), then according to Theorems 7.1.4 and 7.1.7 we have

‖Gcl‖2
2,� =

d

∑
i=1

εiTr
(

BT
vcl (i) P̂ocl (i)Bvcl (i)

)
(7.50)

where

P̂ocl =
(

P̂ocl (1) , . . . , P̂ocl (d)
)

is the observability Gramian of the closed-loop system and it verifies the Lyapunov-
type system:

AT
0cl (i) P̂ocl (i)+ P̂ocl (i)A0cl(i)+∑r

k=1 AT
kcl (i) P̂ocl (i)Akcl(i)

+∑d
j=1 q jiP̂ocl ( j)+CT

cl(i)Ccl(i) = 0.
(7.51)

Since (A0cl ,A1cl , . . . ,Arcl ;Q) is stable, the system (7.51) has a unique positive
semidefinite solution P̂ocl (i) .

Let X̃ =
(

X̃ (1) , . . . , X̃ (d)
)

be the stabilizing solution of SGRAE (7.34). Denote

by

U (i) = P̂ocl (i)−
[

X̃ (i) 0
0 0

]

, i ∈ D.

By direct calculation one obtains as in the proof of Theorem 7.2.2 that

U = (U (1) , . . . ,U (d)) ∈ Sd
n+nc

is the solution of the Lyapunov-type equation

AT
0cl (i)U (i)+U (i)A0cl (i)+∑r

k=1 AT
kcl (i)U (i)Akcl (i)

+∑d
j=1 q jiU ( j)+ĈT

cl (i)Ĉcl (i) = 0, i ∈ D (7.52)

where

Ĉcl (i) =
[
−Π(i) F̃ (i) Π(i)Cc (i)

]

with

Π(i) =

(

DT (i)D(i)+
r

∑
k=1

BT
k (i) X̃ (i)Bk (i)

) 1
2

.
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Since the system (A0cl ,A1cl , . . . ,Arcl ;Q) is stable it follows that the unique solution
of (7.52) is positive semidefinite. As in the proof of Theorem 7.2.2, the equal-
ity (7.50) can be written as

‖Gcl‖2
2,� =

d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)
(7.53)

+
d

∑
i=1

εiTr
(
BT

vcl (i)U (i)Bvcl (i)
)
.

On the other hand since

U = (U (1) , . . . ,U (d))

is the observability Gramian associated with the triplet

(
Ĉcl ,(A0cl , . . . ,Arcl) ;Q

)
,

then according to the results in Theorems 7.1.4 and 7.1.7 we get

d

∑
i=1

εiTr
(
BT

vcl (i)U (i)Bvcl (i)
)
=

d

∑
i=1

Tr
(

Ĉcl (i) P̂ccl (i)ĈT
cl (i)

)
(7.54)

where

P̂ccl =
(

P̂ccl (1) , . . . , P̂ccl (d)
)

is the unique solution of the Lyapunov equation on Sd
n+nc

:

A0cl (i) P̂ccl (i)+ P̂ccl (i)AT
0cl (i)+∑r

k=1 Akcl (i) P̂ccl (i)AT
kcl (i)

+∑d
j=1 q jiP̂ccl ( j)+ εiBvcl (i)BT

vcl (i) = 0.
(7.55)

From (7.53) and (7.54) one obtains

‖Gcl‖2
2,� =

d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)
(7.56)

+
d

∑
i=1

Tr
(

Ĉcl (i) P̂ccl (i)ĈT
cl (i)

)
.

Let

Ỹ =
(

Ỹ (1) , . . . ,Ỹ (d)
)
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be the stabilizing solution of the SGRAE (7.47) and define:

V (i) = P̂ccl (i)−
[

Ỹ (i) 0
0 0

]

.

Let

[
Y11 (i) Y12 (i)
Y T

12 (i) Y22 (i)

]

be the partition of P̂ccl (i) according to the partition of the state matrix of the closed-
loop system. It is easy to see that (7.55) can be partitioned as follows:

A0 (i)Y11 (i)+Y11 (i)AT
0 (i)+B0 (i)Cc (i)Y T

12 (i)
+Y12 (i)CT

c (i)BT
0 (i)+∑r

k=1

(
Ak (i)Y11 (i)AT

k (i)+Bk (i)Cc (i)Y T
12(i)A

T
k (i)

+Ak (i)Y12(i)CT
c (i)BT

k (i)+Bk (i)Cc (i)Y22 (i)CT
c (i)BT

k (i)
)

+∑d
j=1 q jiY11 ( j)+ εiBv (i)BT

v (i) = 0

A0 (i)Y12 (i)+B0 (i)Cc (i)Y22 (i)+Y11 (i)CT
0 (i)BT

c (i)+Y12 (i)AT
c (i)

+∑r
k=1

(
Ak (i)Y11 (i)CT

k (i)BT
c (i)+Bk (i)Cc (i)Y T

12 (i)CT
k (i)BT

c (i)
+Ak (i)Y12 (i)AT

kc (i)+Bk (i)Cc (i)Y22 (i)AT
kc (i)

)

+∑d
j=1 q jiY12 ( j)+ εiBv (i)DT

v (i)BT
c (i) = 0

(7.57)

Bc (i)C0 (i)Y12 (i)+Ac (i)Y22 (i)+Y T
12 (i)CT

0 (i)BT
c (i)

+Y22 (i)AT
c (i)+∑r

k=1

(
Bc (i)Ck (i)Y11 (i)CT

k (i)BT
c (i)+

Akc (i)Y T
12 (i)CT

k (i)BT
c (i)+Bc (i)Ck (i)Y12 (i)AT

kc (i)+Akc (i)Y22 (i)AT
kc (i)

)

+∑d
j=1 q jiY22 ( j)+ εiBc (i)Dv (i)DT

v (i)BT
c (i) = 0.

By direct calculations based on (7.57) and (7.47) we deduce that V =
(V (1) , . . . ,V (d)) is a solution of the following Lyapunov-type equation on Sd

n+nc
:

A0cl (i)V (i)+V (i)AT
0cl (i)+∑r

k=1 Akcl (i)V (i)AT
kcl (i)

+∑d
j=1 q jiV ( j)+ B̂vcl (i) B̂T

vcl (i) = 0, i ∈ D (7.58)

where

B̂vcl (i) =

[
−K̃ (i)
Bc (i)

]

Π̂(i)

with

Π̂(i) =

(

εiDv (i)DT
v (i)+

r

∑
k=1

Ck (i)Ỹ (i)CT
k (i)

) 1
2

, i ∈ D.
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Since the system

(A0cl , . . . ,Arcl ;Q)

is stable, (7.58) has a unique solution V (i)≥ 0. Furthermore (7.56) can be rewritten
in the form

‖Gcl‖2
2,� =

d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)

+
d

∑
i=1

Tr
(
Π(i) F̃ (i)Ỹ (i) F̃T (i)Π(i)

)
(7.59)

+
d

∑
i=1

Tr
(

Ĉcl (i)V (i)ĈT
cl (i)

)
.

Now we are able to prove the main result of this section.

Theorem 7.3.1. Assume that

(i) The triplet (A,B;Q) is stabilizable and (C,A;Q) is detectable.
(ii) There exists X̂ ∈ Sd

n verifying

ΛΣ
(

X̂
)
> 0

where ΛΣ denotes the generalized dissipation matrix associated with
SGRAE (7.34).

(iii) There exists Ŷ ∈ Sd
n verifying

Ñ
(

Ŷ
)
> 0

where Ñ is defined by (7.49).
Under the above conditions we have

min
Gc∈K(G)

‖Gcl‖2
2,� =

d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)

+
d

∑
i=1

Tr
(
Π(i) F̃ (i)Ỹ (i) F̃T (i)Π(i)

)

and this minimum is attained by the optimal controller

dxc (t) = Ã0c (η (t))xc (t)dt

+
r

∑
k=1

Ãkc (η (t))xc (t)dwk (t) (7.60)
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+B̃c (η (t))dy(t)

u(t) = C̃c (η (t))xc (t)

with

Ãkc (i) = Ak (i)+ K̃ (i)Ck (i)+Bk (i) F̃ (i) , k = 0, . . . ,r

B̃c (i) = −K̃ (i)

C̃c (i) = F̃ (i) , i ∈ D,

where K̃ (i) and F̃ (i) are defined by (7.48) and (7.35), respectively.

Proof. From (7.59) and from the positivity of the solution V of (7.58) it follows that

‖Gcl‖2
2,� ≥

d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)
(7.61)

+
d

∑
i=1

Tr
(
Π(i) F̃ (i)Ỹ (i) F̃T (i)Π(i)

)

for all stabilizing controllers Gc ∈ K (G). We show now that the controller
given by (7.60) belongs to the class of stabilizing controllers K (G) and for this
controller (7.61) becomes equality. The closed-loop system corresponding to the
controller (7.60) is

dx(t) =
(

A0 (η (t))x(t)+B0 (η (t)) F̃ (η (t))xc (t)
)

dt

+
r

∑
k=1

(
Ak (η (t))x(t)+Bk (η (t)) F̃ (η (t))xc (t)

)
dwk (t)

+Bv (η (t))dv(t)

dxc (t) =
(
−K̃ (η (t))C0 (η (t))x(t) (7.62)

+
(

A0 (η (t))+B0 (η (t)) F̃ (η (t))+ K̃ (η (t))C0 (η (t))
)

xc(t)
)

dt

+
r

∑
k=1

(
−K̃ (η (t))Ck (η (t))x(t)

+
(

Ak (η (t))+Bk (η (t)) F̃ (η (t))+ K̃ (η (t))Ck (η (t))
)

xc (t)
)

×dwk (t)− K̃ (η (t))Dv (η (t))dv(t)

z(t) = C (η (t))x(t)+D(η (t)) F̃ (η (t))xc (t) .
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If
[
xT (t) xT

c (t)
]T

is a solution of (7.62) in the absence of the additive noise v(t),
we define:

ξ (t) = x(t)− xc (t) , t ≥ 0.

Then by direct computations it follows that the stochastic process
[
xT (t) ξ T (t)

]T

verifies the system

dx(t) =
((

A0 (η (t))+B0 (η (t)) F̃ (η (t))
)

x(t)

−B0 (η (t)) F̃ (η (t))ξ (t)
)

dt

+
r

∑
k=1

((
Ak (η (t))+Bk (η (t)) F̃ (η (t))

)
x(t)

−Bk (η (t)) F̃ (η (t))ξ (t)
)

dwk (t) (7.63)

dξ (t) =
(

A0 (η (t))+ K̃ (η (t))C0 (η (t))
)
ξ (t)dt

+
r

∑
k=1

(
Ak (η (t))+ K̃ (η (t))Ck (η (t))

)
ξ (t)dwk (t) .

Since Ỹ is the stabilizing solution of the SGRAE (7.47), from the second equation
of (7.63) one obtains

E
[
|ξ (t)|2 | η (0) = i

]
≤ βe−αt |ξ (0)|2 , t ≥ 0, i ∈ D (7.64)

for some α > 0 and β ≥ 1. Further the first equation of (7.63) can be rewritten as
follows:

dx(t) =
((

A0 (η (t))+B0 (η (t)) F̃ (η (t))
)

x(t)+ f0 (t)
)

dt

+
r

∑
k=1

((
Ak (η (t))+Bk (η (t)) F̃ (η (t))

)
x(t)+ fk (t)

)
dwk (t)

with

fk (t) =−Bk (η (t)) F̃ (η (t))ξ (t) , t ≥ 0, k = 0,1, . . . ,r.

Applying Theorem 3.6.1 part (i), one deduces that there exist β̃ ≥ 1 and α̃ > 0 such
that

E
[
|x(t)|2 | η (0) = i

]
≤ β̃e−α̃t

(
|x(0)|2 + |ξ (0)|2

)
. (7.65)
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From (7.64) and (7.65) we get

E
[
|xc (t)|2 | η (0) = i

]
≤ β̂e−α̂t

(
|x(0)|2 + |ξ (0)|2

)

where α̂ = min(α, α̃) , β̂ = max
(
β , β̃

)
. Therefore we may conclude that the

controller (7.60) is a stabilizing controller. On the other hand we may write with
this controller:

d

∑
i=1

Tr
(

C̃cl (i)V (i)C̃T
cl (i)

)
=

d

∑
i=1

Tr
(
Π(i) F̃ (i) (7.66)

×
(
V11 (i)−V12 (i)−V T

12 (i)+V22 (i)
)

F̃T (i)Π(i)
)
,

where

[
V11 (i) V12 (i)
V T

12 (i) V22 (i)

]

is the partition of the solution V (i) of (7.58) corresponding to the controller (7.60).
Partitioning (7.58) we obtain the following system:

A0 (i)V11 (i)+B0 (i) F̃ (i)V T
12 (i)+V11 (i)AT

0 (i)+V12 (i) F̃T (i)BT
0 (i)

+∑r
k=1

(
Ak (i)V11 (i)AT

k (i)+Bk (i) F̃ (i)V T
12 (i)AT

k (i)

+Ak (i)V12 (i) F̃T (i)BT
k (i)+Bk (i) F̃ (i)V22 (i) F̃T (i)BT

k (i)
)

+∑d
j=1 q jiV11 ( j)+ K̃ (i)Π̂2 (i) K̃T (i) = 0

A0 (i)V12 (i)+B0 (i) F̃ (i)V22 (i)−V11 (i)CT
0 (i) K̃T (i)+V12 (i) ÃT

0c (i)

+∑r
k=1

(
−Ak (i)V11 (i)CT

k (i) K̃T (i)−Bk (i) F̃ (i)V T
12 (i)CT

k (i) K̃T (i)

+Ak (i)V12 (i) ÃT
kc (i)+Bk (i) F̃ (i)V22 (i) ÃT

kc (i)
)
+∑d

j=1 q jiV12 ( j)

+K̃ (i)Π̂2 (i) K̃T (i) = 0

(7.67)

−K̃ (i)C0 (i)V12 (i)+ Ã0c (i)V22 (i)−V T
12 (i)CT

0 9I0K̃T (i)+V22 (i) ÃT
0c (i)

+∑r
k=1

(
K̃ (i)Ck (i)V11 (i)CT

k (i) K̃T (i)− Ãkc (i)V T
12 (i)CT

k (i) K̃T (i)

−K̃ (i)Ck (i)V12 (i) ÃT
kc (i)+ Ãkc (i)V22 (i) ÃT

kc (i)
)
+∑d

j=1 q jiV22 ( j)

+K̃ (i)Π̂2 (i) K̃T (i) = 0

By summing the first and the third equations (7.67) and by subtracting then the
second equation of (7.67) and its transposed one obtains that

W (i) =V11 (i)−V12 (i)−V T
12 (i)+V22 (i)
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solves the equation

(
A0 (i)+ K̃ (i)C0 (i)

)
W (i)+W (i)

(
A0 (i)+ K̃ (i)C0 (i)

)T

+∑r
k=1

(
Ak (i)+ K̃ (i)Ck (i)

)
W (i)

(
Ak (i)+ K̃ (i)Ck (i)

)T

+∑d
j=1 q jiW ( j) = 0.

Since the system
(

A0 + K̃C0,A1 + K̃C1, . . . , Ar + K̃Cr;Q
)

is stable, the above equation has a unique solution from which we deduce that
W (i) = 0, i ∈ D. Based on (7.65) this shows that

d

∑
i=1

Tr
(

C̃cl (i)V (i)C̃T
cl (i)

)
= 0

and therefore

∥
∥
∥G̃cl

∥
∥
∥

2

2,�
=

d

∑
i=1

εiTr
(

BT
v (i) X̃ (i)Bv (i)

)

+
d

∑
i=1

Tr
(
Π(i) F̃ (i)Ỹ (i) F̃T (i)Π(i)

)
,

where G̃cl is the closed-loop system corresponding to the controller (7.60) and thus
the proof is complete. ��
Remark 7.3.1. In the particular case when D = {1}, Ak = 0, Bk = 0,Ck = 0, k =
1,2, . . . ,r the controller (7.60) reduces to the well-known Kalman–Bucy filter which
solves the classic H2 optimization problem. Therefore it is natural that in the
general framework considered here, the solution of the H2 optimization problem
has a similar form with the Kalman–Bucy filter. Unfortunately in the general case
when the nominal plant is corrupted with multiplicative white noise the solution
of the H2 optimization problem is a stochastic system with multiplicative noise,
which fact leads to implementation difficulties. This fact suggests to consider an H2

optimization problem in the class of controllers with Akc (i) = 0, k = 1, . . . ,r, which
still remains an open problem.

At the end of this section we focused our attention on the strictly Markovian
case, namely d > 1, Ak (i) = 0, Bk (i) = 0, Ck (i) = 0, Akc (i) = 0, 1≤ k ≤ r, i ∈ D.
Therefore the controlled system is in this case:

dx(t) = (A0 (η (t))x(t)+B0 (η (t))u(t))dt +Bv (η (t))dv(t)

dy(t) = C0 (η (t))x(t)dt +Dv (η (t))dv(t) (7.68)

z(t) = C (η (t))x(t)+D(η (t))u(t)
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In this particular case Theorem 7.3.1 leads to the following corollary:

Corollary 7.3.2. Assume that:

(i) The triplet (A0,B0;Q) is stabilizable and (C0,A0;Q) is detectable.

(ii) It exists X̂ =
(

X̂ (1) , . . . , X̂ (d)
)
∈ Sd

n satisfying the LMI:

ΛΣi :=

[
L∗X̂ (i)+CT (i)C (i) X̂ (i)B0 (i)+CT (i)D(i)

BT
0 (i) X̂ (i)+DT (i)C (i) DT (i)D(i)

]

> 0

where

L∗X̂ (i) = AT
0 (i) X̂ (i)+ X̂ (i)A0 (i)+

d

∑
j=1

qi jX̂ ( j) .

(iii) It exists Ŷ =
(

Ŷ (1) , . . . ,Ŷ (d)
)
∈ Sd

n satisfying the LMI:

Ñi :=

[
L
(

Ŷ
)
(i)+ εiBv (i)BT

v (i) Ŷ (i)CT
0 (i)+ εiBv (i)DT

v (i)

C0 (i)Ŷ (i)+ εiDv (i)BT
v (i) εiDv (i)DT

v (i)

]

> 0

where εi are either πi∞ or δi introduced in Sect. 7.2. Then the controller

dxc (t) = Ãc (η (t))xc (t)dt + B̃c (η (t))dy(t) (7.69)

u(t) = C̃c (η (t))xc (t)

with

Ãc (i) = A0 (i)+B0 (i) F̃ (i)+ K̃ (i)C0 (i)

B̃c (i) = −K̃ (i)

C̃c (i) = F̃ (i)

stabilizes the system (7.68) and

∥
∥
∥G̃cl

∥
∥
∥

2

2,�
= ∑d

i=1 εiTr
(

BT
v (i) X̃ (i)Bv (i)

)

+∑d
i=1 Tr

(
(
DT (i)D(i)

) 1
2 F̃ (i)Ỹ (i) F̃T (i)

(
DT (i)D(i)

) 1
2

)

= minGc∈K(G) ‖Gcl‖2
2,�
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where G̃cl is the closed-loop system obtained by coupling the controller (7.69) to
the system (7.68), X̃ and Ỹ are the stabilizing solutions of the Riccati-type equations

AT
0 (i)X (i)+X (i)A0 (i)+∑d

j=1 qi jX ( j)−
(
X (i)B0 (i)+CT (i)D(i)

)

×
(
DT (i)D(i)

)−1 (
BT

0 (i)X (i)+DT (i)C (i)
)
+CT (i)C (i) = 0

and

A0 (i)Y (i)+Y (i)AT
0 (i)+∑d

j=1 q jiY ( j)−
(
Y (i)CT

0 (i)+ εiBv (i)DT
v (i)

)

×
(
εiDv (i)DT

v (i)
)−1 (

C0 (i)Y (i)+ εiDv (i)BT
v (i)

)
+ εiBv (i)BT

v (i) = 0,

and F̃ and K̃ are given by

F̃ (i) = −
(
DT (i)D(i)

)−1
(

BT
0 (i) X̃ (i)+DT (i)C (i)

)

K̃ (i) = −
(

Ỹ (i)CT
0 (i)+ εiBv (i)DT

v (i)
)(
εiDv (i)DT

v (i)
)−1

. ��

In order to illustrate the above results we shall present a numerical example.
The helicopter dynamics is considered having the state-space equations

ẋ(t) = A(η)x(t)+B(η (t))u(t)+Ew(t)

z(t) = C1x(t)+D1u(t)

y(t) = C2x(t)+D2w(t)

where η (t) indicates the airspeed and the state variables are the horizontal velocity
x1, the vertical velocity x2, the pitch rate x3, and the pitch angle x4 . The matrices in
the above state-space representation have the form (see [30]):

A(i) =

⎡

⎢
⎢
⎣

−0.0366 0.0271 0.0188 −0.4555
0.0482 −1.01 0.0024 −4.0208
0.1002 a32 (i) −0.707 a34 (i)

0 0 1 0

⎤

⎥
⎥
⎦ ;

B(i) =

⎡

⎢
⎢
⎣

0.4422 0.1761
b21 (i) −7.5922
−5.5200 4.4900

0 0

⎤

⎥
⎥
⎦ ;

E = [I4×4 04×1] ; C1 =

[
I4×4

02×4

]

; D1 =

[
04×2

I2×2

]

;

C = [0 1 0 0] ; D2 = [0 0 0 0 1] , i = 1,2,3
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Table 7.1 Parameters as
function of speed

Airspeed (knots) a32 a34 b21

135 0.3681 1.4200 3.5446
60 0.0664 0.1198 0.9775
170 0.5047 2.5460 5.1120

Table 7.2 Optimal H2 norms Optimal H2 norms computed by the method
Q in the present paper

Q1 ‖Gcl‖2,1 = 4.6735; ‖Gcl‖2,2 = 8.0988
Q2 ‖Gcl‖2,1 = 4.5196; ‖Gcl‖2,2 = 7.8264
Q3 ‖Gcl‖2,1 = 4.8113; ‖Gcl‖2,2 = 8.3333

where a32 (·) , a34 (·) and b21 (·) are given in Table 7.1 as function of the airspeed.
The behavior of η (t) is modeled as a Markov chain with three states corresponding
to the three values of the airspeed: 135, 60, and 170 knots.

The following three different transition matrices have been considered:

Q1 =

⎡

⎣
−0.0907 0.0671 0.0236
0.0671 −0.0671 0
0.0236 0 −0.0236

⎤

⎦ ;

Q2 =

⎡

⎣
−0.0171 0.0007 0.0164
0.0013 −0.0013 0
0.0986 0 −0.0986

⎤

⎦ ;

Q3 =

⎡

⎣
−0.0450 0.0002 0.0448
0.0171 −0.0171 0
0.0894 0 −0.0894

⎤

⎦ .

The initial assumed distributions are (0.333 0.333 0.333), (0.6 0.3 0.1), and
(0.6 0.1 0.3), respectively. The optimal H2 corresponding norms obtained using
the method described in this section are presented in Table 7.2.

Here only the optimal H2 controller for the case Q = Q1 is given. Its realization
is the following:

Ac (1) =

⎡

⎢
⎢
⎣

−0.4431 0.3328 0.4106 0.0327
−3.4133 −10.3798 4.8501 6.3131
5.3252 5.2657 −6.8663 −9.4439

0 1.7630 1 0

⎤

⎥
⎥
⎦ , Bc (1) =

⎡

⎢
⎢
⎣

−0.1509
3.0100
−1.1841
−1.7630

⎤

⎥
⎥
⎦ ,

Cc (1) =

[
−0.9282 0.0139 0.9616 1.3881
0.0226 0.8442 −0.1896 −0.7131

]

,
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Ac (2) =

⎡

⎢
⎢
⎣

−0.4133 0.4164 0.3727 −0.0675
−2.0379 −9.7852 3.6641 4.2692
5.8528 3.3426 −7.5378 −10.9517

0 1.3828 1 0

⎤

⎥
⎥
⎦ , Bc (2) =

⎡

⎢
⎢
⎣

−0.1727
2.6160
−0.4174
−1.3828

⎤

⎥
⎥
⎦ ,

Cc (2) =

[
−0.9144 0.1586 0.9440 1.2483
0.1570 0.8317 −0.3607 −0.9312

]

,

Ac (3) =

⎡

⎢
⎢
⎣

−0.4517 0.2545 0.4437 0.1318
−4.3958 −11.1936 5.5719 7.2984
5.0354 6.8942 −6.4680 −7.9318

0 2.2062 1 0

⎤

⎥
⎥
⎦ , Bc (3) =

⎡

⎢
⎢
⎣

−0.1030
3.4319
−2.2534
−2.2062

⎤

⎥
⎥
⎦ ,

Cc (3) =

[
−0.9240 −0.0573 0.9882 1.5154
−0.0368 0.8507 −0.0682 −0.4705

]

.

Let us finally remark that no ill-conditioned computations occurred when the
iterative procedure described in this section has been applied.

7.4 A Kalman Filtering Problem for Stochastic Systems
with State-Dependent Noise and Markovian Jumps

As mentioned in the introductory part of this chapter, the H2 norm optimization
problem is strongly related to the Kalman filtering. In this section we shall formulate
and solve a Kalman-type filtering problem for stochastic systems with state-
dependent noise and Markovian jumping.

7.4.1 Problem Formulation and Solution

Consider the following ESMS stochastic system subject both to multiplicative white
noise and to jump Markovian parameters:

dx(t) = A(η(t))x(t)dt +D(η(t))x(t)dξ (t)
+B(η(t))dβ (t)

dy(t) = C (η(t))x(t)dt +G(η(t))x(t)dν(t)+dμ(t)
(7.70)

where x ∈ Rn denotes the state vector, y ∈ Rp is the measurement, η(t)t≥0 is a
standard homogeneous Markov process on a given probability space (Ω,F ,P) with
the state space D = {1,2,3 . . . ,N} and the transition probability matrix P(t) = eQt

and ξ , β , ν , μ are zero-mean independent Wiener processes. The elements of the
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infinitesimal generator Q satisfy qi j ≥ 0 if i 	= j and ∑N
j=1 qi j = 0,1 ≤ i ≤ N (see

Theorem 1.8.2 (vii)).
Given the ESMS stochastic system (7.70), the problem analyzed in the following

consists in determining the Luenberger observer-type stable filter of form

dx̂(t) = A(η(t)) x̂(t)dt +L(η(t)) [dy(t)−C (η(t)) x̂(t)dt] (7.71)

such that the H2 norm of the mapping

[
β (t)
μ(t)

]

→ e(t) := x(t)− x̂(t) (7.72)

is minimized.

Remark 7.4.1. The observer (7.71) does not include multiplicative white noise.
This structure could provide worse results than in the case of an observer with
state-dependent noises but this is difficult to implement because the state-dependent
noises cannot be directly measured.

Before determining the solution of this filtering problem we state the following
useful result concerning the monotonicity of the stabilizing solution of the Riccati
equation with respect to its free term (see Theorem 5.3.6 and [2]).

Proposition 7.4.1. Consider the following systems of coupled Riccati-type
equations

A(i)X(i)+X(i)AT (i)−X(i)M(i)X(i)+D(i)X(i)DT (i)
+∑N

j=1 qi jX( j)+P(i) = 0

and

A(i)X̃(i)+ X̃(i)AT (i)− X̃(i)M(i)X̃(i)+D(i)X̃(i)DT (i)
+∑N

j=1 qi jX̃( j)+R(i) = 0

where M(i)≥ 0 and R(i)≥P(i)≥ 0, i= 1, . . . ,N. If X(i)≥ 0 and X̃(i)≥ 0 denote the
stabilizing solutions of the above Riccati-type systems and R(i)≥ P(i) then X̃(i)≥
X(i), i = 1, . . . ,N.

The solution of the above problem is given by the following theorem.

Theorem 7.4.2. The optimal gains L(i), i = 1, . . . ,N of the stochastic filter with
Markovian jumps (7.71) for which the H2 norm of the mapping (7.72) is minimized
are given by

L(i) = X(i)CT (i)K(i) (7.73)
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where X(i), i = 1, . . . ,N is the stabilizing solution of the coupled system of Riccati-
type equations

A(i)X(i)+X(i)AT (i)−X(i)CT (i)K−1(i)C(i)X(i)
+∑N

j=1 qi jX( j)+D(i)Y (i)DT (i)+πi∞B(i)BT (i) = 0,
(7.74)

Y (i), i = 1, . . . ,N is the solution of the system of Lyapunov-type equations

A(i)Y (i)+Y (i)AT (i)+D(i)Y (i)DT (i)+

∑N
j=1 qi jY ( j)+πi∞B(i)BT (i) = 0,

(7.75)

K(i) := πi∞I +G(i)Y (i)GT (i), i = 1, . . . ,N, (7.76)

with πi∞ defined in (7.15)

Proof. Coupling the systems (7.70) and (7.71) one obtains

dx = A(η)xdt +D(η)xdξ +B(η)dβ
dx̂ = A(η)x̂dt +L(η)C(η)xdt

+L(η)G(η)xdν+L(η)dμ .

Subtracting the above equations one obtains the following equivalent system

[
de
dx

]

=

[
A(η)−L(η)C(η) 0

0 A(η)

][
e
x

]

+

[
0 D(η)
0 D(η)

][
e
x

]

dξ +
[

0 −L(η)G(η)
0 0

]

×
[

e
x

]

dν+
[

B(η) −L(η)
B(η) 0

][
dβ
dμ

]

.

(7.77)

Using Theorem 7.1.4 it follows that the H2 norm of the above stochastic system
with the output z(t) = e(t) equals ∑N

j=1 TrC( j)Pc( j)CT ( j) where C( j) := [I 0] , j =

1, . . . ,N, P denoting the solution of the Lyapunov-type equation LP+ B̂v = 0 (see
Lemma 7.1.3) written for the system (7.77). Using the definition (2.124) of the
operator L, this Lyapunov-type equation becomes

A(i)Pc(i)+Pc(i)AT (i)+D1(i)P(i)D1(i)T +D2(i)P(i)D2(i)T

+∑N
j=1 qi jPc( j)+πi∞B(i)BT (i) = 0, i = 1, . . . ,N

(7.78)

where we denoted

A(i) =
[

A(i)−L(i)C(i) 0
0 A(i)

]

, B(i) =
[

B(i) −L(i)
B(i) 0

]

,

D1(i) =

[
0 D(i)
0 D(i)

]

, D2(i) =

[
B(i) −L(i)
B(i) 0

]

.
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Partitioning P(i) as

Pc(i) =

[
X(i) Z(i)
ZT (i) Y (i)

]

≥ 0

direct computations gives that the block (1,1) of (7.77) is

A(i)X(i)+X(i)AT (i)−X(i)CT (i)K−1(i)C(i)X(i)
+∑N

j=1 qi jX( j)+D(i)Y (i)DT (i)+πi∞B(i)BT (i)
+
[
L(i)−X(i)CT (i)K−1(i)

]
K(i)

×
[
L(i)−X(i)CT (i)K−1(i)

]T
= 0, i = 1, . . . ,N

(7.79)

and the block (2,2) coincides with (7.75) in the statement. Then applying Proposi-
tion 7.4.1 it follows that for L(i), i = 1, . . . ,N given by (7.74) the solutions X(i)
of the system (7.79) are minimal and thus, since the trace function of positive
semidefinite matrices is increasing, one concludes the H2 norm of the system (7.77)
is minimized. ��

7.4.2 A Numerical Example

We consider a numerical example that demonstrates the advantages of applying the
estimator of the present paper to a tracking problem where the position x1 and the
velocity x2 of an evasive guided-vehicle have to be filtered, utilizing their noisy
measurements. The acceleration x3 is related to its command via a first order lag
with a time constant of 1/5 s. The acceleration command is generated applying a
proportional-navigation (PN) guidance law to a virtual target which is assumed at
all times. The system is given by:

dx1 = x2dt

dx2 = x3dt

dx3 =−5x3dt−5×3[(x1 + x2tgo)/t2
go]dt +

√
q̄dβ +2x1dξ

where tgo = 10 s and q̄ = 10−4. The measurements are given by

dy =

[
x1

x2

]

dt + R̄1/2dμ
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where R̄=

[
10 0
0 0.1

]

. We note that in dx3, the PN term uPN := [−3(x1+x2tgo)/t2
go]dt

drives x1 to zero, while the state-multiplicative noise term 2x1dξ produces evasive
maneuvers that eventually decay to zero. The above system is readily described
by (7.70) where

A =

⎡

⎣
0 1 0
0 0 1

−15/tgo −15/tgo2 −5

⎤

⎦ ,B =
√

q̄

⎡

⎣
0
0
5

⎤

⎦

C =

[
1 0 0
0 1 0

]

,G =

[
0 0 0
0 0 0

]

and

D =

⎡

⎣
0 0 0
0 0 0
2 0 0

⎤

⎦

Also due to non-unit intensity in the measurement noise, we replace in (7.70) dμ
by
√

R̄dμ .
Two filters will be compared: the Kalman filter (KF) and the stochastic filter (SF)

of the present paper.
The KF is derived by solving the Riccati equations

˙̄P = AP̄+ P̄AT − P̄CT R̄−1CP̄+BBT ,P(0) = 10 · I3

where its gains were computed using K(k) = P̄CT R̄−1 resulting in the steady-state
values of

K =

[
0.0002 0.0035
0.0000 0.0647

]

.

The SF gains were found by applying a transient version of Theorem 7.4.2 where
the zeros at the right-hand sides of (7.74) and (7.75) are replaced by Ẋ(i) and Ẏ (i),
respectively, and where πi∞ was replaced by πi,t and where the term πi∞I in (7.76)
was replaced by πi,t R̄ where πi,t :=∑N

j=1π j p ji. Note that πi =P (η(0) = i) denoting
the initial distribution where pi j(t) are the elements of the matrix P(t) depicted in
Fig. 7.1.

The filters were compared using time-domain simulation, the results of which
are in Figs. 7.2–7.5 where KF and SF estimated states are compared with the
corresponding true values (Figs. 7.2 and 7.3) and where the errors are compared
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Fig. 7.1 Transition probabilities
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Fig. 7.2 True and estimated position with KF and SF

with each other (Figs. 7.4 and 7.5). The results clearly indicate that the SF of the
present paper outperforms, in the estimation bias sense, the standard KF which
ignores both multiplicative noise and Markov transitions of the mode. The SF
provides somewhat more noisy estimates of the states, a phenomenon which is
mainly observed in the velocity estimates. The lower bias in the estimations by the
SF over the KF is the result of closer prediction by the SF of the true covariances
of the state-estimation errors. To statistically establish the merits of the SF over the
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Fig. 7.3 True and estimated velocity with KF and SF
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Fig. 7.4 Position estimation error with KF and SF

KF, a Monte-Carlo simulation study of 20 runs has been performed. The results of
this study are depicted in Fig. 7.6 (position estimation error) and Fig. 7.7 (velocity
estimation error) which show the smaller standard deviations of the estimation error
computed on the 20 runs ensemble as a function of time obtained using the SF than
with the KF.
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Fig. 7.5 Velocity estimation error with KF and SF
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Fig. 7.6 Position estimation error with KF and SF—1σ from 20 Monte-Carlo runs
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Fig. 7.7 Velocity estimation error with KF and SF—1σ from 20 Monte-Carlo runs

Notes and References

As concerns the H2 control problem for stochastic systems with multiplicative white
noise we cite [24,34] and for systems with Markovian jump we mention [19,30,43,
48] where suboptimal solution of the same order as the order of the nominal system
is considered. The application presented in Sect. 7.5 has been previously considered
in [136].



Chapter 8
Stochastic Version of Bounded Real Lemma
and Applications

The main goal of this chapter is to investigate the robustness properties of a stable
linear stochastic system with respect to various classes of uncertainties.

A crucial role in determining a lower bound of robustness radius will be played
by the norm of a linear bounded operator associated with the given plant. This
operator will be called input–output operator and it will be introduced in Sect. 8.1.
In the next section a stochastic version of the so-called Bounded Real Lemma
will be proved. This result provides an estimation of the norm of the input–output
operator in terms of feasibility of some linear matrix inequalities (LMI) or in terms
of existence of the stabilizing solutions of a generalized algebraic Riccati-type
equation.

Further the stochastic version of the so-called Small Gain Theorem (SGT) will be
proved. This result will be used to derive a lower bound of robustness with respect
to linear structural uncertainties. Then we shall investigate the stability robustness
with respect to a wide class of nonlinear uncertainties.

As in the previous chapters a unitary approach will be used for systems
subject both to multiplicative white noise disturbances and to Markovian switching.
Throughout this chapter we assume that the Markov process takes values in the
finite set D = {1,2, . . . ,d}. In order to simplify the developments in this chapter we
restrict our attention to the systems which are in time-invariant case.

8.1 Input–Output Operators

Consider the linear system described by:

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Bk (η (t))u(t)]dwk (t) (8.1)

y(t) = C (η (t))x(t)+D(η (t))u(t)

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 8, © Springer Science+Business Media New York 2013
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with the state x(t) ∈ Rn, the input u(t) ∈ Rm and the output y(t) ∈ Rp.
Ak (i) , Bk (i) , k = 0,1, . . . ,r,C (i) , D(i) , i ∈ D are constant matrices of appropriate
dimensions. The stochastic processes η (t) , t ≥ 0, w(t) = (w1 (t) , . . . ,wr (t))

T
t≥0

have the properties given in Chap. 1. If u(t) , t ≥ 0 is a stochastic process having
the components in L2

η ,w[0,∞), xu (t) , t ≥ 0 stands for the solution of (8.1) with
the initial condition xu (0) = 0. According to the results derived in Chap. 1,
Sect. 1.12, the components of the process xu (t) , t ≥ 0 are in L2

η ,w[0,τ ], ∀τ > 0.
Moreover, if the system (A0, . . . ,Ar;Q) is stable, then based on Theorem 3.6.1,
with fk (t) = Bk (η (t))u(t) it follows that xu (·) is in L2

η ,w ([0,∞),Rn). On the other
hand, by uniqueness arguments one easily obtains that the map u �→ xu (·) is linear.
Therefore, if the system (A0, . . . ,Ar;Q) is stable, we may consider the operator
T defined on the space of stochastic processes L2

η ,w ([0,∞),Rm) with values in
L2
η ,w ([0,∞),Rp), as follows:

(T u)(t) = yu (t) ,

where

yu (t) =C (η (t))xu (t)+D(η (t))u(t) . (8.2)

From Theorem 1.6.1 it follows that L2
η ,w

(
[0,∞),R�

)
is a closed subspace of the

Hilbert space L2
(
[0,∞),R�

)
. Therefore L2

η ,w
(
[0,∞),R�

)
is a real Hilbert space with

the usual inner product

〈u,v〉= E
∫ ∞

0
uT (t)v(t)dt =

∫ ∞

0
E uT (t)v(t)dt.

The norm induced by this inner product will be denoted by ‖·‖. Obviously

‖z‖ =
(

E
∫ ∞

0
|z(t)|2 dt

) 1
2

(8.3)

=

(
d

∑
j=1

π jE

[∫ ∞

0
|z(t)|2 dt | η (0) = j

]) 1
2

for all z∈ L2
η ,w

(
[0,∞),R�

)
, where πi =P {η (0) = i}. Invoking again Theorem 3.6.1,

immediately follows that it exists c > 0 not depending on u such that

‖xu‖2 =
d

∑
j=1

π jE

[∫ ∞

0
|xu (t)|2 dt | η (0) = j

]

≤ c
d

∑
j=1

π jE

[∫ ∞

0
|u(t)|2 dt | η (0) = j

]

= c‖u‖2 .
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This allows us to conclude that the operator T defined by (8.2) is linear and
bounded. The operator T introduced above will be termed the input–output operator
associated with the system (8.1), and the system (8.1) will be a state-space
realization of the operator T . As in the deterministic case the state-space realization
of the input–output operator is not unique. The set of operators

T : L2
η ,w ([0,∞),R

m)→ L2
η ,w ([0,∞),R

p)

which admit state-space realizations is a subspace of the Banach space

B
(
L2
η ,w ([0,∞),R

m) ,L2
η ,w ([0,∞),R

p)
)
.

Indeed, one can easily check that if

T� : L2
η ,w ([0,∞),R

m)→ L2
η ,w ([0,∞),R

p) , �= 1,2

have the state-space realization

dx� (t) = [A0� (η (t))x� (t)+B0� (η (t))u(t)]dt (8.4)

+
r

∑
k=1

[Ak� (η (t))x� (t)+Bk� (η (t))u(t)]dwk (t)

y� (t) = C� (η (t))x� (t)+D� (η (t))u(t) , �= 1,2

then the operators α1T1 +α2T2 will have the state-space realization of form (8.1)
with:

Ak (i) =

[
Ak1 (i) 0
0 Ak2 (i)

]

,

Bk (i) =

[
Bk1 (i)
Bk2 (i)

]

,

C (i) = [α1C1 (i) α2C2 (i)] ,

D(i) = α1D1 (i)+α2D2 (i) and

x =

[
x1

x2

]

.

Remark 8.1.1. For every τ > 0, the system (8.1) defines a linear operator

Tτ : L2
η ,w ([0,τ ],Rm)→ L2

η ,w ([0,τ ],Rp)

by y = Tτu with

y(t) =C (η (t))xu (t)+D(η(t))u(t) , t ∈ [0,τ ] , ∀ u ∈ L2
η ,w ([0,τ ],Rm) , t ∈ [0,τ ].
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Based on Remark 3.6.1, one immediately deduces that Tτ is a bounded operator.
One expects that the norm ‖Tτ‖ depends on τ . Moreover, for any 0 < τ1 < τ2, we
have

‖Tτ1‖ ≤ ‖Tτ2‖ .

If the system (A0,A1, . . . ,Ar;Q) is stable, then

‖T ‖= sup
τ>0
‖Tτ‖ .

The last assertion in the above remark is also true if the linear operator T defined
by (8.2) on the space L2

η ,w ([0,∞),Rm) is a bounded operator with values in the space
L2
η ,w ([0,∞),Rp).

Concerning the product and the inversion of the input–output operators we have
the following proposition.

Proposition 8.1.1. (i) If

T 1
τ : L2

η ,w ([0,τ ],Rm)→ L2
η ,w ([0,τ ],Rp) ,

T 2
τ : L2

η ,w ([0,τ ],Rm1)→ L2
η ,w ([0,τ ],Rm) ,

have the state-space realizations as in (8.4) with Ak� (i) ∈ Rn�×n� , Bk1 (i) ∈
Rn1×m, Bk2 (i) ∈ Rn2×m1 , 0 ≤ k ≤ r,C1 (i) ∈ Rp×n1 ,C2 (i) ∈ Rm×n2 , D1 (i) ∈
Rp×m, D2 (i) ∈ Rm×m1 , i ∈ D then the product

T 1
τ T 2

τ : L2
η ,w ([0,τ ],Rm1)→ L2

η ,w ([0,τ ],Rp)

has the state-space realization of the form (8.1) where

Ak (i) =

[
Ak1 (i) Bk1 (i)C2 (i)

0 Ak2 (i)

]

,

Bk (i) =

[
Bk1 (i)D2 (i)

Bk2 (i)

]

, 0≤ k ≤ r,

C (i) = [C1 (i) D1 (i)C2 (i)] ,
D(i) = D1 (i)D2 (i) , i ∈ D;

(ii) Assume that in (8.1) we have p = m and detD(i) 	= 0, i ∈ D. Then for every
τ > 0, the input–output operator Tτ : L2

η ,w ([0,τ ],Rm) → L2
η ,w ([0,τ ],Rm) is

invertible and its inverse T −1
τ has the state-space realization:

dξ (t) =
[
Ã0 (η (t))ξ (t)+ B̃0 (η (t))y(t)

]
dt

+∑r
k=1

[
Ãk (η (t))ξ (t)+ B̃k (η (t))y(t)

]
dwk (t)

u(t) = C̃ (η (t))ξ (t)+ D̃(η (t))y(t) ,
(8.5)
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where

Ãk (i) = Ak (i)−Bk (i)D−1 (i)C (i)
B̃k (i) = Bk (i)D−1 (i) ,0≤ k ≤ r;
C̃ (i) = −D−1 (i)C (i)
D̃(i) = D−1 (i) , i ∈ D.

Moreover if the systems (A0,A1, . . . ,Ar;Q) and
(
Ã0, Ã1, . . . , Ãr;Q

)
are stable,

then the input–output operator T associated with (8.1) is invertible and its
inverse T −1 has the realization given by (8.5).

Proof. Part (i) of the statement immediately follows by the uniqueness of the
solution xu (·) of the linear system (8.1).

(ii) Denote by T̂τ the input–output operator defined by (8.5) on [0,τ ]. Applying
the result of part (a) one easily checks that

Tτ T̂τ = IL2
η ,w([0,τ ],Rm) = T̂τTτ

where IL2
η ,w([0,τ ],Rm) is the identity operator on L2

η ,w ([0,τ ] ,Rm). The last assertion
follows in the same way as above. ��

In the following we shall proof a result that will play an important role in the
proof of the Bounded Real Lemma in the next section. For each continuous function
F : [0,τ ]→Md

m,n, F (t) = (F (t,1) , . . . ,F (t,d)), consider the following Lyapunov-
type equation on Sd

n :

d
dt K (t, i)+(A0 (i)+B0 (i)F (t, i))T +K (t, i)(A0 (i)+B0 (i)F (t, i))
+∑r

k=1 (Ak (i)+Bk (i)F (t, i))T K (t, i)(Ak (i)+Bk (i)F (t, i))
+∑d

j=1 qi jK (t, j)+(C (i)+D(i)F (t, i))T (C (i)+D(i)F (t, i))
−γ2FT (t, i)F (t, i) = 0, i ∈ D.

(8.6)

For each γ > 0, denote by

Kγ (t) =
(
Kγ (t,1) , . . . ,Kγ (t,d)

)

the solution of (8.6) verifying the condition Kγ (τ , i) = 0, i ∈ D.

Lemma 8.1.2. Assume that for a fixed τ > 0 we have ‖Tτ‖< γ . Then for all ε0 such
that 0 < ε2

0 < γ2−‖Tτ‖2 we have

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)Kγ (t, i)Bk (i)≥ ε2

0 Im (8.7)

for all t ∈ [0,τ ], i ∈ D.
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Proof. Denoting

Γγ (t, i) = γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)Kγ (t, i)Bk (i) ,

(8.7) can be written as Γγ (t, i) ≥ ε2
0 Im, ∀ t ∈ [0,τ ], i ∈ D. The proof has then two

stages.

Stage 1. We firstly proof that for each γ satisfying the condition γ > ‖Tτ‖ we
have

Γγ (t, i)≥ 0, ∀ t ∈ (0,τ), i ∈ D. (8.8)

If (8.8) does not hold, then it follows that there exists t0 ∈ (0,τ), i0 ∈D, u0 ∈Rmwith
|u0| = 1 such that uT

0 Γγ (t0, i0)u0 < 0. Since the function t → uT
0 Γγ (t, i0)u0 is

continuous it follows that there exist δ0 > 0, ν > 0 such that

uT
0 Γγ (t, i0)u0 <−ν < 0 , ∀ t ∈ [t0, t0 +δ0] (8.9)

with t0 + δ0 < τ . Let δ ∈ (0,δ0) be arbitrary but fixed and define the stochastic
process

vδ (t) =

{
0 if t /∈ [t0, t0 +δ ]
u0χη(t)=i0 if t ∈ [t0, t0 +δ ]

.

It is obvious that vδ ∈ L2
η ,w ([0,τ ] ,Rm). Let xδ (t) , t ∈ [0,τ ] be the solution of the

following problem with initial conditions:

dx(t) = {[A0 (η (t))+B0 (η (t))F (t,η (t))]x(t)+B0 (η (t))vδ (t)}dt
+∑r

k=1 {[Ak (η (t))+Bk (η (t))F (t,η (t))]x(t)
+Bk (η (t))vδ (t)}dwk (t) , t ∈ [0,τ ] , xδ (0) = 0.

(8.10)

Define uδ (t) = vδ (t)+F (t,η (t))xδ (t) , t ∈ [0,τ ]. Since uδ (t) ∈ L2
η ,w ([0,τ ] ,Rm),

from (8.10) one deduces that

xuδ (t) = xδ (t) , t ∈ [0,τ ] .

Let yδ = Tτuδ , therefore

yδ (t) =C (η (t))xδ (t)+D(η (t))uδ (t) , t ∈ [0,τ ] .
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By direct computations taking into account the definition of uδ (t) we obtain that:

|yδ (t)|2− γ2 |uδ (t)|2 = xT
δ (t)

[
(C (η (t))+D(η (t))F (t,η (t)))T

×(C (η (t))+D(η (t))F (t,η (t)))

−γ2FT (t,η (t))F (t,η (t))
]

xδ (t)+2xT
δ (t)

×
[
(C (η (t))+D(η (t))F (t,η (t)))T D(η (t))

− γ2FT (t,η (t))
]

vδ (t)+ vT
δ (t) (8.11)

×
[
DT (η (t))D(η (t))− γ2Im

]
vδ (t) .

Using the Itô-type formula for the function

v(t,x, i) = xT Kγ (t, i)x

and for the process xδ (t) , t ∈ [0,τ ], based on (8.6) and (8.11) one obtains that

E
[∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt | η (0) = i

]

= E
[∫ τ

0

{
2xT

δ (t)Pγ (t,η (t))vδ (t)− vT
δ (t)Γγ (t,η (t))vδ (t)

}
dt | η (0) = i

]

for all i ∈ D, where Pγ (t, i) is defined as

Pγ (t, i) = Kγ (t, i)B0 (i)+
r

∑
k=1

(Ak (i)+Bk (i)F (t, i))T Kγ (t, i)Bk (i)

+(C (i)+D(i)F (t, i))T D(i)− γ2FT (t, i) .

Taking into account the definition of vδ we further can write

E
[∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt | η (0) = i

]

= E
[∫ t0+δ

t0

{
2xT

δ (t)Pγ (t,η (t))u0−uT
0 Γγ (t,η (t))u0

}
χη(t)=i0dt | η (0) = i

]

= ∑d
j=1 E

[∫ t0+δ
t0

{
2xT

δ (t)Pγ (t, j)u0−uT
0 Γγ (t, j)u0

}
χη(t)= jχη(t)=i0dt | η (0) = i

]
.

Since χη(t)=iχη(t)=i0 = 0 for i 	= i0 and χη(t)=iχη(t)=i0 = χη(t)=i0 for i = i0, we
obtain:

E
[∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt | η (0) = i

]

= E
[∫ t0+δ

t0

{
2xT

δ (t)Pγ (t, i0)u0−uT
0 Γγ (t, i0)u0

}
χη(t)=i0dt | η (0) = i

]
,

(8.12)
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i ∈ D. Based on (8.9) one immediately obtains that:

E
[∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt | η (0) = i

]
≥

−2E
[∫ t0+δ

t0

∣
∣xT
δ (t)Pγ (t, i0)u0

∣
∣χη(t)=i0dt | η (0) = i

]

+νE
[∫ t0+δ

t0
χη(t)=i0dt | η (0) = i

]
,

and therefore

E
[∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt | η (0) = i

]
≥

−2E
[∫ t0+δ

t0

∣
∣xT
δ (t)Pγ (t, i0)u0

∣
∣χη(t)=i0dt | η (0) = i

]

+ν
∫ t0+δ

t0
pi,i0 (t)dt, i ∈ D.

(8.13)

Based on Remark 3.6.1 one deduces that there exists c1 > 0 depending on τ such
that

sup
0≤t≤τ

E
[
|xδ (t)|2 | η (0) = i

]
≤ c1E

[∫ τ

0
|vδ (t)|2 dt | η (0) = i

]

≤ c1δ . (8.14)

On the other hand we have

E

[∫ τ

0

∣
∣xT
δ (t)Pγ (t, i0)u0

∣
∣χη(t)=i0dt | η (0) = i

]

≤
∫ τ

0

(
E
[
|xδ (t)|2 dt | η (0) = i

]) 1
2 ∣∣Pγ (t, i0)

∣
∣dt.

Hence, using (8.14) we obtain

2E

[∫ t0+δ

t0

∣
∣xT
δ (t)Pγ (t, i0)u0

∣
∣χη(t)=i0dt | η (0) = i

]

≤ c2δ
√
δ (8.15)

where c2 > 0 is a constant depending on τ . Then we have

E
∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt

=
d

∑
i=1

πiE

[∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt | η (0) = i

]

(8.16)

≥
∫ t0+δ

t0
h(t)dt− c2δ

√
δ
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where we denoted

h(t) = ν
d

∑
i=1

πi pi,i0 (t) .

Since pi0,i0 (t) is a continuous function it follows that there exists δ ∈ (0,δ0) such
that

pi0,i0 (t)≥
1
2

pi0,i0 (t0)> 0 ∀ t0 ≤ t ≤ t0 +δ .

Then for δ > 0 small enough (8.16) becomes

‖yδ‖2− γ2 ‖uδ‖2 = E
∫ τ

0

(
|yδ (t)|2− γ2 |uδ |2

)
dt

≥ 1
2
δνπi0 pi0,i0 (t0)− c2δ

√
δ > 0.

This contradicts the assumption in the statement ‖Tτ‖< γ . It follows then that (8.8)
is accomplished for t ∈ (0,τ). From the continuity with respect to t it follows
that (8.8) is accomplished for t ∈ [0,τ ].

Stage 2. Let ε0 be such that

0 < ε2
0 < γ2−‖Tτ‖2 .

Then for γ̂ =
(
γ2− ε2

0

) 1
2 it is obvious that ‖Tτ‖< γ̂ . According to Stage 1 we have

Γγ̂ (t, i)≥ 0, t ∈ [0,τ ] , i ∈ D.

This leads to

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)Kγ̂ (t, i)Bk (i)≥ ε2

0 Im. (8.17)

On the other hand one can immediately check that

d
dt

[
Kγ̂ (t, i)−Kγ (t, i)

]

+[A0 (i)+B0 (i)F (t, i)]T
[
Kγ̂ (t, i)−Kγ (t, i)

]

+
[
Kγ̂ (t, i)−Kγ (t, i)

]
[A0 (i)+B0 (i)F (t, i)]

+∑r
k=1 [Ak (i)+Bk (i)F (t, i)]T

[
Kγ̂ (t, i)−Kγ (t, i)

]

× [Ak (i)+Bk (i)F (t, i)]+∑d
j=1 qi j

[
Kγ̂ (t, i)−Kγ (t, i)

]

+ε2
0 FT (t, i)F (t, i) = 0,
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from which it follows that Kγ̂ (t, i)−Kγ (t, i)≥ 0. Therefore from (8.17) we deduce
that

γ2Im−DT (i)D(i)−
r

∑
i=1

BT
k (i)Kγ (t, i)Bk (i)≥ ε0Im

and hence the proof is complete. ��
Corollary 8.1.3. If there exists τ > 0 such that ‖Tτ‖ < γ , then DT (i)D(i) <
γ2Im, i ∈ D.

Remark 8.1.2. If the system (A0,A1, . . . ,Ar;Q) is stable and if ‖T ‖ < γ , then
‖Tτ‖< γ for all τ > 0.

8.2 Stochastic Version of the Bounded Real Lemma

In the present section we shall derive necessary and sufficient conditions under
which the norm of the input–output operator is less than a prescribed level of
attenuation γ . These conditions extend at the stochastic systems of form (8.1) the
well-known conditions given by the Bounded Real Lemma in the deterministic
framework. The results proved in this section include as particular cases the results
separately proved for stochastic systems with multiplicative white noise and for
systems with Markovian jumps, respectively.

Consider the following system of generalized Riccati algebraic equations:

AT
0 (i)X (i)+X (i)A0 (i)+∑r

k=1 AT
k (i)X (i)Ak (i)+∑d

j=1 qi jX ( j)
+
(
X (i)B0 (i)+∑r

k=1 AT
k (i)X (i)Bk (i)+CT (i)D(i)

)

×
(
γ2Im−DT (i)D(i)−∑r

k=1 BT
k (i)X (i)Bk (i)

)−1

×
(
BT

0 (i)X (i)+∑r
k=1 BT

k (i)X (i)Ak (i)+DT (i)C (i)
)

+CT (i)C (i) = 0, i ∈ D.

(8.18)

One can notice that in the particular case when Ak (i) = 0, Bk (i) = 0, 1≤ k≤ r, D=
{1}, the SGRAE (8.18) reduces to the well-known algebraic Riccati equation used
in the deterministic framework in order to determine the H∞ norm of a linear system.
With the notations introduced in Sect. 5.6, the SGRAE (8.18) can be written as the
following nonlinear equation on Sd

n :

L∗X −PT (X)R−1 (X)P (X)+CTC = 0, (8.19)

L : Sd
n → Sd

n being the Lyapunov-type operator defined by the system
(A0,A1, . . . ,Ar;Q),

P (X) = (P1 (X) , . . . ,Pd (X))
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with

Pi (X) = BT
0 (i)X (i)+

r

∑
k=1

BT
k (i)X (i)Ak (i)+DT (i)C (i) ,

R(X) = (R1 (X) , . . . ,Rd (X))

where

Ri (X) =−γ2Im +DT (i)D(i)+
r

∑
k=1

BT
k (i)X (i)Bk (i) , i ∈ D

and X = (X (1) , . . . ,X (d)). We shall also use the following differential equations
on Sd

n :

d
dt

X (t)+L∗X (t)−PT (X)R−1 (X)P (X)+CTC = 0 (8.20)

d
dt

K (t) = L∗K (t)−PT (K (t))R−1 (K (t))P (K (t))+CTC. (8.21)

Remark 8.2.1. (i) Both the algebraic equation (8.19) and the differential equa-
tions (8.20) and also (8.21) are defined on the subset Uγ ⊂Sd

n with the elements
X = (X (1) , . . . ,X (d)) for which detRi (X) 	= 0, i ∈ D. From Corollary 8.1.3
it follows that if exists τ > 0 such that ‖Tτ‖ < γ then the null element
(0,0, . . . ,0) ∈ Sd

n is in Uγ .
(ii) A C1-function X : [0,τ ]→Uγ is a solution of (8.20) if and only if K : [0,τ ]→Uγ

defined as K (t) = X (τ− t) is a solution of (8.21).

For every τ > 0, x0 ∈ Rn, γ > 0, i ∈ D, consider the following cost functions:

Hγ (τ ,x0, i, ·) : L2
η ,w ([0,τ ] ;Rm)→ R

Hγ (τ ,x0, ·) : L2
η ,w ([0,τ ] ;Rm)→ R

defined by

Hγ (τ ,x0, i,u) = E

[∫ τ

0

(
|yu (t,x0)|2− γ2 |u(t)|2

)
dt | η (0) = i

]

and

Hγ (τ ,x0,u) = E
∫ τ

0

(
|yu (t,x0)|2− γ2 |u(t)|2

)
dt

where

yu (t,x0) =C (η (t))xu (t,x0)+D(η (t))u(t) , t ∈ [0,τ ] ,
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xu (t,x0) being the solution of the system (8.1) determined by the input u(t) and the
initial condition xu (0,x0) = x0. It is obvious that

Hγ (τ ,x0,u) =
d

∑
i=1

πiHγ (τ ,x0, i,u) .

From Corollary 6.1.2 and from Remark 8.2.1 (ii) one directly obtains:

Lemma 8.2.1. If X : [0,τ ] → Sd
n , X (t) = (X (t,1) , . . . ,X (t,d)) is a solution of

(8.20) and K (t) = X (τ− t), then

Hγ (τ,x0, i,u) = xT
0 X (0, i)x0−E

[
xT (τ)X (τ,η (τ))x(τ) | η (0) = i

]

−E
[∫ τ

0

(
u(t)−FX (t,η (t))x(t)

)T

×
[
γ2Im−DT (η (t))D(η (t))−∑r

k=1 BT
k (η (t))X (t,η (t))Bk (η (t))

]

×
(
u(t)−FX (t,η (t))x(t)

)
dt | η (0) = i

]

= xT
0 K (τ, i)x0−E

[
xT (τ)K (0,η (t))x(τ) | η (0) = i

]

−E
[∫ τ

0

(
u(t)−FK (t,η (t))x(t)

)T

×
[
γ2Im−DT (η (t))D(η (t))−∑r

k=1 BT
k (η (t))K (τ−t,η (t))Bk (η (t))

]

×
(
u(t)−FK (t,η (t))x(t)

)
dt | η (0) = i

]
,

for all x0 ∈ Rn, i ∈ D, u ∈ L2
η ,w ([0,τ ] ,Rm) , x(t) = xu (t,x0)

FX (t, i) = −
(
R(i)+∑r

k=1 BT
k (i)X (t, i)Bk (i)

)−1

×
(
BT

0 (i)X (t, i)+∑r
k=1 BT

k (i)X (t, i)Ak (i)+DT (i)C (i)
)

FK (t, i) = −
(
R(i)+∑r

k=1 BT
k (i)K (τ− t, i)Bk (i)

)−1

×
(
BT

0 (i)K (τ− t, i)+∑r
k=1 BT

k (i)K (τ− t, i)Ak (i)+DT (i)C (i)
)
,

where R(i) =−γ2Im +DT (i)D(i).

We prove now the following useful result.

Lemma 8.2.2. Assume that the system (A0,A1, . . . ,Ar;Q) is stable and ‖T ‖< γ . In
these conditions it exists a constant ρ > 0 such that

Hγ (τ ,x0, i,u)≤ ρ |x0|2 ∀τ > 0, x0 ∈ Rn, u ∈ L2
η ,w ([0,τ ] ,Rm) .

Proof. Let xu (t,x0) be the solution of the system (8.1) corresponding to the arbitrary
control u ∈ L2

η ,w ([0,τ ] ,Rm). Then one can write

xu (t,x0) = x0 (t,x0)+ xu (t,0) ,

where x0 (t,x0) is the solution of the system (8.1) for u = 0 satisfying x0 (0,x0) = x0.
Therefore x0 (t,x0) = Φ(t,0)x0. As in the preceding section the process
xu (t) = xu (t,0) is the solution of the system (8.1) satisfying the initial condition
xu (0,0) = 0. Denoting
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y0 (t,x0) = C (η (t))x0 (t,x0) and

yu (t) = C (η (t))xu (t)+D(t)u(t) ,

one obtains that

yu (t,x0) = y0 (t,x0)+ yu (t) . (8.22)

Since the system (A0,A1, . . . ,Ar;Q) is stable it exists ρ1 > 0 not depending on x0,
such that

E

[∫ ∞

0
|y0 (t,x0)|2 dt

]

≤ ρ2
1 |x0|2 , ∀ x0 ∈ Rn. (8.23)

On the other hand from the inequalities

‖Tτ‖ ≤ ‖T ‖< γ

it follows that it exists ν > 0 not depending on u(t) such that

E
∫ τ

0

(
|yu (t)|2− γ2 |u(t)|2

)
dt ≤−ν2E

∫ τ

0
|u(t)|2 dt, (8.24)

∀ u ∈ L2
η ,w ([0,τ ] ,Rm). Using the decomposition (8.22) of yu one obtains that

Hγ (τ ,x0,u) = E
∫ τ

0
|y0 (t,x0)|2 dt +2E

∫ τ

0
yT

0 (t,x0)yu (t)dt

+E
∫ τ

0

(
|yu (t)|2− γ2 |u(t)|2

)
dt.

Taking into account (8.23) and (8.24) one immediately obtains:

Hγ (τ ,x0,u)≤ ρ2
1 |x0|2 +2ρ1γ |x0|‖u‖−ν2 ‖u‖2 , (8.25)

∀ u ∈ L2
η ,w ([0,τ ] ,Rm), where ‖u‖ =

(
E
∫ τ

0 |u(t)|
2 dt

) 1
2
. Since the right-hand side

of (8.25) is a second degree polynomial with respect to ‖u‖ one immediately
deduces that

Hγ (τ ,x0,u)≤ ρ2 |x0|2 (8.26)

where ρ = ρ1ν−1
√
γ2 +ν2 and therefore the proof is complete. ��

We shall denote in the following by Xτ (t) = (Xτ (t,1) , . . . ,Xτ (t,d)) the solution
of (8.20) satisfying the condition Xτ (τ , i)= 0, i∈D. Let Iτ (γ)⊂ [0,τ ] the maximal
interval on which the solution Xτ (·) is defined. From Remark 8.2.1 (i) it follows
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that if ‖Tτ‖ < γ then Iτ (γ) is nonempty. Then from Lemma 8.1.2 one obtains the
following lemma.

Lemma 8.2.3. If supτ>0 ‖Tτ‖< γ then

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)Xτ (t, i)Bk (i)≥ ε2

0 Im, t ∈ Iτ (γ) , (8.27)

i ∈ D, τ > 0, where ε0 > 0 does not depend upon τ .

Proof. Let ε0 > 0 be such that ε2
0 < γ2 − supτ>0 ‖Tτ‖2. Let τ > 0 and t1 ∈

Iγ (τ) , t1 < τ . Obviously [t1,τ ]⊂ Iγ (τ). Denote

Fτ (t, i) =

(

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)Xτ (t, i)Bk (i)

)−1

(8.28)

×
(

BT
0 (i)Xτ (t, i)+

r

∑
k=1

BT
k (i)Xτ (t, i)Ak (i)+DT (i)C (i)

)

,

t ∈ [t1,τ ] , i ∈ D. With Lemma 5.1.1 one immediately obtains that (8.20) satisfied
by Xτ (·) can be written in a Lyapunov form on Sd

n as follows:

d
dt Xτ (t, i)+ [A0 (i)+B0 (i)Fτ (t, i)]

T Xτ (t, i)
+Xτ (t, i) [A0 (i)+B0 (i)Fτ (t, i)]
+∑r

k=1 [Ak (i)+Bk (i)Fτ (t, i)]
T Xτ (t, i) [Ak (i)+Bk (i)Fτ (t, i)]

+∑d
j=1 qi jXτ (t, j)− γ2FT

τ (t, i)Fτ (t, i)
+[C (i)+D(i)Fτ (t, i)]

T [C (i)+D(i)Fτ (t, i)] = 0,

(8.29)

t ∈ [t1,τ ] , i ∈ D.
Let F : [0,τ ]→Md

mn defined as:

F (t) = (F (t,1) , . . . ,F (t,d)) , (8.30)

F (t, i) =

{
Fτ (t, i) , t ∈ [t1,τ ]
Fτ (t1, i) , t ∈ [0, t1] , i ∈ D

and let X (t) = (X (t,1) , . . . ,X (t,d)) with X (τ) = 0 be the solution of (8.6) corre-
sponding to the feedback F (·) defined as in (8.30). Then from (8.29) and (8.30) it
follows that X (t) = Xτ (t) , t ∈ [t1,τ ]. Applying Lemma 8.1.2 one obtains that (8.27)
is true for all t ∈ [t1,τ ] and the proof is complete. ��

In the following we shall denote by K0 (t) =
(
K0 (t,1) , . . . ,K0 (t,d)

)
the solution

of (8.21) satisfying the initial condition K0 (0, i) = 0, i ∈ D. We also denote [0, t f )
the maximal interval on which this solution is defined. The next lemma summarizes
some properties of the solution K0 (t).
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Lemma 8.2.4. Assume that the system (A0,A1, . . . ,Ar;Q) is stable and ‖T ‖ < γ .
Then the solution K0 (t) of (8.21) has the following properties:

(i)

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)K0 (t, i)Bk (i)≥ ε2

0 Im

∀ t ∈ [0, t f ), ε0 independent of t;
(ii)

xT
0 K0 (τ , i)x0 =Hγ (τ ,x0, i, ũτ)≥Hγ (τ ,x0, i,u)

∀ τ ∈
(
0, t f

)
, x0 ∈ Rn, i ∈ D, u ∈ L2

η ,w ([0,τ ] ,Rm), where ũτ (t) =
Fτ (t,η (t)) x̃τ (t) and

Fτ (t, i) =

(

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)K0 (τ− t, i)Bk (i)

)−1

×
(

BT
0 (i)K0 (τ− t, i)+

r

∑
k=1

BT
k (i)K0 (τ− t, i)Ak (i)+DT (i)C (i)

)

and x̃τ (t) , t ∈ [0,τ ] is the solution of the equation

dx̃(t) = [A0 (η (t))+B0 (η (t))Fτ (t,η (t))] x̃(t)dt

+
r

∑
k=1

[Ak (η (t))+Bk (η (t))Fτ (t,η (t))] x̃(t)dwk (t)

with the initial condition x̃0 (0) = x0;
(iii) It exists ρ̃ > 0 not depending on τ such that

0≤ K0 (τ , i)≤ ρ̃In, ∀ τ ∈ [0, t f ), i ∈ D;

(iv)

K0 (τ1, i)≤ K0 (τ2, i) , ∀ 0≤ τ1 < τ2 < t f .

Proof. (i) Let τ ∈
(
0, t f

)
be arbitrary but fixed and denote

Xτ (t) = (Xτ (t,1) , . . . ,Xτ (t,d))

defined by

Xτ (t) = K0 (τ− t, i) , t ∈ [0,τ ] , i ∈ D.
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Then Xτ (t) is the solution of (8.20) with the final condition Xτ (τ) = 0. Based
on Lemma 8.2.3 and Remark 8.1.1 one obtains

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)Xτ (t, i)Bk (i)≥ ε2

0 Im, t ∈ [0,τ ]. (8.31)

Since ε0 does not depend on τ , based on (8.31) and on the definition of Xτ the
proof of part (i) is complete.

(ii) Applying Lemma 8.2.1 for K0 (t) = Xτ (τ− t) one obtains:

Hγ (τ,x0, i,u) = xT
0 K0 (τ, i)x0−E

[∫ τ

0
(u(t)−Fτ (t,η (t)xu (t,x0))

T (8.32)

×
(

γ2Im−DT (η (t))D(η (t))−
r

∑
k=1

BT
k (η (t))Xτ (t,η (t))Bk (η (t))

)

× (u(t)−Fτ (t,η (t)xu (t,x0))dt | η (0) = i

]

,

∀ x0 ∈ Rn, i ∈ D, u ∈ L2
η ,w ([0,τ ] ,Rm). From (8.32) and (i) immediately

follows that

Hγ (τ ,x0, i,u)≤ xT
0 K0 (τ , i)x0 (8.33)

and for

u(t) = Fτ (t,η (t))xu (t,x0) = Fτ (t,η (t)) x̃(t)

the inequality (8.33) becomes equality.
(iii) From (8.33) one immediately deduces that

0≤Hγ (τ ,x0, i,0)≤ xT
0 K0 (τ , i)x0. (8.34)

On the other hand for every i ∈ D one can write:

πix
T
0 K0 (τ , i)x0 ≤

d

∑
j=1

π jHγ (τ ,x0, j, ũ) =Hγ (τ ,x0, ũ) .

From Lemma 8.2.2 we have

Hγ (τ ,x0, ũ)≤ ρ2 |x0|2 . (8.35)

Then from (8.34) and (8.35) it follows that (iii) is satisfied for
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ρ̃ = max
i∈D

ρ2

πi
.

(iv) Let 0 < τ1 < τ2 < t f and consider the stochastic process uτ2 , t ∈ [0,τ2], as
follows

uτ2 (t) =

{
ũτ1 (t) , t ∈ [0,τ1]

0, t ∈ (τ1,τ2]
.

It is obvious that uτ2 ∈ L2
η ,w ([0,τ2] ,Rm). Let xτ2 (t) , t ∈ [0,τ2] be the solution

of the system (8.1) determined by the input variable uτ2 (t) and by the initial
condition xτ2 (0) = x0. One can easily check that xτ2 (t) = x̃τ1 (t) for t ∈ [0,τ1]
and

Hγ (τ1,x, i, ũτ1)≤Hγ (τ2,x0, i,uτ2) .

Invoking again the maximality properties in (ii) one obtains:

xT
0 K0 (τ1, i)x0 = Hγ (τ1,x0, i, ũτ1)≤Hγ (τ2,x0, i, ũτ2)

≤ xT
0 K0 (τ2, i)x0, ∀x0 ∈ Rn, i ∈ D,

and therefore the proof is complete. ��
Remark 8.2.2. From (i) and (iii) in Lemma 8.2.4 it follows that the solution K0 (·)
is defined on [0,∞), i.e. t f = ∞.

Consider the following subsets of Sd
n :

Π=
{

X = (X (1) , . . . ,X (d)) ∈ Sd
n |

L∗X−PT (X)R−1 (X)P (X)+CTC ≤ 0,R(X)< 0
} (8.36)

and

Π̃=
{

X = (X (1) , . . . ,X (d)) ∈ Sd
n |

L∗X−PT (X)R−1 (X)P (X)+CTC < 0,R(X)< 0
}
.

(8.37)

Remark 8.2.3. (i) Π̃⊂Π.
(ii) If the system (A0,A1, . . . ,Ar;Q) is stable, then Π⊂ Sd

n+.
(iii) Let us introduce the generalized dissipation matrix

N (X) = (N1 (X ,γ) , . . . ,Nd (X ,γ))
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associated with the system (8.1) and with the scalar γ , as follows

Ni (X ,γ) =

[
N i

11 (X ,γ) N i
12 (X ,γ)

(
N i

12

)T
(X ,γ) N i

22 (X ,γ)

]

where

N i
11 (X ,γ) = AT

0 (i)X (i)+X (i)A0 (i)+
r

∑
k=1

AT
k (i)X (i)Ak (i)

+
d

∑
j=1

qi jX ( j)+CT (i)C (i)

N i
12 (X ,γ) = X (i)B0 (i)+

r

∑
k=1

AT
k (i)X (i)Bk (i)+CT (i)D(i) = PT

i (X)

N i
22 (X ,γ) =−γ2Im +DT (i)D(i)+

r

∑
k=1

BT
k (i)X (i)Bk (i) =Ri (X) .

It is easy to check that

Π=
{

X ∈ Sd
n | N (X)≤ 0,R(X)< 0

}

and

Π̃=
{

X ∈ Sd
n | N (X)< 0

}
.

From the above inequalities one easily deduces that both Π and Π̃ are convex
sets. The setΠ includes the solutions of (8.19) for which the conditionR(X)<
0 is accomplished.

Proposition 8.2.5. Assume that the system (A0, . . . ,Ar;Q) is stable and Π 	= ∅.
Then for all

X̂ =
(
X̂ (1) , . . . , X̂ (d)

)
∈Π

we have

K0 (t)≤ X̂ , ∀ t ∈ [0, t f ),

K0 denoting the solution of (8.21) verifying the initial condition K0 (0) = 0.

Proof. Under the above assumptions, by Remark 8.2.3 (ii) it follows that it exists
X ≥ 0 with R(X) < 0. Therefore γ2Im −DT (i)D(i) > 0, i ∈ D. Thus we may
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conclude that the solution K0 (t) is defined on an interval [0,τ ] , τ > 0. Let X̂ =(
X̂ (1) , . . . , X̂ (d)

)
∈Π be arbitrary but fixed. Define

M̂ =
(
M̂ (1) , . . . ,M̂ (d)

)

by

M̂ =−L∗X̂ +PT (X̂
)
R−1 (X̂

)
P
(
X̂
)
−CTC.

From the definition of M̂ it follows that X̂ verifies the algebraic equation

L∗X̂−PT (X̂
)
R−1 (X̂

)
P
(
X̂
)
+CTC+ M̂ = 0. (8.38)

Let τ ∈
(
0, t f

)
and let Xτ (t) = (Xτ (t,1) , . . . ,Xτ (t,d)) defined as

Xτ (t, i) = K0 (τ− t, i) , t ∈ [0,τ ] , i ∈ D.

Thus one deduces that Xτ (·) is the solution of (8.20) satisfying the terminal
condition Xτ (τ) = 0. Define

Fτ (t) = (Fτ (t,1) , . . . ,Fτ (t,d)) ,

Fτ (t, i) = −R−1
i (Xτ (t))Pi (Xτ (t)) , i ∈ D, t ∈ [0,τ ] .

By direct computations (see also Lemma 5.1.1) one obtains that X̂ verifying (8.38)
is also a solution of the equation parameterized with respect to t

L∗Fτ (t)X− γ2FT
τ (t)Fτ (t)+(C+DFτ (t))

T (C+DFτ (t))

+M̂−
(
Fτ (t)− F̂

)T R
(
X̂
)(

Fτ (t)− F̂
)
= 0, t ∈ [0,τ ] ,

(8.39)

where LFτ (t) denotes as usual, the Lyapunov-type operator defined by the system
(A0 +B0Fτ , . . . ,Ar +BrFτ ;Q) and

F̂ =
(
F̂ (1) , . . . , F̂ (d)

)
,

F̂ (i) = −R−1
i

(
X̂
)
Pi
(
X̂
)
, i ∈ D.

On the other hand, based on (8.29) one obtains that (8.20) verified by Xτ (·) can be
rewritten as:

d
dt Xτ (t)+L∗Fτ (t)Xτ (t)− γ2FT

τ (t)Fτ (t)
+(C+DFτ (t))

T (C+DFτ (t)) = 0.
(8.40)
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Let Y (t) = X̂−Xτ (t) , t ∈ [0,τ ]. From (8.39) and (8.40) one obtains that

d
dt

Y (t)+L∗Fτ (t)Y (t)+M (t) = 0 (8.41)

where

M (t) =−
(
Fτ (t)− F̂

)T R
(
X̂
)(

Fτ (t)− F̂
)
+ M̂

and it immediately follows that M (t)≥ 0. Based on Remark 8.2.3 (ii) it follows that
Y (τ) = X̂ ≥ 0. According to constant variation formula, we have

Y (t) = T ∗τ (τ , t)Y (τ)+
∫ τ

t
T ∗τ (s, t)M (s)ds, t ∈ [0,τ ] (8.42)

where Tτ (t,s) is the linear operator of evolution on Sd
n defined by the differential

equation

dY
dt

= LFτ (t)Y (t) .

Since T ∗τ (s, t) is a positive operator on Sd
n for any s ≥ t from (8.42) it follows that

Y (t)≥ 0 for all t ∈ [0,τ ], which leads to Xτ (t)≤ X̂ , t ∈ [0,τ ], or equivalently,

K0 (t)≤ X̂ , ∀ t ∈ [0,τ ] . (8.43)

Since τ has been arbitrarily chosen in [0, t f ) it follows that (8.43) is verified for
any t ∈ [0, t f ). ��

Before proving the main result of this section we remind the following known
result from the theory of differential equations.

Lemma 8.2.6. Let F : X → X be a continuous function defined on the Banach
space X . If ξ : [0,∞)→X is a solution of the differential equation

ξ̇ (t) = F (ξ (t))

with the property limt→∞ ξ (t) = ξ̂ ∈ X , then F
(
ξ̂
)
= 0.

Proof. Let ϕ : X → R be a linear and continuous functional. Then t → ϕ (ξ (t))
satisfies:

d
dt
ϕ (ξ (t)) = ϕ (F (ξ (t)))

and

lim
t→∞

ϕ (ξ (t)) = ϕ
(
ξ̂
)
.
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Since

ϕ (ξ (t))−ϕ (ξ (t0)) =
∫ t

t0
ϕ (F (ξ (s)))ds

it follows that

lim
t→∞

∫ t

t0
ϕ (F (ξ (s)))ds = ϕ

(
ξ̂
)
−ϕ (ξ (t0)) ∈ R.

Then the integral
∫ ∞

t0
ϕ (F (ξ (s)))ds is convergent. On the other hand

lim
t→∞

ϕ (F (ξ (t))) = ϕ
(

F
(
ξ̂
))

.

From the convergence of the above integral it follows that ϕ
(

F
(
ξ̂
))

= 0. Since

ϕ is an arbitrary linear and continuous functional we deduce that F
(
ξ̂
)
= 0 and

hence the proof is complete. ��
The main result of this section is the following theorem.

Theorem 8.2.7 (Bounded Real Lemma). The following assertions are equiva-
lent:

(i) The system (A0,A1, . . . ,Ar;Q) is stable and ‖T ‖< γ;
(ii) It exists X̂ =

(
X̂ (1) , . . . , X̂ (d)

)
∈ Sd

n , X̂ (i) > 0 satisfying the following LMI
on Sd

n+m:

N
(
X̂ ,γ

)
< 0,

N (X ,γ) denoting the generalized dissipation matrix associated with the
system (8.1) and with the parameter γ .

(iii) The SGRAE (8.18) has a stabilizing solution X̃ =
(
X̃ (1) , . . . , X̃ (d)

)
satisfying

X̃ (i)≥ 0 and

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i) X̃ (i)Bk (i)> 0, i ∈ D. (8.44)

Proof. (i)⇒ (ii). For every δ > 0 consider the linear and bounded operator:

Tδ : L2
η ,w ([0,∞),R

m)→ L2
η ,w

(
[0,∞),Rn+p)

defined by

Tδu = yu,δ
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where

yu,δ (t) =

[
C (η (t))
δ In

]

xu (t)+

[
D(η (t))

0

]

u(t)

where xu (t) is the solution of the system (8.1) with the initial condition xu (0) = 0.
Then

E
∫ ∞

0

∣
∣yu,δ (t)

∣
∣2 dt = E

∫ ∞

0
|yu (t)|2 dt +δ 2E

∫ ∞

0
|xu (t)|2 dt.

Applying Theorem 3.6.1 (ii), one deduces that there exists c > 0 not depending on
u such that

E
∫ ∞

0

∣
∣yu,δ (t)

∣
∣2 dt ≤ E

∫ ∞

0
|yu (t)|2 dt +δ 2cE

∫ ∞

0
|u(t)|2 dt

≤
(
‖T ‖2 +δ 2c

)
E
∫ ∞

0
|u(t)|2 dt

∀ u ∈ L2
η ,w ([0,∞),Rm). Hence we obtain that ‖Tδ‖2 ≤ ‖T ‖2 + δ 2c. Therefore it

exists δ0 > 0 such that

sup
0≤δ<δ0

‖Tδ‖< γ . (8.45)

For 0 < δ < δ0 let us denote by K0
δ (t) the solution of the differential equation

d
dt

K (t) = L∗K (t)−PT (K (t))R−1 (K (t))P (K (t)) (8.46)

+CTC+δ 2Jd

satisfying the initial condition K0
δ (0) = 0. Since the system (A0,A1, . . . ,Ar;Q) is

stable and ‖Tδ‖< γ it follows that one can apply Lemma 8.2.4 and Remark 8.2.2 to
the solution K0

δ (t), δ ∈ (0,δ0]. Therefore it exists ρ̃ > 0 such that

0≤ K0
δ (t, i)≤ ρ̃In, t ≥ 0, i ∈ D (8.47)

K0
δ (τ1, i)≤ K0

δ (τ2, i) , ∀ 0≤ τ1 < τ2 (8.48)

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i)K0

δ (t, i)Bk (i)≥ ε2
0 Im, (8.49)

where ε0 > 0.
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From (8.47) and (8.48) it also follows that

K̃δ =
(
K̃δ (1) , . . . , K̃δ (d)

)

with

K̃δ (i) = lim
t→∞

K0
δ (t, i) , i ∈ D (8.50)

is well defined.
From Lemma 8.2.6 it follows that K̃δ is a stationary solution of the differential

equation (8.46) and hence it satisfies:

L∗K̃δ −PT (K̃δ
)
R−1 (K̃δ

)
P
(
K̃δ

)
+CTC+δ 2Jd = 0.

Using (8.49) one also obtains that K̃δ defined by (8.50) verifies:

R
(
K̃δ

)
≤−ε2

0 Im, i ∈ D . (8.51)

Since (A0,A1, . . . ,Ar;Q) is stable, one easily obtains the following representation:

K̃δ =
∫ ∞

0
eL

∗s
[
CTC+δ 2Jd−PT (K̃δ

)
R−1 (K̃δ

)
P
(
K̃δ

)]
ds.

Taking into account the positivity of the operator eL
∗s and the inequality (8.51) it

follows that

K̃δ ≥ δ 2
∫ ∞

0
eL

∗sJdds. (8.52)

From Theorem 2.6.1 (ii) it follows that there exists ν > 0 such that eL
∗sJd ≥ e−νsJd .

Therefore (8.52) reduces to K̃δ ≥ δ 2

ν Jd > 0. Finally, notice that for all δ ∈ (0,δ0),
K̃δ verifies:

L∗K̃δ −PT (K̃δ
)
R−1 (K̃δ

)
P
(
K̃δ

)
+CTC < 0.

This shows, together with (8.51) and Lemma 5.1.2, that K̃δ satisfies N
(
K̃δ

)
< 0

and therefore (ii) is true.
(ii)⇒ (iii). From Remark 8.2.3 (iii) it follows that X̂ ∈ Π̃. Therefore L∗X̂ < 0

and X̂ > 0. By using Theorem 2.7.7 (iv)→ (i) one concludes that (A0, . . . ,Ar;Q) is
stable. Hence (A,B;Q) is stabilizable. Now, by virtue of Theorem 5.6.9 where

M (i) = −CT (i)C (i) ,

L(i) = −CT (i)D(i) ,

R(i) = γ2Im−DT (i)D(i) , i ∈ D,
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we may conclude that the SGRAE (8.18) has a stabilizing solution X̃ =(
X̃ (1) , . . . , X̃ (d)

)
verifyingR

(
X̃
)
< 0. It remains only to show that X̃ ≥ 0. Indeed,

since the system (A0, . . . ,Ar;Q) is stable and R
(
X̃
)
< 0, from (8.19) for X̃ and

Theorem 2.7.5 (iii) and (iv) it follows directly that X̃ ≥ 0.
(iii)⇒ (i). Assume that the SGRAE (8.18) has a stabilizing solution X̃ ≥ 0

verifying (8.44). To prove that the system (A0, . . . ,Ar;Q) is stable we write the
SGRAE (8.18) verified by X̃ in the equivalent form

L∗X̃ +C
T

C = 0 (8.53)

where

C =
(
C (1) , . . . ,C (d)

)
, C (i) =

[
C1 (i)
C2 (i)

]

with

C1 (i) =

(

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i) X̃ (i)Bk (i)

)− 1
2

×
(

BT
0 (i) X̃ (i)+

r

∑
k=1

BT
k (i) X̃ (i)Ak (i)+DT (i)C (i)

)

,

C2 (i) = C (i) , i ∈ D.

Further take

Hk = (Hk (1) , . . . ,Hk (d)) , k = 0,1, . . . ,r

where

Hk (i) =
[

Bk (i)
(
−Ri

(
X̃
))− 1

2 0
]
, i ∈ D.

With the above notations one obtains that

(
A0 +H0C, . . . ,Ar +HrC;Q

)
=
(
A0 +B0F̃ , . . . ,Ar +BrF̃ ;Q

)

is stable. If x(t) , t ≥ 0 is an arbitrary solution of the equation

dx(t) = A0 (η (t))x(t)dt +
r

∑
k=1

Ak (η (t))x(t)dwk (t)
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then we can write

dx(t) =
[(

A0 (η (t))+H0 (η (t))C (η (t))
)

x(t)+ f0 (t)
]

dt (8.54)

+
r

∑
k=1

[(
Ak (η (t))+Hk (η (t))C (η (t))

)
x(t)+ fk (t)

]
dwk (t) .

Based on a similar reasoning as in the proof of Lemma 5.6.13 (see also
Theorem 4.1.7) one deduces that the null solution of (8.54) is ESMS. It remains to
prove that ‖T ‖< γ . Applying the Itô-type formula for the function xT X̃ (i)x and to
the system (8.1) one obtains that:

E
∫ ∞

0

{
|yu (t)|2− γ2 |u(t)|2 dt

}
(8.55)

= −E
∫ ∞

0

∣
∣
∣
∣
(
−Rη(t)

(
X̃
)) 1

2
(
u(t)− F̃ (η (t))xu (t)

)
∣
∣
∣
∣

2

dt

for any u ∈ L2
η ,w ([0,∞),Rm), xu (t) , t ≥ 0 denoting the solution of (8.1) with the

input u(t) , t ≥ 0 and with zero initial conditions. The equality (8.55) can be
rewritten as follows:

‖T u‖2− γ2 ‖u‖2 =−‖gu‖2 , (8.56)

where

gu (t) =

(

γ2Im−DT (i)D(i)−
r

∑
k=1

BT
k (i) X̃ (i)Bk (i)

) 1
2

(8.57)

×
(
u(t)− F̃ (η (t))xu (t)

)
.

From (8.56) it follows that

‖T ‖ ≤ γ . (8.58)

It remains to prove that the equality cannot take place in (8.58). Indeed, if ‖T ‖= γ
there exists a sequence of stochastic processes ul , l ≥ 0, {ul} ⊂ L2

η ,w ([0,∞),Rn)
with

‖ul‖= 1, ∀ l ≥ 0 (8.59)

and

lim
l→∞

‖T ul‖= γ . (8.60)
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Let xl (t) , t ≥ 0, be the solution of the system (8.1) determined by the input ul (t)
and having the initial conditions xl (0) = 0, l ≥ 0. We also denote by gl (t) the
process defined by (8.57) in which u has been replaced by ul . Using (8.59), the
equality (8.56) becomes:

‖T ul‖2− γ2 =−‖gl‖2 .

Then taking into account (8.60) one obtains:

lim
l→∞

‖gl‖= 0. (8.61)

Further, from (8.57) and (8.44) it results that:

lim
l→∞

‖g̃l‖= 0, (8.62)

where we denoted g̃l (t) = ul (t)− F̃ (η (t))xl (t) , t ≥ 0. The differential equation
verified by xl can be rewritten as:

dxl (t) =
{[

A0 (η (t))+B0 (η (t)) F̃ (η (t))
]

xl (t)

+B0 (η (t)) g̃l (t)}dt

+
r

∑
k=1

{[
Ak (η (t))+Bk (η (t)) F̃ (η (t))

]
xl (t)

+Bk (η (t)) g̃l (t)}dwk (t) .

Since the system
(
A0 +B0F̃ , . . . ,Ar +BrF̃ ;Q

)
is stable, combining the result in The-

orem 3.6.1 and (8.62) we obtain that liml→∞ ‖xl‖ = 0 and then, using again (8.62),
it immediately follows that liml→∞ ‖ul‖ = 0 which contradicts (8.59) and thus the
proof is complete. ��
Remark 8.2.4. (i) From the above theorem it follows that

‖T ‖= inf
{
γ > 0, for which it exists X = (X (1) , . . . ,X (d)) ∈ Sd

n ,

X > 0 such that Ni (X)< 0
}

= inf{γ > 0, SGRAE (8.18) has the stabilizing solution

X̃ =
(
X̃ (1) , . . . , X̃ (d)

)
satisfying X̃ (i)≥ 0, Ri

(
X̃
)
< 0, i ∈ D

}
.

(ii) Let us notice that in contrast to the H2 norms associated with a stochastic linear
system that can be directly computed by the results in Theorems 7.1.4 and
7.1.5, the norm of the input–output operator associated with a stochastic linear
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system cannot be directly computed. This norm can be estimated using a γ-
procedure as in the deterministic case.

(iii) From the numerical point of view, the equivalence (i)⇔ (ii) is more effective
to compute ‖T ‖ because for every γ it reduces to test the feasibility of an LMI
system. The equivalence (i)⇔ (iii) of Theorem 8.2.7 is useful to develop mixed
H2/H∞ procedures for robust stabilization.

(iv) In the particular case when it exists r1 ≥ 1, such that Ak (i) = 0, r1 ≤ k≤ r and
Bk (i) = 0, 0 ≤ k ≤ r1− 1, CT (i)D(i) = 0, i ∈ D, SGRAE (8.18) reduces to
the following Lyapunov-type equation:

AT
0 (i)X (i)+X (i)A0 (i)+∑r1−1

k=1 AT
k (i)X (i)Ak (i)

+∑d
j=1 qi jX ( j)+CT (i)C (i) = 0, i ∈ D.

(8.63)

By convention, if r1 = 1, the first sum in (8.63) is missing. If the sys-
tem (A0, . . . ,Ar1−1;Q) is stable, then (8.63) has a unique solution X̃ =(
X̃ (1) , . . . , X̃ (d)

)
≥ 0. Moreover, if (i) in Theorem 8.2.7 is fulfilled, then the

solution of (8.63) satisfies the condition:

DT (i)D(i)+
r

∑
k=r1

BT
k (i) X̃ (i)Bk (i)< γ2Im, i ∈ D.

Remark 8.2.5. L2
η ,w ([0,∞),Rm) can be organized also as a real Hilbert space taking

the inner product

(u,v) =
d

∑
i=1

E

[∫ ∞

0
uT (t)v(t)dt | η (0) = i

]

.

The corresponding induced norm will be denoted by ||| · |||.
Proposition 8.2.8. Suppose that (A0, . . . ,Ar;Q) is stable. Then ‖T ‖=||| T |||.
Proof. It is easy to see that all preceding results and remarks hold if the norm ‖·‖
is replaced by ||| · |||. In this case the performance index Hγ (τ ,x0,u) is replaced by
∑d

i=1 Hγ (τ ,x0, i,u). Therefore, taking into account Remark 8.2.4 (i), we have:

|‖T ‖| = inf{γ > 0, SGRAE (8.18) has a stabilizing solution

X̃ ≥ 0 with Ri
(
X̃
)
< 0, i ∈ D

}
.

Hence ||| T |||= ‖T ‖ and thus the proof is complete. ��
From Theorem 8.2.7 and Remark 8.2.4 (iv) one immediately obtains the follow-

ing corollary.
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Corollary 8.2.9. Consider the system

dx(t) = A0 (η (t))x(t)dt +
r1−1

∑
k=1

Ak (η (t))x(t)dwk (t)

+
r

∑
k=r1

Bk (η (t))u(t)dwk (t) (8.64)

y(t) =C (η (t))x(t)+D(η (t))u(t)

with CT (i)D(i) = 0, i ∈ D. Assume that the system (A0, . . . ,Ar1−1;Q) is stable and
denote by

T : L2
η ,w ([0,∞);Rm)→ L2

η ,w ([0,∞);Rp)

the input–output operator associated with the system (8.64). Then

‖T ‖= max
i∈D

√
λmax (i)

where λmax (i) is the largest eigenvalue of the matrix

DT (i)D(i)+
r

∑
k=r1

BT
k (i) X̃ (i)Bk (i) , i ∈ D,

X̃ =
(
X̃ (1) , . . . , X̃ (d)

)
being the unique solution of (8.63).

Proposition 8.2.10. Let D : L2
η ,w ([0,∞);Rm) → L2

η ,w ([0,∞);Rp) be the linear
bounded operator defined by (Du)(t) = D(η (t))u(t) , u ∈ L2

η ,w ([0,∞);Rm). Then

‖D‖= |D|= max{|D(i)| , i ∈ D} .

Proof. Since DT (i)D(i)≤ |D|2 Im, we have

‖Du‖2 = E
∫ ∞

0
uT (t)DT (η (t))D(η (t))u(t)dt

≤ |D|2 E
∫ ∞

0
|u(t)|2 dt = |D|2 ‖u‖2

for every u ∈ L2
η ,w ([0,∞);Rm). Hence ‖D‖ ≤ |D|.

Further let i ∈ D, u ∈ Rm arbitrary but fixed. Take

û(t) =

{
uχη(t)=i if t ∈ [0,1]

0 if t > 1
.
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Obviously û ∈ L2
η ([0,∞);Rm) and therefore û ∈ L2

η ,w ([0,∞);Rm). The inequality

‖Dû‖2 ≤ ‖D‖2 ‖û‖2

becomes

∫ 1

0
E
(
|D(η (t))u|2 Eχη(t)=i

)
dt ≤ ‖D‖2

∫ 1

0
|u|2 Eχη(t)=idt.

Therefore

∫ 1

0
|D(i)u|2 Eχη(t)=idt ≤ ‖D‖2 |u|2

∫ 1

0
Eχη(t)=idt.

But

∫ 1

0
Eχη(t)=idt =

∫ 1

0

d

∑
j=1

π jE
[
χη(t)=i | η (0) = j

]
dt

=
d

∑
j=1

∫ 1

0
π j p ji (t)dt ≥

∫ 1

0
πi pii (t)dt > 0.

Thus we may conclude that

|D(i)u| ≤ ‖D‖|u|

which leads to |D| ≤ ‖D‖ and thus the proof is complete. ��
Remark 8.2.6. (i) Evidently if u ∈ L2

η ([0,∞);Rm) then Du ∈ L2
η ([0,∞);Rp). The

proof in Proposition 8.2.10 shows that
∥
∥D̂

∥
∥ = |D| = ‖D‖ where D̂ is the

restriction of the operator D to the subspace L2
η ([0,∞);Rm)⊂ L2

η ,w ([0,∞);Rm).
(ii) The conclusion of Proposition 8.2.10 can be obtained directly from Corol-

lary 8.2.9. Indeed, if we take C (i) = 0, i ∈ D it follows that X̃ (i) = 0, i ∈ D
and therefore ‖D‖2 = maxi∈D |D(i)|2.

The following result allows us to increase the number of relations of equivalence
in Theorem 8.2.7 and it is useful in some applications:

Proposition 8.2.11. LetN (X) = (N1 (X) , . . . ,Nd (X)) be the generalized dissipa-
tion matrix associated with the matrices Ak (i) ,Bk (i) ,C (i) ,D(i) and with the scalar
γ > 0. Then the following assertions are equivalent:

(i) There exists X = (X (1) , . . . ,X (d)) ∈ Sd
n , X > 0 such that Ni (X)< 0, ∀ i ∈ D.

(ii) There exists Y = (Y (1) , . . . ,Y (d)) ∈ Sd
n , Y > 0 such that
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⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

W0,0 (Y, i) W0,1 (Y, i) · · · W0,r (Y, i) W0,r+1 (Y, i) W0,r+2 (Y, i)
WT

0,1 (Y, i) W1,1 (Y, i) · · · W1,r (Y, i) W1,r+1 (Y, i) W1,r+2 (Y, i)
...

...
. . .

...
...

...
WT

0,r (Y, i) WT
1,r (Y, i) · · · Wr,r (Y, i) Wr,r+1 (Y, i) Wr,r+2 (Y, i)

WT
0,r+1 (Y, i) WT

1,r+1 (Y, i) · · · WT
r,r+1 (Y, i) Wr+1,r+1 (Y, i) Wr+1,r+2 (Y, i)

WT
0,r+2 (Y, i) WT

1,r+2 (Y, i) · · · WT
r,r+2 (Y, i) WT

r+1,r+2 (Y, i) Wr+2,r+2 (Y, i)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0,

(8.65)

i ∈ D, where

W0,0 (Y, i) =
(
A0 (i)+ 1

2 qiiIn
)

Y (i)

+Y (i)
(
A0 (i)+ 1

2 qiiIn
)T

+B0 (i)BT
0 (i) ,

W0,k (Y, i) = Y (i)AT
k (i)+B0 (i)BT

k (i) , k = 1, . . . ,r,
W0,r+1 (Y, i) = Y (i)CT (i)+B0 (i)DT (i) ,
W0,r+2 (Y, i) =

(√
qi1Y (i) , . . . ,

√
qi,i−1Y (i)

√
qi,i+1Y (i) , . . . ,

√
qidY (i)

)
,

Wl,k (Y, i) = Bl (i)BT
k (i) , 1≤ l,k ≤ r, l 	= k,

Wl,l (Y, i) = Bl (i)BT
l (i)−Y (i) , 1≤ l ≤ r,

Wl,r+1 (Y, i) = Bl (i)DT (i) , 1≤ l ≤ r,
Wr+1,r+1 (Y, i) = D(i)DT (i)− γ2Ip,

Wl,r+2 (Y, i) = 0, 1≤ l ≤ r+1,
Wr+2,r+2 (Y, i) = diag(−Y (1) , . . . ,−Y (i−1) −Y (i+1) , . . . ,−Y (d)) .

Proof. It is easy to see that the existence of X = (X (1) , . . . ,X (d)) > 0 such that
Ni (X)< 0 is equivalent with the existence of X = (X (1) , . . . ,X (d))> 0 such that

⎡

⎣
V11 (X , i) V12 (X , i) V13 (X , i)
VT

12 (X , i) V22 (X , i) V23 (X , i)
VT

13 (X , i) VT
23 (X , i) V33 (X , i)

⎤

⎦< 0 (8.66)

where V11 (X , i) is a (n+m)× (n+m) matrix given by

V11 (X , i) =

[
AT

0 (i)X (i)+X (i)A0 (i)+∑d
j=1 qi jX ( j) X (i)B0 (i)

BT
0 (i)X (i) −γ2Im

]

,

V12 (X , i) is a (n+m)× (r ·n) matrix

V12 (X , i) =

[
AT

1 (i)X (i) . . . . AT
r (i)X (i)

BT
1 (i)X (i) . . . . BT

r (i)X (i)

]

,
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V13 (X , i) is a (n+m)× p matrix defined by

V13 (X , i) =

[
CT (i)
DT (i)

]

,

V22 (X , i) is a (n · r)× (n · r) matrix

V22 (X , i) = diag(−X (i) , . . . ,−X (i)) ,

V23 (X , i) is a (n · r)× p matrix given by

V23 (X , i) = 0,

and

V33 (X , i) =−Ip.

Let us introduce

Ψ(i) = diag
(
X−1 (i) Im −V−1

22 (X , i) Ip
)
.

It is obvious that Ψ(i) = ΨT (i) > 0. Pre and post multiplication of (8.66) by Ψ(i)
one obtains that it exists X = (X (1) , . . . ,X (d))> 0, such that

⎡

⎢
⎢
⎣

Ṽ11 (X , i) B0 (i) Ṽ13 (X , i)
BT

0 (i) −γ2Im Ṽ23 (X , i)
ṼT

13 (X , i)
C (i)X−1 (i)

ṼT
23 (X , i)

D(i)
Ṽ33 (X , i)
ṼT

34 (X , i)

X−1 (i)CT (i)
DT (i)
Ṽ34 (X , i)
−Ip

⎤

⎥
⎥
⎦< 0 (8.67)

where

Ṽ11 (X , i) = A0 (i)X−1 (i)+X−1 (i)AT
0 (i)+

d

∑
j=1

qi jX
−1 (i)X ( j)X−1 (i) ,

Ṽ13 (X , i) =
[
X−1 (i)AT

1 (i) . . . . X−1 (i)AT
r (i)

]
,

Ṽ23 (X , i) =
[
BT

1 (i) . . . BT
r (i)

]
,

Ṽ33 (X , i) is a rn× rn matrix defined by

Ṽ33 (X , i) = diag
(
−X−1 (i) , . . . ,−X−1 (i)

)
,

and Ṽ34 (X , i) is an rn × p matrix, Ṽ34 (X , i) = 0. Denoting Z (i) = X−1 (i)
one immediately obtains that (8.67) is equivalent with the existence of
Z = (Z (1) , . . . ,Z (d))> 0 satisfying
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⎡

⎢
⎢
⎢
⎢
⎢
⎣

V̂11 (Z, i) V̂12 (Z, i) Z (i)CT (i) V̂14 (Z, i) B0 (i)
V̂T

12 (Z, i) V̂22 (Z, i) V̂23 (Z, i) V̂24 (Z, i) V̂25 (Z, i)
C (i)Z (i) V̂T

23 (Z, i) −Ip V̂34 (Z, i) D(i)
V̂T

14 (Z, i) V̂T
24 (Z, i) V̂T

34 (Z, i) V̂44 (Z, i) V̂45 (Z, i)
BT

0 (i) V̂T
25 (Z, i) DT (i) V̂T

45 (Z, i) −γ2Im

⎤

⎥
⎥
⎥
⎥
⎥
⎦

< 0, (8.68)

where

V̂11 (Z, i) =

(

A0 (i)+
1
2

qiiIn

)

Z (i)+Z (i)

(

A0 (i)+
1
2

qiiIn

)T

,

V̂12 (Z, i) =
[
Z (i)AT

1 (i) . . . . Z (i)AT
r (i)

]
,

V̂14 (Z, i) =
[√

qi1Z (i) . . .
√

qi,i−1Z (i)
√

qi,i+1Z (i) . . .
√

qidZ (i)
]

is an n× (d−1)n matrix,

V̂22 (Z, i) = diag(−Z (i) . . . . −Z (i))

has the dimensions rn× rn, V̂23 (Z, i) = 0 is an nr× p matrix, V̂24 (Z, i) = 0 is an
nr× (d−1)n matrix,

V̂25 (Z, i) =

⎡

⎢
⎣

B1 (i)
...

Br (i)

⎤

⎥
⎦

is an nr×m matrix, V̂34 (Z, i) = 0 has the dimensions p× (d−1)n,

V̂44 (Z, i) = diag(−Z (1) . . . − Z (i−1) −Z (i+1) . . . −Z (d))

is a (d−1)n× (d−1)n matrix and V̂45 (Z, i) = 0 has the dimensions (r−1)n×m.
Taking the Schur complement of the block −γ2Im of (8.68) it follows that this

condition is accomplished if and only if there exists Z = (Z (1) , . . . ,Z (d))> 0 such
that

⎡

⎢
⎢
⎢
⎣

Ŵ11 (Z, i) Ŵ12 (Z, i) Z (i)CT (i)+ γ−2B0 (i)DT (i) Ŵ14 (Z, i)
ŴT

12 (Z, i) Ŵ22 (Z, i) Ŵ23 (Z, i) Ŵ24 (Z, i)
C (i)Z (i)+ γ−2D(i)BT

0 (i) ŴT
23 (Z, i) −Ip + γ−2D(i)DT (i) Ŵ34 (Z, i)

ŴT
14 (Z, i) ŴT

24 (Z, i) ŴT
34 (Z, i) Ŵ44 (Z, i)

⎤

⎥
⎥
⎥
⎦
< 0,

(8.69)
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where

Ŵ11 (Z, i) =

(

A0 (i)+
1
2

qiiIn

)

Z (i)+Z (i)

(

A0 (i)+
1
2

qiiIn

)T

+γ−2B0 (i)BT
0 (i) ,

Ŵ12 (Z, i) =
[
Z (i)AT

1 (i)+ γ−2B1 (i)BT
1 (i) . . . . Z (i)AT

r (i)+ γ−2Br (i)BT
r (i)

]
,

Ŵ14 (Z, i) = V̂14 (Z, i) , Ŵ22 (Z, i) = V̂22 (Z, i) ,

Ŵ23 (Z, i) = V̂23 (Z, i) , Ŵ24 (Z, i) = V̂24 (Z, i) ,

Ŵ34 (Z, i) = V̂34 (Z, i) , Ŵ44 (Z, i) = V̂44 (Z, i) .

Consider the (n(r+d)+ p)× (n(r+d)+ p) matrix

Γ= diag
(
γIn,γIrn, γIp,γIn(d−1)

)
.

By pre and post multiplication of (8.69) with Γ and denoting Y (i) = γ2Z (i) , i ∈ D
one obtains (8.65) and therefore the proof is complete. ��

At the end of this section we consider the particular cases when the system (8.1)
is subject either only to Markov perturbations or to white noise multiplicative
perturbations.

Assume that in (8.1) we have Ak (i) = 0, Bk (i) = 0, k = 1, . . . ,r, i∈D. Then (8.1)
becomes

ẋ(t) = A0 (η (t))x(t)+B0 (η (t))u(t) (8.70)

y(t) = C (η (t))x(t)+D(η (t))u(t) .

The generalized dissipation matrix is in this case

N (X) = (N1 (X) , . . . ,Nd (X))

with

Ni (X) =

⎡

⎣
AT

0 (i)X (i)+X (i)A0 (i)
+∑d

j=1 qi jX ( j)+CT (i)C (i)
X (i)B0 (i)+CT (i)D(i)

BT
0 (i)X (i)+DT (i)C (i) −γ2Im +DT (i)D(i)

⎤

⎦ (8.71)

for any X = (X (1) , . . . ,X (d))∈Sd
n , i∈D. The SGRAE (8.18) becomes in this case

AT
0 (i)X (i)+X (i)A0 (i)+∑d

j=1 qi jX ( j)+
[
X (i)B0 (i)+CT (i)D(i)

]

×
[
γ2Im−DT (i)D(i)

]−1 [
BT

0 (i)X (i)+DT (i)C (i)
]
+CT (i)C (i) = 0,

(8.72)

i ∈ D. Combining Theorem 8.2.7 and Proposition 8.2.11 one directly obtains the
Bounded Real Lemma in the case of systems subject to Markov perturbations.
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Corollary 8.2.12. For the system (8.70) and for a γ > 0 the following assertions
are equivalent:

(i) The pair (A0;Q) is stable and the input–output operator T defined by the
system (8.70) satisfies

‖T ‖< γ .

(ii) It exists X = (X (1) , . . . ,X (d))> 0 such that Ni (X ,γ)< 0, ∀ i ∈ D.
(iii) γ2Im−DT (i)D(i) > 0 and the SGRAE (8.72) has a stabilizing solution X̃ =(

X̃ (1) , . . . , X̃ (d)
)
≥ 0.

(iv) There exists Y = (Y (1) , . . . ,Y (d))> 0 satisfying the following system of LMI:

⎡

⎢
⎣

W0,0 (Y, i) W0,r+1 (Y, i) W0,r+2 (Y, i)
WT

0,r+1 (Y, i) Wr+1,r+1 (Y, i) Wr+1,r+2 (Y, i)

WT
0,r+2 (Y, i) WT

r+1,r+2 (Y, i) Wr+2,r+2 (Y, i)

⎤

⎥
⎦< 0, i ∈ D,

whereWi j (Y, i) are the same as in (8.65).

In the following we assume that D = {1} , q11 = 0 and r ≥ 1. In this case the
system (8.1) becomes

dx(t) = [A0x(t)+B0u(t)]dt +
r

∑
k=1

[Akx(t)+Bku(t)]dwk (t)

y(t) = Cx(t)+Du(t) . (8.73)

Then the generalized dissipation matrix is:

N (X)

=

[
AT

0 X +XA0 +∑r
k=1 AT

k XAk +CTC XB0 +∑r
k=1 AT

k XBk +CT D
BT

0 X +∑r
k=1 BT

k XAk +DTC −γ2Im +DT D+∑r
k=1 BT

k XBk

]

for any X ∈ Sn. The SGRAE (8.18) becomes in this case:

AT
0 X +XA0 +∑r

k=1 AT
k XAk +

[
XB0 +∑r

k=1 AT
k XBk +CT D

]

×
[
γ2Im−DT D−∑r

k=1 BT
k XBk

]−1 [
BT

0 X +∑r
k=1 BT

k XAk +DTC
]

+CTC = 0.

(8.74)

Applying again Theorem 8.2.7 and Proposition 8.2.11 one directly obtains the
Bounded Real Lemma for systems subject only to multiplicative white noise
perturbations.

Corollary 8.2.13. For the system (8.73) and for a γ > 0, the following are
equivalent:
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(i) The system (A0, . . . ,Ar) is stable and the input–output operator T associated
with the system (8.73) satisfies the condition ‖T ‖< γ .

(ii) There exists a matrix X̂ > 0 satisfying N
(
X̂
)
< 0;

(iii) The SGRAE (8.74) has a positive semidefinite stabilizing solution X̃ satisfying
γ2Im−DT D−∑r

k=1 BT
k XBk > 0.

(iv) There exists Y > 0, Y ∈ Sd
n verifying the following LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎣

A0Y +YAT
0 +B0BT

0 YAT
1 +B0BT

1 · · · YAT
r +B0BT

r YCT
0 +B0DT

A1Y +B1BT
0 −Y +B1BT

1 · · · B1BT
r B1DT

...
...

. . .
...

...
ArY +BrBT

0 BrBT
1 · · · −Y +BrBT

r BrDT

CY +DT B0 DBT
1 · · · DBT

r −γ2Ip +DDT

⎤

⎥
⎥
⎥
⎥
⎥
⎦

< 0.

Remark 8.2.7. It is easy to see that in the caseD= {1} , Ak = 0, Bk = 0, k = 1, . . . ,r
the results stated in Corollaries 8.2.12 and 8.2.13 reduce to the well-known version
of the Bounded Real Lemma of the deterministic case.

8.3 Robust Stability with Respect to Linear Structured
Uncertainties

At the beginning of this section we shall prove the stochastic version of the so-
called SGT. As it is known from the deterministic framework this is a powerful
tool in analyzing the robust stabilization with respect to different classes of linear
perturbations.

8.3.1 Small Gain Theorem

We prove first the following theorem.

Theorem 8.3.1. Assume that

(a) The system (A0, . . . ,Ar;Q) is stable.
(b) The system (8.1) has the same number of inputs and outputs.
(c) The input–output operator T defined by the system (8.1) satisfies the condition

‖T ‖< 1.

Then we have:

(i) The matrices Im±D(i) , i ∈ D are invertible.
(ii) The system

(
A0, . . . ,Ar;Q

)
is stable, where

Ak (i) = Ak (i)±Bk (i)(Im∓D(i))−1 C (i) , k = 0,1, . . . ,r;
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Proof. (i) Using Corollary 8.1.3 and Remark 8.1.2 for the case γ = 1 one obtains
that Im−DT (i)D(i) > 0, i ∈ D. It follows that all eigenvalues of the matrices
D(i) , i∈D are inside of the unit circle and therefore det(Im±D(i)) 	= 0, which
shows that Im±D(i) , i ∈ D are invertible.

(ii) From the implication (i)⇒ (ii) of Theorem 8.2.7 for γ = 1 we deduce that there
exists X̂ =

(
X̂ (1) , . . . , X̂ (d)

)
> 0 satisfying

Ni
(
X̂ ,1

)
< 0, i ∈ D. (8.75)

Using the Schur complement of the block (2,2) one obtains that (8.75) is
equivalent with the condition

L∗X̂−PT (X̂
)
R−1 (X̂

)
P
(
X̂
)
+CTC+ M̂ = 0 (8.76)

R
(
X̂
)
< 0

for a certain M̂ > 0, M̂ =
(
M̂ (1) , . . . ,M̂ (d)

)
∈ Sd

n . By direct computations (see
Lemma 5.1.1) one obtains that (8.76) can be rewritten as:

L∗GX̂−GT G+(C+DG)T (C+DG)

−
(
G− F̂

)T R
(
X̂
)(

G− F̂
)
+ M̂ = 0,

(8.77)

where

G = (G(1) , . . . ,G(d)) , G(i) =±( Im∓D(i))−1 C (i) ,

F̂ =
(
F̂ (1) , . . . , F̂ (d)

)
, F̂ (i) =−R−1

i

(
X̂
)
Pi
(
X̂
)
, i ∈ D.

Then one obtains:

(C (i)+D(i)G(i))T (C (i)+D(i)G(i))−GT (i)G(i)

= CT (i)
[
Im±

(
Im∓DT (i)

)−1
DT (i)

][
Im±D(i)(Im∓D(i))−1

]
C (i)

−GT (i)G(i)

= CT (i)
(
Im∓DT (i)

)−1
(Im∓D(i))−1 C (i)−GT (i)G(i)

= GT (i)G(i)−GT (i)G(i) = 0.

Thus it follows that (8.77) reduces to:

L∗GX̂−
(
G− F̂

)T R
(
X̂
)(

G− F̂
)
+ M̂ = 0.

Since M̂ −
(
G− F̂

)T R
(
X̂
)(

G− F̂
)
> 0 and X̂ > 0, one obtains via Theo-

rem 2.7.7 one obtains that the system (A0 +B0G, . . . ,Ar +BrG;Q) is stable.
But Ak (i)+Bk (i)G(i) = Ak (i) and thus the proof is complete. ��
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Theorem 8.3.2 (The First Small Gain Theorem). Assume that the assumptions
in Theorem 8.3.1 hold. Then the operators

I∓T : L2
η ,w {[0,∞),Rm}→ L2

η ,w {[0,∞),Rm}

are invertible and the operators

(I∓T )−1 : L2
η ,w {[0,∞),Rm}→ L2

η ,w {[0,∞),Rm}

have the following state-space realization:

dx(t) =
[
A0 (η (t))x(t)+B0 (η (t))y(t)

]
dt (8.78)

+
r

∑
k=1

[
Ak (η (t))x(t)+Bk (η (t))y(t)

]
dwk (t)

u(t) = C (η (t))x(t)+D(η (t))y(t) ,

A(i) being defined as in Theorem 8.3.1, Bk (i) = Bk (i)(Im∓D(i))−1 ,

Ck (i) =±(Im∓D(i))−1 C (i) , D(i) = (Im∓D(i))−1 , 0≤ k ≤ r, i ∈ D.

The proof immediately follows using Theorem 8.3.1 and Proposition 8.1.1 (ii).
��

Remark 8.3.1. If ‖T ‖ < 1, then the invertibility of the operators I∓T can be also
obtained by a well-known result from the theory of linear and bounded operators
on a Banach space. Theorem 8.3.2 additionally shows that the operators (I∓T )−1

have realizations in the state-space.

Consider the following systems

dx1 (t) = [A01 (η (t))x1 (t)+B01 (η (t))u1 (t)]dt

+
r

∑
k=1

[Ak1 (η (t))x1 (t)+Bk1 (η (t))u1 (t)]dwk (t) (8.79)

y1 (t) = C1 (η (t))x1 (t) ,

dx2 (t) = [A02 (η (t))x2 (t)+B02 (η (t))u2 (t)]dt

+
r

∑
k=1

[Ak2 (η (t))x2 (t)+Bk2 (η (t))u2 (t)]dwk (t) (8.80)

y2 (t) = C2 (η (t))x2 (t)+D2 (η (t))u2 (t) ,
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with the states xl ∈ Rnl , l = 1,2, the output variables y1 ∈ Rp, y2 ∈ Rm, the inputs
u1 ∈ Rm, u2 ∈ Rp. When coupling (8.79) and (8.80) by taking u2 = y1 and u1 = y2

one obtains the following resulting system:

dξ (t) = A0cl (η (t))ξ (t)dt +
r

∑
k=1

Akcl (η (t))ξ (t)dwk (t) (8.81)

where

Akcl (i) =

[
Ak1 (i)+Bk1 (i)D2 (i)C1 (i) Bk1 (i)C2 (i)
Bk2 (i)C1 (i) Ak2 (i)

]

, k = 0,1, . . . ,r.

Then another consequence of Theorem 8.3.1 is as follows.

Theorem 8.3.3 (The Second Small Gain Theorem). Assume that the following
assumptions hold:

(i) The systems (A0l , . . . ,Arl ;Q) , l = 1,2 are stable.
(ii) ‖T1‖< γ , ‖T2‖< γ−1 for a certain γ > 0, where

T1 : L2
η ,w {[0,∞),Rm}→ L2

η ,w {[0,∞),Rp} ,

T2 : L2
η ,w {[0,∞),Rp}→ L2

η ,w {[0,∞),Rm}

are the input–output operators defined by the systems (8.79) and (8.80),
respectively.

In these conditions the zero solution of the system (8.81) is ESMS.

Proof. From Proposition 8.1.1 one deduces that a state-space realization of the
operator T1T2 is:

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Bk (η (t))u(t)]dwk (t) (8.82)

y(t) = C (η (t))x(t) ,

where Ak (·) , Bk (·) are defined as in Proposition 8.1.1 and

C (i) = [C1 (i) 0] , x =

[
x1

x2

]

.

It is easy to see that

Akcl (i) = Ak (i)+Bk (i)C (i) = Ak (i) , k = 0, . . . ,r, i ∈ D,
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Ak (i) being the ones in Theorem 8.3.1 with D(i) = 0. The conclusion in the
statement follows applying Theorem 8.3.1 to the system (8.82). We show now
that the assumptions in this theorem are fulfilled. Thus, from assumption (i)
in the statement and from the triangular structure of the matrices Ak (i), using
Theorem 3.6.1 one deduces that the zero solution of the system (8.82) for u(t) = 0 is
ESMS. From assumption (ii) we have ‖T1T2‖ ≤ ‖T1‖‖T2‖< 1 and hence the proof
is complete. ��
Remark 8.3.2. Without important changes, the result in Theorem 8.3.3 also remains
valid in the case when the output equation of (8.79) has the form:

y1 (t) =C1 (η (t))x1 (t)+D1 (η (t))u1 (t) .

From assumption (ii) of Theorem 8.3.3 immediately follows that Im−D1 (i)D2 (i)
is invertible for all i∈D. The coefficients of the closed-loop system will be changed
accordingly. We shall not detail them since they will be not used in the following
developments.

An interesting case is the one when in the system (8.79) we have n1 > 0 and
in (8.80) n2 = 0. In this situation the resulting system obtained by coupling (8.79)
with (8.80) reduces to

dx1 (t) = [A01 (η (t))+B01 (η (t))D2 (η (t))C1 (η (t))]x1 (t)dt (8.83)

+
r

∑
k=1

[Ak1 (η (t))+Bk1 (η (t))D2 (η (t))C1 (η (t))]x1 (t)dwk (t) .

The input–output operator T2 associated with the system (8.80) becomes

(T2u2)(t) = D2 (η (t))u2 (t) , t ≥ 0 ∀u2 ∈ L2
η ,w ([0,∞),R

p) .

From Proposition 8.2.10 it follows that ‖T2‖= |D|= max{|D(i)| , i ∈ D}. Consider
the system

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Bk (η (t))u(t)]dwk (t) (8.84)

y(t) = C (η (t))x(t) .

Then we have

Corollary 8.3.4. Assume that

(i) The system (A0, . . . ,Ar;Q) is stable.
(ii) ‖T ‖< γ and |D|< γ−1 where

T : L2
η ,w ([0,∞),R

m)→ L2
η ,w ([0,∞),R

p)
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denotes the input–output operator associated with the system (8.84) and D =
(D(1) , . . . ,D(d)) ∈Md

mp.

Then the zero solution of the system

dx(t) = [A0 (η (t))+B0 (η (t))D(η (t))C (η (t))]x(t)dt

+
r

∑
k=1

[Ak (η (t))+Bk (η (t))D(η (t))C(η (t)]x(t)dwk (t)

is ESMS.

8.3.2 Robust Stability with Respect to Linear Parametric
Uncertainties

It is a known fact that the exponential stability of a solution of a linear deterministic
system is not essentially influenced when the coefficients of the equation describing
the system are subject to “small perturbations.” Taking into account the equivalence
between the exponential stability in mean square of a zero solution of a stochastic
differential equation and the exponential stability of the zero solution of a Lyapunov-
type linear differential equation, one expects that the exponential stability in mean
square not to be affected by the small perturbations of the coefficients in the given
equation. When analyzing the robustness of the solution of a system of stochastic
differential equations we refer to the preservation of the stability property when the
system is subject to coefficients variations not necessarily small. Such variations or
uncertainties are due to the inaccurate knowledge of the system coefficients or to
some simplifications of the mathematical model. One must take into account that a
controller designed for the simplified model will be used for the real system subject
to perturbations.

In the present section the robust stability with respect to a class of linear
uncertainties will be investigated. Consider the linear system described by:

dx(t) = [A0 (η (t))+B0 (η (t))Δ(η (t))C (η (t))]x(t)dt
+∑r

k=1 [Ak (η(t)+Bk (η (t))Δ(η (t))C (η (t))]x(t)dwk (t)
(8.85)

where Ak (i) ∈ Rn×n, 0 ≤ k ≤ r, Bk (i) ∈ Rn×m, 0 ≤ k ≤ r,C (i) ∈ Rp×n, i ∈ D are
assumed known and Δ(i) ∈ Rn×p are unknown matrices. Thus the system (8.85) is
the perturbed system of the nominal one:

dx(t) = A0 (η (t))x(t)dt +
r

∑
k=1

Ak (η(t)x(t)dwk (t) (8.86)
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and the matrices Bk (i) ,C (i) determine the structure of the uncertainties. If the zero
solution of the nominal system (8.86) is ESMS, we shall analyze if the zero solution
of the perturbed system (8.85) remains ESMS for Δ(i) 	= 0. This is a primary
formulation of the robust stability with respect to structured linear uncertainties for
a stochastic system. For a more precise formulation we shall introduce a norm in the
set of uncertainties. If Δ= (Δ(1) , . . . ,Δ(d)) ∈Md

mp, one defines

|Δ|= max{|Δ(i)| , i ∈ D}= max
i∈D

√
λmax (i)

where λmax (i) is the largest eigenvalue of the matrix ΔT (i)Δ(i).
As a measure of the stability robustness we introduce the stability radius with

respect to linear structured uncertainties.

Definition 8.3.1. The stability radius of the pair (A0, . . . ,Ar;Q) with respect to the
structure of linear uncertainties described by (B0, . . . ,Br;C) is the number

ρL (A,Q | B,C) = inf
{
ρ > 0 | ∃ Δ= (Δ(1) , . . . ,Δ(d)) ∈Md

mp

with |Δ| ≤ ρ for which the zero solution of the corresponding
system of type (8.85) is not ESMS} .

The result stated in Corollary 8.3.4 allows us to obtain a lower bound of the
stability radius defined above. To this end, let us introduce the fictitious system

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η(t)x(t)+Bk (η (t))u(t)]dwk (t) (8.87)

y(t) = C (η (t)x(t))

with the known matrices of the perturbed system (8.85).

Corollary 8.3.5. Assume that the zero solution of the nominal system (8.86) is
ESMS. Let

T : L2
η ,w ([0,∞),R

m)→ L2
η ,w ([0,∞),R

p)

be the input–output operator associated with the fictitious system (8.87). Then

ρL (A,Q | B,C)≥ ‖T ‖−1 . (8.88)

Proof. Let ρ < ‖T ‖−1 be an arbitrarily fixed number. We show that for any
Δ ∈Md

mp with |Δ| < ρ the zero solution of the perturbed system (8.85) is ESMS.

Let Δ be such that |Δ| < ρ < ‖T ‖−1. Denoting γ = ρ−1, we have ‖T ‖ < γ
and |Δ| < γ−1. Applying the result of Corollary 8.3.4 one deduces that the zero
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solution of the system (8.85) is ESMS for the considered perturbation Δ. Therefore
ρL (A,Q | B,C) ≥ ρ . Since ρ is arbitrary it follows that (8.88) holds and thus the
proof is complete. ��

At the end of this subsection we shall show certain structures of the linear
uncertainty frequently used in the literature can be embedded in the general form
of the system (8.85).

Consider first the perturbed system

dx(t) =
[
A0 (η (t))+ B̂0 (η (t))Δ0 (η (t))C (η (t))

]
x(t)dt (8.89)

+
r

∑
k=1

[
Ak (η(t)+ B̂k (η (t))Δk (η (t))C (η (t))

]
x(t)dwk (t)

where Ak (i) ∈ Rn×n, B̂k (i) ∈ Rn×mk , 0 ≤ k ≤ r, i ∈ D are known and Δk (i) ∈
Rmk×p, 0 ≤ k ≤ r, i ∈ D are assumed unknown. In order to show that the sys-
tem (8.89) is in fact a particular case of the system (8.85) we define Bk (i) ∈
Rn×m, m = ∑r

k=0 mk as follows

B0 (i) =
[
B̂0 (i) 0 · · · 0

]

Bk (i) =
[
0 0 · · · B̂k (i) · · ·0

]
(8.90)

1 ≤ k ≤ r, i ∈ D, Δ(i) =

⎡

⎢
⎣

Δ0 (i)
...

Δr (i)

⎤

⎥
⎦ .

With these notations the system (8.89) can be rewritten in the equivalent form (8.85).
Further we have

|Δ(i)|2 = λmax
[
ΔT (i)Δ(i)

]
= λmax

[
r

∑
k=0

ΔT
k (i)Δk (i)

]

.

Another interesting structure of perturbations is the situation when

dx(t) =
[
A0 (η (t))+ B̂0 (η (t))Δ0 (η (t))Ĉ0 (η (t))

]
x(t)dt (8.91)

+
r

∑
k=1

[
Ak (η(t)+ B̂k (η (t))Δk (η (t))Ĉk (η (t))

]
x(t)dwk (t)

where Ak (i) ∈ Rn×n, B̂k (i) ∈ Rn×mk , Ĉk (i) ∈ Rpk×n, are assumed known and
Δk (i) ∈ Rmk×pk , 0 ≤ k ≤ r, i ∈ D are unknown matrices describing the modeling
uncertainties. Define Bk (i) ∈ Rn×m, m = ∑r

k=0 mk as in (8.90),
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C (i) ∈ Rp×n, p =
r

∑
k=0

pk, C (i) =

⎡

⎢
⎣

Ĉ0 (i)
...

Ĉr (i)

⎤

⎥
⎦ ,

and Δ(i) = diag(Δ0(i), · · · , Δr (i)) .

With these notations the system (8.91) can be written in (8.85) form. Obviously we
have

|Δ(i)|2 = λmax
[
ΔT (i)Δ(i)

]
= max

0≤k≤r
λmax

[
ΔT

k (i)Δk (i)
]

= max
0≤k≤r

|Δk (i)|2 .

8.3.3 Robust Stability with Respect to a Class
of Nonlinear Uncertainties

In this subsection we shall consider the case when a stochastic linear system is
subject to a class of nonlinear uncertainties. We shall also define the stability radius
and we shall provide an estimation of its lower bound.

Consider the system:

dx(t) = [A0 (η (t))x(t)+B0 (η (t))Δ(t,y(t) ,η (t))]dt
+∑r

k=1 [Ak (η(t)x(t)+Bk (η (t))Δ(t,y(t) ,η (t))]dwk (t)
y(t) = C (η (t))x(t)

(8.92)

where Ak (i)∈Rn×n, Bk (i)∈Rn×m, 0≤ k≤ r, C (i)∈Rp×n are assumed known and
Δ : R+×Rp×D→ Rm are functions with the following properties:

(i) For any i ∈ D, (t,y) → Δ(t,y, i) is a continuous function on R+ ×Rp and
Δ(t,0, i) = 0 for all t ≥ 0.

(ii) For every τ > 0 there exists ν (τ)> 0 such that

|Δ(t,y1, i)−Δ(t,y2, i)| ≤ ν (τ) |y1− y2|

for all t ∈ [0,τ ] , y1,y2 ∈ Rp, i ∈ D.
(iii) There exists δ > 0 such that |Δ(t,y, i| ≤ δ |y| , ∀ (t,y, i) ∈ R+×Rp×D.

In this section we shall denote by ΔΔΔ the set of all functions Δ : R+×Rp×D→Rm

satisfying the above conditions. Let us notice that both constants ν (τ) and δ in (ii)
and in (iii) depend on the function Δ(·, ·) ∈ ΔΔΔ.
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For every Δ in ΔΔΔ denote

‖Δ‖= sup

{
|Δ(t,y, i)|
|y| ; t ≥ 0, y 	= 0, i ∈ D

}

. (8.93)

Let Xt0 the set of all random n-dimensional Ht0 -measurable vectors ξ which
additionally satisfy E |ξ |2 <∞. It is obvious that Rn ⊂Xt0 ∀ t0 ≥ 0. For every t0 ≥ 0,
ξ ∈ Xt0 and Δ ∈ ΔΔΔ denote by xΔ (t, t0,ξ ) the solution of the perturbed system (8.92)
satisfying the initial condition xΔ (t0, t0,ξ ) = ξ . Applying Theorem 1.11.1, one
deduces that xΔ (·, t0,ξ ) ∈ L2

η ,w ([t0,T ] ,R
n) for every T > t0. Moreover, if E |ξ |2b <

∞, b≥ 1, then

sup
t0≤t≤T

{
E
[
|xΔ (t, t0,ξ )|2b | η (t0) = i

]}
≤ K

(
1+E

[
|ξ |2b | η (t0) = i

])

where K depends on T and on T − t0.

Definition 8.3.2. The zero solution of the perturbed system (8.92) is called expo-
nentially stable in mean square with conditioning (ESMS-C) if there exist α > 0 and
β ≥ 1 such that

E
[
|xΔ (t, t0,x0)|2 | η (t0) = i

]
≤ βe−α(t−t0) |x0|2

for any t ≥ t0 ≥ 0, x0 ∈ Rn, i ∈ D.

The constants α , β of the above definition may depend on the perturbation Δ∈ΔΔΔ,
but they do not depend on t, t0, x0.

In order to characterize the robustness of the nominal system (8.86) with respect
to the nonlinear perturbations Δ ∈ ΔΔΔ we introduce the following definition.

Definition 8.3.3. The robustness radius with respect to the nonlinear stochastic
uncertainties which structure is determined by B = (B0, . . . ,Br) and C, is

ρNL (A,Q | B,C) = inf {ρ > 0 | ∃ Δ ∈ ΔΔΔ with ‖Δ‖ ≤ ρ
for which the zero solution of the system (8.92)
is not ESMS-C} .

Remark 8.3.3. Since the class of uncertainties Δ also includes the functions
Δ(t,y, i) = Δ(i)y modeling the linear uncertainties considered in the previous
section, it is easy to check that

ρNL (A,Q | B,C)≤ ρL (A,Q | B,C) .

In order to prove the main result of this section, two additional results are
required.
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Lemma 8.3.6. Let ϕ : Rn×Ω→ R+ measurable with respect to B (Rn)⊗Rt and
g : Ω→ Rn measurable with respect to Ht , t ≥ 0 being fixed, where Rt and Ht are
defined in Chap. 1. Let

h(x, i) = E [ϕ (x, ·) | η (t) = i] ∀ x ∈ Rn, i ∈ D,and
ϕ̂ (ω) = ϕ (g(ω) ,ω) .

If ϕ̂ (·) and ϕ (x, ·) are integrable, then

h(g(ω) ,η (t,ω)) = E [ϕ̂ | Ht ] (ω) a.s. (8.94)

Proof. We prove first (8.94) for the case when ϕ (x,ω) = ϕ1 (x)ϕ2 (ω), with
ϕ1 (x) ≥ 0 measurable with respect to B (Rn) and bounded while ϕ2 (·) ≥ 0, is Rt-
measurable and bounded. From Theorem 1.10.1 one obtains

E [ϕ2 | Ht ] = E [ϕ2 | η (t)] a.s.

Therefore

E [ϕ̂ | Ht ] (ω) = E [ϕ1 (g)ϕ2 | Ht ] (ω)

= ϕ1 (g(ω))E [ϕ2 | Ht ] (ω)

= ϕ1 (g(ω))E [ϕ2 | η (t)] (ω) .

On the other hand

h(x,η (t,ω)) = E [ϕ1 (x)ϕ2 | η (t)] (ω)

= ϕ1 (x)E [ϕ2 | η (t)] (ω)

and then

h(g(ω) ,η (t,ω)) = ϕ1 (g(ω))E [ϕ2 | η (t)] (ω) a.s.

which shows that (8.94) is true for the special considered case.
Further, let

M = {A ∈ B (Rn)⊗Rt | χA satisfies (8.94)}
C = {U×S |U ∈ B (Rn) , S ∈Nt} .

Since χU×S (x,ω) = χU (x)χS (ω) it follows that C ⊂M. One easily can verify that
C is a π-system and M satisfy the conditions (i), (ii), (iii) of Theorem 1.1.1. Thus
it results thatM contains σ [C], σ [C] denoting the smallest σ -algebra containing C,
namely σ [C] = B (Rn)⊗Rt . Thus we conclude that (8.94) is verified by any A ∈
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B (Rn)⊗Rt . Further let 0≤ ϕk ≤ ϕk+1 ≤ ϕ, ϕk (x,ω) being a measurable function
with respect toB (Rn)⊗Rt , and ϕk (x,ω)→ϕ (x,ω), for k→∞ ∀ x, ω . Since (8.94)
is true for ϕk, from Legesgue’s theorem (see Theorem 1.2.2) one obtains that this
relation is also true for a function ϕ verifying the assumptions in the statement and
therefore the proof ends. ��

Consider now the system of stochastic nonlinear differential equations:

dx(t) = F0 (t,x(t) ,η (t))dt +
r

∑
k=1

Fk (t,x(t) ,η (t))dwk (t) (8.95)

where the functions Fk : R+×Rn×D→ Rn have the following properties:

(j) (t,x)→ Fk (t,x, i) : R+×Rn → Rn are continuous functions and Fk (t,0, i) =
0, t ≥ 0, i ∈ D, 0≤ k ≤ r.

(jj) For any τ > 0 it exists ν (τ)> 0 such that

|Fk (t,x1, i)−Fk (t,x2, i)| ≤ ν (τ) |x1− x2| , i ∈ D, 0≤ k ≤ r,

∀ x1, x2 ∈ Rn, t ∈ [0,τ ] .
(jjj) There exists δ > 0 such that

|Fk (t,x, i)| ≤ δ |x| , ∀ t ≥ 0, x ∈ Rn, i ∈ D, 0≤ k ≤ r .

It is obvious that for any Δ ∈ ΔΔΔ the perturbed system (8.92) satisfies the
conditions (j), (jj), and (jjj). Applying Theorem 1.11.1 it follows that for any
t0 ≥ 0 and ξ ∈ Xt0 the system (8.95) has a unique solution x(t, t0,ξ ) , t ≥ 0
such that x(t0, t0,ξ ) = ξ0.

Definition 8.3.4. The zero solution of the system (8.95) is ESMS-C if there exist
α > 0, β > 0 such that

E
[
|x(t, t0,ξ )|2 | η (t0) = i

]
≤ βe−α(t−t0) |ξ |2 ,

∀ t ≥ t0 ≥ 0, ξ ∈ Rn, i ∈ D.

The next result extends to the nonlinear case some results proved in Chap. 3 for
the linear case.

Theorem 8.3.7. The following assertions are equivalent:

(i) The zero solution of the system (8.95) is ESMS-C.
(ii) There exists c > 0 such that

∫ ∞

t
E
[
|x(s, t,ξ )|2 | η (t) = i

]
ds≤ c |ξ |2 (8.96)
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∀ t ≥ 0, ξ ∈ Rn, the constant c being independent of t and ξ ;
(iii) There exist α > 0 and β ≥ 1 such that

E
[
|x(t, t0,ξ )|2 | η (t0) = i

]
≤ βe−α(t−t0)E

[
|ξ |2 | η (t0) = i

]
,

∀ t ≥ t0 ≥ 0, ξ ∈ Xt0 , i ∈ D.

Proof. (i)⇒ (ii) and (iii)⇒ (i) are obvious. We prove that (ii)⇒ (iii). Define

v(t,x, i) =
∫ ∞

t
h(s, t,x, i)ds

where

h(s, t,x, i) = E
[
|x(s, t,x, ·)|2 | η (t) = i

]

with s ≥ t ≥ 0, x ∈ Rn, i ∈ D. By virtue of Theorem 1.11.3 we can apply
Lemma 8.3.6 for the function ϕ (x,ω) = |x(s, t,x,ω)|2 , ∀ (x,ω) ∈ Rn×Ω where
s ≥ t are fixed and for the function g(ω) = x(t, t0,ξ ,ω) with t ≥ t0, ξ ∈ Xt0 fixed.
Therefore one obtains that:

h(s, t,x(t, t0,ξ ,ω) ,η (t,ω)) = E
[
|x(s, t,x(t, t0,ξ ,ω) ,ω)|2 | Ht

]

= E
[
|x(s, t0,ξ ,ω)|2 | Ht

]
. (8.97)

In the following we shall omit to write explicitly the argument ω . Define

vi (t) = E [v(t,x(t, t0,ξ ) ,η (t)) | η (t0) = i] .

From (8.96) one deduces

vi (t)≤ cE
[
|x(t, t0,ξ )|2 | η (t0) = i

]
. (8.98)

Further, from (8.97) one obtains

vi (t) = E

[∫ ∞

t
h(s, t,x(t, t0,ξ ) ,η (t))ds | η (t0) = i

]

= E

[∫ ∞

t
E
[
|x(s, t0,ξ )|2 | Ht

]
ds | η (t0) = i

]

from which using the properties of conditional mean values, it immediately follows
that

vi (t) =
∫ ∞

t
E
[
|x(s, t0,ξ )|2 | η (t0) = i

]
ds, (8.99)
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∀ t ≥ t0 ≥ 0, ξ ∈ Xt0 , i ∈ D. From (8.99) it follows that the function t �→ vi (t) is
absolutely continuous on [t0,∞) and therefore it is derivable a.e. on [t0,∞). Then
from (8.99) one obtains that

d
dt

vi (t) =−E
[
|x(t, t0,ξ )|2 | η (t0) = i

]
.

Based on (8.98) it results that

d
dt

vi (t)≤−
1
c

vi (t) a.e. t ≥ t0. (8.100)

Applying Theorem 1.10.2 to the function |x|2 and to the system (8.95) one obtains:

E
[
|x(t, t0,ξ )|2 | η (t0) = i

]
−E

[
|ξ |2 | η (t0) = i

]

= E

[
∫ t

t0

{

2xT (s, t0,ξ )F0 (s,x(s, t0,ξ ) ,η (s))

+
r

∑
k=1

|Fk (s,x(s, t0,ξ ) ,η (s))|2 (8.101)

+
d

∑
j=1

qη(s), j |x(s, t0,ξ )|2
}

ds | η (t0) = i

]

.

Taking into account (jjj) one obtains that

∣
∣
∣
∣
∣
2xT F0 (t,x, i)+

r

∑
k=1

|Fk (t,x, i)|2
∣
∣
∣
∣
∣
≤ δ0 |x|2 (8.102)

where δ0 = δ (2+ rδ ). Hence

2xT F0 (t,x, i)+
r

∑
k=1

|Fk (t,x, i)|2 ≥−δ0 |x|2 .

Denoting

gi (t) = E
[
|x(t, t0,ξ )|2 | η (t0) = i

]
,

from (8.101) it results that gi (·) is an absolute continuous function on [t0,∞) and

d
dt

gi (t) = E

[

2xT (t, t0,ξ )F0 (t,x(t, t0,ξ ) ,η (t))+
d

∑
j=1

qη(t), j |x(t, t0,ξ )|2

+
r

∑
k=1

|Fk (t,x(t, t0,ξ ) ,η (t))|2 | η (t0) = i

]

.
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Using (8.102) one obtains that there exists δ1 > 0 such that

d
dt

gi (t)≥−δ1gi (t) a.e. , t ≥ t0,

which is equivalent with

d
dt

[
gi (t)eδ1t

]
≥ 0,

which leads to

E
[
|x(t, t0,ξ )|2 | η (t0) = i

]
≥ e−δ1(t−t0)E

[
|ξ |2 | η (t0) = i

]

t ≥ t0 ≥ 0, ξ ∈ Xt0 , i ∈ D. From the last inequality one immediately obtains

h(s, t,x, i)≥ e−δ1(s−t) |x|2

for all s≥ t ≥ 0, x ∈ Rn, i ∈ D. Therefore v(t,x, i)≥ δ−1
1 |x|2 , t ≥ 0,x ∈ Rn, i ∈ D,

vi (t)≥ δ−1
1 E

[
|x(t, t0,ξ )|2 | η (t0) = i

]
.

From the above inequality together with (8.98) and (8.100) it follows that

E
[
|x(t, t0,ξ )|2 | η (t0) = i

]
ds≤ βe−α(t−t0)E

[
|ξ |2 | η (t0) = i

]

with β = δ1c and α = 1/c, and thus the proof is complete. ��
Before proving the main result of this subsection, let us notice that using the

known constant matrices Ak (i) , Bk (i), and C (i) of the realization of the perturbed
system (8.92) one can associate the following auxiliary system:

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Bk (η (t))u(t)]dwk (t) (8.103)

y(t) = C (η (t))x(t) .

Then we have the following theorem.

Theorem 8.3.8. Assume that the system (A0, . . .Ar;Q) is stable. Then

ρNL {A;Q | B,C} ≥ ‖T ‖−1

where

T : L2
η ,w ([0,∞),R

m)→ L2
η ,w ([0,∞),R

p)
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is the input–output operator associated with the auxiliary system (8.103) defined by
the matrices Ak (i) , Bk (i), and C (i) , 0≤ k ≤ r, i ∈ D.

Proof. We show that for every ρ < ‖T ‖−1 and for all Δ ∈ ΔΔΔ with ‖Δ‖< ρ , the zero
solution of the perturbed system (8.92) is ESMS-C. Denoting γ = ρ−1 it follows
‖T ‖< γ and ‖Δ‖< γ−1, or

sup

{
|Δ(t,y, i)|
|y| ; t ≥ 0, y 	= 0, i ∈ D

}

< γ−1. (8.104)

Using the implication (i)⇒ (iii) of Theorem 8.2.7 one deduces that the equation

AT
0 (i)X (i)+X (i)A0 (i)+∑r

k=1 AT
k (i)X (i)Ak (i)+∑d

j=1 qi jX ( j)

+
[
X (i)B0 (i)+∑r

k=1 AT
k (i)X (i)Bk (i)

][
γ2Im−∑r

k=1 BT
k (i)X (i)Bk (i)

]−1

×
[
BT

0 (i)X (i)+∑r
k=1 BT

k (i)X (i)Ak (i)
]
+CT (i)C (i) = 0

(8.105)
has a stabilizing solution X̃ =

(
X̃ (1) , . . . , X̃ (d)

)
≥ 0 such that

γ2Im−
r

∑
k=1

BT
k (i) X̃ (i)Bk (i)> 0 (8.106)

for any i ∈ D. Applying the Itô-type formula for the function xT X̃ (i)x and for the
process x(t) = xΔ (t, t0,x0) one obtains using (8.105) that:

E

[∫ τ

t0

{
|y(t)|2− γ2 |Δ(t,y(t) ,η (t))|2

}
dt | η (t0) = i

]

= xT
0 X̃ (i)x0−E

[
xT (τ) X̃ (η (τ))x(τ) | η (t0) = i

]

−E

[∫ τ

t0

(
Δ(t,y(t) ,η (t))− F̃ (η (t))x(t)

)T
(8.107)

×
(

γ2Im−
r

∑
k=1

BT
k (η (t)) X̃ (η (t))Bk (η (t))

)

×
(
Δ(t,y(t) ,η (t))− F̃ (η (t))x(t)

)
dt | η (t0) = i

]
,

where y(t) = C (η (t))x(t) , t ≥ t0 and F̃ (i) denotes the stabilizing feedback
associated with the solution X̃ (i) , i ∈ D. Taking into account (8.106) it follows
that:

E

[∫ τ

t0

{
|y(t)|2− γ2 |Δ(t,y(t) ,η (t))|2

}
dt | η (t0) = i

]

≤ xT
0 X̃ (i)x0,
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for any τ ≥ t0 ≥ 0, x0 ∈ Rn, i ∈ D, which leads to

E

[∫ ∞

t0

{
|y(t)|2− γ2 |Δ(t,y(t) ,η (t))|2

}
dt | η (t0) = i

]

(8.108)

≤ δ̃ |x0|2 , ∀ t0 ≥ 0, x ∈ Rn, i ∈ D.

But

|Δ(t,y(t) ,η (t))| ≤ ‖Δ‖|y(t)|

∀ t ≥ 0, i ∈D,y ∈Rp. On the other hand (8.104) gives 1− γ2 ‖Δ‖2 > 0 and then we
deduce from (8.108) that

E

[∫ ∞

t0
|y(t)|2 dt | η (t0) = i

]

≤ δ̃
(1− γ2)‖Δ‖2 |x0|2 , (8.109)

∀ t0 ≥ 0, x0 ∈ Rn, i ∈ D. Finally, applying Theorem 3.6.1 and using (8.108) one
obtains

E

[∫ ∞

t0
|xΔ (t, t0,x0)|2 dt | η (t0) = i

]

≤ c |x0|2 ,

∀ t0 ≥ 0, x0 ∈ Rn, i ∈ D, c > 0 being independent of t0, x0, i. Applying Theo-
rem 8.3.7 we obtain that the zero solution of the perturbed system (8.92) is ESMS-C.
Therefore ρNL {A;Q | B,C} ≥ ρ . Since ρ < ‖T ‖−1 is arbitrary, it follows that
ρNL {A;Q | B,C} ≥ ‖T ‖−1 and thus the proof is complete. ��

At the end of this section we show that in a particular case of the system (8.92)
we can obtain the exact value of the stability radius ρNL {A;Q | B,C}. To be more
precise, consider the perturbed system:

dx(t) = A0x(t)dt +∑r1−1
k=1 Akx(t)dwk (t)+∑r

k=r1
BkΔ(t,y(t))dwk (t)

y(t) = Cx(t) .
(8.110)

The system (8.110) is a perturbation of the nominal system

dx(t) = A0x(t)dt +
r1−1

∑
k=1

Akx(t)dwk (t) (8.111)

and it represents a particular case of the system (8.92), namely D = {1} ,Ak =
0, r1 ≤ k ≤ r, Bk = 0, 1 ≤ k ≤ r1 − 1, q11 = 0. In this particular case instead of
ρNL {A;Q | B,C} we shall denote the stability radius by ρNL {A | B,C}. Then the
stability radius is given by the following result:

Theorem 8.3.9. Assume that the zero solution of the nominal system (8.111) is
ESMS-C. Then

ρNL {A | B,C}= λ̃−
1
2 (8.112)
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where λ̃ denotes the maximal eigenvalue of the matrix∑r
k=r1

BT
k X̃Bk, X̃ ≥ 0 denoting

the unique solution of the linear Lyapunov-type equation

AT
0 X +XA0 +

r1−1

∑
k=1

AT
k XAk +CTC = 0. (8.113)

Proof. From Corollary 8.2.9 with D = {1} one obtains that λ̃ 1
2 = ‖T ‖ where

T : L2
w ([0,∞),R

m)→ L2
w ([0,∞),R

p)

is the input–output operator associated with the auxiliary system

dx(t) = A0x(t)dt +∑r1−1
k=1 Akx(t)dwk (t)+∑r

k=r1
Bku(t)dwk (t)

y(t) = Cx(t) .
(8.114)

From Theorem 8.3.8 it follows that

ρNL {A | B,C} ≥ λ̃−
1
2 . (8.115)

It order to prove (8.112) it is sufficient to show that for any ε > 0 there exists Δε ∈ ΔΔΔ
with ‖Δε‖ < λ̃− 1

2 + ε for which the zero solution of (8.110) is not ESMS-C. Let

λε ∈
(
λ̃− 1

2 , λ̃− 1
2 + ε

)
. Since λ−2

ε < λ̃ it exists uε ∈ Rm with |uε |= 1 and

uT
ε

(

Im−λ 2
ε

r

∑
k=r1

BT
k X̃Bk

)

uε < 0. (8.116)

Let

Δε (y) = λeuε |y| . (8.117)

Then it is obvious that Δε ∈ ΔΔΔ and ‖Δε‖= λε . We show that the zero solution of the
system

dx(t) = A0x(t)dt +∑r1−1
k=1 Akx(t)dwk (t)+∑r

k=r1
BkΔε (t,y(t))dwk (t)

y(t) = Cx(t)
(8.118)

is not ESMS. If the zero solution of (8.118) is ESMS, then there exists δ > 0 such
that

E
∫ ∞

t0
|Cx(t, t0,x0)|2 dt ≤ δ |x0|2 , ∀ t0 ≥ 0, x0 ∈ Rn. (8.119)

On the other hand applying the Itô-type formula to the function xT X̃x and to the
system (8.118) and using (8.113) one obtains that
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E
∫ τ

0

(

|y(t)|2−
r

∑
k=r1

ΔT
ε (y(t))BT

k X̃BkΔε (y(t))

)

dt (8.120)

= xT
0 X̃x0−E

[
xT (τ) X̃x(τ)

]

∀ τ > 0, x(t) = x(t,x0) being the solution of (8.118) satisfying x(0,x0) = x0 and
y(t) =Cx(t,x0). If the zero solution of (8.118) is ESMS, then (8.120) gives

E
∫ ∞

0

(

|y(t)|2−
r

∑
k=r1

ΔT
ε (y(t))BT

k X̃BkΔε (y(t))

)

dt = xT
0 X̃x0 (8.121)

∀ x0 ∈ Rn. Taking into account (8.117) one obtains that (8.121) becomes

uT
ε

(

Im−λ 2
ε

r

∑
k=r1

BT
k X̃Bk

)

uεE
∫ ∞

0
|y(t)|2 dt = xT

0 X̃x0, ∀ x0 ∈ Rn

which contradicts (8.116), taking x0 	= 0 such that xT
0 X̃x0 > 0 (since X̃ ≥ 0, (8.116)

implies that there exists x0 ∈ Rn such that xT
0 X̃x0 > 0). Thus the proof is complete.

��

Notes and References

The theoretical developments presented in this chapter are new. They provide a
unified approach of the stochastic version of the Bounded Real Lemma and stability
radius for systems subject both to multiplicative white noise and to Markovian
jumping. The stochastic version of the Bounded Real Lemma for systems with
multiplicative white noise has been studied in [12,47,80,116,122] and for stochastic
systems subject to Markov perturbations we cite [115]. For the case of stochastic
systems subject both to multiplicative white noise and to Markovian jumping, a
stochastic version of the Bounded Real Lemma was proved in [41]. A stochastic
version of the Bounded Real Lemma for systems affected by Markov processes
with an infinite countable number of states was proved in [140]. The stochastic
counterpart of the Small Gain Theorem for systems with multiplicative white
noise is given in [36] and [37, 38] for systems subject to Markov perturbations.
As concerns the stability radius for systems with multiplicative white noise we
cite [57, 81, 113, 114, 116] and for systems with Markovian jumping, see [115].
Some estimations for the stability radius in the case of stochastic systems with
state multiplicative white noise and Markov jump perturbations are given in [41].
A different approach to estimate the stability radius for systems subject both to
multiplicative white noise and to Markovian jumping can be found in [59].



Chapter 9
Robust Stabilization of Linear Stochastic
Systems

In the present chapter we consider the robust stabilization problem of systems
subject to both multiplicative white noise and to Markovian jumps with respect to
some classes of parametric uncertainty. As it is already known, a wide variety of
aspects of the robust stabilization problem can be embedded in a general disturbance
attenuation problem (DAP) which extends the well-known H∞ control problem
in the case of deterministic invariant linear systems. A special attention will be
paid in this chapter to the attenuation problem of exogenous perturbations with a
specified level of attenuation. In the same time, some particular robust stabilization
problems which solutions are derived using the results in the preceding chapter
will be presented. The solution of the general attenuation problem will be given
in terms of some linear matrix inequalities which provides necessary and sufficient
solvability conditions. Throughout this chapter we assume that D = {1,2, . . . ,d}.

9.1 Formulation of the DAP

As it was shown in the preceding chapter, a measure of the robustness radius
of stabilization with respect to a wide class of static or dynamic uncertainty can
be characterized using the norm of the input–output operator associated with the
nominal system. Based on this fact it follows that in order to achieve a certain level
of robustness of stability one can design a stabilizing controller such that the norm
of the input–output operator associated with the resulting system be less than the
inverse of the imposed robustness radius.

The design problem of a stabilizing controller such that the norm of the input–
output operator is less than a given level of attenuation is usually called in the
literature the DAP. In this section the formulation of this problem will be given
for the case of the stochastic linear systems considered in the present book.

V. Dragan et al., Mathematical Methods in Robust Control of Linear Stochastic Systems,
DOI 10.1007/978-1-4614-8663-3 9, © Springer Science+Business Media New York 2013
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Consider the following stochastic linear system:

dx(t) = [A0 (η (t))x(t)+G0 (η (t))v(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Gk (η (t))v(t)+Bk (η (t))u(t)]dwk (t)

z(t) = Cz (η (t))x(t)+Dzv (η (t))v(t)+Dzu (η (t))u(t) (9.1)

y(t) = C0 (η (t))x(t)+D0 (η (t))v(t)

with two inputs namely v(t) ∈ Rm1 , u(t) ∈ Rm2 and two outputs, z(t) ∈
Rp1 , y(t) ∈ Rp2 . The input variable v(t) denotes exogenous signals, u(t) includes
the control variables, z(t) is the regulated output, and y(t) denotes the
measured output. As usual, the state vector x(t) ∈ Rn. The coefficients
Ak (i) , Gk (i) , Bk (i) , 0 ≤ k ≤ r, Cz (i) , Dzv (i) , Dzu (i) ,C0 (i) , D0 (i) , i ∈ D are
known matrices with real coefficients with appropriate dimensions. The stochastic
processes {η (t)}t≥0 ,{w(t)}t≥0 , w(t) = (w1 (t) , . . . , wr (t))

T are defined as in
the preceding chapters. The class of admissible controllers is described by the
following equations:

dxc (t) = [Ac (η (t))xc (t)+Bc (η (t))y(t)]dt
u(t) = Cc (η (t))xc (t)+Dc (η (t))y(t) ,

(9.2)

where xc ∈ Rnc . In fact the controller (9.2) is characterized by the set of param-
eters {nc,Ac (i) , Bc (i) ,Cc (i) , Dc (i) , i ∈ D}, where nc ≥ 0 is an integer number
denoting the order of the controller and Ac (i) ∈ Rnc×nc , Bc (i) ∈ Rnc×p2 ,Cc (i) ∈
Rm2×nc , Dc (i) ∈ Rm2×p2 , i ∈ D. When coupling the controller (9.2) at the system
(9.1) one obtains the following resulting system:

dxcl (t) = [A0cl (η (t))xcl (t)+G0cl (η (t))v(t)]dt
+∑r

k=1 [Akcl (η (t))xcl (t)+Gkcl (η (t))v(t)]dwk (t)
z(t) = Ccl (η (t))xcl (t)+Dcl (η (t))v(t) ,

(9.3)

where

A0cl (i) =

[
A0 (i)+B0 (i)Dc (i)C0 (i) B0 (i)Cc (i)

Bc (i)C0 (i) Ac (i)

]

,

Akcl (i) =

[
Ak (i)+Bk (i)Dc (i)C0 (i) Bk (i)Cc (i)

0 0

]

, 1≤ k ≤ r,

G0cl (i) =

[
G0 (i)+B0 (i)Dc (i)D0 (i)

Bc (i)D0 (i)

]

, (9.4)

Gkcl =

[
Gk (i)+Bk (i)Dc (i)D0 (i)

0

]

, 1≤ k ≤ r,

Ccl (i) = [Cz (i)+Dzu (i)Dc (i)C0 (i) Dzu (i)Cc (i)] ,

Dcl (i) = Dzv (i)+Dzu (i)Dc (i)D0 (i) , i ∈ D.
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Definition 9.1.1. A controller from the class (9.2) is a stabilizing controller of the
system (9.1) if the zero solution of the system:

dξ (t) = A0cl (η (t))ξ (t)dt +
r

∑
k=1

Akcl (η (t))ξ (t)dwk (t)

is ESMS.

For every stabilizing controller, define by:

Tcl : L2
η ,w ([0,∞);Rm1)→ L2

η ,w ([0,∞);Rp1)

the input–output operator defined by the closed-loop system (9.3), namely:

(Tclv)(t) =Ccl (η (t))xcl (t,v)+Dcl (η (t))v(t) , t ≥ 0,

∀ v∈ L2
η ,w ([0,∞);Rm1), where xcl (t,v) denotes the solution of the system (9.3) with

the initial condition xcl (0,v) = 0. As it was shown in Sect. 8.1 the input–output
operator Tcl is a linear and bounded operator. We are now in position to formulate
the DAP for the system (9.1) with an imposed level of attenuation γ > 0.

Problem formulation: Given γ > 0, find necessary and sufficient conditions for
the existence of a stabilizing controllers for (9.1) such that ‖Tcl‖ < γ . If such
conditions are fulfilled give a procedure to determine a controller with the required
properties.

Remark 9.1.1. Based on the definition of ‖Tcl‖ it follows that the γ-attenuation
problem stated above is equivalent with

sup
v∈L2

η ,w([0,∞);Rm1 )v 	=0

‖z‖
‖v‖ < γ .

9.2 Robust Stabilization of Linear Stochastic Systems.
The Case of Full State Access

9.2.1 The Solution of DAP in the Case of Complete State
Measurement

Consider the linear stochastic system described by:

dx(t) = [A0 (η (t))x(t)+G0 (η (t))v(t)+B0 (η (t))u(t)]dt
+∑r

k=1 [Ak (η (t))x(t)+Gk (η (t))v(t)+Bk (η (t))u(t)]dwk (t)
z(t) = Cz (η (t))x(t)+Dzv (η (t))v(t)+Dzu (η (t))u(t)
y(t) = x(t)

(9.5)
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where x(t)∈Rn, v(t)∈Rm1 , u(t)∈Rm2 , and z(t)∈Rp1 have the same meaning as
in the system (9.1). Assume that the whole state vector is available for measurement.
In fact the system (9.5) is a particular case of (9.1) with p2 = n, C0 (i) = In, D0 (i) =
0, i ∈ D. The class of admissible controllers is given by (9.2). We shall solve first
the DAP in the case when zero-order controllers are used, namely nc = 0. In this
case (9.2) reduces to

u(t) = Dc (η (t))x(t)

or, with a usual notation,

u(t) = F (η (t))x(t) ,

where F (i)∈Rm2×n, i∈D. The closed-loop system obtained with this controller is:

dx(t) = {[A0 (η (t))+B0 (η (t))F (η (t))]x(t)+G0 (η (t))v(t)}dt
+∑r

k=1 {[Ak (η (t))+Bk (η (t))F (η (t))]x(t)
+Gk (η (t))v(t)}dwk (t)

z(t) = [Cz (η (t))+Dzu (η (t))F (η (t))]x(t)+Dzv (η (t))v(t) .

(9.6)

If F = (F (1) , . . . ,F (d)) is a stabilizing state feedback for the system (9.5), we
denote

TF : L2
η ,w ([0,∞);Rm1)→ L2

η ,w ([0,∞);Rp1)

the input–output operator associated with (9.6). Therefore the control u(t) =
F (η (t))x(t) solves the DAP with the level of attenuation γ if ‖TF‖ < γ . The
following result provides necessary and sufficient conditions for the existence of
such state feedback control.

Theorem 9.2.1. For a given γ > 0 the following are equivalent

(i) There exists a control u(t) = F (η (t))x(t) that stabilizes the system (9.5) and
‖TF‖< γ;

(ii) There exist Y = (Y (1) , . . . ,Y (d)) ∈ Sd
n and Γ = (Γ(1) , . . . ,Γ(d)) ∈ Md

m2,n,
Y > 0 satisfying the following system of LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

W0,0 (Y, i) W0,1 (Y, i) · · · W0,r (Y, i) W0,r+1 (Y, i) W0,r+2 (Y, i)
WT

0,1 (Y, i) W1,1 (Y, i) · · · W1,r (Y, i) W1,r+1 (Y, i) W1,r+2 (Y, i)
...

...
. . .

...
...

...
WT

0,r (Y, i) WT
1,r (Y, i) · · · Wr,r (Y, i) Wr,r+1 (Y, i) Wr,r+2 (Y, i)

WT
0,r+1 (Y, i) WT

1,r+1 (Y, i) · · · WT
r,r+1 (Y, i) Wr+1,r+1 (Y, i) Wr+1,r+2 (Y, i)

WT
0,r+2 (Y, i) WT

1,r+2 (Y, i) · · · WT
r,r+2 (Y, i) WT

r+1,r+2 (Y, i) Wr+2,r+2 (Y, i)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0,

(9.7)
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i ∈ D, where

W0,0 (Y, i) = A0 (i)Y (i)+Y (i)AT
0 (i)+qiiY (i)+B0 (i)Γ(i)

+ΓT (i)BT
0 (i)+G0 (i)GT

0 (i)

W0,k (Y, i) = Y (i)AT
k (i)+ΓT (i)BT

k (i)+G0 (i)GT
k (i) , 1≤ k ≤ r

W0,r+1 (i) = Y (i)CT
z (i)+ΓT (i)DT

zu (i)+G0 (i)DT
zv (i)

W0,r+2 =
[√

qi1Y (i) . . .
√

qi,i−1Y (i)
√

qi,i+1Y (i) . . .
√

qidY (i)
]

Wl,k = Gl (i)GT
k (i) , 1≤ l,k ≤ r, l 	= k

Wl,l = Gl (i)GT
l (i)−Y (i) , 1≤ l ≤ r

Wl,r+1 (i) = Gl (i)DT
zv (i) , 1≤ l ≤ r

Wl,r+2 (i) = 0, 1≤ l ≤ r+1

Wr+1,r+1 (i) = Dzv (i)DT
zv (i)− γ2Ip1

Wr+2,r+2 (i) = diag(−Y (1) . . . −Y (i−1) −Y (i+1) . . . −Y (d)) .

Moreover, if (Y,Γ) ∈ Sd
n ×Md

m2,n is a solution of (9.7) with Y > 0, then the
control u(t) = F (η (t))x(t) with F (i) = Γ(i)Y−1 (i) solves the γ-attenuation
problem for the system (9.5).

Proof. The proof immediately follows applying Theorem 8.2.7 together with
Proposition 8.2.11 to the system (9.6). ��

In the following we display the particular cases when the system (9.5) is subject
only to Markovian jumping or to multiplicative white noise, respectively. Consider
the linear stochastic system described by

ẋ(t) = A0 (η (t))x(t)+G0 (η (t))v(t)+B0 (η (t))u(t) (9.8)

z(t) = Cz (η (t))x(t)+Dzv (η (t))v(t)+Dzu (η (t))u(t)

y(t) = x(t)

obtained from (9.5) with Ak (i) = 0, Gk (i) = 0, Bk (i) = 0, 1≤ k ≤ r and i ∈ D. For
the control u(t) = F (η (t))x(t) one obtains the resulting system:

ẋ(t) = [A0 (η (t))+B0 (η (t))F (η (t))]x(t)+G0 (η (t))v(t) (9.9)

z(t) = [Cz (η (t))+Dzu (η (t))F (η (t))]x(t)+Dzv (η (t))v(t) .

Applying Corollary 8.2.12 for the system (9.9) we get the following corollary.

Corollary 9.2.2. For a given γ > 0 the following are equivalent
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(i) There exists a control u(t) = F (η (t))x(t) stabilizing the system (9.8) such that
the input–output operator TF associated with (9.9) verifies ‖TF‖< γ;

(ii) There exist Y = (Y (1) , . . . ,Y (d)) ∈ Sd
n , Y (i) > 0 and Γ = (Γ(1) , . . . ,Γ(d)) ∈

Md
m2,n verifying the system of LMI:

⎡

⎢
⎣

W0,0 (Y, i) W0,r+1 (Y, i) W0,r+2 (Y, i)
WT

0,r+1 (Y, i) Wr+1,r+1 (Y, i) Wr+1,r+2 (Y, i)

WT
0,r+2 (Y, i) WT

r+1,r+2 (Y, i) Wr+2,r+2 (Y, i)

⎤

⎥
⎦< 0, (9.10)

where Wi j (Y, i) are the same as in (9.7). Moreover, if the pair (Y,Γ) ∈
Sd

n ×Md
m2,n is a solution of (9.10) with Y (i) > 0, then the control u(t) =

F (η (t))x(t) with F (i) = Γ(i)Y−1 (i) solves the γ-attenuation problem for the
system (9.8).

In the case when D = {1} and q11 = 0 the system (9.5) becomes:

dx(t) = [A0x(t)+G0v(t)+B0u(t)]dt

+
r

∑
k=1

[Akx(t)+Gkv(t)+Bku(t)]dwk (t) (9.11)

z(t) = Czx(t)+Dzvv(t)+Dzuu(t)

y(t) = x(t).

Taking u(t) = Fx(t) one obtains the closed-loop system:

dx(t) = [(A0 +B0F)x(t)+G0v(t)]dt

+
r

∑
k=1

[(Ak +BkF)x(t)+Gkv(t)]dwk (t) (9.12)

z(t) = (Cz +DzuF)x(t)+Dzvv(t) .

Using Corollary 8.2.13 for the system (9.12) one obtains the following corollary.

Corollary 9.2.3. For a given γ > 0 the following are equivalent:

(i) There exists F stabilizing the system (9.11) such that ‖TF‖ < γ where TF

denotes the input–output operator associated with (9.12).
(ii) It exists Y ∈ Sn, Y > 0, Γ ∈ Rm2×n solving the following LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

W0,0 (Y ) W0,1 (Y ) · · · W0,r (Y ) W0,r+1 (Y )
WT

0,1 (Y ) W1,1 (Y ) · · · W1,r (Y ) W1,r+1 (Y )
...

...
. . .

...
...

WT
0,r (Y ) WT

1,r (Y ) · · · Wr,r (Y ) Wr,r+1 (Y )

WT
0,r+1 (Y ) WT

1,r+1 (Y ) · · · WT
r,r+1 (Y ) Wr+1,r+1 (Y )

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0, (9.13)
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where

W0,0 (Y ) = A0Y +YAT
0 +B0Γ+ΓT BT

0 +G0GT
0

W0,k (Y ) = YAT
k +ΓT BT

k +G0GT
k , 1≤ k ≤ r

W0,r+1 (Y ) = YCT
z +ΓT DT

zu +G0DT
zv

Wl,k (Y ) = GlG
T
k , 1≤ l,k ≤, l 	= k

Wl,l (Y ) = GlG
T
l −Y, 1≤ l ≤ r

Wl,r+1 (Y ) = GlD
T
zv, 1≤ l ≤ r

Wr+1,r+1 (Y ) = DzvDT
zv− γ2Ip1 .

Moreover, if the pair (Y,Γ) ∈ Sn×Rm2×n, Y > 0 is a solution of (9.13), then the
control u(t) = ΓY−1x(t) solves the γ-attenuation problem for the system (9.11).

Consider now a controller in the set (9.2) defined by

(nc,Ac (i) ,Bc (i) ,Cc (i) ,Dc (i) ; i ∈ D)

with nc > 0, Ac (i) ∈Rnc×nc , Bc (i) ∈Rnc×n, Cc (i) ∈Rm2×nc , Dc (i) ∈Rm2×n, i ∈D.
When coupling the controller to the system (9.5) one obtains a resulting system of
form (9.3) with the matrix coefficients given by:

A0cl (i) =

[
A0 (i)+B0 (i)Dc (i) B0 (i)Cc (i)

Bc (i) Ac (i)

]

,

Akcl (i) =

[
Ak (i)+Bk (i)Dc (i) Bk (i)Cc (i)

0 0

]

, 1≤ k ≤ r,

Gkcl (i) =

[
Gk (i)

0

]

, 0≤ k ≤ r, (9.14)

Ccl (i) = [Cz (i)+Dzu (i)Dc (i) Dzu (i)Cc (i)] ,

Dcl (i) = Dzv (i) , i ∈ D.

The next result shows that if the γ-attenuation problem can be solved with a
dynamic controller (i.e., nc > 0) then the same problem has also a solution expressed
as a state feedback (i.e., nc = 0).

Theorem 9.2.4. For a γ > 0 the following are equivalent:

(i) There exists a dynamic controller (9.2) with nc > 0 solving the DAP with the
level of attenuation γ .

(ii) There exists a zero-order controller solving the DAP with the same level of
attenuation γ .
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Proof. (i)⇒ (ii). Assume that there exists a dynamic controller of order nc > 0
solving the γ-attenuation problem for the system (9.5). Therefore this controller
stabilizes the system (9.5) and the input–output operator Tcl associated with the
closed-loop system verifies the condition ‖Tcl‖ < γ . Applying Theorem 8.2.7 and
Proposition 8.2.11 for the system (9.3) with the coefficients (9.14) we deduce that
there exists Ỹ =

(
Ỹ (1) , . . . ,Ỹ (d)

)
∈ Sd

n+nc
,Ỹ (i)> 0, i ∈D satisfying the following

system of LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

W0,0
(
Ỹ , i

)
W0,1

(
Ỹ , i

)
· · · W0,r

(
Ỹ , i

)
W0,r+1

(
Ỹ , i

)
W0,r+2

(
Ỹ , i

)

WT
0,1

(
Ỹ , i

)
W1,1

(
Ỹ , i

)
· · · W1,r

(
Ỹ , i

)
W1,r+1

(
Ỹ , i

)
W1,r+2

(
Ỹ , i

)

...
...

. . .
...

...
...

WT
0,r

(
Ỹ , i

)
WT

1,r

(
Ỹ , i

)
· · · Wr,r

(
Ỹ , i

)
Wr,r+1

(
Ỹ , i

)
Wr,r+2

(
Ỹ , i

)

WT
0,r+1

(
Ỹ , i

)
WT

1,r+1

(
Ỹ , i

)
· · · WT

r,r+1

(
Ỹ , i

)
Wr+1,r+1

(
Ỹ , i

)
Wr+1,r+2

(
Ỹ , i

)

WT
0,r+2

(
Ỹ , i

)
WT

1,r+2

(
Ỹ , i

)
· · · WT

r,r+2

(
Ỹ , i

)
WT

r+1,r+2

(
Ỹ , i

)
Wr+2,r+2

(
Ỹ , i

)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0,

(9.15)
where

W0,0
(
Ỹ , i

)
= A0cl (i)Ỹ (i)+ Ỹ (i)AT

0cl (i)+qiiỸ (i)+G0cl (i)GT
0cl (i) ,

W0,k
(
Ỹ , i

)
= Ỹ (i)AT

kcl (i)+G0cl (i)GT
kcl (i) , 1≤ k ≤ r

W0,r+1
(
Ỹ , i

)
= Ỹ (i)CT

cl (i)+G0cl (i)DT
cl (i) ,

W0,r+2
(
Ỹ , i

)
=
[√

qi1Ỹ (i) . . .
√

qi,i−1Ỹ (i)
√

qi,i+1Ỹ (i) . . .
√

qidỸ (i)
]
,

Wl,k
(
Ỹ , i

)
= Glcl (i)GT

kcl (i) , 1≤ l 	= k ≤ r,

Wl,l
(
Ỹ , i

)
= Glcl (i)GT

lcl (i)− Ỹ (i) , 1≤ l ≤ r,

Wl,r+1
(
Ỹ , i

)
= Glcl (i)DT

cl (i) , 1≤ l ≤ r,

Wr+1,r+1
(
Ỹ , i

)
= Dcl (i)DT

cl (i)− γ2Ip1 ,

Wl,r+2
(
Ỹ , i

)
= 0, 1≤ l ≤ r+1,

Wr+2,r+2
(
Ỹ , i

)
= diag

(
−Ỹ (1) . . . − Ỹ (i−1) − Ỹ (i+1) . . . − Ỹ (d)

)
.

Let

Ỹ (i) =

[
Ỹ11 (i) Ỹ12 (i)
Ỹ T

12 (i) Ỹ22 (i)

]

, i ∈ D,

be the partition of Ỹ (i) conformably with the partition of the matrix coefficients
in (9.14), that is Ỹ11 (i) ∈ Sn, Ỹ22 (i) ∈ Snc . Define Ψ ∈ Rn̂×ñ, n̂ = (r+d)+ p1, ñ =
(n+nc)(r+d)+ p1:



9.2 Robust Stabilization of Linear Stochastic Systems. The Case of Full State Access 389

ΨT = diag

(

Ψ0, . . . ,Ψ0︸ ︷︷ ︸
, Ip1 ,Ψ0, . . . ,Ψ0︸ ︷︷ ︸

)

r+1 times d−1 times

where Ψ0 = [In 0n×nc ]. By pre and post multiplication of (9.15) by ΨT and Ψ,
respectively, one obtains the following system of LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

V0,0
(
Ỹ , i

)
V0,1

(
Ỹ , i

)
· · · V0,r

(
Ỹ , i

)
V0,r+1

(
Ỹ , i

)
V0,r+2

(
Ỹ , i

)

VT
0,1

(
Ỹ , i

)
V1,1

(
Ỹ , i

)
· · · V1,r

(
Ỹ , i

)
V1,r+1

(
Ỹ , i

)
V1,r+2

(
Ỹ , i

)

...
...

. . .
...

...
...

VT
0,r

(
Ỹ , i

)
VT

1,r

(
Ỹ , i

)
· · · Vr,r

(
Ỹ , i

)
Vr,r+1

(
Ỹ , i

)
Vr,r+2

(
Ỹ , i

)

VT
0,r+1

(
Ỹ , i

)
VT

1,r+1

(
Ỹ , i

)
· · · VT

r,r+1

(
Ỹ , i

)
Vr+1,r+1

(
Ỹ , i

)
Vr+1,r+2

(
Ỹ , i

)

VT
0,r+2

(
Ỹ , i

)
VT

1,r+2

(
Ỹ , i

)
· · · VT

r,r+2

(
Ỹ , i

)
VT

r+1,r+2

(
Ỹ , i

)
Vr+2,r+2

(
Ỹ , i

)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0,

(9.16)
where

V0,0
(
Ỹ , i

)
= A0 (i)Ỹ11 (i)+ Ỹ11 (i)AT

0 (i)+qiiỸ11 (i)

+B0 (i)
(
Dc (i)Ỹ11 (i)+Cc (i)Ỹ T

12 (i)
)

+
(
Dc (i)Ỹ11 (i)+Cc (i)Y T

12 (i)
)T

BT
0 (i)

+G0 (i)GT
0 (i) ,

V0,k
(
Ỹ , i

)
= Ỹ11 (i)AT

k (i)+
(
Dc (i)Ỹ11 (i)+Cc (i)Ỹ T

12 (i)
)T

BT
k (i)

+G0 (i)GT
k (i) , 1 ≤ k ≤ r,

V0,r+1
(
Ỹ , i

)
= Ỹ11 (i)CT

z (i)+
(
Dc (i)Ỹ11 (i)+Cc (i)Ỹ T

12 (i)
)T

DT
zu (i)

+G0 (i)DT
zv (i) ,

V0,r+2
(
Ỹ , i

)
=
[√

qi1Ỹ11 (i) . . .
√

qi,i−1Ỹ11 (i)
√

qi,i+1Ỹ11 (i) . . .
√

qidỸ11 (i)
]
,

Vl,k
(
Ỹ , i

)
= Gl (i)GT

k (i) , 1≤ l 	= k ≤ r,

Vl,l
(
Ỹ , i

)
= Gl (i)GT

l (i)− Ỹ11 (i) , 1≤ l ≤ r,

Vl,r+1
(
Ỹ , i

)
= Gl (i)DT

zv (i) , 1≤ l ≤ r,

Vr+1,r+1
(
Ỹ , i

)
= Dzv (i)DT

zv (i)− γ2Ip1 ,

Vl,r+2
(
Ỹ , i

)
= 0, 1≤ l ≤ r+1,

Vr+2,r+2
(
Ỹ , i

)
= diag

(
−Ỹ11 (1) . . . − Ỹ11 (i−1) − Ỹ11 (i+1) . . . − Ỹ11 (d)

)
.

One can see that the LMI system (9.16) coincides with the LMI system (9.7)
in Theorem 9.2.1 with Y replaced by Ỹ11 and with Γ(i) replaced by Dc (i)Ỹ11 (i)
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+Cc (i)Ỹ T
12 (i) , i ∈ D. Applying Theorem 9.2.1 it follows that there exists a control

u(t) = F (η (t))x(t) solving the γ-attenuation problem for the system (9.5). More
precisely,

F (i) =
[
Dc (i)+Cc (i)Ỹ T

12 (i)
]
Ỹ−1

11 (i) , i ∈ D.

Hence the first part of the proof is complete.
(ii)⇒ (i). Assume that there exists a stabilizing control state feedback u(t) =

F (η (t))x(t) solving the DAP with the level of attenuation γ for (9.5). Let nc > 0
be a fixed integer and let Ac (i) ∈Rnc×nc be such that the zero solution of the system

ẋc (t) = Ac (η (t))xc (t)

be ESMS. Then consider the controller (nc,Ac (i) , 0nc×n, 0m×nc , F (i) ; i ∈ D). It
is easy to check that this controller is stabilizing and the input–output operator
associated with the closed loop system coincides with the input–output operator
given by the state feedback control. Thus the proof ends. ��
Remark 9.2.1. The smallest γ can be obtained by solving a semidefinite program-
ming problem. Indeed, considering γ2 as a new positive variable, the LMI (9.7) can
be seen as a linear constraint in the minimization of γ2.

9.2.2 Solution of Some Robust Stabilization Problems

Consider the system described by

dx(t) =
{[

A0 (η (t))+ Ĝ0 (η (t))Δ1 (η (t))Ĉ (η (t))
]

x(t)

+
[
B0 (η (t))+ B̂0 (η (t))Δ2 (η (t)) D̂(η (t))

]
u(t)

}
dt (9.17)

+
r

∑
k=1

{[
Ak (η (t))+ Ĝk (η (t))Δ1 (η (t))Ĉ (η (t))

]
x(t)

+
[
Bk (η (t))+ B̂k (η (t))Δ2 (η (t)) D̂(η (t))

]
u(t)

}
dwk (t)

where x(t)∈Rn is the state, u(t)∈Rm is the control variable, Ak (i)∈Rn×n, Bk (i)∈
Rn×m, Ĝk (i) ∈ Rn×m̂, B̂k (i) ∈ Rn×m̃, Ĉ (i) ∈ Rp̂×n, D̂(i) ∈ Rp̃×m, 0 ≤ k ≤ r, i ∈ D
are assumed known. The matrices Δ1 (i) ∈ Rm̂× p̂, Δ2 (i) ∈ Rm̃× p̃ are unknown
and they describe the uncertainties of the system (9.17). It is assumed that the
whole state vector is accessible for measurement. The robust stabilization problem
considered here can be stated as follows: for a given ρ > 0 determine a control
u(t) = F (η (t))x(t) stabilizing (9.17) for any Δ1 = (Δ1 (1) , . . . ,Δ1 (d)) and Δ2 =
(Δ2 (1) , . . . ,Δ2 (d)) such that

max(|Δ1| , |Δ2|)< ρ
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where

|Δk|= max
i∈D

λ
1
2

max
(
ΔT

k (i)Δk (i)
)
.

The closed loop system obtained with u(t) = F (η (t))x(t) is given by:

dx(t) =
[
A0 (η (t))+B0 (η (t))F (η (t))+ Ĝ0 (η (t))Δ1 (η (t))Ĉ (η (t))
+B̂0 (η (t))Δ2 (η (t)) D̂(η (t))F (η (t))

]
x(t)dt

+∑r
k=1

[
Ak (η (t))+Bk (η (t))F (η (t))+Ĝk (η (t))Δ1 (η (t))Ĉ (η (t))

+B̂k (η (t))Δ2 (η (t)) D̂(η (t))F (η (t))
]

x(t)dwk (t) .

(9.18)

Denoting by

Gk (i) =
[
Ĝk (i) B̂k (i)

]

C (i) =

[
Ĉ (i)

0

]

D(i) =

[
0

D̂(i)

]

Δ(i) =
[
Δ1 (i) 0

0 Δ2 (i)

]

,

the system (9.18) can be rewritten as

dx(t) = {A0 (η (t))+B0 (η (t))F (η (t))+G0 (η (t))Δ(η (t))
× [C (η (t))+D(η (t))F (η (t))]}x(t)dt
+∑r

k=1 {Ak (η (t))+Bk (η (t))F (η (t))+Gk (η (t))Δ(η (t))
× [C (η (t))+D(η (t))F (η (t))]}x(t)dwk (t) .

(9.19)

Assume that F (i) is such that the zero solution of the system

dx(t) = [A0 (η (t))+B0 (η (t))F (η (t))]x(t)dt

+
r

∑
k=1

[Ak (η (t))+Bk (η (t))F (η (t))]x(t)dwk (t)

is ESMS. Then, applying Corollary 8.3.5 it follows that the zero solution of (9.19)
is ESMS for all Δ with |Δ| < ρ if the input–output operator TF associated with the
system

dx(t) = [(A0 (η (t))+B0 (η (t))F (η (t)))x(t)+G0 (η (t))v(t)]dt
+∑r

k=1 [(Ak (η (t))+Bk (η (t))F (η (t)))x(t)+Gk (η (t))v(t)]dwk (t)
z(t) = (C (η (t))+D(η (t))F (η (t)))x(t)

satisfies the condition ‖TF‖< 1/ρ . Further notice that
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|Δ|= max
i∈D

λ
1
2

max
(
ΔT (i)Δ(i)

)
= max(|Δ1| , |Δ|2) .

Therefore F is a robust stabilizing state feedback with the robustness radius ρ if it
is a solution of the DAP with level of attenuation γ = 1/ρ for the following system:

dx(t) = [A0 (η (t))x(t)+G0 (η (t))v(t)+B0 (η (t))u(t)]dt

+
r

∑
k=1

[Ak (η (t))x(t)+Gk (η (t))v(t)+Bk (η (t))u(t)]dwk (t)

y(t) = x(t)

z(t) = C (η (t))x(t)+D(η (t))u(t)

with Gk (i) ,C (i) , D(i) , i ∈ D defined above.
Applying Theorem 9.2.1 we obtain the following theorem.

Theorem 9.2.5. Suppose that there exist Y = (Y (1) , . . . ,Y (d)) ∈ Sd
n , Y (i) >

0, Γ= (Γ(1) , . . . ,Γ(d)) ∈Md
m,n solving the following system of LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

W0,0 (Y, i) W0,1 (Y, i) · · · W0,r (Y, i) W0,r+1 (Y, i) W0,r+2 (Y, i)
WT

0,1 (Y, i) W1,1 (Y, i) · · · W1,r (Y, i) W1,r+1 (Y, i) W1,r+2 (Y, i)
...

...
. . .

...
...

...
WT

0,r (Y, i) WT
1,r (Y, i) · · · Wr,r (Y, i) Wr,r+1 (Y, i) Wr,r+2 (Y, i)

WT
0,r+1 (Y, i) WT

1,r+1 (Y, i) · · · WT
r,r+1 (Y, i) Wr+1,r+1 (Y, i) Wr+1,r+2 (Y, i)

WT
0,r+2 (Y, i) WT

1,r+2 (Y, i) · · · WT
r,r+2 (Y, i) WT

r+1,r+2 (Y, i) Wr+2,r+2 (Y, i)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0,

(9.20)
where

W0,0 (Y, i) = A0 (i)Y (i)+Y (i)AT
0 (i)+qiiY (i)

+B0 (i)Γ(i)+Γ∗ (i)BT
0 (i)+ Ĝ0 (i) ĜT

0 (i)+ B̂0 (i) B̂T
0 (i) ,

W0,k (Y, i) = Y (i)AT
k (i)+Γ

T (i)BT
k (i)+Ĝ0 (i) Ĝ∗k (i)+B̂0 (i) B̂T

k (i) , 1≤ k ≤ r,
W0,r+1 (Y, i) =

[
Y (i)ĈT (i) ΓT (i) D̂T (i)

]
,

W0,r+2 (Y, i) =
[√

qi1Y (i) . . .
√

qi,i−1Y (i)
√

qi,i+1Y (i) . . .
√

qidY (i)
]
,

Wl,k (Y, i) = Ĝl (i) ĜT
k (i)+ B̂l (i) B̂T

k (i) , 1≤ k 	= l ≤ r,
Wl,l (Y, i) = Ĝl (i) ĜT

l (i)+ B̂l (i) B̂T
l (i)−Y (i) , 1≤ l ≤ r,

Wl,r+1 (Y, i) = 0, 1≤ l ≤ r,
Wr+1,r+1 (Y, i) = −ρ−2Ip̂+ p̃,

Wr+2,r+2 (Y, i) = diag(−Y (1) . . . −Y (i−1) −Y (i+1) . . . −Y (d)) .

Then the state feedback gain F (i) = Γ(i)Y−1 (i) , i ∈ D is a solution of the robust
stabilization problem.
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Consider now the system described by

dx(t) = [A0 (η (t))x(t)+G0 (η (t))Δ(ϕ (t) ,η (t))+B0 (η (t))u(t)]dt
+∑r

k=1 [Ak (η (t))x(t)+Gk (η (t))Δ(ϕ (t) ,η (t))
+Bk (η (t))u(t)]dwk (t)

ϕ (t) = C (η (t))x(t)

(9.21)

where x(t) ∈ Rn is the state, u(t) ∈ Rm is the control variable and Ak (i) ∈
Rn×n, Bk (i)∈Rn×m, Gk (i)∈Rn×m1 , 0≤ k≤ r, C (i)∈Rp1×n, i∈D are assumed to
be known. The maps y→ Δ(y, i) are unknown functions including the uncertainties
determined either by parameter variations or by truncation of nonlinear terms in the
dynamic model. Denote by ΔΔΔ the class of admissible uncertainty

Δ= (Δ(y,1) , . . . ,Δ(y,d))

where y → Δ(y, i) : Rp1 → Rm1 are Lipschitz continuous functions with Δ(0, i) =
0, i ∈ D. In the following it is assumed that in (9.21) the whole state is available for
measurement. The robust stabilization problem considered can be stated as follows:
for a given ρ > 0 find a control law u(t) = F (η (t))x(t) stabilizing the system
(9.21) for all Δ ∈ ΔΔΔ with ‖Δ‖< ρ . Recall that

‖Δ‖= sup
y 	=0,y∈Rp1 ,i∈D

{
|Δ(y, i)|
|y|

}

.

Let u(t) = F (η (t))x(t) be such that the zero solution of the system

dx(t) = [A0 (η (t))+B0 (η (t))F (η (t))]x(t)dt

+
r

∑
k=1

[Ak (η (t))+Bk (η (t))F (η (t))]x(t)dwk (t)

is ESMS. When coupling this state feedback to (9.21) one obtains

dx(t) = {[A0 (η (t))+B0 (η (t))F (η (t))]x(t)
+G0 (η (t))Δ(ϕ (t) ,η (t))}dt
+∑r

k=1 {[Ak (η (t))+Bk (η (t))F (η (t))]x(t)
+ Gk (η (t))Δ(ϕ (t) ,η (t))}dwk (t)

ϕ (t) = C (η (t))x(t) .

(9.22)

Applying Theorem 8.3.8 we deduce that the zero solution of (9.22) is ESMS for
arbitrary Δ ∈ ΔΔΔ with ‖Δ‖ < ρ if the input–output operator TF associated with the
system
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dx(t) = {[A0 (η (t))+B0 (η (t))F (η (t))]x(t)+G0 (η (t))v(t)}dt
+∑r

k=1 {[Ak (η (t))x(t)+Bk (η (t))F (η (t))]x(t)+Gk (η (t))v(t)}dwk (t)
z(t) = C (η (t))x(t)

satisfies the condition ‖TF ‖ < 1/ρ . Therefore in order to obtain a robust state
feedback control with a given robustness radius ρ > 0 it is sufficient to solve the
DAP with the level of attenuation γ = 1/ρ for the following auxiliary system

dx(t) = [A0 (η (t))x(t)+B0 (η (t))u(t)+G0 (η (t))v(t)]x(t)
+∑r

k=1 [Ak (η (t))x(t)+Bk (η (t))u(t)+Gk (η (t))v(t)]dwk (t)
z(t) = C (η (t))x(t) .

(9.23)

From Theorem 9.2.1 applied for the system (9.23) one obtains

Theorem 9.2.6. Assume that there exist Y = (Y (1) , . . . ,Y (d))∈Sd
n , Y (i)> 0, Γ=

(Γ(1) , . . . ,Γ(d)) ∈Md
m,n satisfying the following LMI:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

W0,0 (Y, i) W0,1 (Y, i) · · · W0,r (Y, i) W0,r+1 (Y, i) W0,r+2 (Y, i)
WT

0,1 (Y, i) W1,1 (Y, i) · · · W1,r (Y, i) W1,r+1 (Y, i) W1,r+2 (Y, i)
...

...
. . .

...
...

...
WT

0,r (Y, i) WT
1,r (Y, i) · · · Wr,r (Y, i) Wr,r+1 (Y, i) Wr,r+2 (Y, i)

WT
0,r+1 (Y, i) WT

1,r+1 (Y, i) · · · WT
r,r+1 (Y, i) Wr+1,r+1 (Y, i) Wr+1,r+2 (Y, i)

WT
0,r+2 (Y, i) WT

1,r+2 (Y, i) · · · WT
r,r+2 (Y, i) WT

r+1,r+2 (Y, i) Wr+2,r+2 (Y, i)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0,

(9.24)
i ∈ D, where

W0,0 (Y, i) = A0 (i)Y (i)+Y (i)AT
0 (i)+qiiY (i)+B0 (i)Γ(i)

+ΓT (i)BT
0 (i)+G0 (i)GT

0 (i)
W0,k (Y, i) = Y (i)AT

k (i)+ΓT (i)BT
k (i)+G0 (i)GT

k (i) , 1≤ k ≤ r
W0,r+1 (i) = Y (i)CT (i)
W0,r+2 =

[√
qi1Y (i) . . .

√
qi,i−1Y (i)

√
qi,i+1Y (i) . . .

√
qidY (i)

]

Wl,k = Gl (i)GT
k (i) , 1≤ l,k ≤ r, l 	= k

Wl,l = Gl (i)GT
l (i)−Y (i) , 1≤ l ≤ r

Wl,r+1 (i) = 0, 1≤ l ≤ r
Wl,r+2 (i) = 0, 1≤ l ≤ r+1
Wr+1,r+1 (i) = −γ2Ip1

Wr+2,r+2 (i) = diag(−Y (1) . . . −Y (i−1) −Y (i+1) . . . −Y (d)) .

Then the control u(t) = F (η (t))x(t) with F (i) = Γ(i)Y−1 (i) , i ∈ D provides a
robust stabilizing feedback gain.

Remark 9.2.2. In order to maximize the robustness radius one can use the idea
presented in Remark 9.2.1 but with the constraint (9.24) instead of (9.7).
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9.2.3 A Case Study

In order to illustrate the theoretical developments concerning the DAP in the case
when the state is measurable we present in the following a case study for which some
comparative aspects with the results provided by deterministic design approaches
will be discussed.

Air launched unmanned air vehicles (UAV) are typically released with the wings
folded in order to achieve a safe separation with respect to the launching aircraft. Its
wings are deployed after several seconds when a glide slope maneuver is required.
The wings deployment determines a “jump” of the aerodynamic coefficients leading
to a transient of the angle of attack which must be minimized in order to prevent the
loss of stability. The longitudinal short-period motion of the UAV has the following
state-space equations:

ẋ = Ax+Bδec +Gv (9.25)

z = Cx+Dδec

where the state vector is

x =

⎡

⎢
⎢
⎣

w
q
δe

ξ

⎤

⎥
⎥
⎦ ,

with w denoting the vertical component of the true airspeed, q is the pitch rate, δe

is the internal state of the actuator, and ξ denotes the state of the integral action
ξ̇ = az− azc introduced in order to obtain zero steady-state tracking error of the
normal acceleration az with respect to its commanded piecewise constant value azc .
The control variable is the elevon command δec and the input vector v includes the
external reference azc and disturbances, namely:

v =

⎡

⎣
azc

dẇ

dq̇

⎤

⎦ ,

dẇ and dq̇ denoting the disturbances in ẇ and q̇, respectively. The quality output z
has two components:

z =

[
βξ
ρδec

]

where β and ρ are positive given weights. The matrix coefficients in (9.25) depend
on the two flight conditions mentioned above, namely the situation when the UAV
has the wings folded and the case when the wings are deployed, respectively.
Therefore in this case the Markov chain has two states, that is D = {1,2}. The
numerical values corresponding to these two states are [134]:
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A(1) =

⎡

⎢
⎢
⎣

−0.1077 718.5340 −31.3672 0
−0.0219 −0.7209 −19.5316 0
0 0 −30 0
0 2.8870 64.7283 0

⎤

⎥
⎥
⎦ ,

A(2) =

⎡

⎢
⎢
⎣

−0.4628 717.1890 −16.7139 0
−0.0333 −0.7522 −11.3638 0
0 0 −30 0
−0.2990 2.8210 39.1960 0

⎤

⎥
⎥
⎦ ,

B(1) = B(2) =

⎡

⎢
⎢
⎣

0
0

30
0

⎤

⎥
⎥
⎦ ,

G(1) = G(2) =

⎡

⎢
⎢
⎣

0 1 0
0 0 1
0 0 0
−1 0 0

⎤

⎥
⎥
⎦ ,

C (1) = C (2) =

[
0 0 0 20
0 0 0 0

]

,

D(1) = D(2) =

[
0

100

]

,

β = 20, ρ = 100. The transition rate matrix is

Q =

[
−1 1
0.01 −0.01

]

.

The problem consists in determining a state feedback control δec (t) = F (η (t))x(t)
such that the closed-loop system obtained when coupling it to (9.25), namely

ẋ(t) = [A(η (t))+B(η (t))F (η (t))]x(t)+G(η (t))v(t)

z(t) = [C (η (t))+D(η (t))F (η (t))]x(t)

is ESMS and its associated input–output operator has the norm less than a given
γ > 0.

Applying Corollary 9.2.2 we obtained for γ = 20,

F (1) = [0.0290 −2.7269 −1.1120 −1.5065] , (9.26)

F (2) = [0.0110 −0.7722 −0.4793 −0.2112] .
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Table 9.1 Deterministic
comparison approach

‖ T ‖∞ MJC RC SHD

i = 1 18.3 32.9 18.1
i = 2 15.7 22.5 12.9

Table 9.2 Stochastic
comparison approach

Method MJC RC SHD

‖ T ‖ 20 32.4 76.7

In order to compare these results with the ones provided by other usual design meth-
ods we solved the same problem using two deterministic alternative approaches.
The first one is the robust control (RC) design consisting in determining a unique
“quadratically stabilizing” controller which stabilizes both systems corresponding
to folded and unfolded wings situations. In this design we obtained using again an
LMI based approach [12]:

FRC = [10.57 −425.6 −180.7 −305.7]

for the minimum closed-loop disturbance attenuation level γ = 33.43.
The second deterministic method consists in designing separate H∞ state feed-

back zero-order controllers corresponding to each flight condition. This design will
be abbreviated SDH and it gives for γ = 18.1 and for γ = 12.9, respectively, the
following gains corresponding to the two flight conditions considered:

FSDH (1) = [0.0040 −0.0825 −0.7510 −0.4253] ,

FSDH (2) = [0.1212 1.2540 −1.7674 −1.6579] .

Two comparison approaches have been used: the first is completely deterministic
and the second is entirely stochastic. In the first method, the H∞ norm of the closed-
loop system for i= 1 and i= 2 has determined for all three solutions obtained above.
The results are presented in Table 9.1.

One can see that for MJC and SHD design the achieved H∞ norms of the closed-
loop system are very close and much lower than those of the RC-feedback gain.

In the second method we computed the levels of attenuation corresponding to
the three solutions using the stochastic framework. To this end, we determined the
closed-loop system with the corresponding feedback gains. Regarding these systems
as stochastic systems with Markov jumps, we applied Theorem 8.2.7 to compute the
corresponding level of attenuation. The obtained results are presented in Table 9.2.

The fact that in the stochastic design case (MJC) the level of attenuation is
significantly lower as expected since the deterministic design (RC and SDH) do
not take into consideration the parameter jumps.

The elements P11 (t) and P12 (t) of the transition probability matrix P(t) = eQt

as functions of time are illustrated in Fig. 9.1a. In Fig. 9.1b, c the time-responses of
the angle of attack and of the elevon command to unit step acceleration are plotted.
Inspecting these figures one can see that the angle of attack for all three methods
is similar but the MJC uses considerably less control effort than both RC and SDH
design.
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Fig. 9.1 (a) Transition probabilities (b) Angle of attack (c) Elevon angle

9.3 Solution of the DAP in the Case of Output Measurement

In this section we consider the DAP with an imposed level of attenuation γ > 0
in the case when the output is available for measurement. Our approach is based
on an LMI technique and it extends to this framework the well-known results in
the deterministic context. As in the deterministic case the necessary and sufficient
conditions guaranteeing the existence of a γ-attenuating controller are obtained
using the following result (see [12]):

Lemma 9.3.1 (Projection Lemma). Let Z ∈Rν×ν , Z =ZT , U ∈Rν1×ν and V ∈
Rν2×ν with ν , ν1, ν2 positive integers. Consider the following basic linear matrix
inequality:

Z+UTΘV+VTΘTU < 0 (9.27)

with the unknown variable Θ ∈ Rν1×ν2 . Then the following are equivalent

(i) There exists Θ ∈ Rν1×ν2 solving (9.27).
(ii)

WT
UZWU < 0 (9.28)
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and

WT
VZWV < 0 (9.29)

where WU and WV denote any bases of the null spaces KerU and KerV ,
respectively.

Remark 9.3.1. It is known that if W̃ is a basis of KerM where M is a given matrix
then any other basis of KerM can be expressed as W = W̃Γ with detΓ 	= 0. This
shows that it is sufficient to check the conditions (9.28) and (9.29) for some suitable
basesWU andWV.

Lemma 9.3.2. Let X , Y ∈ Sn, N ∈ Rn×nc and S ∈ Snc with X > 0 and

[
Y N
NT S

]

> 0.

Then the following are equivalent

(i)

X =
(
Y −NS−1NT )−1

;

(ii)

rank

⎡

⎣
X In 0
In Y N
0 NT S

⎤

⎦= n+nc;

(iii)

[
Y N
NT S

]−1

=

[
X �

� �

]

,

where � denotes irrelevant entries.

The next result provides necessary and sufficient conditions for the existence of
a controller of type (9.2) solving the DAP for the system (9.1).

Theorem 9.3.3. For a γ > 0 the following are equivalent

(i) There exists a controller of order nc > 0 which solves the DAP with the level of
attenuation γ > 0 for the system (9.1);

(ii) There exist X = (X (1) , . . . ,X (d))∈ Sd
n , X (i)> 0, i∈D, Y = (Y (1) , . . . ,Y (d))

∈Sd
n , Y (i)> 0, S=(S (1) , . . . ,S (d))∈Sd

n , S (i)> 0, N =(N (1) , . . . ,N (d)) , N
∈Md

n,nc
such that



400 9 Robust Stabilization of Linear Stochastic Systems

[
V T

0 (i) V T
1 (i)

]
Ni (X)

[
V0 (i)
V1 (i)

]

< 0, (9.30)

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Π0,0 (i)
ΠT

0,1 (i)
Π0,1 (i) −UT

1 (i)N (i)
−γ2Im1 0

· · ·
· · ·

−UT
r (i)N (i)
0

Π0,r+1 (i)
0

−NT (i)U1 (i) 0 −S (i) · · · 0 0
...

...
...

. . .
...

...
−NT (i)Ur (i) 0 0 · · · −S (i) 0
Π∗0,r+1 (i) 0 0 · · · 0 Πr+1,r+1 (i)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0

(9.31)

rank

⎡

⎣
X (i) In 0
In Y (i) N (i)
0 N∗ (i) S (i)

⎤

⎦= n+nc (9.32)

where

[
V0 (i)
V1 (i)

]

is a basis of Ker [C0 (i) D0 (i)] ,

⎡

⎢
⎣

U0 (i)
...

Ur+1 (i)

⎤

⎥
⎦

is a basis of Ker
[
BT

0 (i) · · ·BT
r (i) DT

zu (i)
]
,

Ni (X) =

[
N11 (X , i) N12 (X , i)
N T

12 (X , i) N22 (X , i)

]

,

N11 (X , i) = AT
0 (i)X (i)+X (i)A0 (i)+

r

∑
k=1

A∗k (i)X (i)Ak (i)

+
d

∑
j=1

qi jX ( j)+CT
z (i)Cz (i) ,

N12 (X , i) = X (i)G0 (i)+
r

∑
k=1

AT
k (i)X (i)Gk (i)+CT

z (i)Dzv (i) ,

N22 (X , i) = −γ2Im1 +DT
zv (i)Dzv (i)+

r

∑
k=1

GT
k (i)X (i)Gk (i) ,
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Π0,0 (i) = UT
0 (i)

[
A0 (i)Y (i)+Y (i)AT

0 (i)+qiiY (i)
]
U0 (i)

+
r

∑
k=1

UT
0 (i)Y (i)AT

k (i)Uk (i)+UT
0 (i)Y (i)CT

z (i)Ur+1 (i)

+UT
r+1 (i)Cz (i)Y (i)U0 (i)+

r

∑
k=1

UT
k (i)Ak (i)Y (i)U0 (i)

−
r

∑
k=1

UT
k (i)Y (i)Uk (i)−UT

r+1 (i)Ur+1 (i) ,

Π0,1 (i) =
r

∑
k=0

UT
k (i)Gk (i)+UT

r+1 (i)Dzv (i)

Π0,r+1 (i) = UT
0 (i) [In 0]

[√
qi1Ỹ (i) · · · √qi,i−1Ỹ (i)

√
qi,i+1Ỹ (i) · · · √qidỸ (i)

]
,

Πr+1,r+1 (i) = −diag
(
Ỹ (1) · · · Ỹ (i−1) , Ỹ (i+1) · · ·Ỹ (d)

)
,

Ỹ (i) =

[
Y (i) N (i)
N∗ (i) S (i)

]

, i ∈ D.

Proof. The outline of the proof is similar to the one in the deterministic framework.
The stochastic feature of the considered system does not appear explicitly in the
following developments of the proof. This feature appears only in the specific
formulae of the Bounded Real Lemma. Therefore the proof is also accessible for
the readers who are not very familiar with stochastic systems.

(i)⇒ (ii). Assume that it exists a controller of the form (9.2) stabilizing the
system (9.1) such that ‖Tcl‖ < γ . Using the implication (i)⇒ (ii) of Theorem 8.2.7
(Bounded Real Lemma) for the closed-loop system we deduce that there exist

Xcl = (Xcl (1) , . . . , Xc (d)) ∈ Sd
n+nc

, Xcl (i)> 0

such that

Ni (Xcl ,γ)< 0 (9.33)

where

Ni (Xcl ,γ) =
[ (
L∗clXcl

)
(i)+CT

cl (i)Ccl (i) PT
i (Xcl)

Pi (Xcl) Ri (Xcl)

]

,

(L∗clXcl)(i) = AT
0cl (i)Xcl (i)+Xcl (i)Acl (i)
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+
r

∑
k=1

AT
kcl (i)Xcl (i)Akcl (i)+

d

∑
j=1

qi jXcl ( j) ,

Pi (Xcl) = GT
0cl (i)Xcl (i)+

r

∑
k=1

GT
kcl (i)XclAkcl (i)

+DT
cl (i)Ccl (i) ,

Ri (Xcl) = −γ2Im1 +
r

∑
k=1

GT
kcl (i)Xcl (i)Gkcl (i) .

Based on Schur complements arguments it is easy to see that (9.33) is equivalent
with

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

(L∗0Xcl)(i) Xcl (i)G0cl (i) AT
1cl (i)Xcl (i) · · · AT

rcl (i)Xcl (i) CT
cl (i)

GT
0cl (i)Xcl (i) −γ2Im1 GT

1cl (i)Xcl (i) · · · GT
rcl (i)Xcl (i) DT

cl (i)
Xcl (i)A1cl (i) Xcl (i)G1cl (i) −Xcl (i) · · · 0 0
...

...
...

. . .
...

...
Xcl (i)Arcl (i) Xcl (i)Grcl (i) 0 · · · −Xcl (i) 0
Ccl (i) Dcl (i) 0 · · · 0 −Ip1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0 (9.34)

where

(L∗0Xcl)(i) = AT
0cl (i)Xcl (i)+Xcl (i)A0cl (i)+

d

∑
j=1

qi jXcl ( j) .

Let us introduce the following notations:

Ãk (i) =

[
Ak (i) 0
0 0

]

, G̃k (i) =

[
Gk (i)

0

]

, 0≤ k ≤ r,

B̃0 (i) =

[
0 B0 (i)
Inc 0

]

, B̃k (i) =

[
0 Bk (i)
0 0

]

, 1≤ k ≤ r,

C̃0 (i) =

[
0 Inc

C0 (i) 0

]

, C̃z (i) = [Cz (i) 0] ,

D̃zu (i) = [0 Dzu (i)] , D̃0 (i) =

[
0

D0 (i)

]

, i ∈ D,

Θc (i) =

[
Ac (i) Bc (i)
Cc (i) Dc (i)

]

.

Using (9.4) one obtains
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Akcl (i) = Ãk (i)+ B̃k (i)Θc (i)C̃0 (i)

Gkcl (i) = G̃k (i)+ B̃k (i)Θc (i) D̃0 (i) , 0≤ k ≤ r,

Ccl (i) = C̃z (i)+ D̃zu (i)Θc (i)C̃0 (i)

Dcl (i) = Dzv (i)+ D̃zu (i)Θc (i) D̃0 (i) , i ∈ D.

With the above equations one can easily see that (9.34) can be written in the basic
linear matrix inequality form

Z (i)+UT (i)Θc (i)V (i)+VT (i)ΘT
c (i)U (i)< 0, i ∈ D, (9.35)

where

Z (i) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

(
L̃∗0Xcl

)
(i) Xcl (i) G̃0 (i) ÃT

1 (i)Xcl (i) · · · ÃT
r (i)Xcl (i) C̃T

z (i)
G̃T

0 (i)Xcl (i) −γ2Im1 G̃T
1 (i)Xcl (i) · · · G̃T

r (i)Xcl (i) DT
zv (i)

Xcl (i) Ã1 (i) Xcl (i)G1 (i) −Xcl (i) · · · 0 0
...

...
...

. . .
...

...
Xcl (i) Ãr (i) Xcl (i) G̃r (i) 0 · · · −Xcl (i) 0
C̃z (i) Dzv (i) 0 · · · 0 −Ip1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

U (i) =
[

B̃T
0 (i)Xcl (i) 0(m2+nc)×m1

B̃T
1 (i)Xcl (i) · · · B̃T

r (i)Xcl (i) D̃T
zu (i)

]
,

V (i) =
[

C̃0 (i) D̃0 (i) 0(p2+nc)×[p1+r(n+nc)]

]
, i ∈ D. (9.36)

with

(
L̃T

0 Xcl
)
(i) = ÃT

0cl (i)Xcl (i)+Xcl (i) Ã0cl (i)+
d

∑
j=1

qi jXcl ( j)

Therefore the existence of a stabilizing γ-attenuation controller for (9.1) is equiva-
lent with the solvability of (9.35). Based on Lemma 9.3.1, (9.35) is solvable if and
only if there exist:

WT
U(i)Z (i)WU(i) < 0 (9.37)

W∗
V(i)Z (i)WV(i) < 0, i ∈ D, (9.38)

whereWU(i),WV(i) denote bases of the null spaces of U (i) and V (i), respectively.
It is easy to see that a basis of the null space of U (i) is

WU(i) = X−1 (i)WŨ(i) (9.39)
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where

X (i) = diag(Xcl Im1 Xcl (i) · · · Xcl (i) Ip1)

andWŨ(i) is a basis of the null subspace of the matrix:

Ũ (i) =
[

B̃T
0 (i) 0(m2+nc)×m1

B̃T
1 (i) · · · B̃T

r (i) D̃T
zu (i)

]
.

A basis of the null subspace of Ũ (i) is:

WŨ(i) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

T0 (i) 0 0 · · · 0
0 Im1 0 · · · 0

T1 (i) 0 L · · · 0
...

...
...

. . .
...

Tr (i) 0 0 · · · L
Ur+1 (i) 0 0 · · · 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(9.40)

where

Tk (i) =

[
Uk (i)

0

]

, 0≤ k ≤ r, L =

[
0

Inc

]

and

⎡

⎢
⎣

U0 (i)
...

Ur+1 (i)

⎤

⎥
⎦

is a basis of the null subspace of the matrix:

[
BT

0 (i) BT
1 (i) · · · BT

r (i) DT
zu (i)

]
.

A suitable choice forWV(i) is the following:

WV(i) =

⎡

⎢
⎢
⎣

V0 (i) 0
0 0

V1 (i) 0
0 Ip1+r(n+nc)

⎤

⎥
⎥
⎦ (9.41)

where

[
V0 (i)
V1 (i)

]

is a basis of the null subspace of the matrix [C0 (i) D0 (i)].
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Consider the partition of Xcl (i):

Xcl (i) =

[
X (i) M (i)
MT (i) X̃ (i)

]

with X (i) ∈ Rn×n. Then by direct computations one obtains

WT
V(i)Z (i)WV(i) (9.42)

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ψ0,0 (i) Ψ0,1 (i) · · · Ψ0,r (i) Ψ0,r+1 (i)
ΨT

0,1 (i) −Xcl (i) · · · 0 0
...

...
. . .

...
...

ΨT
0,r (i) 0 · · · −Xcl (i) 0

ΨT
0,r+1 (i) 0 · · · 0 −Ip1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

where we denoted

Ψ0,0 (i) = V T
0 (i)

[

AT
0 (i)X (i)+X (i)A0 (i)+

d

∑
j=1

qi jX ( j)

]

V0 (i)

+V T
0 (i)X (i)G0 (i)V1 (i)+V T

1 (i)GT
0 (i)X (i)V0 (i)

−γ2V T
1 (i)V1 (i) ,

Ψ0,k (i) =
([

V T
0 (i) 0

]
ÃT

k (i)+V T
1 (i) G̃T

k (i)
)

Xcl , 1≤ k ≤ r,

Ψ0,r+1 (i) = V T
0 (i)CT

z (i)+V T
1 (i)DT

zv (i) .

Using again Schur complement arguments it follows that condition (9.38) together
with (9.42) is equivalent with

Ψ0,0 (i)+
r

∑
k=1

Ψ0,k (i)X−1
cl (i)ΨT

0,k (i)+Ψ0,r+1 (i)ΨT
0,r+1 (i)< 0.

Detailing the coefficients in the above inequality, (9.37) directly follows.
In order to explicit the condition (9.37) one first computes

X−1 (i)Z (i)X−1 (i) (9.43)

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

(
L∗0Ỹ

)
(i) G̃0 (i) Ỹ (i) ÃT

1 (i) · · · Ỹ (i) ÃT
r (i) Ỹ (i)C̃T

z (i)
G̃T

0 (i) −γ2Im1 G̃T
1 (i) · · · G̃T

r (i) D∗zv (i)
Ã1 (i)Ỹ (i) GT

1 (i) −Ỹ (i) · · · 0 0
...

...
...

. . .
...

...
Ãr (i)Ỹ (i) G̃r (i) 0 · · · −Ỹ (i) 0
C̃z (i)Ỹ (i) Dzv (i) 0 · · · 0 −Ip1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
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where

(
L∗0Ỹ

)
(i) = Ã0 (i)Ỹ (i)+ Ỹ (i) ÃT

0 (i) (9.44)

+
d

∑
j=1

qi jỸ (i)Ỹ−1 ( j)Ỹ (i)

Ỹ (i) = X−1
cl (i) . (9.45)

We also introduce the notation

Ỹ (i) =

[
Y (i) N (i)
NT (i) S (i)

]

, Y (i) ∈ Rn×n.

Using (9.40), (9.43), (9.44), and (9.39) one obtains that (9.37) becomes

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

Π̃0,0 (i) Π0,1 (i) −UT
1 (i)N (i) · · · −UT

r (i)N (i)
ΠT

0,1 (i) −γ2Im1 0 · · · 0
−NT (i)U1 (i) 0 −S (i) · · · 0
...

...
...

. . .
...

−NT (i)Ur (i) 0 0 · · · −S (i)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0 (9.46)

where

Π̃0,0 (i) = UT
0 (i)

{
A0 (i)Y (i)+Y (i)AT

0 (i)

+
d

∑
j=1

qi j [Y (i) N (i)]Ỹ−1 ( j)

[
Y (i)

NT (i)

]}

U0 (i)

+
r

∑
k=1

UT
0 (i)Y (i)AT

k (i)Uk (i)+UT
0 (i)Y (i)CT

z (i)Ur+1 (i)

+UT
r+1 (i)Cz (i)Y (i)U0 (i)+

r

∑
k=1

UT
k (i)Ak (i)Y (i)U0 (i)

−
r

∑
k=1

UT
k (i)Y (i)Uk (i)−UT

r+1 (i)Ur+1 (i) ,

Π0,1 (i) =
r

∑
k=0

UT
k (i)Gk (i)+UT

r+1 (i)Dzv (i) .

By Schur complement arguments one can see that (9.46) is equivalent with an
extended LMI which coincides with (8.79). Taking into account that
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rank

⎡

⎣
X (i) I 0

I Y (i) N (i)
0 NT (i) S (i)

⎤

⎦

= rank

⎡

⎢
⎣

X (i)−
(
Y (i)−N (i)S−1 (i)NT (i)

)−1
0 0

0 Y (i)−N (i)S−1 (i)NT (i) 0
0 0 S (i)

⎤

⎥
⎦

and S (i)> 0 , Y (i)−N (i)S−1 (i)NT (i)> 0 it follows that (9.45) gives

X (i) =
(
Y (i)−N (i)S−1 (i)NT (i)

)−1

from which (9.32) directly follows.
(ii)⇒ (i). Assume that there exist X (i) , Y (i) , N (i) and S (i) verifying (9.30)–

(9.32). From (9.31) it follows that Πr+1,r+1 (i)< 0 and therefore

Ỹ (i) =

[
Y (i) N (i)
NT (i) S (i)

]

> 0.

Hence Ỹ (i) is invertible. From Lemma 9.3.2 it follows that Ỹ−1 (i) has the structure

[
X (i) �
� �

]

where by � we denoted the irrelevant entries. From the developments performed to
prove the implication (i)⇒ (ii) it follows that (9.37) and (9.38) are verified by

Xcl (i) = Ỹ−1 (i)

and hence (9.35) has a solution which fact guarantees the existence of a stabilizing
and γ-attenuating controller. Thus the proof ends. ��
Remark 9.3.2. In the case of the static output feedback (nc = 0), in the above
theorem we have to remove all variables nc, N (i) and S (i) , i ∈ D.

Remark 9.3.3. According to the proof of the above result, the algorithm to deter-
mine a solution of the DAP is the following:

Step 1. Solve the system of LMI (9.30) and (9.31) with the constraint (9.32);
Step 2. Compute Z (i) , U (i) and V (i) , i ∈ D according to (9.36);
Step 3. Solve the basic LMI (9.35) with respect to Θc. Then the solution of the DAP

is given by the partition

Θc (i) =

[
Ac (i) Bc (i)
Cc (i) Dc (i)

]

.
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Obviously, if nc = 0 then Θc (i) = Dc (i).

In the following we shall emphasize the important particular cases when the
system (9.1) is subject only to Markovian jumping or to multiplicative white noise.

In the situation when Ak (i) = 0, Bk (i) = 0, Gk (i) = 0, 1≤ k≤ r, i∈D the system
(9.1) becomes

ẋ(t) = A0 (η (t))x(t)+G0 (η (t))v(t)+B0 (η (t))u(t)

z(t) = Cz (η (t))x(t)+Dzv (η (t))v(t)+Dzu (η (t))u(t) (9.47)

y(t) = C0 (η (t))x(t)+D0 (η (t))v(t) .

The closed loop system obtained by coupling a controller of the form (9.2) to the
system (9.47) has the following state-space realization:

ẋcl (t) = A0cl (η (t))xcl (t)+G0cl (η (t))v(t)
z(t) = Ccl (η (t))xcl (t)+Dcl (η (t))v(t)

(9.48)

where the matrix coefficients are defined as in (9.4). The results in the previous
theorem leads for the particular system (9.47) to the following theorem.

Theorem 9.3.4. For a γ > 0 the following are equivalent

(i) There exists a controller of order nc ≥ 0 of type (9.2) which stabilizes the system
(9.47) such that the input–output operator associated with the system (9.48)
verifies ‖Tcl‖< γ;

(ii) There exist X = (X (1) , . . . ,X (d)) ∈ Sd
n , Y = (Y (1) , . . . ,Y (d)) ∈ Sd

n , S =
(S (1) , . . . ,S (d)) ∈ Sd

n , N ∈ (N (1) , . . . ,N (d)) , N ∈Md
n,nc

such that:

[
V0 (i)
V1 (i)

]T
⎡

⎣
AT

0 (i)X (i)+X (i)A0 (i)
+∑d

j=1 qi jX ( j)+CT
z (i)Cz (i)

X (i)G0 (i)+CT
z (i)Dzv (i)

GT
0 (i)X (i)+DT

zv (i)Cz (i) −γ2Im1 +DT
zv (i)Dzv (i)

⎤

⎦

× [V0 (i) V1 (i)]< 0
(9.49)

[
Π0,0 (γ , i) Π0,r+1 (γ , i)
ΠT

0,r+1 (γ , i) Πr+1,r+1 (γ , i)

]

< 0 (9.50)

rank

⎡

⎣
X (i) I 0

I Y (i) N (i)
0 NT (i) S (i)

⎤

⎦= n+nc, i ∈ D, (9.51)

where
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Π0,0 (γ , i) =
[

U0 (i)
Ur+1 (i)

]T

×

⎡

⎣
A0 (i)Y (i)+Y (i)AT

0 (i)
+qiiX (i)+ γ−2G0 (i)GT

0 (i)
Y (i)CT

z (i)+ γ−2G0 (i)DT
zv (i)

Cz (i)Y (i)+ γ−2Dzv (i)GT
0 (i) −Ip1 + γ−2Dzv (i)DT

zv (i)

⎤

⎦

× [U0 (i) Ur+1 (i)] ,

Π0,r+1 (γ , i) and Πr+1,r+1 (γ , i) are as in Theorem (9.3.3),

[
U0 (i)

Ur+1 (i)

]

is a basis of the null subspace of
[
B∗0 (i) DT

zu (i)
]

and

[
V0 (i)
V1 (i)

]

is a basis of the null subspace of [C0 (i) D0 (i)].

Remark 9.3.4. From the above theorem one can see that the necessary and sufficient
conditions guaranteeing the solvability of the DAP involve the same unknown
variables, namely X (i) , Y (i) , S (i) , N (i) , i ∈D as in the general case of the system
(9.1). It seems that this is the price paid to obtain a controller of order nc < n. In the
particular case when a full order controller (nc) is required the rank condition (9.32)
in the statement of Theorem 9.3.3 is removed (see Theorem 9.4.1 from below).

Consider now the case when D = {1}. Then the system (9.1) becomes:

dx(t) = [A0x(t)+G0v(t)+B0u(t)]dt

+
r

∑
k=1

[Akx(t)+Gkv(t)+Bku(t)]dwk (t)

z(t) = Czx(t)+Dzvv(t)+Dzuu(t) (9.52)

y(t) = C0x(t)+D0v(t)

where the matrices Ak, Bk, Gk, 0≤ k ≤ r, Cz, Dzu, Dzv,C0,D0 are given matrices of
appropriate dimensions. The class of admissible controllers consists in deterministic
controllers of the form:

ẋc (t) = Acxc (t)+Bcy(t) (9.53)

u(t) = Ccxc (t)+Dcy(t) .



410 9 Robust Stabilization of Linear Stochastic Systems

The closed-loop system obtained when coupling (9.53) to (9.52) is:

dxc (t) = [A0clxcl (t)+G0clv(t)]dt (9.54)

+
r

∑
k=1

[Akclxcl (t)+Gkclv(t)]dwk (t)

z(t) = Cclxcl (t)+Dclv(t)

where the matrix coefficients are as in (9.4) with d = 1.
The next result provides the version of Theorem 9.3.3 for the particular case of

the system (9.52).

Theorem 9.3.5. For a given γ > 0 the following are equivalent:

(i) There exist an nc ≥ 0 order controller stabilizing (9.52) such that the input–
output operator associated with the system (9.54) verifies ‖Tcl‖< γ .

(ii) There exist X ,Y ∈ Sn, S ∈ Snc , N ∈ Rn×nc satisfying X > 0, Y > 0, S > 0 such
that

[
V0

V1

]T

⎡

⎢
⎢
⎣

AT
0 X +XA0

+∑r
k=1 AT

k XAk +CT
z Cz

XG0 +∑r
k=1 AT

k XGk

+CT
z Dzv

G0T X +∑r
k=1 GT

k XAk

+DT
zvCz

−γ2Im1 +DT
zvDzv

+∑r
k=1 GT

k XGk

⎤

⎥
⎥
⎦

×
[

V0

V1

]

< 0

(9.55)

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

Π0,0 (Y ) Π0,1 −UT
1 N · · · −UT

r N
ΠT

0,1 −γ2Im1 0 · · · 0
−NTU1 0 −S · · · 0

...
...

...
. . .

...
−NTUr 0 0 · · · −S

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0 (9.56)

rank

⎡

⎣
X I 0
I Y N
0 NT S

⎤

⎦= n+nc (9.57)

where

[
V0

V1

]

and

⎡

⎢
⎣

U0
...

Ur+1

⎤

⎥
⎦ are bases of the null subspaces of [C0 D0] and

[
BT

0 BT
1 · · · BT

r DT
zu

]
, respectively, and
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Π0,0 (Y ) = UT
0

[
A0Y +YAT

0

]
U0 +

r

∑
k=1

UT
k AkYU0

+
r

∑
k=1

UT
k AkYU0 +UT

0 YCT
z Ur+1 +UT

r+1CzYU0

−
r

∑
k=1

UT
k YUk−UT

r+1Ur+1

Π0,1 =
r

∑
k=0

UT
k Gk +UT

r+1Dzv.

The next result is well known in the deterministic case; however, for the sake of
completeness we shall briefly present it in the following lemma.

Lemma 9.3.6. Let Xcl ∈ Rn×nc be partitioned as

Xcl =

[
X M
MT X̃

]

, X ∈ Sn, X̃ ∈ Snc ,

where nc ≥ 1. Assume that Xcl > 0 and consider the following partition of X−1
cl :

X−1
cl =

[
Y N
NT S

]

, Y ∈ Sn, S ∈ Snc .

Then we have

X ≥ Y−1 > 0 (9.58)

rank
(
X−Y−1) ≤ nc. (9.59)

Conversely, if there exist X ∈ Sn, Y ∈ Sn verifying conditions (9.58) and (9.59) then
there exist M ∈ Rn×nc , X̃ ∈ Snc , N ∈ Rn×nc , S ∈ Snc such that

[
X M
MT X̃

]

> 0

and

[
X M
MT X̃

][
Y N
NT S

]

=

[
I 0
0 I

]

. (9.60)

Proof. From Xcl > 0 it follows that X > 0, X̃ > 0, S > 0. From the condition
XclX

−1
cl = I one obtains that

X−Y−1 = Y−1NX̃NTY−1
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and therefore (9.58) immediately follows. The above conditions also leads to

rank
(
X−Y−1)= rank (N)≤ nc

and hence (9.59) results.
Conversely, let X ,Y ∈ Sn satisfying (9.58) and (9.59). Define M ∈ Rn×nc as the

Cholesky factor

X−Y−1 = MMT

and

N = −Y M

X̃ = Inc

S = Inc +MTY M.

Then it follows that:

X−MX̃−1MT = Y−1 > 0

S−NTY−1N = Inc > 0.

Then (9.60) follows by direct computations and thus the proof ends. ��
The next result shows that it is possible to remove the unknown variables N and

S but in this case the condition (9.56) in Theorem 9.3.5 becomes nonlinear.

Theorem 9.3.7. For a given γ > 0 the following are equivalent

(i) There exists a stabilizing controller with order nc > 0 of the form (9.53) solving
the DAP for the system (9.52).

(ii) There exist X ,Y ∈ Sn, X > 0, Y > 0 satisfying the following conditions
[

X I
I Y

]

≥ 0 (9.61)

rank

[
X I
I Y

]

≤ n+nc (9.62)

[
V0

V1

]T

⎡

⎢
⎢
⎣

AT
0 X +XA0

+∑r
k=1 AT

k XAk +CT
z Cz

XG0 +∑r
k=1 AT

k XGk

+CT
z Dzv

GT
0 X +∑r

k=1 GT
k XAk

+DT
zvCz

−γ2Im1 +DT
zvDzv

+∑r
k=1 GT

k XGk

⎤

⎥
⎥
⎦

× [V0 V1]< 0

(9.63)

UTΛ(Y,γ)U < 0 (9.64)
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where

[
V0

V1

]

is a basis of the null subspace of [C0 D0] ,

U =

⎡

⎢
⎢
⎢
⎣

U0

U1
...

Ur+1

⎤

⎥
⎥
⎥
⎦

is a basis of the null subspace of
[
BT

0 BT
1 · · · BT

r DT
zu

]
and

Λ=

⎡

⎢
⎢
⎢
⎢
⎣

Λ0,0 · · · Λ0,r Λ0,r+1
...

. . .
...

...
ΛT

0,r · · · Λr,r Λr+1,r

ΛT
0,r+1 · · · ΛT

r+1,r Λr+1,r+1

⎤

⎥
⎥
⎥
⎥
⎦
,

Λ0,0 = A0Y +YAT
0 + γ−2G0GT

0 ,

Λ0,k = YAT
k + γ−2G0GT

k , 1≤ k ≤ r,

Λ0,r+1 = YCT
z + γ−2G0DT

zv,

Λl,k = γ−2GlG
T
k , 1≤ l 	= k ≤ r,

Λl,l = γ−2GlG
T
l −X−1,

Λl,r+1 = γ−2GlD
T
zv, 1≤ l ≤ r,

Λr+1,r+1 = −Ip1 + γ−2DzvDT
zv.

Proof. (i)⇒ (ii). If (i) in the statement is fulfilled, then using the implication
(i)⇒ (ii) of Theorem 9.3.5 we deduce that there exist X ,Y ∈ Sn, S ∈ Snc , N ∈Rn×nc

such that (9.55)–(9.57) are satisfied. One can see that (9.55) is just (9.63). On the
other hand (9.57) leads to:

X =
(
Y −NS−1NT )−1

. (9.65)

This means that X is the (1,1) block of the matrix

[
Y N
NT S

]−1

.

Applying Lemma 9.3.6 for

Xcl =

[
Y N
NT S

]−1
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it follows that

X−Y−1 ≥ 0 (9.66)

and

rank
(
X−Y−1)≤ nc. (9.67)

It is obvious that (9.66) is equivalent with (9.61) and (9.67) is equivalent with (9.62).
But (9.56) leads to

UT
0

(
A0Y +YAT

0

)
U0 +∑r

k=0∑
r
l=0 γ−2UT

k GkGT
l Uk

+∑r
k=1

(
UT

0 YAT
k Uk +UT

k AkYU0
)
+UT

0 YCT
z Ur+1

+Ur+1CzYU0 +∑r
k=0 γ−2

(
UT

k GkDT
zvUr+1 +UT

r+1DzvGT
k Uk

)

−UT
r+1

(
Ip1 − γ−2DzvDT

zv

)
Ur+1−∑r

k=1 UT
k

(
Y −NS−1NT

)
Uk < 0.

(9.68)

Using (9.65), (9.68) becomes (9.64). Therefore there exist X ,Y ∈ Sn, X > 0, Y > 0
verifying (9.61)–(9.64). Suppose now that (ii) holds. From (9.61) one deduces that
X ≥ Y−1 > 0 and rank

(
X−Y−1

)
≤ nc. Then according to Lemma 9.3.6 there exist

N ∈ Rn×nc , M ∈ Rn×nc , X̃ ∈ Rnc×nc , S ∈ Rnc×nc such that

[
X M
MT X̃

]

=

[
Y N
NT S

]−1

> 0. (9.69)

and therefore

X−1 = Y −NS−1NT . (9.70)

Thus (9.64) becomes (9.68) and therefore (9.56) holds. Moreover (9.69) and (9.70)
implies (9.57). Taking into account that (9.63) is just (9.55) we conclude that if (ii)
in the statement holds then the condition (ii) in Theorem 9.3.5 are also verified.
Then the implication (ii)⇒ (i) in Theorem 9.3.5 shows that (i) in the statement is
fulfilled and hence the proof ends. ��
Remark 9.3.5. In order to solve the system (9.61)–(9.64) one can suggest the
following algorithm:

Step 1. Solve (9.63) with respect to X .
Step 2. Introduce X determined at Step 1 in (9.61), (9.62) and (9.64) and solve the

obtained LMI system with respect to Y .

Consider now the particular case when in (9.52), Bk = 0, k = 1, . . . ,r. In this
situation the base U becomes

U =

⎡

⎣
Ũ0 0
0 Inr

Ũr+1 0

⎤

⎦
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where

[
Ũ0

Ũr+1

]

is a basis of the null subspace of the matrix
[
BT

0 DT
zu

]
. Then condition (9.64)

becomes
⎡

⎢
⎢
⎢
⎢
⎣

Π̃0,0 Π̃0,1 · · · Π̃0,r

Π̃T
0,1 Π̃1,1 · · · Π̃1,r

...
...

. . .
...

Π̃T
0,r Π̃

T
1,1 · · · Π̃r,r

⎤

⎥
⎥
⎥
⎥
⎦
< 0 (9.71)

where

Π̃0,0 =

[
Ũ0

Ũr+1

]T

×
([

A0Y +YAT
0 YCT

z

CzY −Ip1

]

+ γ−2
[

G0

Dzv

]
[
GT

0 DT
zv

]
)

×
[

Ũ0

Ũr+1

]

Π̃0,l = ŨT
0 YAT

l + γ−2
[

Ũ0

Ũr+1

]T [
G0

Dzv

]

GT
l , 1≤ l ≤ r

Π̃0,k = γ−2GlG
T
k , 1≤ l 	= k ≤ r

Π̃l,l = γ−2GlG
T
l −X−1, 1≤ l ≤ r.

By Schur complement arguments it results that (9.71) is equivalent with the
extended inequality

⎡

⎢
⎢
⎢
⎢
⎢
⎣

Λ0,0 (Y,γ) ŨT
0 YAT

1 · · · ŨT
0 YAT

r ŨT
0 G0 +ŨT

r+1Dzv

A1YŨ0 −X−1 · · · 0 G1
...

...
. . .

...
...

ArYŨ0 0 · · · X−1 Gr

GT
0 Ũ0 +DT

zvŨr+1 GT
1 · · · GT

r −γ2Im1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

< 0

where

Λ0,0 (Y,γ) =
[

Ũ0

Ũr+1

]T [
A0Y +YAT

0 YCT
z

CzY −Ip1

][
Ũ0

Ũr+1

]

.
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Taking the Schur complement of diag
(
−X−1, . . . ,−X−1

)
in the above inequality,

one obtains:

⎡

⎢
⎢
⎣

Λ0,0 (Y,γ)
+∑r

k=1 Ũ0YAT
k XAkYŨ0

ŨT
0 G0 +ŨT

r+1Dzv

+∑r
k=1 ŨT

0 YAT
k XGk

GT
0 Ũ0 +DT

zvŨr+1

+∑r
k=1 GT

k XAkYŨ0
−γ2Im1 +∑r

k=1 GT
k XGk

⎤

⎥
⎥
⎦< 0.

The above inequality together with (9.61)–(9.63) are the necessary and sufficient
conditions derived in [81].

In the final part of this section we shall discuss two problems of robust
stabilization with respect to parametric uncertainty.

Consider the system described by

dx(t) =
{[

A0 (η (t))+ Ĝ0 (η (t))Δ1 (η (t))Ĉ (η (t))
]

x(t)
+
[
B0 (η (t))+ B̂0 (η (t))Δ2 (η (t)) D̂(η (t))

]
u(t)

}
dt

+∑r
k=1

{[
Ak (η (t))+ Ĝk (η (t))Δ1 (η (t))Ĉ (η (t))

]
x(t)

+
[
Bk (η (t))+ B̂k (η (t))Δ2 (η (t)) D̂(η (t))

]
u(t)

}
dwk (t)

y(t) = C0 (η (t))x(t)

(9.72)

where x(t) ∈ Rn denotes the state, u(t) ∈ Rm is the control variable, and y ∈
Rp2 is the measured output. The matrices Ak (i) ∈ Rn×n, Bk (i) ∈ Rn×m, Ĝk (i) ∈
Rn×m̂1 , B̂k (i) ∈ Rn×m̃1 , 0 ≤ k ≤ r, Ĉ (i) ∈ Rp̂1×n, D̂(i) ∈ Rp̃1×m,C0 (i) ∈ Rp2×n are
known matrices and Δ1 ∈ Rm̂1× p̂1 , Δ2 ∈ Rm̃1× p̃1 are unknown matrices describing
the parametric uncertainty.

The robust stabilization problem which we address has the following statement:
find a stabilizing controller of form (9.2) for the system (9.72) for arbitrary Δ1, Δ2

with max(|Δ1| , |Δ2|) < ρ for a prescribed ρ > 0, where |Δl | = maxi∈D |Δl (i)| , l =
1,2. The closed-loop system obtained when coupling the controller (9.2)–(9.72) has
the following state-space representation

dx(t) = {[A0 (η (t))+B0 (η (t))Dc (η (t))C0 (η (t))]x(t)
+B0 (η (t))Cc (η (t))xc (t)+

[
Ĝ0 (η (t))Δ1 (η (t))Ĉ (η (t))

+B̂0 (η (t))Δ2 (η (t)) D̂(η (t))Dc (η (t))C0 (η (t))
]

x(t)
+B̂0 (η (t))Δ2 (η (t)) D̂(η (t))Cc (η (t))xc (t)

}
dt

∑r
k=1 {[Ak (η (t))+Bk (η (t))Dc (η (t))C0 (η (t))]x(t)

+Bk (η (t))Cc (η (t))xc (t)+
[
Ĝk (η (t))Δ1 (η (t))Ĉ (η (t))

+B̂k (η (t))Δ2 (η (t)) D̂(η (t))Dc (η (t))C0 (η (t))
]

x(t)
+B̂k (η (t))Δ2 (η (t)) D̂(η (t))Cc (η (t))xc (t)

}
dwk (t)

dxc (t) = [Bc (η (t))C0 (η (t))x(t)+Ac (η (t))xc (t)]dt.

(9.73)
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Denoting

Gk (i) =
[
Ĝk (i) B̂k (i)

]
∈ Rn×(m̂1+m̃1),0≤ k ≤ r

Cz (i) =

[
Ĉ (i)

0

]

∈ R(p̂1+ p̃1)×n (9.74)

Dzu (i) =

[
0

D̂(i)

]

∈ R(p̂1+ p̃1)×m

Δ =

[
Δ1 (i) 0

0 Δ2 (i)

]

,

the system (9.73) can be rewritten in a compact form as follows:

dξ (t) = [A0cl (η (t))+G0cl (η (t))Δ(η (t))Ccl (η (t))]ξ (t)dt
+∑r

k=1 [Akcl (η (t))+Gkcl (η (t))Δ(η (t))Ccl (η (t))]ξ (t)dwk (t)
(9.75)

where Akcl (i) , are defined as in (9.4) and

Gkcl (i) =

[
Gk (i)

0

]

,

Ccl (i) = [Cz (i)+Dzu (i)Dc (i)C0 (i) Dzu (i)Cc (i)]

=

[
Ĉ (i) 0
D̂(i)Dc (i)C0 (i) D̂(i)Cc (i)

]

, i ∈ D.

Therefore the closed-loop system can be viewed as a perturbation of the system

dξ (t) = A0cl (η (t))ξ (t)dt +
r

∑
k=1

Akcl (η (t))ξ (t)dwk (t)

obtained by coupling the controller (9.2) to the nominal system (9.72) obtained
with Δ1 = 0, Δ2 = 0. Applying Corollary 8.3.5 to the system (9.75) it follows that a
controller of type (9.2) stabilizes (9.72) for any Δ1, Δ2 with max(|Δ1| , |Δ2|) < ρ if
the input–output operator Tcl associated with the fictious system:

dξcl (t) = [A0cl (η (t))ξ (t)+G0cl (η (t))v(t)]dt

+
r

∑
k=1

[Akcl (η (t))ξ (t)+Gkcl (η (t))v(t)]dwk (t)

z(t) = Ccl (η (t))ξ (t)

verifies the condition ‖Tcl‖ < 1/ρ . Then a stabilizing controller (9.2) providing
the robustness radius ρ can be obtained as a solution of the DAP with γ = ρ−1

corresponding to the two-input, two-output generalized system
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dx(t) = [A0 (η (t))x(t)+G0 (η (t))v(t)+B0 (η (t))u(t)]dt
+∑r

k=1 [Ak (η (t))x(t)+Gk (η (t))v(t)+Bk (η (t))u(t)]dwk (t)
z(t) = Cz (η (t))x(t)+Dzu (η (t))u(t)
y(t) = C0 (η (t))x(t)

(9.76)

where Gk (i) , 0 ≤ k ≤ r, Cz (i) , Dzu (i) , i ∈ D are defined as in (9.74). Then a
robust stabilizing controller with the robustness radius ρ may be obtained applying
Theorem 9.3.3 to the system (9.76) for γ = ρ−1.

The second robust stabilization problem with respect to parametric uncertainty
considered in the final part of this section is the following: find a stabilizing
controller of type (9.2) for the system

dx(t) = [A0 (η (t))x(t)+G0 (η (t))Δ(ϕ (t) ,η (t))+B0 (η (t))u(t)]dt
+∑r

k=1 [Ak (η (t))x(t)+Gk (η (t))Δ(ϕ (t) ,η (t))
+Bk (η (t))u(t)]dwk (t)

y(t) = C0 (η (t))x(t)+D0 (η (t))v(t)

(9.77)

where ϕ (t) =C (η (t))x(t) and Δ are unknown Lipschitz functions with Δ(0, i) = 0
and

sup
i∈D,z∈Rp1 ,z 	=0

|Δ(z, i)|
|z| < ρ . (9.78)

When coupling a controller of type (9.2) to the system (9.77), the closed-loop system
has the following state-space equation:

dxcl (t) = [A0cl (η (t))xcl (t)+G0cl (η (t))Δ(ϕ (t) ,η (t))]dt
+∑r

k=1 [Akcl (η (t))xcl (t)+Gkcl (η (t))Δ(ϕ (t) ,η (t))]dwk (t)
(9.79)

where Akcl (i) , Gkcl (i) are defined as in (9.4), 0 ≤ k ≤ r. Invoking Theorem 8.3.8
for the system (9.79), it follows that a controller (9.28) stabilizes (9.77) for any
nonlinear perturbation Δ satisfying (9.78) if ρ < 1/‖Tcl‖ where Tcl is the input–
output operator of the system:

dξ (t) = [A0cl (η (t))ξ (t)+G0cl (η (t))v(t)]dt
+∑r

k=1 [Akcl (η (t))ξ (t)+Gkcl (η (t))v(t)]dwk (t)
z(t) = [C (η(t) 0]ξ (t) .

(9.80)

Hence a robust stabilizing controller for (9.77) can be obtained by solving the
DAP for γ = 1/ρ for the system

dx(t) = [A0 (η (t))x(t)+G0 (η (t))v(t)+B0 (η (t))u(t)]dt
+∑r

k=1 [Ak (η (t))x(t)+Gk (η (t))v(t)
+Bk (η (t))u(t)]dwk (t)

z(t) = C (η (t))x(t)
y(t) = C0 (η (t))x(t)+D0 (η (t))v(t) .

(9.81)

Solvability conditions for this DAP are provided by Theorem 9.3.3.



9.4 DAP for Linear Stochastic Systems with Markovian Jumping 419

9.4 DAP for Linear Stochastic Systems with Markovian
Jumping

In this section we shall investigate the γ-attenuation problem for linear stochastic
systems of form (9.47) looking for strictly proper n-order controllers with Dc (i)= 0,
i ∈ D. More precisely, the class of considered controllers is given by

ẋc (t) = Ac (η (t))xc (t)+Bc (η (t))y(t)
u(t) = Cc (η (t))xc (t)

(9.82)

where Ac (i) ∈ Rn×n, Bc (i) ∈ Rn×p2 ,Cc (i) ∈ Rm2×n, i ∈ D. When coupling the
controller (9.82) to the system (9.47) one obtains:

ẋcl (t) = Acl (η (t))xcl (t)+Gcl (η (t))v(t)

z(t) = Ccl (η (t))xcl (t)+Dcl (η (t))v(t) ,

where

Acl (i) =

[
A0 (i) B0 (i)Cc (i)
Bc (i)C0 (i) Ac (i)

]

Gcl (i) =

[
G0 (i)

Bc (i)D0 (i)

]

Ccl (i) = [Cz (i) Dzu (i)Cc (i)]
Dcl (i) = Dzv (i) .

(9.83)

The following result provides necessary and sufficient conditions which guarantee
the existence of a solution of form (9.82) of the DAP.

Theorem 9.4.1. For γ > 0 the following are equivalent

(i) There exists a controller of form (9.82) stabilizing (9.47) and solving the DAP
with the level of attenuation γ;

(ii) There exist X = (X (1) , . . . ,X (d)) ∈ Sd
n , Y = (Y (1) , . . . ,Y (d)) ∈ Sd

n , F =
(F (1) , . . . ,F (d)) ∈Md

m2n,K = (K (1) , . . . ,K (d)) ∈Md
np2

which verify

X (i) > 0,

V (i) =

[
V11 (i) V12 (i)
V ∗12 (i) V22 (i)

]

< 0 (9.84)

W (i) =

⎡

⎣
W11 (i) W12 (i) W13 (i)
W ∗

12 (i) W22 (i) 0
W ∗

13 (i) 0 W33 (i)

⎤

⎦< 0 (9.85)
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[
Y (i) In

In X (i)

]

> 0, (9.86)

where

V11 (i) = AT
0 (i)X (i)+X (i)A0 (i)+K (i)C0 (i)+CT

0 (i)KT (i)

+
d

∑
j=1

qi jX ( j)+CT
z (i)Cz (i)

V12 (i) = X (i)G0 (i)+K (i)D0 (i)+CT
z (i)Dzv (i)

V22 (i) = −γ2Im1 +D∗zv (i)Dzv (i)

and

W11 (i) = A0 (i)Y (i)+Y (i)AT
0 (i)+B0 (i)F (i)+FT (i)BT

0 (i)

+qiiY (i)+ γ−2G0 (i)GT
0 (i)

W12 (i) = Y (i)CT
z (i)+FT (i)DT

zu (i)+ γ−2G0 (i)DT
zv (i)

W13 (i) =
[√

qi,1Y (i) ....
√

qi,i−1Y (i)
√

qi,i+1Y (i) . . .
√

qi,dY (i)
]

W22 (i) = −Ip1 + γ2Dzv (i)DT
zv (i)

W33 (i) = −diag(Y (1) . . . Y (i−1) Y (i+1) . . . Y (d)) .

Moreover, if (9.84)–(9.86) are feasible, then a controller of the form (9.82) is
given by

Ac (i) =
[
X (i)−Y−1 (i)

]−1{
AT

0 (i)+X (i)A0 (i)Y (i)+X (i)B0 (i)F (i)

+K (i)C0 (i)Y (i)+CT
z (i) [Cz (i)Y (i)+Dzu (i)F (i)]

+
[
X (i)G0 (i)+K (i)D0 (i)+CT

z (i)Dzv (i)
][
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)+DT
zv (i)Cz (i)Y (i)+DT

zv (i)Dzu (i)F (i)
]

+
d

∑
j=1

qi jY (i)Y−1 ( j)

}

Y−1 (i) (9.87)

Bc (i) =
[
Y−1 (i)−X (i)

]−1
K (i)

Cc (i) = F (i)Y−1 (i) .

Proof. (i)⇒ (ii) Assume that there exists a controller of the form (9.82) such that
the zero solution of the system (9.83) for v(t) = 0 is ESMS and ‖Tcl‖< γ where Tcl
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denotes the input–output operator associated with (9.83). Applying Corollary 8.2.12
for the system (9.83) we deduce that there exists Xcl = (Xcl (1) , . . . , Xcl (d)) ∈
Sd

2n, Xcl (i)> 0, i ∈ D such that:

Πi (Xcl) =

[
Πi,11 (Xcl) Πi,12 (Xcl)

ΠT
i,12(Xcl) Πi,22 (Xcl)

]

< 0 (9.88)

where we denoted:

Πi,11 (Xcl) = AT
cl (i)Xcl (i)+Xcl (i)Acl (i)+

d

∑
j=1

qi jXcl ( j)

+CT
cl (i)Ccl (i)

Πi,12 (Xcl) = Xcl (i)Gcl (i)+CT
cl (i)Dcl (i)

Πi,22 (Xcl) = −γ2Im1 +DT
cl (i)Dcl (i) .

By a Schur complement reasoning, (9.88) leads to the following two conditions:

AT
cl (i)Xcl (i)+Xcl (i)Acl (i)+∑d

j=1 qi jXcl ( j)+CT
cl (i)Ccl (i)

+
[
Xcl (i)Gcl (i)+CT

cl (i)Dcl (i)
][
γ2Im1 −DT

cl (i)Dcl (i)
]−1

×
[
GT

cl (i)Xcl (i)+DT
cl (i)Ccl (i)

]
< 0

(9.89)

γ2Im1 −DT
cl (i)Dcl (i)> 0. (9.90)

Consider the following partition of Xcl (i) :

Xcl (i) =

[
X (i) M (i)
MT (i) X̃ (i)

]

and

X−1
cl (i) =

[
Y (i) N (i)
NT (i) S (i)

]

where X (i) , Y (i) ∈ Sd
n , and M (i) , N (i) ∈ Rn×n. Without losing the generality one

can assume that M (i) is invertible for every i ∈ D. Indeed, if M (i) is not invertible
for some i ∈ D, then one can replace Xcl by

Xε = Xcl +

[
0 εIn

εIn 0

]

with some ε > 0
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such that Xε > 0, Πi (Xε) < 0 for all i ∈ D and in addition Mε (i) = M (i)+ εIn is
invertible for every i ∈ D. Since X (i)N (i)+M (i)S (i) = 0 it follows that N (i) =
−X−1 (i)M (i)S (i) and then N (i) is invertible, too. Let us define

T (i) =

[
Y (i) In

NT (i) 0

]

.

It is obvious that T (i) is invertible and

T−1 (i) =

[
0
(
N−1 (i)

)T

In −Y (i)
(
N−1 (i)

)T

]

.

Then we have:

T T (i)Xcl (i) =

[
In 0

X (i) M (i)

]

(9.91)

and

T T (i)Xcl (i)T (i) =

[
Y (i) In

In X (i)

]

. (9.92)

From (9.91) together with Xcl (i)> 0 give (9.86). By pre and post multiplication of
(9.89) by T T (i) and T (i), respectively, one obtains:

T T (i)Π̂i (Xcl)T (i)< 0. (9.93)

where Π̂i (Xcl) is the left-hand side of the inequality (9.89). Let

Λ(i) = T T (i)Π̂i (Xcl)T (i) =

[
Λ11 (i) ΛT

21(i)
Λ21 (i) Λ22 (i)

]

,

where by direct computations, based on (9.89)–(9.92), we have
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Λ11 (i) = A0 (i)Y (i)+B0 (i)Cc (i)NT (i)+Y (i)AT
0 (i)+N (i)CT

c (i)BT
0 (i)

+
[
G0 (i)+

(
Y (i)CT

z (i)+N (i)CT
c (i)DT

zu(i)
)

Dzv (i)
]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)+DT
zv (i)

(
Cz (i)Y (i)+Dzu (i)Cc (i)NT (i)

)]

+
[
Y (i)CT

z (i)+N (i)CT
c (i)DT

zu (i)
][

Cz (i)Y (i)+Dzu (i)Cc (i)NT (i)
]

+∑d
j=1 qi j

[
Y (i)X ( j)Y (i)+N (i)MT ( j)Y (i)+Y (i)M ( j)NT (i)

+N (i) X̃ ( j)NT (i)
]

Λ21 (i) = AT
0 (i)+X (i)A0 (i)Y (i)+X (i)B0 (i)Cc (i)NT (i)+M (i)Bc (i)C0 (i)Y (i)

+M (i)Ac (i)NT (i)+
[
X (i)G0 (i)+M (i)Bc (i)DT

0 (i)+CT
z (i)Dzv (i)

]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)+DT
zv (i)Cz (i)Y (i)+DT

zv (i)Dzu (i)Cc (i)N∗ (i)
]

+CT
z (i)

[
Cz (i)Y (i)+Dzu (i)Cc (i)NT (i)

]

+∑d
j=1 qi j

[
Y (i)X ( j)+N (i)MT ( j)

]

Λ22 (i) = AT
0 (i)X (i)+X (i)A0 (i)+M (i)Bc (i)C0 (i)+CT

0 (i)BT
c (i)M (i)

+
[
X (i)G0 (i)+M (i)Bc (i)DT

0 (i)+CT
z (i)Dzv (i)

]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)X (i)+D0 (i)BT
c (i)MT (i)+DT

zv (i)Cz (i)
]

+CT
z (i)Cz (i)+∑d

j=1 qi jX ( j) .

Let us introduce the following notations

K (i) = M (i)Bc (i)

F (i) = Cc (i)NT (i) .

Thus one obtains

Λ11 (i) = A0 (i)Y (i)+Y (i)AT
0 (i)+B0 (i)F (i)+FT (i)BT

0 (i)
+
[
G0 (i)+

(
Y (i)CT

z (i)+FT (i)DT
zu (i)

)
Dzv (i)

]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)+DT
zv (i)(Cz (i)Y (i)+Dzu (i)F (i))

]

+
[
Y (i)CT

z (i)+FT (i)DT
zu (i)

]
[Cz (i)Y (i)+Dzu (i)F (i)]

+∑d
j=1 qi j

[
Y (i)X ( j)Y (i)+N (i)MT ( j)Y (i)+Y (i)M ( j)NT (i)

+N (i) X̃ ( j)NT (i)
]

(9.94)

Λ21 (i) = AT
0 (i)+X (i)A0 (i)Y (i)+X (i)B0 (i)F (i)+K (i)C0 (i)Y (i)

+M (i)Ac (i)NT (i)+
[
X (i)G0 (i)+K (i)DT

0 (i)+CT
z (i)Dzv (i)

]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)+DT
zv (i)Cz (i)Y (i)+DT

zv (i)Dzu (i)F (i)
]

+CT
z (i) [Cz (i)Y (i)+Dzu (i)F (i)]

+∑d
j=1 qi j

[
Y (i)X ( j)+N (i)MT ( j)

]

(9.95)
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Λ22 (i) = AT
0 (i)X (i)+X (i)A0 (i)+K (i)C0 (i)+CT

0 (i)KT (i)
+
[
X (i)G0 (i)+K (i)DT

0 (i)+CT
z (i)Dzv(i)

]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)X (i)+D0 (i)KT (i)+DT
zv (i)Cz (i)

]

+∑d
j=1 qi jX ( j)+CT

z (i)Cz (i) .

(9.96)

The condition (9.93) leads to

Λ11 (i) < 0 (9.97)

Λ22 (i) < 0. (9.98)

Using (9.96) and (9.98), by a Schur complement argument (9.84) directly follows.
On the other hand we may write

Y (i)X ( j)Y (i)+N (i)MT ( j)Y (i)+Y (i)M ( j)NT (i)+N (i) X̃ ( j)NT (i)

= Y (i)
[
X ( j)−M ( j) X̃−1 ( j)MT ( j)

]
Y (i)+Y (i)M ( j) X̃−1 ( j)MT ( j)Y (i)

+N (i)MT ( j)Y (i)+Y (i)M ( j)NT (i)+N (i) X̃ ( j)NT (i)

= Y (i)Y−1 ( j)Y (i)+
[
Y (i)M ( j)+N (i) X̃ ( j)

]
X̃−1 ( j)

×
[
MT ( j)Y (i)+ X̃ ( j)NT (i)

]
.

Then (9.97) and (9.94) leads to

A0 (i)Y (i)+Y (i)AT
0 (i)+B0 (i)F (i)+FT

0 (i)BT
0 (i)

+
[
G0 (i)+

(
Y (i)CT

z (i)+FT (i)DT
zu (i)

)
Dzv (i)

]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)+DT
zv (i)(Cz (i)Y (i)+Dzu (i)F (i))

]

+
[
Y (i)CT

z (i)+FT (i)DT
zu (i)

]
[Cz (i)Y (i)+Dzu (i)F (i)]

+∑d
j=1 qi jY (i)Y−1 ( j)Y (i)< 0.

(9.99)

Using again Schur complement arguments one can easily see that the above
inequality together with (9.90) implies (9.85) in the statement. Thus the implication
(i)⇒ (ii) is proved.

(ii)⇒ (i) Assume that there exist X (i)> 0, Y (i)> 0, F (i) , K (i) , i∈D verifying
(9.84)–(9.86). From (9.86) we obtain that X (i)−Y−1 (i)> 0. Consider

Xcl (i) =

[
X (i) Y−1 (i)−X (i)

Y−1 (i)−X (i) X (i)−Y−1 (i)

]

.

Then we have
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X (i)−
(
Y−1 (i)−X (i)

)(
X (i)−Y−1 (i)

)−1 (
Y−1 (i)−X (i)

)

= X (i)+Y−1 (i)−X (i) = Y−1 (i)> 0.

Therefore Xcl (i)> 0. Using (9.87) one obtains the closed-loop system

ẋcl (t) = Ãcl (η (t))xcl (t)+ G̃cl (η (t))v(t)

z(t) = C̃cl (η (t))xcl (t)+ D̃cl (η (t))v(t)

with the coefficients defined as in (9.83). Let

Π̃i (Xcl) =

[
Π̃i,11 (Xcl) Π̃i,12 (Xcl)

Π̃∗i,12(Xcl) Π̃i,22 (Xcl)

]

where

Π̃i,11 (Xcl) = ÃT
cl (i)Xcl (i)+Xcl (i) Ãcl (i)+

d

∑
j=1

qi jXcl ( j)

+C̃T
cl (i)C̃cl (i)

Π̃i,12 (Xcl) = Xcl (i) G̃cl (i)+C̃T
cl (i) D̃cl (i)

Π̃i,22 (Xcl) = −γ2Im1 + D̃T
cl (i) D̃cl (i) .

Then for

T̃ (i) =

[
Y (i) In

Y (i) 0

]

direct computations give:

T̃ ∗ (i)Πi (Xcl) T̃ (i) =

[
Λ̃11 (i) 0
0 Λ̃22 (i)

]

where

Πi (Xcl) = Π̃1,11 (Xcl)+ Π̃1,12 (Xcl)
(
γ2Im1 − D̃T

cl (i) D̃cl (i)
)−1

×Π̃1,11 (Xcl) ,

Λ̃11 (i) = A0 (i)Y (i)+Y (i)AT
0 (i)+B0 (i)F (i)+F∗0 (i)B∗0 (i)

+
[
G0 (i)+

(
Y (i)CT

z (i)+FT (i)DT
zu (i)

)
Dzv (i)

]

×
[
γ2Im1 −DT

zv (i)Dzv (i)
]−1

×
[
GT

0 (i)+DT
zv (i)(Cz (i)Y (i)+Dzu (i)F (i))

]

+
[
Y (i)CT

z (i)+F∗ (i)DT
zu (i)

]
[Cz (i)Y (i)+Dzu (i)F (i)]

+∑d
j=1 qi jY (i)Y−1 ( j)Y (i)
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and Λ̃22 (i) =Λ22 (i) defined in (9.96). From (9.84) and (9.85) by Schur complement
arguments it follows that

Λ̃11 (i) < 0

Λ̃22 (i) < 0,

respectively, and thereforeΠi (Xcl)< 0. Moreover, from (9.84) it results that γ2Im1−
DT

zv (i)Dzv (i)> 0 which coincides with the condition γ2Im1−DT
cl (i)Dcl (i)> 0. This

last condition together with Πi (Xcl)< 0 leads to an inequality of the form (9.88) for
Π̃i (Xcl) which shows that the controller (9.87) is a solution of the DAP and thus the
proof ends. ��

9.5 An H∞-Type Filtering Problem for Signals Corrupted
with Multiplicative White Noise

In this section we consider a particular filtering problem in which the measured
output is subject to multiplicative white noise. Its solution is derived via an H∞-type
method based on the Bounded Real Lemma version proved in Corollary 8.2.13.

Consider the following linear stable system

dx(t) = [Ax(t)+Bu(t)]dt (9.100)

dy1 (t) = C1x(t)(dt +σdw(t))

y2 (t) = C2x(t)

where x(t) ∈ Rn denotes the state, u(t) ∈ Rm is an input variable, y1 ∈ Rp1×n

denotes the measured output, y2 ∈ Rp2×n is a quality output, σ ∈ R and w(t) is
a scalar standard Wiener process. Given γ > 0, the problem consists in determining
an n f -order deterministic filter where n f > 0 is given, with the input y1 and the
output y f ∈ Rp2 , having the state-space equations:

ẋ f (t) = A f x f (t)+B f y1 (t) (9.101)

y f (t) = Cf x f (t)

such that the resulting system obtained by coupling it to (9.100) is ESMS and the
input–output operator:

T : L2
w ([0,∞),R

m)→ L2
w ([0,∞),R

p2)

by u �→ z, where z(t) = y2 (t)− y f (t), has the norm less than γ .
The solution of this problem is provided by the following theorem.
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Theorem 9.5.1. The filtering problem has a solution if and only if there exist the
matrices P,X ∈ Sn, X̃ ∈ Sn f , P > 0, X > 0, X̃ > 0 and M̃ ∈ Rn×n f such that

[
AT P+PA+σ2CT

1 UT X̃UC1 PB
BT P −γ2I

]

< 0 (9.102)

⎡

⎣
AT X +XA+MUC1 +CT

1 UT MT

+σ2CT
1 UT X̃UC1 +CT

2 C2
XB

BT X −γ2I

⎤

⎦ < 0 (9.103)

[
X M
MT X̃

]

> 0 (9.104)

rank

([
P−X M
MT −X̃

])

= n f , (9.105)

where

U =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

[
Ip1

0(n f−p1)×p1

]

if n f ≥ p1 and

[
In f 0n f×(p1−n f )

]
if n f < p1.

(9.106)

Proof. When coupling the filter (9.101) to the system (9.100) one obtains the
resulting system:

dx(t) = [Ax(t)+Bu(t)]dt

dx f (t) =
[
A f x f (t)+C1x(t)

]
dt +σB fC1x(t)dw(t)

z(t) = C2x(t)−Cf x f (t)

or equivalently

d

[
x(t)
x f (t)

]

=

([
A 0

B fC1 A f

][
x(t)
x f (t)

]

+

[
B
0

]

u(t)

)

dt

+

[
0 0

σB fC1 0

][
x(t)
x f (t)

]

dw(t) (9.107)

z(t) =
[
C2 −Cf

]
[

x(t)
x f (t)

]

.
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Let us introduce the following notations:

A0 =

[
A 0

B fC1 A f

]

;A1 =

[
0 0

σB fC1 0

]

; (9.108)

B0 =

[
B0

0

]

; C =
[
C2 −Cf

]
.

Applying Theorem 8.2.7 of Chap. 8 for the resulting system (9.107), it follows that
it is ESMS and its associated input–output operator has the norm less than γ if and
only if there exists X > 0 such that

[
AT

0X +XA0 +AT
1XA1 +CTC XB0

BT
0 X −γ2I

]

< 0. (9.109)

Further consider the partition of X

X =

[
X M
MT X̃

]

,

where X ∈ Rn×n, X̃ ∈ Rn f×n f and M ∈ Rn×n f . Then using (9.108), the condition
(9.109) becomes:

N
(
X ,M, X̃ ,A f ,B f ,Cf

)
=

⎡

⎢
⎢
⎣

N11 N12 N13 0
N T

12 N22 N23 N24

N T
13 N T

23 −γ2Im 0
0 N T

24 0 −Ip2

⎤

⎥
⎥
⎦< 0 (9.110)

where

N11 = AT X +XA+MB fC1 +CT
1 BT

f MT

+σ2CT
1 BT

f X̃B fC1 +CT
2 C2,

N12 = AT M+CT
1 BT

f X̃ +MA f −CT
2 Cf , (9.111)

N13 = XB,

N22 = AT
f X̃ + X̃A f ,

N23 = MT B,

N24 = −CT
f .

Assume that B f is full rank. This is not a restrictive assumption since in the case
when the filtering problem state above has a solution with B f non-full rank, then one
can always find a small enough perturbation of B f such that the perturbed matrix B̃ f

be full rank and verifying (9.110). Then, it exists a nonsingular transformation T
such that
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T B̃ f =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

[
Σ

0(n f−p1)×p1

]

if n f ≥ p1 or,

[
Ψ 0n f×(p1−n f )

]
if n f < p1.

where Σ and Ψ are nonsingular. It follows that applying to B̃ f the nonsingular
transformation

[
Σ−1 0
0 I

]

T if n f ≥ p1 or,

Ψ−1T if n f < p1,

one obtains that B̃ f = U with U given by (9.106). Therefore, without loosing the
generality one can choose B f =U.

The condition (9.110) can be expressed as

Z+PTΩQ+QTΩTP < 0 (9.112)

where we denoted

Z =

⎡

⎢
⎢
⎢
⎣

N11 AT M+CT
1 BT

f X̃ N13 0
MT A+ X̃B fC1 0 N23 0

N11 N11 −γ2Im 0
0 0 0 −Ip2

⎤

⎥
⎥
⎥
⎦
,

P =

[
MT X̃ 0 0
−C2 0 0 −Ip2

]

,Q=
[

0 In f 0 0
]
, (9.113)

Ω =

[
A f

Cf

]

.

Using the Projection Lemma (Lemma 9.3.1), it follows that (9.112) has a solution
Ω if and only if

W T
P ZWP < 0 (9.114)

W ∗
QZWQ < 0 (9.115)

where WP and WQ denote bases of the null subspaces of P and Q, respectively.
Further, perform the partition of X−1 according to the partition of X :

X−1 =

[
Y N
NT Ỹ

]

.
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With these notations, one obtains that

W T
P =

[
Y N 0 −YCT

2
0 0 −In f 0

]

,

WQ =

⎡

⎢
⎢
⎣

In 0 0
0 0 0
0 Im 0
0 0 Ip2

⎤

⎥
⎥
⎦ .

Direct algebraic computations using that Y−1−X = MNTY−1 show that (9.114) is
equivalent with (9.102), where P = Y−1 and (9.115) is equivalent with (9.103). The
rank condition (9.105) directly follows from the relationship between X and X−1

and it shows that Y−1 = X −MX̃−1MT . Thus the proof ends. ��
If the necessary and sufficient conditions in Theorem 9.5.1 are fulfilled, then a

solution of the filtering problem can be easily obtained by solving the basic LMI
(9.112) with respect to Ω.

In the following we present a numerical example illustrating the above result. The
instrumental landing system (ILS) is a radioelectronic equipment providing at the
board of the aircrafts online information concerning the aircraft position relative to
some glideslope references in the landing phase of the flight. The glideslope signal
is expressed as

igs = Ki0, (9.116)

where the multiplicative factor K depends on the glideslope sensitivity and io
denotes the nominal signal. The offset in the glideslope sensitivity depends on
the performance category of the ILS. If σ denotes the mean square deviation of
K, then P(|K (t)−K0|< 3σ) ≥ 0.997, where K0 denotes the nominal value of the
multiplicative factor. This probability increases when σ → 0. Then, taking σ = 0.06
for which 3σ = 0.18 one can obtain a maximum deviation from the glideslope
sensitivity of 18%, conformably with the international standards (Category II of
ILS). Therefore the multiplication factor K in (9.116) can be replaced by

K = K0 +σξ (9.117)

where ξ is a white noise with unitary covariance. If the altitude dynamics is
approximated by ẋ = Ax+Bu with i0 = Cx, then according to (9.116) and (9.117)
the glideslope measured signal is igs = (K0 +σξ )Cx. Thus one obtains a stochastic
system of form (9.100) with the output subject to multiplicative white noise, for
which a deterministic filter is designed. For A = −1/30, B = 50/30,C1 = C2 =
1 and K0 = 1, using the result stated in Theorem 9.5.1, we obtained for the
level of attenuation γ = 5, the following solution of the system of inequalities



9.5 An H∞-Type Filtering Problem for Signals Corrupted Multiplicative 431

Fig. 9.2 Time responses of unfiltered and filtered signals: (a) H∞ filtering (b) Kalman filtering

(9.102–9.105): X = 1.9457; M = −0.6692; X̃ = 0.3132; P = 0.5161. Solving the

LMI (9.112) it results Ω =

[
−0.4073
0.4450

]

and therefore the solution of the filtering

problem is given by:

ẋ f = −0.4073x f + y1

y f = 0.4045x f .

In Fig. 9.2a the unfiltered and the filtered signals are plotted. For comparison
reasons we further determined a Kalman filter for the attitude dynamics by tuning
the covariance matrices Q0 and R0 corresponding to the control and to the output
additive white noise perturbations. For Q0 = 100 and R0 = 0.1 the resulting Kalman
filter provides the results shown in Fig. 9.2b where the filtered and unfiltered signals
are represented.

Analyzing the numerical results illustrated in the above figures, one concludes,
as it is expected, that a filter designed using the specific multiplicative feature of
the stochastic perturbation provides better results with respect to the ones given by
Kalman filters which are suitable in the case of additive stochastic perturbations.



432 9 Robust Stabilization of Linear Stochastic Systems

9.6 A Mixed H2/H∞ Filtering Problem for Stochastic Systems
with State-Dependent Noise

In this section a mixed H2/H∞ filtering problem for stochastic systems with state-
dependent noise will be solved using the results previously derived.

Consider the ESMS linear stochastic system with state-dependent noise

dx(t) = A0x(t)dt +A1x(t)dν (t)+Bdη (t)
dy(t) =C0x(t)dt +C1x(t)dμ (t)+dξ (t)

(9.118)

where x∈Rn denotes the system state vector, y∈Rp is the measured output, ν , η , μ
and ξ are zero-mean independent Wiener processes on a given probability field
(Ω, F ,P). The matrices A0, A1 ∈ Rn×n, B ∈ Rn×m, and C0, C1 ∈ Rp×n are given.

The mixed H2/H∞ filtering problem treated in this section consists in determining
a Luenberger-type observer filter

dx̂(t) = (A0−LC0) x̂(t)dt +Ldy(t) (9.119)

such that the following conditions are accomplished

(a) The matrix A0−LC0 is Hurwitz;
(b) The H2 norm of the mapping

[
η (t)
ξ (t)

]

�→ e(t) := x(t)− x̂(t)

is minimized under the H∞ type constraint

E

∞∫

0

[
|e(t)|2− γ2

(
|u(t)|2 + |v(t)|2

)]
dt < 0

for any u ∈ L2,m, v ∈ L2,p, where in (9.118) dη (t) and dξ (t) are replaced by
u(t)dt and v(t)dt, respectively, and γ > 0 is a given level of attenuation.

The solution of the mixed Kalman/H∞ estimation problem formulated in the
previous section is given by the following result.

Theorem 9.6.1. The optimal gain L of the filter (9.119) is given by

L = YCT
0 K−1 (9.120)

where Y is the stabilizing solution of the filtering type Riccati equation

A0Y +YAT
0 +Y

(
γ−2I−CT

0 K−1C0
)

Y
+BBT +A1PcAT

1 = 0 ,
(9.121)
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Pc ≥ 0 denoting the unique solution of the Lyapunov equation

A0Pc +PcAT
0 +A1PcAT

1 +BBT = 0 (9.122)

and where, by notation

K = I +C1PcC
T
1 . (9.123)

Proof. When coupling the observer (9.119) to the system (9.118) one obtains the
resulting system

dx = A0xdt +A1xdν+Bdη
dx̂ = (A0−LC0) x̂dt +LC0xdt +LC1xdμ+Ldξ
e = x− x̂ .

Subtracting the first two equations above one obtains the following equivalent
system

[
de
dx

]

=

[
A0−LC0 0

0 A0

][
e
x

]

dt +

[
0 A1

0 A1

][
e
x

]

dν

+

[
0 −LC1

0 0

][
e
x

]

dμ+

[
B −L
B 0

][
dη
dξ

]

z := e =
[

I 0
]
[

e
x

]

.

(9.124)

Denote

A0 =

[
A0−LC0 0

0 A0

]

, A1 =

[
0 A1

0 A1

]

,A2 =

[
0 −LC1

0 0

]

,

B =

[
B −L
B 0

]

, C =
[

I 0
]
.

(9.125)

Then the minimization of the H2 norm of the stochastic system (9.125) with the
H∞-type constraint is equivalent with the optimization problem

inf
Y

Tr
(
CYCT ) (9.126)

with the constraints Y > 0 and

A0Y+YAT
0 +A1YAT

1 +A2YAT
2 + γ−2YCTCY+BBT < 0 . (9.127)

Performing the partition

Y =

[
Y U

UT Z

]
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where Y, Z ∈ Rn×n are symmetric, the blocks (1,1) and (2,2), of (9.127) give

A0Y +YAT
0 +A1ZAT

1 +BBT +Y
(
γ−2I−CT

0 K−1C0
)

Y

+
(
L−YCT

0 K−1
)

K
(
L−YCT

0 K−1
)T

< 0
(9.128)

and

A0Z +ZAT
0 +A1ZAT

1 +BBT < 0, (9.129)

respectively, where K is defined in the statement of the theorem. Using the fact that
the stabilizing solution is increasing with respect to the free term (see Theorem 5.3.6
and [2]) it follows that the solution of (9.126) coincides with the minimal solution
of (9.128). Similarly, the controllability Gramian Pc > 0 solving the Lyapunov
equation (9.122) (see Theorem 2.7.7 (ii)) has the property that Pc ≤ Z for any
solution Z of (9.129). Thus it follows that the minimal solution of (9.128) is obtained
when its free term A1ZAT

1 +
(
L−YCT

0 K−1
)

K
(
L−YCT

0 K−1
)T

is minimal that is for
Z = Pc and for L given by (9.120), respectively. ��

In order to illustrate the above developments, the following numerical example
is considered

A0 =

[
0 1
−1 −0.4

]

, A1 =

[
0.5 0.3
0.3 −0.12

]

, B =

[
−1
1

]

,

C0 =
[
−0.5 1

]
,C1 =

[
1 2

]
.

The minimal value of γ for which the Riccati equation (9.121) has a stabilizing
solution is γ∗ = 3.06. For γ = 3.1 one obtains the mixed H2/H∞ gain

LKH =

[
−0.7664
0.8233

]

for which the eigenvalues of A0−LKHC0 are {−0.8032±0.9289 j}.
In Fig. 9.3, the following time responses are plotted: in (a), the true states of the

stochastic system (9.118), in (b) the measured output y and in (c), the estimated
states.

Making γ → ∞ and applying Theorem 9.6.1 one obtains the optimal gain LK

corresponding to the Kalman-type filter for the stochastic system (9.118). For the
numerical example considered in this section,

LK =

[
−0.2974
0.3636

]
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Fig. 9.3 Time responses of (a) true states, (b) measured output and (c) estimated states

one determines the minimal value γ = 3.7 for which the Riccati equation

A0Y +YAT
0 +A1ZAT

1 +BBT +Y
(
γ−2I−CT

0 K−1C0
)

Y

+
(
LK−YCT

0 K−1
)

K
(
LK−YCT

0 K−1
)T

= 0

has a stabilizing solution. This shows that the optimal Kalman filter provides a γ
attenuation level with about 20 % greater than the smallest value for which the mixed
Kalman/H∞ filtering problem is feasible.

Notes and References

Most of the results derived in this chapter are presented for the first time in
the first edition of the book. State feedback H∞ control for linear systems with
multiplicative white noise has been studied in several works. Among them we cite
[12, 58, 122] and the references therein. For the time-varying case corresponding
results can be found in [35]. In the Markovian systems situation, the problem has
been addressed in [37, 39, 134] for the time-varying case. The design problem of
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a stabilizing γ-attenuating controller for systems with state-dependent white noise
is given in [80]. The result derived in Sect. 9.4 is inspired from [30]. The H∞-type
filtering problem presented in Sect. 9.5 has been considered in [135] based on the
formulation in [70] where deterministic filters with the same order as the generator
systems are derived. The mixed H2/H∞ filtering problem treated at the end of this
chapter has also been presented in [137].
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