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Preface 

There are different points of view about how quantum cosmology should be 
constructed, and also about the interpretation of the formalism. A reason 
for this is a peculiar problem which comes from the fact that we are looking 
for a theory of the whole universe: while one usually deals with systems 
for which the meaning of "evolution" is clear as it is possible to assume 
that there is something external which plays the role of a clock, this is not 
possible in cosmology. There are then two possibilities: one could abandon 
the idea of a description with a clear notion of time; or we can assume that 
a subset of the variables describing the state of the universe can be used as a 
clock for the remaining of the system. Here the reader will find a proposal 
within this last framework; this proposal is restricted to minisuperspace 
models, and consists in identifying a time among the canonical variables 
by means of gauge fixation and then to obtain the transition amplitude in 
the form of a path integral with a clear separation between time and true 
degrees of freedom. 

The idea was in fact suggested by the reading of some early works by 
Andrei Barvinsky and Petr Hajicek. A serious obstacle existed, however, for 
a program based on this idea, and it was the lack of gauge invariance at the 
boundaries in the action of gravitation, which was pointed by Teitelboim 
and Halliwell. An important hint to solve this was given by a paper by 
Henneaux, Teitelboim and Vergara, in which they showed how to obtain a 
gauge-invariant action for parametrized systems like the relativistic particle. 

These notes are a review about my work on the subject, including some 
new developments not published yet, and also about other deparametriza-
tion and quantization schemes. The results of the deparametrization are 
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Vlll Preface 

not only applied in the path integral formulation, but also in a Chapter 
devoted to the canonical formalism. The book deals with both relativistic 
and string cosmologies; although here we will be mostly concerned with for­
mal developments, the last deserve a particular attention, as string theory 
leads to the possibility of completely new scenarios for the earliest stages 
of the universe. 

Most of the material here is the result of my work with R. Ferraro, H. 
De Cicco, and G. Giribet; I am also indebted to them for their colaboration 
during the preparation of this book. 
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Chapter 1 

Introduction 

The building of a unitary quantum theory of gravitation in which the wave 
function has a clear meaning is still an open problem, partially because 
of the problem of time [Kuchaf (1981); Hajicek (1986)]: while in ordinary 
quantum mechanics the time is an absolute parameter, in the theory of 
gravitation the time is an arbitrary label of spacelike hyper surf aces, and 
physical quantities are invariant under general coordinate changes. Be­
cause the evolution is given in terms of a parameter r which does not 
have physical significance, the action of the gravitational field is that of a 
parametrized system, with a canonical Hamiltonian which vanishes on the 
physical trajectories of the system, that is, with a constraint % « 0. 

Starting from this situation people have followed mainly two paths. One 
of them is the usual Dirac-Wheeler-DeWitt quantization scheme, whose 
formalism does not explicitly contain time, and does not have an evolution­
ary form; this leads to the problem of defining a conserved positive-definite 
probability, as the notion of the time in which such a conservation should 
hold is not clear. The other possible way to obtain a quantum theory of 
gravitation is to consider that the time is hidden among the coordinates 
and momenta of the system, which then must be deparametrized by iden­
tifying the time as a first step before quantization; this is the point of view 
that we shall adopt. 

The proposal of the present work is based on the fact that the identifica­
tion of time is closely related to gauge fixation: In the theory of gravitation 
the dynamical evolution is given by a spatial hypersurface moving in space-
time along the timelike direction. This motion includes arbitrary local 
deformations which yield a multiplicity of times. Prom a different point 
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2 Introduction 

of view, the same motion can be generated by general gauge transforma­
tions, so that fixing a gauge a particular foliation of spacetime is defined 
[Barvinsky (1993); Simeone (1999)]. 

For minisuperspace models we have an action functional of the form 

Slq^PuN] = j H (pfi?- - NU^ dr (1.1) 

where N is a Lagrange multiplier enforcing the quadratic Hamiltonian con­
straint 

H = G^pipj + V(q) « 0, (1.2) 

with Cr'-7' the reduced version of the DeWitt supermetric. The extremal 
condition SS = 0 gives the canonical equations 

^ = N[q\H], ^ = N\Pi,H}. (1.3) 

The solution of these equations describes the evolution of a spacelike hyper-
surface along the timelike direction; because of the presence of a Lagrange 
multiplier, this motion includes an arbitrariness which is associated to a 
simplified version of what in the context of the full theory is commonly 
called the problem of "many fingered time". On the other hand, the con­
straint M s i O acts as a generator of gauge transformations which can be 
written 

Stq
i=e(T)[qi,'H], SePi = e ( r ) [ p ^ ] , StN=^-. (1.4) 

The equations (1.3) and (1.4) show that the dynamical evolution can be 
reproduced by a gauge transformation progressing with time, that is, any 
two succesive points on each classical trajectory are connected by a gauge 
transformation. Hence, the gauge fixation can be thought not only as a way 
to select one path from each class of equivalent paths in phase space, but 
also as a reduction procedure identifying a time for the system. An early 
proposal of quantization of the true physical degrees of freedom (in both the 
canonical and the path integral formalisms) can be found in [Barvinsky&-
Ponomariov (1986); Barvinsky (1986); Barvinsky (1987)]. 

An important difficulty with a deparametrization program based on this 
idea is that admissible gauge conditions are those which can be reached 
from any path in phase space by means of gauge transformations leaving 
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the action unchanged, and the action of parametrized systems like the grav­
itational field is not gauge invariant at the boundaries [Teitelboim (1982)]: 
under a gauge transformation defined by the parameters em the action of 
a system with constraints Cm changes by 

8€S = 
1 r2 

(1.5) 

Ordinary gauge systems include constraints that are linear and homoge­
neous in the momenta, plus a non vanishing Hamiltonian HQ which is the 
total energy; for example, in the case of the electromagnetic field the cano­
nical momenta are the four quantities FM°; for fj, = 1,2,3 we have the 
three components of the electric field, but for fi = 0 we have the primary 
constraint F00 = 0 [Dirac (1964)]. Then it is SeS = 0, and gauge con­
ditions of the form x{l,PiT) = 0 (canonical gauges) are admissible. In 
the case of gravitation, instead, the Hamiltonian constraint is quadratic in 
the momenta, and we would have SeS ^ 0 unless e(T\) = efa) = 0; then 
gauge conditions involving derivatives of Lagrange multipliers as, for exam­
ple, x = dN/dr = 0 (derivative gauges) should be used [Halliwell (1988)]. 
These gauges cannot define a time in terms of the canonical variables. At 
the quantum level this has the consequence that canonical gauges could not 
be imposed in the path integral as it is usual in the Fadeev-Popov proce­
dure for quantizing gauge systems [Fadeev&Popov (1967); Fadeev&Slavnov 
(1980)]. 

However, here we show that if the Hamilton-Jacobi equation associated 
to the Hamiltonian constraint is separable, the action of a parametrized sys­
tem described by the coordinates and momenta (ql,Pi) can be turned into 
the action of an ordinary gauge system described by the canonical variables 
(Ql, Pi) by means of a canonical transformation which identifies the canoni­
cal Hamiltonian H with one of the new momenta [Ferraro&Simeone (1997); 
De Cicco&Simeone (1999b)]. As a result of the canonical transforma­
tion, when written in terms of the original variables the new action in­
cludes boundary terms which provide with gauge invariance at the end 
points [Henneaux et al. (1992)]. Canonical gauges are then admissible 
and a global phase time in terms of the coordinates and momenta can 
be identified for cosmological models by imposing T—dependent canoni­
cal gauge conditions on the ordinary gauge system; simultaneously, the 
quantum transition amplitude can be obtained by means of the usual path 
integral for gauge systems in a simple form which clearly shows the sep-
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aration between true degrees of freedom and time. This is not the case 
of the usual scheme for the path integral quantization of minisuperspaces 
with the original not gauge-invariant action: as derivative gauges are re­
quired, a true time is not defined, so that the meaning of "evolution" of 
the system is not completely clear (even at the classical level); from a 
different point of view, noncanonical gauge conditions are not appropri­
ate to visualize the possibility of the Gribov ambiguity [Gribov (1978); 
Henneaux&Teitelboim (1992)]. 

Our proposal solves these problems for a class of homogeneous cosmolo­
gies, and also clearly shows the restrictions arising from the geometry of 
the constraint surface: a global phase time in terms of the coordinates 
ql {intrinsic time [Kuchaf (1992)]) can be denned only if the potential in 
the Hamiltonian of the model has a definite sign; in this case, the choice 
is determined by the sheet of the constraint surface on which the system 
evolves. In the most general case, a global phase time must be a func­
tion of the coordinates and the momenta {extrinsic time [York (1972); 
Kuchaf (1971)]). At the quantum level, this means that it would be neces­
sary to identify the quantum states in the path integral by means of also 
the momenta, or that, when possible, the original variables should be aban­
doned, and a quantum description of the system should be made in terms 
of a new set of canonical variables such that the time is intrinsic. If the 
first option is adopted we shall find certain problems which are peculiar of 
gravity theory, while if we choose the second the interpretation will require 
some care. 

In the present work homogeneous relativistic models as well as string 
cosmologies are studied. The restriction to minisuperspace models, that is, 
to cosmologies whose configuration space is finite dimensional, notably sim­
plifies the analysis of what is really a problem of field theory, as the number 
of degrees of freedom of the full theory is infinite. Of course, one pays a 
price for doing so; the interpretation is not necessarily that of an approxi­
mation to the full theory, as "freezing" degrees of freedom before quantizing 
is not completely justified provided the special character of the amplitude 
superposition in quantum mechanics [Kuchaf&Ryan (1989)]. For this rea­
son some authors have suggested that one should think of minisuperspaces 
not as a tool to obtain physical predictions regarding the full theory within 
a certain degree of approximation, but rather as simplified models which 
can have their own physical interest, or in which we can try solutions for 
certain problems of the full theory [Halliwell (1990)]. Here, besides the 
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physical interest that the models can have, in the case of relativistic cos­
mologies they have been chosen with the purpose of examplifying different 
formal problems and the proposed solutions, as well as some points regard­
ing the interpretation of the results; in the case of string models, they are 
also useful to remark that, although string theory provides a closed formal­
ism for quantum gravity in the particle picture, at the cosmological level 
the problems of quantization are the same -so that the proposed solutions 
are analogous- of those of general relativity. 

The work is organized as follows: in Chapter 2 the Hamiltonian for­
malism for the gravitational field is introduced; the problem of time is 
presented, and the Dirac-Wheeler-DeWitt and the path integral quantiza­
tion schemes are briefly discussed. Chapter 3 begins with the proposal of 
identifying a time by means of gauge fixation. A gauge-invariant action is 
constructed for a generic parametrized system with a separable Hamilton-
Jacobi equation; then it is shown how canonical gauge conditions are used 
for deparametrizing the system, and the general form of the path integral 
for the resulting reduced system is given. The procedure is illustrated with 
some simple examples, as the relativistic free particle and the ideal clock; 
the chapter ends with a discussion about the relation between the quan­
tization of the ideal clock and the transition probability for some toy uni­
verses. The straightforward application of our deparametrization and path 
integral quantization program to cosmological models begins in Chapter 
4 with relativistic isotropic toy models (including the de Sitter universe), 
which are used to show the result of different deparametrizations and also 
to discuss the main difficulties that can be found in more physical systems. 
Empty models as well as models with a scalar field are studied. Then we 
consider anisotropic minisuperspaces. Homogeneous anisotropic relativistic 
cosmologies are comprised by the Bianchi models and the Kantowski-Sachs 
model. A particular case of the most general Bianchi type universe, the type 
IX, is the Taub model. Here the Kantowski-Sachs and the Taub models are 
deparametrized and quantized. In particular, the Taub universe provides 
an example of a model with true degrees of freedom for which the defini­
tion of a global phase time must necessarily involve the original momenta, 
because the potential in the Hamiltonian constraint does not allow for the 
existence of an intrinsic time. The Bianchi type I and the homogeneous 
Szekeres universes are also deparametrized. In Chapter 5 we extend our 
analysis beyond the relativistic framework, and cosmology models of the 
low energy effective theory of closed bosonic strings are studied. The quan-
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tization of string models has been analysed in the context of the graceful 
exit problem [Gasperini (1999); Gasperini (2000)], and it has been remarked 
that this quantization requires a careful treatment of the subtleties that are 
typical of the quantization of gauge systems [Cavaglia&De Alfaro (1997); 
Cavaglia&Ungarelli (1999)]. Here, models with a dilaton field, a two-form 
field and the tensor field g^ which determines the background geometry of 
spacetime are considered. The low energy effective action of the theory is 
put in the Hamiltonian form, and the minisuperspaces are deparametrized 
and quantized in the same way that in the relativistic models. The anal­
ysis is extended to non separable models giving a prescription to deter­
mine whether a time for a system described by a separable Hamiltonian is 
also a time for one with a more general constraint. Finally, in Chapter 6 
the Dirac-Wheeler-DeWitt and the Schrddinger quantization schemes are 
discussed for some relativistic and string cosmologies. A brief review of 
different approaches within the canonical method is given, both with and 
without the previous identification of a time. In particular, the case of the 
Taub universe is analysed with certain detail, as it provides a hint to get 
a better understanding of the role that the momenta play in the charac­
terization of the states, as well as of the way of handling with boundary 
conditions. It is shown that our deparametrization program can be the 
first step to obtain a wave function with an evolutionary form by means of 
a Wheeler-DeWitt equation. In the final Discussion some open problems 
regarding both the formalism and the interpretation of the theory are re­
viewed. The basic concepts of the Hamiltonian formalism for constrained 
systems are reviewed with some detail in Appendix A, while those of the 
path integral quantization and of the definition of a physical inner product 
are discussed in Appendix B. Thus the book admits two levels of reading: 
a reader who is already working in the subject can go directly to the prob­
lem of time in the quantization of the gravitational field, and could even 
begin with Chapter 3; a student, instead, should begin by reading these 
Appendices. In Appendix C we give the appropriate boundary terms for 
some more or less generic forms of the solution of the Hamilton-Jacobi 
equation, and in Appendix D we show that, if we are only interested in the 
deparametrization, an extrinsic time is easy to find for the Taub anisotropic 
universe. 



Chapter 2 

The gravitational field as a 
constrained Hamiltonian system 

2.1 Momentum and Hamiltonian constraints 

As starting point for building a quantum theory of gravitation it is usual to 
begin with the classical Einstein action for the gravitational field. If there 
are no matter fields the action S is a functional of the spacetime metric 
gliV{X), and the dynamics yielding from the extremal condition (55 = 0 is 
given by a succesion of spacelike three-dymensional hypersurfaces in four-
dymensional spacetime. If the timelike parameter r is introduced and the 
points of each surface are labeled by the internal coordinates xa (a = 1,2,3), 
the surfaces can be described by 

X " = e " ( x , T ) . 

At any point of a given hypersurface we can define the normal and tangen­
tial vectors nM and e£: 

n^a = 0, g^n„nv = - 1 , e£ = ° ^ '. 

Then the theory can be reparametrized by changing from the spacetime 
metric g^(X) to a new basis given by the spatial three-metric gab on a hy­
persurface and the velocity U^ with which the surface evolves in spacetime: 

0H-e"a el U» - d e ^ x ^ 
yab — c

agnv^bi U — pj • 

7 



8 The gravitational field as a constrained Hamiltonian system 

The normal and tangential components of the velocity U^ are the lapse and 
shift functions 

del1
 t BPV 

N(x,r) = - n ^ , Na(X,r) = gabe^v~ 

defined by Kuchaf [Kuchaf (1976)] as a generalization of those introduced 
by Arnowitt, Deser and Misner N = (-ff0 0) - 1 /2 , Na = gabgb0 [Arnowitt et 
al. (1962)]. The shrinkage and deformation of the spacelike hypersurface 
imbedded in spacetime and evolving in the normal direction is described 
by the extrinsic curvature 

Kab = ^(vaNb + VbNa-
d9ab 

2iV V dr 

where V denotes a spatial covariant derivative. In terms of the lapse and 
shift functions and of the coordinates (r, x), the Lagrangian form of the 
Einstein action with cosmological constant is 

S[9ab, N, Na] = r dr J d3x N{3g)ll2 (KabK
ab - K2 + 3R - 2A) 

(2.1) 

where 3R is the scalar curvature of space. The set of all possible three-
metrics is called superspace; this space is provided with a metric, the DeWitt 
supermetric given by 

Qabcd = ±(3gy/2(gacgbd+gadgbc _ 2gabgcd) 

If we define the canonical momenta pab as 

pab = -2GabcdKcd 

we can write the action in its Hamiltonian form: 

S[gab,p
ab,N,Na] = J dr J d3x(pab^ - N% - Narta) (2.2) 

where 

n = lGabcdp
abpcd-(3g)1/2(3R-2A), 

rla = -2gacVdp
cd, 

Gabcd = (39)~1/2(9ac9bd + 9ad9bc -2gab9cd)- (2 .3) 
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Up to now we have considered pure gravitational dynamics. Matter 
fields <f> can also be included in the action functional by means of a combi­
nation of the lapse and shift functions, and then in the canonical formulation 
we obtain additional terms Hmatt and %a,matt- Hence we can define the 
extended set of phase space coordinates and momenta 

ql = (gab(x),(f>(x)) 

Pi = (p a"(x) ,^(x)) . (2.4) 

The variational principle leads to the dynamical equations for the coordi­
nates and momenta, which in the Poisson brackets formalism read 

^ = N[q\H] + Na[q\na] 

^ = iVbi,W] + JV°bi.'Wa]. (2.5) 

There are no equations for the evolution of the lapse and shift functions, 
which remain arbitrary; instead, when we demand the action to be station­
ary under an arbitrary variation of N and Na we obtain what are called 
the Hamiltonian and momentum constraints 

H = 0, Ha = 0. (2.6) 

The presence of these constraints reflects the general covariance of the the­
ory, i.e. that the theory of gravitation is covariant under general changes 
of the coordinates. The lapse N determines the normal separation between 
two succesive hypersurfaces, while Nadr determines the shift between their 
internal coordinate systems. The arbitrariness of N and iVa leads to the 
many-fingered nature of time, as these functions are associated to local 
arbitrary deformations of the evolving hypersurface. This can be easily un­
derstood by considering a given hypersurface and the normal and tangential 
directions on it, and the motion in the special case of a null shift: Because 
the lapse corresponds to the velocity of the motion of the three-hypersurface 
in the normal direction, as N depends on x and r the separation between 
two succesive hypersurfaces is different in different points of spacetime, and 
then the time has a local character. 
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2.2 Minisuperspaces as constrained sys tems 

The restriction to a finite dimensional configuration space, which is called 
the minisuperspace approximation, and the choice of an homogeneous lapse 
and zero shift lead to an action which in its Lagrangian form reads 

^ • " l - f "(5S*C«££-™)* <2'7> 

where Gij is the reduced version of the DeWitt supermetric and V is the po­
tential, which depends on the curvature and includes terms corresponding 
to the coupling between the metric and matter fields; it must be understood 
that we have already performed the spatial integration (trivial if the homo­
geneity hypothesis is assumed), so that only the integration on r remains. 
The Hamiltonian form of the action is 

S[q\Pi, N] = p (p^ - N?i\ dr, (2.8) 

where 

H = (PiPiPi+V(q). (2.9) 

As the shift is null the momenta are proportional to the derivatives of the 
coordinates: 

n - 1 r dqj 

For example, in the case of an isotropic empty cosmological model we would 
have only one coordinate, q = Q ~ In a(r) (a the scale factor of the model) 
and only one momentum, p = TTQ = —(e3n/N)dCl/d,T. The action (2.8) 
describes a system which, as we shall inmediately see, is invariant under re­
definitions of the parameter r , that is, what is usually called a parametrized 
system. The reparametrization invariance is what remains of the general 
covariance of the full theory after all except a finite number of degrees of 
freedom of the originally infinite number have been "frozen". Note that 
even though the shift is zero and the lapse is homogeneous, N is still a 
function of r , so that the separation between two succesive three-surfaces, 
although globally the same, is still undetermined. 

Let us calculate the most general variation of the action (2.8). Under 
arbitrary changes of the coordinates and momenta ql and pi and of the 
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lapse N we obtain 

SS = PM%\ + 

r2 \(dqi „dn\ . {dp* nn\ s t 0 / r j , 
+JT1 [{l-NwJSpi-{i+NwJ5q nSNr 

(2.10) 

If we demand the action to be stationary when the coordinates ql are fixed 
at the boundaries, on the classical path we obtain the Hamilton canonical 
equations 

^=N[q\-H], d^ = N\phU] (2.11) 

and the Hamiltonian constraint 

U « 0 (2.12) 

(we use « to denote a weak equality, i.e. one which is valid only on the 
constraint surface). 

Two features of the dynamics should be emphasized. The first is that the 
presence of the constraint H = 0 restricts possible initial conditions to those 
lying on the constraint hypersurface. The second is that the evolution of 
the lapse N is arbitrary, as it is not determined by the canonical equations; 
hence, a family of classical trajectories exists for each set of initial data. The 
fact that the solution of the dynamical equations is not uniquely determined 
is always associated to the existence of a symmetry in the action. Then 
let us consider the invariances of the action (2.8). This action is invariant 
under the transformation 

xi ( \ d q i x ( \ d p i XAT rf(iVe) C O I Q A 

Sq=e(r) —, 6jH = <r) — t SN = - ^ - (2.13) 

with e(ri) = e(r2) = 0. This transformation is called a reparametrization 
because it is equivalent to change r by r + e(r) on the path given by <7*(r) 
and Pi(r), with the integral 

/ 

T2 

NdT 
n 

remaining unchanged. The invariance of the action under a reparametriza­
tion means that r is not the time, but it is a physically irrelevant parameter. 
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When a system is described by an action like (2.8) the solutions of the dy­
namical equations are not parametrized by r but are given as 

q* = <f (JNdr) , Pi=Pi (jNdr\ , 

so what we can call the "proper time" f Ndr, instead of r , plays the role 
of time. When these equations can be globally solved for / Ndr, that is, 
if we can find t(ql,pi) = J Ndr, it is said that a global phase time t(ql,pi) 
exists for the system. 

Now consider a gauge transformation: 

5^ = e{T)[q\U], SePi = e(T)\pi,H], SfN=^-. (2.14) 
dr 

In this case we have 

x q x i\r, fT2d(eH), 
6tS — Pi5eqX - / , dr lTl Jn dr 

<^^-n (2.15) 

We see that on the classical path, where Hamilton equations hold, the 
reparametrization (2.13) is equivalent to a gauge transformation with pa­
rameter Ne and the boundary restrictions e(ri) = e(r2) = 0. Because in the 
case of parametrized systems like the gravitational field the constraint is not 
linear and homogeneous in the momenta, the variation of the action under 
a gauge transformation is equal to the end point terms given by (2.15); the 
action is gauge-invariant only if we restrict gauge transformations to those 
mapping the boundaries onto themselves, that is if we restrict admissible 
gauges to those fulfilling 

e(n) = e ( r 2 ) = 0 . (2.16) 

Gauge invariance is usually regarded as the consequence of spurious 
degrees of freedom. However, gauge invariance of parametrized systems is 
related to reparametrization invariance: the physically irrelevant variable 
is not a canonical variable but it is the time parameter r . A true time will 
always exist for the minisuperspaces considered here, but this is not the 
general case; an example of a parametrized action to which a time cannot 
be associated is the Jacobi action, whose variation leads to curves with a 
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given energy in phase space, and without information about the evolution 
with time [Lanczos (1986); Brown&York (1989)]. 

2.3 Quant iza t ion 

2.3.1 Canonical quantization 

In the Dirac-Wheeler-DeWitt canonical quantization one introduces a wave 
function ^ which must obey the operator form of the constraint equation 
W « 0 , that is, 

H^ = 0, (2.17) 

where the momenta are replaced in the usual way by operators in terms of 
derivatives of the coordinates: 

d 

(in the full theory the ql are functions of the spacetime coordinates, and we 
have functional derivatives). As the Hamiltonian is quadratic in pi a second 
order differential equation is obtained; this is called the Wheeler-DeWitt 
equation [DeWitt (1967)]. Note that because the reduced supermetric de­
pends on the coordinates one should pay attention to operator ordering; 
however, if we are interested in low order approximations this point can 
be neglected. It is clear that the solution \? does not depend explicitly 
on the time parameter r, but only on the coordinates ql. Of course, this 
reflects the reparametrization invariance of the theory. In the context of 
the present work we should remark that this is the main problem with the 
Dirac-Wheeler-DeWitt quantization, because the absence of a clear notion 
of time makes difficult to have a definition of conserved positive-definite 
probability, and therefore to guarantee the unitarity of the theory. To 
build the space of physical states we need to define an inner product which 
takes into account that there can be a physical time "hidden" among the 
canonical variables of the system: the physical inner product ( ^ l ^ i ) must 
be denned by fixing the time in the integration. Hence, to obtain a closed 
theory by this way we need a formally right definition of time. 

If we are able to identify the time as a function of the canonical vari­
ables, we can perform a canonical transformation to new coordinates (t, </7) 
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and the corresponding momenta {pt,P-y)- Then we can make the substitu­
tion pt = -id/dt, p-y = —id/dq'1 to obtain a Wheeler-DeWitt equation 
whose solution depends on t in an explicit form, and then the physical 
inner product can be written 

( ¥ 2 | * i ) = \ \ dq 
* Jt=const 

' a*2 _ d^\ 
1 dt dt 

(2.18) 

where the integration is restricted to the q1. 
It has also been pointed (see Chapter 6) that, depending on the choice of 

the canonical transformation, it may also be possible to obtain a constraint 
linear in pt; in this case a Schrodinger equation with a true Hamiltonian h 

" * - = * * 

would be obtained, and the physical inner product could be defined as 
( $ 2 | * i ) = (*2|AI*i)i w i t n At' = S{t - f), so that the integral is evaluated 
at the fixed time t' (such a procedure will prove to be valid only for a 
limited class of models; see below). The relation between the solutions of 
the Schrodinger equation and those corresponding to the Wheeler-DeWitt 
equation would require a detailed analysis: not only there is a change of 
variables to discuss, but as the Wheeler-DeWitt equation is an hyperbolic 
one, while the Schrodinger equation is parabolic, the last has a smaller set of 
solutions. We shall return to this point in the context of the quantization 
of the Taub anisotropic universe and of string cosmologies, but here we 
can say that the answer depends on the point of view that we adopt: we 
could select the set of solutions of the Wheeler-DeWitt equation which 
corresponds to those of the Schrodinger equation; or we can understand 
that a linear constraint and a Schrodinger equation yield only a subset of 
all possible solutions for the wave function. If we consider that a quadratic 
constraint reflects an essential feature of the gravitational field we should 
follow the second line. 

2.3.2 Path integral quantization 

Another way to obtain the wave function is to calculate the quantum prop­
agator by means of a path integral (see Appendix B). If the transition 
amplitude is obtained as the sum over all histories of the exponential of 
the action (2.8), the result diverges because of the integration over paths in 
phase space which are physically equivalent as they are connected by gauge 
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transformations. This is solved by imposing gauge conditions that select 
one path from each class of equivalent paths. The path integral gives a tran­
sition amplitude for states characterized by the variables which are fixed 
at the end points in the variational principle; then if we demand SS = 0 
for 8q\ = 5q\ = G the path integral gives the amplitude for the transition 
\q\) -> \q\). In its phase space form the propagator then reads 

(?2l?i> = J'DqiDpiDN6(X)\\x,'H]\exP W.ft .-N]) (2-19) 

(r does not appear because it has no physical meaning). \ = 0 is a g a u g e 

fixing function and | [x, "H] | is the Fadeev-Popov determinant, which makes 
the result independent of the gauge choice (see Appendix B). Admissible 
gauge conditions for the path integral are those which can be reached from 
any path by performing a gauge transformation which is compatible with 
the symmetries of the action. Let us consider a trajectory which differs 
from a given gauge by an infinitesimal quantity A; the gauge transformation 
which makes the variables reach the gauge condition must be such that 

6eX = - A . (2.20) 

As the two boundary conditions e(ri) = e(r2) = 0 must be satisfied by the 
gauge parameter e(r), the equation (2.20) should be of second order in e. 
Since 5eN = de/dr, the simplest gauge choice can be given by a function 
of dN/dr, namely 

(the most general admissible gauge would be \ = dN/dr — x*(g*,ft, N) = 
0 [Halliwell (1988)]). Any particular choice of N(r) can be carried to 
dN/dr = 0 by succesive infinitesimal gauge transformations of the form 
8eN = de/dr; these transformations are possible because there are no re­
strictions on de/dr, but only on the gauge parameter e at the end points. 
Gauge conditions like (2.21) are called "derivative gauges". Note that al­
though the gauge (2.21) does not fix the value of N but only means that N 
is constant on the trajectory, the value of N is determined by the variational 
principle when the data at r\ and r^ are enough to determine the global 
phase time t(q,p) = J Ndr at the boundaries [Ferraro&Simeone (1997)]. 
Effectively, then we have N = At/Ar and no ambiguities are left on the 
classical trajectory. A quantization procedure involving derivative gauges 
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has a problem analogous to that of the canonical scheme, in the sense that 
there is not a clear distinction between time and true physical degrees of 
freedom. Also, it does not allow to foresee how the Gribov ambiguity will 
be avoided. 

We should point that in the path integral formulation the problem of 
operator ordering is translated to the skeletonization: the conmutators of 
operators at the same time are neglected, but are taken into account for 
causally connected operators separated by nonzero time intervals. In prac­
tice, the paths in phase space are divided into segments given by two differ­
ent sets of points, one for the coordinates and the other for the momenta. 
The precise choice of these points determines the operator ordering in the 
Hamiltonian (for details see [Barvinsky (1993)] and [Henneaux&Teitelboim 
(1992)]). 



Chapter 3 

Deparametrization and path integral 
quantization 

3.1 The identification of time 

We have seen that, in the case of gravitational dynamics, given an initial 
condition on the canonical variables the whole set of different classical tra­
jectories in the configuration space corresponding to different choices of the 
lapse N can be generated by gauge transformations. Given a point on a 
classical trajectory associated to a lapse iVi(r), a finite gauge transforma­
tion whose infinitesimal form is (2.14) connects it with another point on 
other classical trajectory associated to a different lapse A ^ T ) . Also, one can 
take the initial conditions, and starting from them construct any classical 
trajectory by means of a succesion of finite gauge transformations. In other 
words, the dynamical evolution, which includes the problem of the multi­
plicity of times associated to the fact that the separation between succesive 
three-hypersurfaces is arbitrary, can be reproduced by gauge transforma­
tions [Barvinsky (1993)]. It is therefore natural to think that gauge fixation 
should be a way to identify a time; but the fact that the admissible gauges 
are not of the canonical form x(9\Pi)T)> because of the lack of gauge in-
variance of the action at the end points, makes not manifest how this could 
lead to a practicable deparametrization program [Simeone (1999)]. 

3.1.1 Gauge fixation and deparametrization 

The choice of the gauge conditions \ = 0 appropriate to select one path 
from each class of equivalent paths in phase space is restricted by: 

(1) An admissible gauge condition must can be reached from any path 

17 
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by means of gauge transformations leaving the action unchanged. 
(2) Only one point of each orbit, that is, of each set of points on the 

constraint surface connected by gauge transformations, must be on 
the manifold defined by x = 0. This usually requires some care: 
if the hypersurface defined by the constraint equation 7-L = 0 is 
topologically non trivial it may be difficult to intersect it with a 
gauge condition which is crossed by each orbit only once. This is 
called the Gribov problem. 

Suppose that it is possible to perform a canonical transformation (ql,Pi) 
-> {Ql,Pi) such that the Hamiltonian constraint % is matched to one of 
the new momenta, for example PQ. Then in terms of the new variables 
(Ql, Pi) the action functional would include a constraint which is linear and 
homogeneous in the momenta, and would be gauge-invariant even at the 
boundaries. This is equivalent to say that the canonical variables (Ql,Pi) 
describe an ordinary gauge system. Canonical gauge conditions 

x(Q\Pi,T) = o 

would then be admissible, that is, they would fulfill the condition (1). 
The condition (2) requires that a gauge transformation moves a point 

of an orbit off the surface x = 0; as gauge transformations are generated 
by the constraint W, then we should verify that 

SeX = <T)[x,H}?0 (3.1) 

unless e = 0; this holds if 

[X,n}^0. (3.2) 

Now, as Q° and PQ are conjugated variables, 

[Q°,i,o] = l (3-3) 

and as we have identified H = Po, then a gauge condition of the form 

X = Q°-T(T) = 0 (3.4) 

with T a monotonous function is a good choice. Strictly speaking, equation 
(3.1) only ensures that the orbits are not tangent to the surface x = 0; 
however, as (3.4) defines a plane Q° = constant for each r , if at any r 
any orbit was intersected more than once (then yielding Gribov copies) at 
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another r it should be [x, Po] = 0. Therefore this gauge fixation procedure 
avoids the Gribov problem. This choice is not the only possible one: for 
example, we could multiply Qo by any function which conmutes with Po 
and which is everywhere non null. 

From a different point of view, given a parametrized system with coor­
dinates and momenta {ql,Pi) a smooth function t(ql,pi) fulfilling 

[t,H}>0 (3.5) 

is a global phase time for the system [Hajicek (1986)], and its values along 
any classical trajectory can parametrize its evolution. Because the Poisson 
bracket is invariant under a canonical transformation, from (3.3) and (3.5) 
it follows that a globally good gauge choice given in terms of the coordinate 
Q° of the gauge system can be used to define a global phase time t for the 
parametrized system in terms of its coordinates and momenta (ql,Pi)- In 
other words, a gauge choice for the gauge system defines a particular foli­
ation of spacetime for the parametrized system [Simeone (1999)]. If we are 
sure that we have found a gauge choice which avoids the Gribov ambiguity 
then this gauge provides a definition of time which is good everywhere. A 
transformation such that 7i = P0 can always be found locally; the point is 
to obtain a canonical transformation which works in the whole phase space. 

The condition for a function t{ql,p{) to be a global phase time, that is, 
that its Poisson bracket with the Hamiltonian constraint is positive definite, 
can be understood as follows: Define the Hamiltonian vector 

H = HA = (H«,Hp) 

'dri dri\ 

WW' { ] 

Then the condition 

is equivalent to 

[t, H}>0 

H ^ > ° 
with xA — (ql,Pi). This means that t(ql,pi) monotonically increases along a 
dynamical trajectory, that is, each surface t = constant in the phase space 
is crossed by a dynamical trajectory only once (so that the field lines of H 
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are open); hence the succesive states of the system can be parametrized by 

t(q\Pi)-
Now suppose that we define a scaled constraint 

It can easily be shown that H and H are equivalent constraints in the sense 
that they describe the same parametrized system: their field lines, which 
coincide with the classical trajectories, are proportional on the constraint 
surface. Thus, if we can find a function ~i(ql ,Pi) with the property 

[t,H]>0, 

we know that t{ql,Pi) monotonically increases along the dynamical trajec­
tories associated to both H and Ti, and it is also a global phase time. The 
fact that if the constraint is scaled by a positive definite function we ob­
tain an equivalent constraint can sometimes simplify the resolution of the 
deparametrization problem, as it will be based on the possibility of solving 
the Hamilton-Jacobi equation associated to the Hamiltonian constraint. 

3.1.2 Topology of the constraint surface: intrinsic and ex­
trinsic time 

As we have just signaled, a function t(ql,pi) is a global phase time if [t, %] > 
0. Because the supermetric Glk does not depend on the momenta, a function 
t(ql) is a global phase time if the bracket 

W\H] = W),Gikpipk] 

is positive definite. Note that if the supermetric has a diagonal form and 
one of the momenta vanishes at a given point of phase space, then no 
function of only its conjugated coordinate can be a global phase time. For 
a constraint whose potential can be zero for finite values of the coordinates, 
the momentap/t can be all equal to zero at a given point, and [t(ql),H] can 
vanish. Hence an intrinsic time t{q%) can be identified only if the potential 
in the constraint has a definite sign. In the most general case a global phase 
time should be a function including the canonical momenta; in this case it 
is said that the system has an extrinsic time t(ql,pi), because the momenta 
are related to the extrinsic curvature. 
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It is common to regard an intrinsic time as more "natural", and the 
necessity of defining an extrinsic time as a somewhat problematic peculiar­
ity. However, this is perhaps only a consequence of usually working with 
simple parametrized systems like, for example, the relativistic particle (see 
below); the formalism for these systems, when put in a manifestly covari-
ant form, has the time included among the coordinates, and the evolution 
is given in terms of a physically meaningless time parameter. But while 
for these systems the time coordinate always refers to an external clock, 
this is clearly not the case in cosmology; for example, in the case of pure 
gravitational dynamics the coordinates are the elements of the metric gab 
over spatial slices, and in principle there is not necessarily a connection be­
tween gab and anything "external". Rather, such a relation can be thought 
to exist for the derivatives dgab/d,T of the metric, as they appear in the 
expression for the extrinsic curvature Kab which describes the evolution of 
spacelike three-dimensional hypersurfaces in four-dimensional spacetime. If 
no matter fields are present the canonical momenta are given by 

„ — ~ab ns^tabcd is 
Pi = P - -2.(J Kcd, 

and then one must expect the momenta to appear in the definition of a 
global phase time [Giribet&Simeone (2001b)]. The existence of a time in 
terms of only the coordinates should therefore be understood as a sort 
of an "accident" related to the fact that, in some special cases which do 
not represent the general features of gravitation, there exists a relation 
that enables to obtain the coordinates in terms of the momenta with no 
ambiguities. At the quantum level this means that we shall have to revise 
some points of the path integral quantization to which we are used: as 
we shall see below, there are cosmological models for which a quantum 
description in terms of only the original coordinates will be impossible if 
we want to work in a theory with a clear notion of time. 

3.2 Gauge-invariant action for a parametrized system 

In this section we shall develop a procedure to obtain a gauge-invariant 
action for parametrized systems whose Hamiltonian constraint is such that 
the associated r—independent Hamilton-Jacobi equation is separable. We 
have already remarked that the variation of the action of a parametrized 
system under a gauge transformation is equal to end point terms; the ac-
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tion of the gravitational field then does not have gauge invariance at the 
boundaries and canonical gauges would not be admissible. But in the last 
section we pointed that if it was possible to define a canonical transforma­
tion such that the Hamiltonian constraint could be matched with a new 
momentum, the system could be turned into an ordinary gauge one; hence 
canonical gauge conditions could be imposed to select one path from each 
class of equivalent paths in phase space. In fact, we shall see that when we 
are able to find such a transformation, the result is equivalent to adding 
boundary terms, and the variation of these terms exactly cancels the vari­
ation of the original action. Prom this point of view, there would not be a 
true conceptual difference between a parametrized system and an ordinary 
gauge one: although the practical value of having linear constraints has 
led to a distinction, the existence of a particular gauge symmetry would 
be nothing more than a consequence of a given choice of variables, and it 
may be that the variables which appear more natural or intuitive are not 
the best for building a closed formalism. Moreover, in the next chapter we 
shall see that what turns to be the formally correct choice of variables may 
not coincide with what one expects from the usual path integral procedure, 
but it agrees with what is sometimes found in classical cosmology. 

3.2.1 End point terms 

Let us consider a complete solution [Landau&Lifshitz (I960)] W(ql,afi,E) 
of the Hamilton-Jacobi equation 

*{<•%)-* 

where H is not necessarily the original Hamiltonian constraint but it can 
be a scaled Hamiltonian, that is H — T~XH with T a positive definite 
function of ql. HE and the integration constants aM are matched to the 
new momenta P0 and PM respectively, then W(q\Pi) turns to be the 
generator function of a canonical transformation (ql,Pi) ->• {Q ,Pi) defined 
by the equations 
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where K is a new Hamiltonian. The new coordinates and momenta verify 

[Pli,Po] = [P»,H] = 0 

The resulting action 

[Q°,Po] = [Q°,F] = l. 

S[Ql,Pi,N] = p (pi^-NPoj dr (3.9) 

describes a system with a null true Hamiltonian and a constraint which is 
linear and homogeneous in the momenta. Therefore the action S has gauge 
freedom at the boundaries, and canonical gauges would be admissible in a 
path integral with this action. The action 5 can be related with the original 
action S by recalling that 

Pidq* = d {w{q\~Pi) - QlP^ + PidQ1, 

as it follows from (3.8). Thus in terms of the original canonical variables 
we have 

S[q\Pi,N] = £ (p^-NH^jdT 

+ \${q\pi)Pl{q\Pi)-W{q\Pi) 
^ . 1 T2 

f l 
(3.10) 

We then see that the gauge-invariant action S differs from the original 
action S in the end point terms 

B = QtfiPiWq^pJ-Wiq^Pi (3.11) 

It is simple to verify that these terms effectively cancel the variation of the 
action S under a gauge transformation: if we write 

6tB = [St&Pi-WJ 
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and we use that [Piy P0] = 0 and 8eq
l = e(r)[g4, H] we obtain 

s^=-[e{T)iPiwi ~H 

(compare with Eq. (2.15)). The end point terms then improve the action 
with gauge invariance at the boundaries, and they do not modify the dy­
namics, as they can be included in the action integral as a total derivative 
with respect to the parameter r . 

3.2.2 Observables and time 

Because Q and P ̂  conmute with K = NPo then they are conserved ob­
servables describing what we shall call the reduced system. This makes 
impossible to characterize the dynamical trajectories of the system by an 
arbitrary choice of Q at the boundaries T\ and T2. If we want to obtain a 
set of observables such that the choice of the new coordinates is enough to 
characterize the dynamical evolution we should look for non conserved vari­
ables, and hence a new r—dependent transformation leading to a non null 
Hamiltonian should be denned. In other words, we need to perform a canon­
ical transformation in the space of observables with a generator function 
which depends on r. A second canonical transformation will give additional 
end point terms; because after the first transformation (ql,Pi) —> {Q ,Pi) 
we have already obtained a gauge-invariant action, the new boundary terms 
must be gauge invariant. 

Let us consider the canonical transformation generated by 

F(Q\PhT) = P0Q +f(Q'1,Pli,T). (3.12) 

Then we have 

H_V _ dF _ - _ dF _ df 

dQ oQ dQ 

^ dP0
 y ' ^ dP, dP, 

The transformation in the reduced phase space is defined by the generator 
/ . The coordinates and momenta (<5M,PM) are observables because they 
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conmute with the constraint H = P0 , 

[Q»,Po] = [Pli,Po} = 0, 

but they are not conserved quantities, because their evolution is governed 
by the new non vanishing Hamiltonian 

K = NP0 + ?f=NH + ?f 
OT OT 

(3.13) 

(see, for example, the discussion about "perennials" in [Kuchaf (1993)]). 
Indeed, we have that 

dr ~ dP^ drdP/{Q {Q >r»>>^T> 

dP» 
dr 

dK 

dQ» drdQ» 
9 2 / (Q M (g^ ,p M ) ,p M , r ) , (3.14) 

so that 

HQ^P^T) = ^ / (Q M ( ^ ,P M ) ,P M , r ) (3.15) 

plays the role of a true Hamiltonian for the reduced system. The function 
/ and therefore h will not be defined at this stage; below we shall give a 
prescription to choose / . For the coordinate conjugated to the constraint 
matched to PQ we have 

dQ° 
dr 

[Q°,K}=N[Q°,Po} = N. (3.16) 

The second transformation (Q ,P , ) ->• (Ql,Pi) yields additional end 
point terms of the form 

Q'Pi-FiQ^Pur) Q"Pll-f(Cr{Q't,Pll),Pl>,T) 

These terms depend only on observables, and are then gauge-invariant as 
we required. The gauge-invariant action resulting from the two succesive 
canonical transformations (qz,Pi) —> (Q , P») —> (Q*,Pi) is 

S[Q\PUN] = £ {Pi^r - NPQ - | 0 dr (3.17) 
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and in terms of the original variables it reads 

S[q{,Pi,N] = J^ (Pi^ - NH) dr 

+ [tfPi - W{q\Pi) + Q"PM - fCQ^P^r)]^ , 

(3.18) 

where Q ,Pi, Q*1 and PM must be written in terms of ql and p*. The action 
S[Q',Pi,N] describes an ordinary gauge system with a constraint Po « 0, 
so that the coordinate Q° is pure gauge, that is, Q° is not associated to a 
physical degree of freedom. This coordinate can be denned as an arbitrary 
function of r by means of a canonical gauge choice of the form 

X = Q° - T(T) = 0. 

Writing Q° in terms of ql and pi we have a function of the original phase 
space variables whose Poisson bracket with H = P0 is positive definite; 
as H differs from the original Hamiltonian constraint only by a positive 
definite function, then we can always define a global phase time as 

t{q\pi) = Q\q\Pi) (3.19) 

because 

[t(q\Pi),H(q\Pi)] = [Q°,Po] = 1, (3.20) 

and then 

[t{q\Pi)Mq\Pi)]>Q- (3-21) 

We have then shown that by imposing a canonical gauge condition on the 
gauge system described by (Ql,Pi) we have identified a global phase time 
for the parametrized system given by {ql,Pi). The key point has been that 
in terms of the variables of the gauge system we have a natural choice 
for a function whose Poisson bracket with the constraint is non vanishing 
everywhere. Moreover, the change to the new coordinates and momenta 
gives the constraint hypersurface a trivial topology which allows to fix the 
gauge in a way that clearly does not generate Gribov copies. As we shall 
see below in the context of minisuperspace deparametrization, the gauge 
fixation can be relaxed to allow for different definitions of time. In gen­
eral we shall prefer the most simple choice compatible with the topology 
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of the constraint hypersurface, though sometimes a gauge condition which 
appears to be somewhat complex in terms of the new variables will be con­
venient when we go back to the original phase space variables; in particular, 
some choices can be useful to visualize in the original phase space how our 
procedure avoids the Gribov problem [Simeone (1998)]. 

3.2.3 Non separable constraints 

Our method for deparametrizing and quantizing cosmological models is 
based on a canonical transformation generated by a solution of the Hamilton-
Jacobi equation, so that, in principle, it fails when this equation is not 
separable. This is an important restriction, but we are not more limited 
than at the classical level, as we are able to quantize those models which 
are classically integrable. A point to be noted is that in string cosmology 
separable Hamiltonians appear in a natural way when we deal with the low 
energy limit of the theory; the reason is that this limit leads only to mass-
less fields, so that the constraints do not include the combination of powers 
and exponentials which constitute a usual obstruction to separability. 

A possible treatment for non separable Hamiltonians could be to look 
for an approximate solution by restricting the calculation to regions of the 
phase space in which some given terms of the Hamiltonian are negligible, so 
that we could work with a separable constraint. This would require a study 
of the possible values of the parameters entering the potential. A similar 
approach is in fact usual in the canonical quantization, when approximate 
solutions of the Wheeler-DeWitt equation are found after neglecting dif­
ferent terms of the Hamiltonian in different regions of the phase space; the 
solutions in different regions are matched using the WKB procedure (see 
Chapter 6 and, for example, [Halliwell (1990)]). 

At this stage, however, we shall not discuss approximations in detail. 
Instead, in the context of minisuperspace models (in particular in string 
cosmologies) we shall discuss the possibility of determining whether a time 
for a system described by a given Hamiltonian is also a time for a system 
described by a more general constraint. This will be mostly useful starting 
from an extrinsic time. Although we shall not be able to use our method 
to quantize a system described by a non solvable constraint starting from a 
time found in this way, the identification of time can have its own interest, 
as a tool to understand a given cosmological model, and mainly to define 
an inner product which takes into account the existence of a time "hidden" 
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among the coordinates and momenta. 

3.3 Path integral 

3.3.1 General formalism 

The action S[Ql,Pi, N] is stationary when the coordinates Ql are fixed at 
the boundaries. The coordinates and momenta (Ql,Pi) describe a gauge 
system with a linear constraint, so that this action allows to obtain the 
amplitude for the transition \Q\, T±) -4 \Q1

2,T2) by the usual Fadeev-Popov 
procedure: 

S[Q\PUN] = jTJ fp^l-NPo-^jdT, (3.22) 

where x c a n be any canonical gauge condition. The Fadeev-Popov determi­
nant |[x>-Fo]| ensures that the result does not depend on the gauge choice. 
Differing from what happened in terms of the original variables (see Eq. 
(2.19)), here the amplitude depends on T\ and T2\ this reflects that after 
the canonical transformation the system is no more a parametrized one, 
but, instead, it has a spurious degree of freedom Q° and a true time which 
is r . If we perform the functional integration on the lapse N enforcing the 
paths to lie on the constraint hypersurface PQ = 0, we obtain 

(QIVI\Q[,TI) = J DQ°DQ"DPll6(x)\\x,Po]\ 

P ^ - K Q ^ P ^ T ) dT^, 

(3.23) 

x exp I i 

where h = df/dr is the true Hamiltonian of the reduced system. The 
path integral must give an amplitude between states characterized by the 
variables which make the action stationary when fixed at the boundaries. 
As S is stationary when the Ql are fixed, then we shall choose the gauge in 
the most general form giving Q° as a function of the other coordinates Q^, 
T and constants c„; thus a choice of the boundary values of the physical 
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coordinates and r fixes the boundary values of Q°. With the choice 

X = QO-T(Q^CV,T)=0 (3.24) 

and after the trivial integration on Q° we obtain 

= f DQ"DP^exV(i p P^-KQ^P^r) dr 

= (Q$,n\QZ,n). (3.25) 

Now we want to relate this path integral with an amplitude between states 
characterized by the original variables of the parametrized system. Because 
the original action S[q%,pi, N] is stationary when the coordinates ql are fixed 
at the boundaries, it is usual to look for a propagator of the form 

(QM), (3-26) 

so that the states are characterized only by the coordinates. The problem 
with this procedure is that, as we have already remarked, in cosmology 
it is not always possible to define a time in terms of the ql only; then 
the amplitude (g^ki) is n ° t the answer to a question like "what is the 
probability that an observable of the system takes a certain value at time t 
if at a previous time the observable took another given value?". Formally 
this can be understood as follows: 

If we pretend the quantum amplitude (Q2, T2IQ1 > Ti) to be equivalent to 
(92 k!) w e s n o u l d verify that the paths in the integral are weighted by the 
action S in the same way that they are weighted by 5 (the still not defined 
function / will play a central role here; see below), and that the quantum 
states |<2M ,T) are equivalent to \ql). As the path integral in the variables 
(Ql,Pi) is gauge invariant, this requirement is fulfilled if it is possible to 
impose a -globally good- gauge condition x = 0 such that r = r(ql) is 
defined. But in this case a function t(ql) would be a global phase time, and 
an intrinsic time t(ql) can be defined only if the potential in the Hamiltonian 
constraint has a definite sign, that is, if the constraint hypersurface splits 
into two disjoint sheets. In the most general case the definition of a global 
phase time must necessarily involve also the momenta, and then we cannot 
fix the gauge in the path integral in such a way that r = T{ql). Hence, if 
we want to quantize the system by imposing canonical gauges in the path 
integral to obtain an amplitude with a clear notion of time, in the most 
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general case of a potential with a non definite sign we should admit the 
possibility of identifying the quantum states in the original phase space 
not by ql but by a complete set of functions of both the coordinates and 
momenta q* and pi. 

This suggests that we should abandon the idea of obtaining an am­
plitude for states characterized by the coordinates. However, while a de­
parametrization in terms of the momenta may be completely valid at the 
classical level, it has been pointed by Barvinsky that at the quantum level 
there is an obstacle which is peculiar of gravitation [Barvinsky (1993)]: 
There are basically two representations for quantum operators, the coordi­
nate representation and the momentum representation, in which the states 
are characterized by occupation numbers associated to given values of the 
momenta. The last one is appropriate when the theory under considera­
tion allows for the existence of assimptotically free states associated to an 
adiabatic vanishing of interactions, so that a natural one-particle interpre­
tation in terms of creation and annihilation operators exists. In quantum 
cosmology these assymptotic states do not, in general, exist. The suitable 
representation must be able to handle with essentially non linear and non 
polynomial interactions, and such a representation is a coordinate one. In 
the coordinate representation the operator of coordinates is diagonal, and 
the quantum states are represented by wave functions in terms of the coor­
dinates. The usual Dirac-Wheeler-DeWitt quantization with momentum 
operators in the coordinate representation acting on ^(q) follows this line; 
but, as we have already observed, this formalism is devoided of a clear no­
tion of time and evolution, unless the potential is everywhere non null so 
that we can find a time among the canonical coordinates. 

We shall then adopt what could be thought as an intermediate solu­
tion: When the constraint allows for the existence of an intrinsic time t(ql) 
we shall straightforwardly apply our deparametrization and path integral 
quantization procedure to obtain the transition amplitude for states char­
acterized by the original coordinates; this will provide a quantization with 
a clear distinction between time and observables, although the time vari­
able in the path integral may be given by a non trivial relation between the 
original coordinates defining the states (the Kantowski-Sachs anisotropic 
universe will be an interesting example useful to illustrate this feature [Sime-
one (2000)]). On the other hand, unless the model is simple enough to work 
in the variables (Ql,Pi) and guess the meaning of the results in terms of 
the original variables, when only an extrinsic time exists we shall proceed 
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as follows: to make compatible a coordinate representation with a globally 
good definition of time we shall perform a canonical transformation from 
the original canonical variables (g\pi) to a set (ql,pi) defined in such a way 
that the Hamiltonian constraint of a given minisuperspace model has a non 
vanishing potential; then an intrinsic time exists in terms of the q%. The ac­
tion S[ql,pi, N] will be stationary when the ql are fixed at the boundaries. 
We shall therefore apply our procedure to obtain the transition amplitude 
for states given by the ql, 

(QM), 

which will in general depend on the original coordinates and also on the 
original momenta. Though at a first sight this may seem to obscure the 
interpretation of the resulting propagator or wave function, we shall see 
that the original momenta are restricted to appear in the global phase 
time, while the new coordinates corresponding to the physical degrees of 
freedom will depend on the ql only (a detailed discussion will be given in 
the context of the quantization of the Taub anisotropic cosmology, both in 
the path integral an in the canonical quantization schemes). 

3.3.2 The function f and the reduced Hamiltonian. Uni-
tarity 

In what follows we shall speak about the coordinates <f, and it must be 
understood that when an intrinsic time in terms of the original coordinates 
exists the coordinates q% coincide with the coordinates ql. 

As we have already mentioned, up to now the generator / and the 
Hamiltonian h of the reduced system remain generic. We shall make use of 
this freedom to choose / in such a way that the amplitude {Q^^QitT]) 
is equivalent to (gJl?!)- This is possible only if 

(1) The Hamiltonian constraint is such that a globally good gauge \ = 
0 defining r = r{ql) can be imposed. This is equivalent to the 
existence of an intrinsic time in terms of the coordinates q' (but 
not necessarily in terms of the ql). Then a particular choice of 
the gauge-invariant coordinates Q11 and of r defines a point in the 
configuration space of the ql. 
This does not ensure, however, that the amplitudes are equivalent; 
in fact, because when written as a functional of the original vari-
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ables (ql,pi) the gauge-invariant action S contains additional end 
point terms B, the paths would not be weighted in the path integral 
as they are by S. Then we demand that: 

(2) The end point terms B vanish on the constraint surface and in the 
gauge X = 0 defining T = r{q%), that is, 

B= tyPi-W + Qvp^-fY2 

L J Tl 
= 0. (3.27) 

Po=0,x=0 

Because the action S is gauge-invariant, this ensures that with any gauge 
choice the paths are weighted in the same way by S and S. This requirement 
gives a prescription for the generator / (<5 M , -P M ,T ) ; this also determines 
the reduced Hamiltonian h = df/dr. Note that, as / depends only on 
observables, h conmutes with the complete Hamiltonian K = NPQ + h, so 
that 

dh _ d2f 
dr dr2 

Thus if / could be defined as a function linear in r we would be able to 
obtain a conserved Hamiltonian for the reduced system; when possible, we 
shall choose the reduction procedure leading to such a reduced Hamiltonian. 

The reduced Hamiltonian h could be both positive or negative-definite. 
The possibilility of a double sign is not necessarily a serious problem: for 
example, a double sign appears in the quantum theory for a relativistic 
free particle, and the interpretation is that of particles and antiparticles 
(see the next section); unless an interaction making the "effective mass" 
squared vanish -then allowing the two sheets of the constraint touch each 
other- is introduced, one can work with two disjoint theories [Barvinsky 
(1993)]. Thus if a double sign appears in our quantization scheme we could 
understand it in a similar way (the problem of a time-dependent potential 
[Kuchaf (1981)] will be discussed later; see Chapters 4 and 6). A fundamen­
tal difficulty, instead, would be a reduced Hamiltonian which vanishes or 
even becomes imaginary. An imaginary Hamiltonian cannot be associated 
to a self-adjoint operator, and the resulting quantum theory becomes non 
unitary [Hajicek (1986)] (see Chapter 6). This could be avoided by restrict­
ing the configuration space to what is called its natural size (see Section 
3.4.3), but even in this case the coordinate conjugated to such momentum 
would not be a global time. As we are looking for a unitary theory with a 
right notion of time, our analysis will be restricted to cosmological models 
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for which a non vanishing momentum exists, so that an intrinsic time can 
be defined, or to models such that it is possible to perform the transfor­
mation from the original coordinates ql to the coordinates ql in terms of 
which we have a system which admits an intrinsic time. As we shall see, 
the two possible signs of the non vanishing momentum will be in correspon­
dence with two possible reduced Hamiltonians; the resulting formalism will 
therefore include two theories for the physical degrees of freedom, each one 
corresponding to each sign of h associated to one of the two sheets of the 
constraint surface. The path integral in the reduced space will give two 
propagators, one for the evolution of the wave functions of each theory (see 
[Barvinsky (1993)], and also [Hajicek (1986)] for an analogous point of view 
in the context of canonical quantization). 

3.4 Examples 

We shall ilustrate our procedure with some usual examples, as the relativis­
t s free particle and the ideal clock. The analogy between the Hamiltonian 
formalism for the relativistic particle and for simple cosmologies, in partic­
ular the invariance under reparametrizations of time, has often led to use 
the first as a kind of toy model for gravitation; however, it should be em­
phasized that the relativistic free particle cannot reproduce an important 
property of cosmological models, as it is the fact that the potential in the 
Hamiltonian constraint can change its sign. 

3.4.1 Feynman propagator for the Klein-Gordon equation 

We shall obtain the Feynman propagator for the Klein-Gordon equation 
associated to a free relativistic particle: 

In the canonical formalism the relativistic particle is described by the 
Hamiltonian constraint 

H = po2 - p2 - m2 » 0. (3.28) 

The presence of the constraint reflects that there is effectively a time among 
the canonical variables: if we calculate the Poisson bracket of the coordinate 
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x° with the constraint we obtain 

[x°,H] = 2p0, 

so that the time is x° on the sheet po > 0, and —x° on the sheet p° < 0. 
We shall obtain the propagator by computing the functional average of the 
Heaviside function 6(s), where s is the proper time (to simplify the notation 
we write only one spatial coordinate). 

The r-independent Hamilton-Jacobi equation for this system has the 
solution 

W±(x,x°,P,PQ) = Px± x°J. P2+P0+m2. 

where we have matched the integration constants E = Po and a = P. The 
generating function / making the end point terms vanish in the canonical 
gauge x = x° -T(T) = 0 (which gives r = r(q1)) is 

f(Q, P, T)=QPT T(T)VP2+TTI2. 

This gauge choice is globally good because [%, %] ^ 0, and then x c a n be 
used to define a global phase time t; as we just mentioned, we can define 
t = ±x°. The end point terms are 

B = T 
m2{x° -T(T)) 

VP2 + m2 : 
(3.29) 

and the new variables are given by 

Q° = ± - mx 
WP2 + Po + m2 

Px° 
Q = x± 

PT{T) 

V P 2 + Po + m2 V P 2 + m2 

po = ± \ / P 2 + Po + m2 

p = P. 

Therefore, in terms of the original canonical variables the gauge-invariant 
action reads 

fT2 ( dx° dx \ 
T mf 

x° - T{T) 

^/p2 + m2 
(3.30) 
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and the amplitude for the transition x\ -4 xi is given by 

(X2,x°2\x1,x°1) = J Dx0Dp0DxDpDN6(x)\[x,H]\ 

XeXP{i^{Po^+P^-NH)dT) 
'X°-T{T)1T2' 
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x exp =R m 
v9T 

(3.31) 

The path integral can now be computed in any canonical gauge; for any 
function T we have | [XJ"^] | = 2|p0|- The integration on the multiplier N 
yields a ^-function of the constraint which can be written as 

6(pl - p2 - m2) = ~6(Po - V ^ T ^ ) + ^6{p0 + y/p^T^2). 
2|Po| 2|po| 

In a r-independent gauge we have 6(s) = 6(x° - Q ^ j ) for po > 0 and 

9{s) = 6{x\ - ^f^A) f o r Po < 0; then, in gauge x = x° - 0 we obtain 

(x2,x°2\6(s)\xi,x°1) = 

-I 
x exp 

dx 
i I p-f-dr — i m 

-T(T) 

Po 

+ lDxDpe(x\-P-^\ 
J V PO(T2) 

x exp 
dx o 

p~rdr +1 m 
dr 

(3.32) 

where 

J T l 

dx 
p—dr ± 

dr 
m2T{T) 

-I 
-I 

Tl 

r2 

PO 

pi\XT 
^ / p ^ + dr 

dT 

dQ dT 

dr dr 
dr. 
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Note that now, according to the form of the action, at the level of the 
physical degree of freedom Q we have two theories, one for each sign of the 
true Hamiltonian. By skeletonizing the paths we obtain N — 1 (^-functions 
of the form S(Pm — Pm-{), and as P = p and the end point values of Q are 
given by the gauge choice which makes the endpoint terms vanish, so that 
Q(TI) = xi and Qfa) = £2, we finally obtain 

(x2,x°2\9(s)\x1,x°1) = 

= 6(x% - x\) I dpexp {ip(%2 - xi) - ipo(x° - x°)) 

+ 6(x1 - x°) I dpexp (ip(x2 - xi) + ipo{x1 - x\)) , 

(3.33) 

which is the Feynman propagator for the Klein-Gordon equation. 
The double signs appearing in the formalism reflect the fact that the 

Klein-Gordon equation describes particles as well as antiparticles; the first 
correspond to the sheet p0 > 0 of the constraint surface and propagate 
forward in time, while the second correspond to the negative-energy solu­
tions of the sheet po < 0 and propagate in the backward direction of time. 
As long as we do not include an interaction the one-particle interpretation 
remains valid, as there is no pair creation. In other theory with a quadratic 
Hamiltonian constraint, as it is gravitation, the interpretation may not be 
so simple, but this analogy will prove to be useful for understanding the 
results in the context of minisuperspace quantization. 

3.4.2 The ideal clock 

Consider a mechanical system with canonical coordinates and momenta 

{qk,Pk)- Its action functional reads 

/

*2 r ^„fc 

Pk-^--H0{qk,Pk dt, (3.34) 

but as the dynamics remains unchanged if we add a total derivative of t to 
the integrand, we can write 

s[q
k,ph}= r 

Jtl 
p^-H0(q

k,Pk) + R(t) dt. (3.35) 
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We can give the evolution in terms of an arbitrary parameter r by including 
the time t among the canonical coordinates, so that the conjugated momen­
tum pt appears. Now, if we want the action to lead to the same dynamics 
as the original one does, the constraint 

H=pt + H0- R{t) w 0 

must be imposed; therefore, the action for the parametrized system with 
coordinates and momenta (ql,Pi) reads [Ferraro&Sforza (1999); Ferraro 
(1999)] 

S[q\Pi,N] = [ 
J T 

T2 

Pt^Z +Pk~: - N (pt + Ho(qk,pk) - R(t)) ldr 

dql 

dr 

NU{q\pi) dr, 

dr 

(3.36) 

where AT is a Lagrange multiplier. The usual canonical equations of motion 
for the original coordinates and momenta {qk,Pk) should hold. Indeed, by 
varying the coordinates and momenta in (3.36) we obtain the equations of 
motion 

N-^-{pt + Ho(qk,Pk)) 

-N-^-{H0(q
k,pk)-R(t)) 

which give 

dq" 

~d7 
dpi 

dr 

dqk 

dt 

dpk 
dt 

dpk 
H0(q

k,Pk) 

If we eliminate the coordinates and momenta (qk,Pk), we obtain a sys­
tem with only one degree of freedom and one constraint, the ideal clock 
[Beluardi&Ferraro (1995)]; its action functional is given by 

S[t,pt,N] = jTJ (pt^ - NH\ dr (3.37) 

with 

n=pt- R{t) « 0, (3.38) 
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and the equations of motion for this system are 

dr ' dr dt 

We shall illustrate our quantization method by turning the ideal clock into 
an ordinary gauge system and computing its quantum transition amplitude 
by means of a path integral in which canonical gauges are admissible. 

To do this, two succesive canonical transformations are needed. The 
first transformation, (t,pt) -> (Q ,Po), is generated by the function W 
solution of the Hamilton-Jacobi equation 

dW 
-j^ ~ R(t) = E; (3.39) 

matching E = P0, a simple calculation gives 

W(t, P0) = P0 t + I R(t)dt, (3.40) 

so that Q , Po and the new hamiltonian K are related to t, pt and Ti by 

—o dW dW — — 
Q° = - = - = * , pt = - ^ = Po + R(t), K = NH. (3.41) 

The variables Q and Po verify 

$>,p0] = &,n] = i, 

so that Q can be used to fix the gauge. 

The second transformation is generated by 

F = PoQ°+f(r), (3.42) 

which yields 
-= dF „ ~ dF ^=fi 
Po = - ^ = Po, Q» = — = Q, (3.43) 

g<? — " dP0 

and a new non vanishing Hamiltonian 

* = * + £ = »« + £ » £ • ^ 
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Then, as a functional of Q° and Po the gauge-invariant action of the ideal 
clock reads 

and in terms of the original variables 

S[t,Pt,N] = J^2 L^--N{pt-R(t))^dr + [B(T)} 

B(T) = Q*p0-W-f{T) = -J R{t)dt-J{r). 

(3.45) 

(3.46) 

In order to guarantee that the new action weights the paths in the same 
way that the original one does, and that the transition amplitude in terms 
of Q° is equivalent to the amplitude in terms of t, we must choose / so 
that the end point terms vanish in a gauge such that r = r( i) . With the 
canonical gauge choice 

— no x = Q' r = t - r = 0 

we must choose 

/(r) = - J' R{r)dT. 

(3.47) 

(3.48) 

Prom (3.47) we have \[X,U]\ = \[Q°,Po]\ = 1, <Kx) = W - T) = 5(t - r ) , 
so that the transition amplitude is 

<*2|*1> = <Q!l,7S|Q?,Tl> 

• / 
DQ°DP0DNS(Q° - T) 

T1 

x exp 
pdQ° Np df 

dr or 
dr 

= [DQ°DP08(P0)6(Q°-T) 

x exp i 
J T 

= exp I i 
T2 

tfr dr 
dr 

/ •T2 

/ i?(r)d7 
JT-I 

(3.49) 
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X exp 

x exp 

Hence, the probability for the transition from t\ at T\ to ti at TI is 

l(*2|*i}|2 = \(Qlr2\Q°1,r1)\
2 = l (3.50) 

for any values of t\ and t^. This just reflects that the system has no 
true degrees of freedom, because given r we have only one possible t. We 
should emphasize that even though we have used a gauge which makes this 
fact explicit, the path integral is gauge invariant, and then we could have 
computed it in any gauge and the result would have been the same. This 
can easily be verified by, for example, calculating the path integral in terms 
of the original variables with the action (3.46) and the canonical gauge 
choice x = t = 0: 

<*a|*i> = J DtDptDNS(X)\[x,H}\ 

f ft(T2) rT2 \ 
-i / R(t)dt + i / R{r)dT 

K J t{Tl) JT! J 

= jDtDptS(x)S{pt-R(t))\[x,H}\ 

x exp \i I Pt-j-dr J 

-i I R(t)dt + i / R{r)dT 
Jt(Tl) JTX J 

= exp (i J 2 R{r)dT J . (3.51) 

Although the end point terms do not vanish in gauge t = 0, but with the 
gauge choice t = r, we have obtained the same amplitude as before. 

3.4.3 Transition probability for empty Friedmann-Robertson-
Walker universes 

In the next chapter we shall give a direct procedure to deparametrize and to 
obtain the path integral for cosmological models. However, we can already 
make a preliminary analysis and get some results regarding the quantization 
of certain minisuperspaces. The idea is to recall that their Hamiltonian 
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constraints can be obtained by performing a canonical transformation on 
a mechanical system which has been parametrized by including the time t 
among the canonical variables. 

In particular, empty Friedmann-Robertson-Walker minisuperspaces can 
be obtained from the ideal clock [Beluardi&Ferraro (1995); De Cicco&-
Simeone (1999a)]. It can be shown that the Hamiltonian constraint for an 
empty minisuperspace 

H = -G(f2)7r£ + V(fi) « 0 

(see the next chapter) can be obtained from that of the ideal clock with 
R(t)=t2, 

H = Pt-t
2K0, 

by means of a canonical transformation. If we define 

(
I \ 2/3 

ly^Mdfij (3.52) 

the canonical transformation is given by 

*a = ^^wP'' Pt = V{n)- (3'53) 
On the constraint surface pt — t2 = 0 we obtain 

t = ± V ^ ( f i ) , (3-54) 

(the potential V(Cl) is positive-definite) and then, we can try to quantize 
the minisuperspace by means of a path integral in the variables t,pt- If 
we pretend to obtain an amplitude for a transition between states labeled 
by the coordinate CI, this possibility clearly depends on the existence of a 
relation 

but, as we shall see, the main restriction will be given by the geometrical 
properties of the constraint surface. 

The most general form of the potential for an empty isotropic and ho­
mogeneous minisuperspace is 

V(Vt) = -ken + Ke3Q. (3.55) 
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Let us first consider the simple models with k = 0 or A = 0. For k = 0 (flat 
universe, non zero cosmological constant) we have 

V(Q) = Ae3 n , 

and for A = 0, k = — 1 (null cosmological constant, open universe) we have 
the potential 

V(fi) = e n . 

In both cases, as well as for the open (k = —1) model with non zero 
cosmological constant A > 0 

V{n)=en+Ae3n, 

given V and then V"(fi) we can obtain fl = Sl(V) uniquely. As tt ~ In a(r) , 
from (3.54) we then see that in the simplest cases our procedure is basically 
equivalent to identifying the scale factor a(r) of the metric with the time 
t of the ideal clock. As in this cases the potential has a definite sign, the 
constraint surface splits into the two disjoint sheets 

Hence the gauge fixation in terms of the coordinate t of the ideal clock, 
which selects only one path in the (t,pt) phase space, also selects only one 
path in the (fi,7rn) phase space; this makes the quantization of this toy 
universes trivial, yielding a unity probability for the transition from Oi to 

n2-. 

|<n2 |ni>|2 = i. (3.56) 

For the case k = 1, A > 0 (closed model with non zero cosmological 
constant), the potential 

V(n) = -en + Ae™, 

is not a monotonous function of O, but it changes its slope when 
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where it has a minimun, so that for a given value of V (fi) we would have two 
possible values of fi. However, physical states lie on the constraint surface 

-G(n)7rft - efi + Ae3n = 0, 

which is equivalent to 

eQ{Ae2Q - 1) 

*Q = ± V G • 
As G is a positive-definite function of ft, the condition that 7TQ must be 
real restricts the motion to the region 

n > In (~\ , (3.58) 

which is called the "natural size" of the configuration space [Hajicek (1986)]. 
Hence, the potential does not change its slope on the physical region of the 
constraint surface; this allows us to obtain ft = ft(V) and the relation 

holds in the physical phase space. There is, however, a problem resulting 
from the fact that the potential has not a definite sign: as TTQ = 0 is possible 
in this model, the system can evolve from fti to ft2 by two paths. Then 
given a gauge condition in terms of t we do not obtain a parametrization 
of the cosmological model in terms of ft only, and then we cannot say 
that a path integral for |ii) -* 1*2) is equivalent to the path integral for 
|fti) -> 1^2)- This is related to the fact that, precisely because the potential 
has not a definite sign, this model does not allow for the existence of an 
intrinsic time. 

As we have remarked, the gauge choice is not only a way to avoid diver­
gences in the path integral for a constrained system, but also a reduction 
procedure to physical degrees of freedom. When we choose a gauge to per­
form the path integration, at each r we select one point from each class 
of equivalent points; if we do this with a system which is pure gauge, i.e. 
that has only one degree of freedom and one constraint, we select only one 
point of the phase space at each r. For example, the gauge choice (3.47) of 
section 3.4.2, t — r = 0, means that the paths in the phase space can only 
go from *i = n at T± to £2 = T2

 a t T2; there is no other possibility. Hence, 
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the probability that the system evolves from t\ at T\ to £2 at T2 cannot 
be anything else but unity. Then if we can write the time t in terms of 
only the coordinate 0 of a minisuperspace, its evolution is parametrized in 
terms of Cl, there is only one possible value of fi at each r , and the quanti­
zation of the model is therefore trivial. In the case that fl does not suffice 
to parametrize the evolution, however, we should still obtain a transition 
probability equal to unity, because the model is pure gauge. The point 
is then how the states must be defined so that the correct amplitude is 
obtained. This will be carefully discussed in the next chapter. 



Chapter 4 

Homogeneous relativistic cosmologies 

4.1 Isotropic universes 

An isotropic and homogeneous model gives an acceptable description of 
the current state of the universe. For example, an essential feature of this 
model is its non-stationary character, which constitutes a good explanation 
for the observed redshift of far galaxies. The spatial line element of an 
isotropic model has the form 

dl2 = gabdxadxb 

where gab is the space metric, whose components are functions of time. The 
isotropy and homogeneity hypothesis lead to the fact that the curvature 
depends on only one parameter: for k = 0 we have a flat universe, for k — 
— 1 the universe is open, and for k = 1 the universe is closed. The spacetime 
metric has then the Friedmann-Robertson-Walker form [Landau&Lifshitz 
(1975); Misner et al. (1997)] 

ds2 = N2dr2 - a2(r) (-^^ + r2d02 + r2 sin2 9dtA , (4.1) 

where a{r) is the spatial scale factor. The pure gravitational dynamics of 
a Friedmann-Robertson-Walker universe is given by the evolution of the 
scale factor; this evolution is determined by the density and pressure of 
matter fields, the curvature and the existence of a non vanishing cosmo-
logical constant A. Here we shall consider empty models with and without 
cosmological constant, and models with matter in the form of a scalar field. 
The problem of the path integral with extrinsic time will be introduced 
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with a closed "de Sitter" model. 

4.1.1 A toy model 

Consider an empty open "universe" with null cosmological constant. To 
work within the Hamiltonian formalism we define the coordinate Ct and its 
conjugated momentum as: 

ft = ln 
2,-KQ 

a(r) 
i 3 n dn 

na = -Ne * ' 

so that a2 ~ e2Q. The Hamiltonian form of the action functional is 

S[n,ira,N] = I* 
dtt 

TTQ—-NH 
dr 

dr, 

where the constraint is 

H = ~e-3nnl+en&0. 

(4.2) 

(4.3) 

According to the analysis of the last section, we find that t = ±\/V(Cl) ~ 

e2fi//3 must be a time, as t is the only coordinate of the ideal clock. In order 

to reproduce this result it will be convenient to apply our procedure to the 

scaled constraint H = eQ/zT-L : 

i J = _ i e -8n/3 7 r 2 + e 4f) /3 0. (4.4) 

The constraint H is equivalent to % because they differ only in a positive 
definite factor. The T—independent Hamilton-Jacobi equation associated 
to the Hamiltonian H is 

_ ^ y + 4 e ^ = 4 e
8 n / 3 £ (4.5) 

and then matching E = PQ we have 

W(n,P0) = ±2 f d O ^ e ^ - P o e 8 " / 3 , (4.6) 

with + for 7Tfi > 0 and - for TTQ < 0. According to equation (4.6), on the 
constraint surface it is 

W = 
dW 

dP0 

= -r,e2Q/3 (4.7) 
Po=0 
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with r) — sign(-KQ). Following the procedure of section 3.2.2, in order to 
quantize the model we define 

F = QV 0 + f(r) 

so that the reduced Hamiltonian and the new variables are 

The system described by Q° and Fo has a constraint which is linear and 
homogeneous in the momenta. Its action functional is then invariant under 
general gauge transformations, so that there is gauge freedom at the end 
points and canonical gauges are admissible. If we choose x = Q° — T(T) = 0 
with T a monotonic function of r then we can define the time as 

t = Q°, (4.8) 

because [Q°,H] = [Q°, Po] = 1. Then we have a global phase time that can 
be written in terms of the coordinate 0 only, the expression given by the 
sheet of the constraint surface on which the system evolves: 

(4.9) 

t(fi) = - e 2 n / 3 if 

t(il) = +e2Q'3 if 

As on the constraint surface we have 

7rfi = ±2e2 f \ 

we can write the time also as 

t(n,7rn) = - | e - 4 " / = 

KQ > 0 

TTfi < 0 

w 

(4.10) 

(4.11) 

Because the time can be put in terms of only the coordinate CI, the tran­
sition amplitude between two states characterized by the new coordinate 
Q° can be identified with the amplitude for the transition \Qi) -*• (r22); 
according to equation (3.25), as this model has no true degrees of freedom 
we have 

<n2|fii> = (Q°2,T2\Q
0

1,T1) 

( - / ; 
exp ( -i J ^dr ) . (4.12) 
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The amplitude is only the exponential of an arbitrary phase; therefore the 
probability for the transition \0,\) —> \Q,2) is equal to unity. Of course, the 
result coincides with which was obtained by matching the model with the 
ideal clock, and it only reflects that the system is pure gauge. 

4.1.2 True degrees of freedom 

Consider a flat (k = 0) homogeneous and isotropic universe with a massless 
scalar field <j), and with a non vanishing cosmological constant A. We shall 
assume A > 0, so that if there was no field the model would be exactly 
the de Sitter universe; this universe has no turning point in its classical 
evolution, and this is reflected in the form of the Hamiltonian constraint. 
If we define the momentum associated to the scalar field as 

^ _ ! 03Q d(t> 
**-Ne ^ 

we have the action 

5[n,0,7rn,7r0,iV] = / 
dQ, d<j> 

TTn-}- + 7TM-; NJi 
dr dr 

dr, (4.13) 

with the constraint 

H = \e-3Q(4-rt)+Ae3nK0. (4.14) 

We see that while TT^ (and hence d^/dr) can be zero, -KQ, (and then the 
same for dQ/dr) does not vanish on the constraint surface. The evolution 
is restricted to one of the two surfaces 

TTQ = ±\Jnl +4Ae6 f i 

separated by 7rn = 0 ; from a geometrical point of view this means that the 
topology of the constraint surface is that of two disjoint half planes. 

The r-independent Hamilton-Jacobi equation associated to the con­
straint % is 

(£) ,-(w) ,+«""-4&"- <"5> 
Matching the integration constants with P and PQ we obtain the solutions 

W± = P(f> ± I dQyP2 - 4P 0 e 3 n + 4Ae6Q 



Isotropic universes 49 

which are of the form 

W = C(qi)P ±w(q°,P0,P) 

with q° = tt, q — <j> (see Appendix B). The double sign ± corresponds to 
the two different sheets TTQ. > 0 and TTQ < 0 of the constraint surface. Fixing 
the gauge by means of the canonical condition 

X = ^-g(P,T(r))^0 (4.16) 

with T(T) a monotonic function of r, as Q — dW±/dPo = Q (q°,Po,P), 
if we choose 

g(P,T(r))=$)(qo=T(T),Po = 0,P) 

in terms of the original variables we have 

q° = n = T(T). (4.17) 

In the original phase space the surface denned by the gauge condition \ = 0 
is thus a plane Q = constant for each value of r. Because the topology of 
the constraint surface is trivial, this ensures that the gauge (4.16) does not 
produce Gribov copies [Simeone (1998)]: if at any r an orbit was intersected 
more than once by the surface x — 0, there should be another r such that 
one is tangent to the other and then it would be [x,H] = 0. But this 
is prevented by the gauge fixing procedure, because [Q , PQ] = 1 and the 
gauge choice only involves Q , r and P, which is a conserved quantity. A 
global phase time is therefore 

t = nil (4.18) 

with r) — 1 if the system evolves on the sheet given by TTQ < 0, and n = - 1 
if the system evolves on the sheet 7TQ > 0. 

To quantize the system we must perform a second transformation to 
non conserved observables. This transformation in the reduced space is 
generated by the function / , which must be chosen in such a way that 
the end point terms B improving the action with gauge invariance at the 
boundaries vanish in a gauge giving r = r{ql). With the gauge choice (4.16) 
the appropriate generator is 

/ = Q P T U , ( T ( r ) , P o = 0 , P - P ) . 



50 Homogeneous relativistic cosmologies 

Thus, in this gauge and on the constraint surface we have 

Q = % = C(J) (4-19) 

which, together with equation (4.17), means that Q and r define a hyper-
surface in the original configuration space. The explicit form of the physical 
degree of freedom and of the Hamiltonian for the reduced system described 
by (Q,P) is 

d / v ^ 
JTIT) 

Q = <f>±— VP2 + 4Ae6fidft 
9P JT(r) 

h = ^ = T \ A P 2 + 4 A e 6 T ^ . (4.20) 
OT OLT 

with =F = sign{-Ko). In the gauge (4.16) and on the constraint surface the 
path integral for the system has then the simple form 

dT <02,Wi,fti> = JDQDP expli J 2 P ^ ± VP2 + 4Ae6r 

(4.21) 
where the end points are given by 1\ = fti and T2 = ^2', because in gauge 
(4.16) we have ft = T, then the paths go from Q\ = 4>2 to Q2 = <̂2 
(note that once we have fixed a gauge the coordinate Q is no more an 
observable, in the sense that Q\x=o — <t> does no more conmute with the 
constraint). The result shows the separation between physical degrees of 
freedom (<f>) and time (ft). The reduced system is governed by a time-
dependent true Hamiltonian; this reflects that the field cf> evolves subject 
to changing "external" conditions, the metric which plays the role of time. 
The non vanishing Hamiltonian for the reduced system resembles that of a 
relativistic particle of T-dependent mass m = 2A1/2e3T. To be precise, we 
obtain two theories, one for a "positive-energy particle" in the case of the 
sheet 7rn > 0 of the constraint surface, and one for an "antiparticle" in the 
case of the sheet TTQ < 0. 

The expression (4.21) then makes simple to compute the infinitesimal 
propagator corresponding to each one of the two reduced Hamiltonians of 
Eq. (4.20) (to obtain the finite propagator we should still integrate on 
the coordinate Q). By recalling the analogy with the relativistic particle 
and the results of Ref. [Ferraro (1992)] (see equation (68)) with v = =pl, 
7 = 1 and a = \y/{T2 — Ti)2 - (Q2 - Qi)2 we obtain [De Cicco&Simeone 
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(1999b)] 

\ A 2 - (<fe - '/'l)2 

(4.22) 

where H[ ' is the Hankel function denned in terms of the Bessel functions 
Ji and Ni as H{ ' — Ji + iN\. The double sign corresponds to the two 
possible signs of it®, defining the two sheets of the constraint surface. This 
propagator fulfills the boundary condition 

( 0 2 , f i i + « # i , n i ) -»• &{<h-<h) 

when e —> 0. 
We should emphasize that we have succeeded in obtaining a transition 

amplitude in terms of only the original coordinates and with a clear notion 
of time because the potential has a definite sign; this allows to parametrize 
the system in terms of the coordinate Q, but this is not the general case. 
A not completely satisfactory point is that we have deparametrized the 
cosmological model in such a way that the potential in the reduced Hamil-
tonian is time-dependent. The point is that the propagator (4.21) is just 
which we would obtain by writing the scaled version of the constraint (4.14) 
as a product of two linear constraints: 

H = (TTQ + J^Tte™) (-Trn + J** + Ae6") « 0, (4.23) 

and by straightforwardly identifying <f> as the physical degree of freedom, 
and ±fi as the time. Then we have two true Hamiltonians, and we obtain a 
quantum theory for physical degrees of freedom for each one in the form of 
the path integral(s) (4.21); each theory is unitary, as each true Hamiltonian 
is real. But because the time ±fi appears in the potential, at the quantum 
level the constraint (4.23) and the scaled form of (4.14) are not equivalent 
(see Chapter 6). In the next section we shall give a deparametrization 
procedure avoiding this, and we shall obtain a different expression for the 
propagator corresponding to this model. 
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4.1.3 A more general constraint 

Let us consider a Hamiltonian constraint of the form 

n = G(Cl)(nl - n2
Q) + V(<p, fi) « 0, (4.24) 

where G(Q) > 0 and V((f>,fl) is the potential. The action has the usual 
form given in (4.13). We shall restrict our analysis to the cases in which 
the potential V(<f>, fi) has a definite sign. As the cases V > 0 and V < 0 are 
formally analogous, we shall consider only V > 0. Define the coordinates 

x = x(<p + n), y = y{(f>-n) (4.25) 

so that {dx/d(j>) = (dx/dQ), (dy/dcp) = —(dy/dCl). The momenta TTX and 
•Ky are given by 

dx dy dx dy 

*+ = d4?x + dFv' 7TQ = M7Tx + m^ (426) 

and then 

2 2 , d x dy .dx dy 

If it is possible to choose the coordinates x and y so that 4(dx/d4>)(dy/d(p) = 
V/G, as V/G > 0 then we can multiply the constraint T-L by the positive-
definite quantity (4G{dx/84>){dy/d(ft))~ and obtain a constraint H which 
is equivalent to H: 

H = -Kx-Ky + 1 « 0. (4.27) 

We shall turn the system described by (a;,y,rcx,7ry) into an ordinary gauge 
system. The T—independent Hamilton-Jacobi equation for the constraint 
(4.27) is 

dW_dW_ 

dx dy 

and matching the integration constants a, E to the new momenta P, PQ it 
has the solution 

W(x,y,P0,P)=Px + y(^=r±y (4.28) 
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Then 

dW_ _— _9W__ P o - 1 
dx ~ ' *y~~d^~ P 

Q° = ^ = £ , Q = ^ = a ; + 4 ( 1 - P 0 ) . (4.29) 
dP0 P DP T v ; v ; 

To go from the set (Q , Pi) to (Ql, Pi) we define 

F = -^PQ + QP + V ^ 1 (4.30) 

with 77 = ±1 and T(T) a monotonous function. Then we have the canonical 
variables of the gauge system in terms of those of the minisuperspace: 

e° - | . 
1 

Q = I + p j (1/(1 - Po) - *?T(T)) , 

P 0 = TTX-Ky + 1, 

P = 7TX. (4.31) 

There is no problem with P as a denominator because P = irx cannot be 
zero on the constraint surface. 

As [Q°,Po] = 1 we have \y/nx,H] = 1; H differs from % in a positive 
definite factor, namely J--1, so that 1 = [y/irx,H] = [y/'Kx,J

:~l'r{\ = 
[yhx^-l\H + [y/-Kx,'H]T-1 « [y/vx,H]T-x; hence 

[ l/Ax.TflX) (4.32) 

and a canonical gauge condition of the form x = <3° — T(r) = 0 with T a 

monotonic function of r , when imposed on the gauge system described by 

Ql and Pi, defines a global phase time 

for the minisuperspace described by <j>, fi, ir,p, TTQ. From (4.26) we have irx = 
(IT,!, + 7:^) (2dx/d<f>)~ and therefore 

H0,",7i>,7rn) = 2 • — . (4.33) 
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The monotonic function of r given by (4.33) depends on the coordinates and 
also on the momenta of the cosmological model, and is then an extrinsic 
time. We can also identify a time in terms of the coordinates only, but 
the definition depends on the sheet of the constraint surface on which the 
system evolves. The identification of an intrinsic time will allow to obtain a 
transition amplitude between states characterized by the coordinates. The 
end point terms associated to the canonical transformation (4.31) are of 
the form 

B(T) = ^--yiry-2rj^-

= 2Q°-Q°P0-2r,^p.. 

On the constraint surface Po = 0 these terms clearly vanish with the gauge 
choice 

X = vQ°P - T(T) = 0 (4.34) 

which gives 

[X,Po]=vP = Wx, (4-35) 

and because 7]Q°P = r]y we have [r]y,H] = rjitx. As before, as H and H 
differ in a positive definite factor, if we can define 77 so that [r]y,H] > 0 
then [r]y,7{\ > 0 and 

t = T]y 

is a global phase time. We can chose dx/d(f> as a positive definite function 
(and appropriately adjust the sign oidy/dcj)) to yield sign{-Kx) = sign(-K<j> + 
7Tfj). From the constraint equation we have 

iv(4>,n) , , 
^ = ± V ^ +7r* (4-36) 

and because V/G is positive definite, TTQ ^ 0 and the evolution of the system 
is restricted to one of the two disjoint surfaces (4.36), each one topologically 
equivalent to half a plane. Moreover, from (4.36) we have |7rn| > \TT$\, 

yielding sign(nx) = sign^a). Hence we have a good definition of time on 
each sheet of the constraint surface by appropriately choosing 77, the choice 
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dictated by the sign of the momentum -KQ : 

t{<f>, il) = +?/(</> - 0) if 7TQ > 0 

t (0 ,n) = - i / ( 0 - n ) if 7 r n < 0 . (4.37) 

Of course, we cannot write a single expression which holds for both sheets 
of the constraint surface; but once we know on which sheet of the constraint 
surface the system evolves we can identify a time in terms of the coordinates. 
If, instead, we want an expression which holds automatically, that is, which 
does not depend on the sign of TVQ , we must choose a time like that given 
in (4.33). _ 

According to equation (4.30) the function / is equal to QP + TJT(T)/P 

and then the true Hamiltonian for the reduced system described by (Q, P) 
is 

with r] = sign(-K£i). Because in gauge (4.34) the end point terms associated 
to the transformation from (x,y,irx,ny) to (Ql,Pi) vanish, the new gauge-
invariant action and the original action weigh the paths in the same way. 
By substituting the Hamiltonian h in the equation (3.25) we obtain the 
propagator for the transition |0i,Hi) —• |</>2,̂ 2) as 

( & , n a | 0 i , n i ) = f DQDPexp i f ' (PdQ - ^ d r ) (4.38) 

where the end points are given by 7\ = ±y(</>i — fii) and T2 — ±j/(̂ >2 — 
Cl2). Note that in gauge (4.34) defining an intrinsic time, the observable Q 
reduces to a function of only the original coordinates: 

Q\x=o = x{<j> + Cl). 

Hence the paths go from Qx — x(<f>i + Hi) to Q2 = x(4>2 + H2). The 
propagator is that of a system with a true degree of freedom given by the 
coordinate Q. Observe that differing from what happened with the example 
of the preceding section, now the reduced Hamiltonians are independent of 
time, so that we have obtained the path integral for a conservative system. 
By considering both possible signs of the reduced Hamiltonian, this path 
integral gives the transition amplitude for both theories corresponding to 
the sheets TTQ > 0 and -KQ < 0. 
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• Example 1: A closed (k = 1) model with cosmological constant 
A > 0 and massless scalar field <f>, whose Hamiltonian constraint is 

H = ^e-3Q(Trl-ir2
Q)-eQ+Ae3UK0 (4.39) 

is not separable in terms of the variables x{cj> + O), y(cf> — CI); more­
over, its potential has not a definite sign. However, it is easy to 
show that the extrinsic time obtained for the case k = 0 (flat model) 
is also a global phase time for the case k = 1. Then consider the 
constraint 

H0 = \e-™(nl-n2
Q)+Ae™*0 

which is equivalent to 

H0 = *l - TT£ + 4Ae6fi a 0. 

By choosing y = - ( l / 3 ) e 3 ( n _ ^ , x = (l/3)e3<n+*) we obtain the 
extrinsic time 

«--(?)-*£-. (4.40) 

On the constraint surface Ho = 0 we can write 

1, 
t = fi(7I> ~ ""n) 

(thus we have obtained also an extrinsic time for the model of the 
last section; in fact, as that model has a simple positive-definite 
potential increasing with fl, any function of the form ~ —-KQ is 
a time: [-ira,e3n] = 3e3Q > 0). Note, however, that if we want 
to verify that this time is a global phase time also for the case 
k — 1 we should not write it in the last form. If we calculate the 
Poisson bracket of t — -(2/3)Ae6fi/(7r^ + 7TQ) with the constraint 
H = 4e3Q,H we obtain [t,H] = [t,H0] + [t, -4e4Q], which, as it is 
easy to check, is the sum of two positive terms. As the constraints 
W and H are equivalent, then we have 

[t,H]>0 

and t is a global phase time also for the model given by the con­
straint (4.39). 
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This deparametrization also provides us with another propagator 
for the model of section 4.1.2; this simply yields from Eq. (4.38) 
with the identification Ta = ±ya = ^(l/Z)e3(-n°-'t'"\ Qa - xa = 
(l/3)e3(n"+* a) , a = 1,2. This quantization has the advantage of 
a conserved Hamiltonian, but it presents a practical difficulty in 
effectively performing the integration, coming from the form of the 
integrand in the action. 

• Example 2: Consider a flat (k = 0) universe with cosmological 
constant A > 0 and a massive scalar field <j>. The corresponding 
constraint has the form 

H = \e~3Q(nl - 4 ) + m2<t>2 + Ae3n w 0. (4.41) 

This model admits an intrinsic time. In the case m = 0 we obtain 
the equivalent constraint Ho of the preceding example. The same 
choice of variables allows to define the intrinsic time 

t = -ysign(nn) = -^.sign^e^-^, (4.42) 

and because the additional term associated to the mass of the scalar 
field is positive-definite (and of course depends only on the coor­
dinates), it is easy to check that this is a time also for the case 

An interesting point to be signaled is the following: if we eliminate the 
field 4> the momentum -K^, dissapears, and the deparametrization method of 
this section leads to extrinsic times of the form 

PaQ. 

This resembles what in classical cosmology is usually identified as a time 
in terms of the Hubble constant H [Kolb&Turner (1988)]: it is common to 
work with the time 

*H = H"1 

where H is defined as a/a with a the scale factor. Now, as a ~ e n and 
7To e3n(dn/dr), then 
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which is analogous to the time obtained before. Of course, such a time is 
globally well denned as long as the constraint surface does not allow for 
7Tfi=0. 

4.1.4 Extrinsic time. The closed "de Sitter" universe 

Our deparametrization procedure gives a simple way to investigate how 
the geometrical properties of the constraint surface impose restrictions on 
the definition of a global phase time. Up to know we have studied only 
models whose Hamiltonian constraint includes a potential which does not 
vanish at any point of the phase space. In this section we shall examine 
a model which, despite its simplicity, is a good example to introduce the 
quantization with extrinsic time. 

Consider the Hamiltonian constraint of the most general empty homo­
geneous and isotropic cosmological model: 

U = - i e - 3 " ^ - keQ + Ae3Q « 0. (4.43) 

This Hamiltonian corresponds to a universe with arbitrary curvature k = 
— 1,0,1 and non zero cosmological constant; we shall suppose A > 0. In the 
case k = 0 we obtain the de Sitter universe; although the absence of matter 
makes this universe basically a toy model, it has received considerable at­
tention because it reproduces the behaviour of models with matter or with 
non zero curvature when the scale factor a ~ efi is great enough [Weinberg 
(1972)]. The classical evolution is easy to obtain, and it corresponds to an 
exponential expansion. In fact, from a geometrical point of view, for both 
k = 0 and k = - 1 the momentum TTQ cannot change its sign. For the closed 
model with k — 1, instead, 7TQ = 0 is possible (see below). 

If we apply the procedure of section 3.4.3 and we match this model with 
the ideal clock we obtain that 

t „ -e-
2QTTQ (4.44) 

is a global phase time. To be able to compare the results, we shall apply 
our procedure to the scaled constraint H = e~^'H : 

H = - Je"4n7r£ -k + Ae2n « 0. (4.45) 

The constraints H and T-L are equivalent because they differ only in a posi­
tive definite factor. 



Isotropic universes 59 

The r-independent Hamilton-Jacobi equation for the Hamiltonian H 

is 

2 

(Wpj' _ 4fce4n + 4Ae6n = 4e 4 n E (4.46) 

and matching E = Po we obtain the solution 

W(n,P0) = ±2 fdtle20^Ae2n-k-P0, (4.47) 

with + for 7Tfi > 0 and — for no, < 0. According to equation (4.47), on the 
constraint surface we have 

3" 
dW 

dP0 

= T A " V A e 2 f i - fc. (4.48) 
Po=0 

As we did in section 4.1.1, we introduce a transformation defining the true 
Hamiltonian h = df/dr and the variables <3° and Po of the gauge system 
into which the model is turned. The gauge can be fixed by means of the 
T—dependent canonical condition \ = Q° ~ T(T) = 0 with T a monotonic 
function of r . Then we can define 

t = Q° = 0 ( -TT«) A" V A e 2 n - k - 6{<KQ) A" V A e 2 n - k (4.49) 

as a global phase time for the system. As on the constraint surface we have 

nn = ±2e2QVAe2Q-k (4.50) 

(so that in the case k = 1 the natural size of the configuration space is 
given by Ct > — ln(\/A)), we can write 

Kil^^^—A-'e-^ira, (4.51) 

which is in agreement with (4.44). Now an important difference between the 
cases k = — 1 and k = 1 arises: for k = — 1 the potential has a definite sign, 
and the constraint surface splits into two disjoint sheets given by (4.50). In 
this case the evolution can be parametrized by a function of the coordinate 
H only, the choice given by the sheet on which the system remains: if the 
system is on the sheet TTQ > 0 the time is t = —A~1y/Ae2Q + 1, and if it is 
on the sheet TTQ < 0 we have t = A_1-\/Ae2n + 1. The deparametrization of 
the flat model is completely analogous. For the closed model, instead, the 
potential can be zero and the topology of the constraint surface is no more 
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equivalent to that of two disjoint planes. Although for Si = — ln(-\/A) we 
have V(Cl) = 0 and TTQ = 0, it is easy to verify that d-Ka/dr ^ 0 at this point. 
Hence, in this case the coordinate Si does not suffice to parametrize the 
evolution, because the system can go from (Si, TTQ) to (Si, — 7TJJ); therefore we 
must necessarily define a global phase time as a function of the coordinate 
and the momentum (extrinsic time). 

The system has one degree of freedom and one constraint, so that it is 
pure gauge. In other words, there is only one physical state, in the sense 
that from a given point in the phase space we can reach any other point on 
the constraint surface by means of a finite gauge transformation. This pro­
vides a consistency proof for our deparametrization procedure [Giribet&-
Simeone (2001b)]: if we characterize the states by the variables which in­
clude a globally well defined time we must obtain a transition probability 
equal to unity. 

Indeed, by proceeding as we did in the case of the toy model of section 
4.1.1, we obtain 

{Ql^Qln) = exp (~ijTJ | £ d r ) , 

and then the probability for the transition from Q\ at T\ to Q° at T2 is 

When the model is open or flat the coordinates Si and Q° are uniquely 
related, and the result can be easily understood in the sense that once a 
gauge is fixed there is only one possible value of the scale factor at each r . 
But in the case of the closed model we have seen that this is not true: at 
each r there are two possible values of Si; instead, there is only one possible 
value of TTQ at each r . Hence the transition probability in terms of Q° 
does not correspond to the evolution of the coordinate Si, but rather of the 
momentum, so that 

|(7Tf2,2Kn,l)|2 = 1-

We must conclude that the amplitude {Q^,T2\Q\,T\) corresponds to an 
amplitude (7Tn,2|?rfi,i)- (The characterization of the states in terms of the 
momenta, however, contradicts the point of view stated in section 3.3.1. In 
this very simple case we could admit this solution, or we could simply give 
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the results in terms of Q°. But, in general, before the quantization we shall 
make a transformation to coordinates such that the time is intrinsic). 

According to our previous analysis, the fact that in the case k = 1 
the amplitude (Q^^IQi iTi ) is n ° t equivalent to (f^l^i) is natural, as 
the nonexistence of an intrinsic time makes impossible to find a globally 
good gauge condition giving r as a function of 0 only (see section 3.3.1). 
But precisely for this reason, this should not be taken as a failure of the 
quantization procedure, because a characterization of the states in terms 
of only the original coordinates is not correct if we want to retain a clear 
notion of time on the whole evolution. 

4.1.5 Comment 

It is worth noting that at the quantum level the definition of an extrinsic 
time in terms of a functional form like (4.51), as given for the closed de 
Sitter universe, is not sufficient; in fact, it is also necessary to propose a 
prescription for the operatorial order between coordinates and momenta to 
give a precise definition of time [Giribet&Simeone (2001b)]. If we define 
the operators associated to t and H and calculate their conmutator, when 
we make it act on a quantum state on the constraint surface, that is, a state 
$ such that 

tf|*) = 0, 

we shall in general obtain a result like if (TTQ, Q,)\^), where / does not have 
a definite sign in the case k = 1 , as terms linear in 7rn appear. This can 
be avoided by defining a given operator ordering. It is possible to verify 
that the ordering which leads to a definite sign in the case of the closed de 
Sitter universe is given by 

i~7Tf2e-2" , (4.52) 

while different orderings generate in the conmutator [t, H] linear terms in 
the momentum 7rn. 

4.2 Anisotropic universes 

While isotropic Friedmann-Robertson-Walker cosmologies can be thought 
to be a good description for the present universe, more general models 
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should be considered when studying the early universe. Of course, any 
anisotropic model will be of physical interest as long as it evolves to a very 
low degree of anisotropy, so that it can explain present day observation. 

The hypothesis of homogeneity and isotropy completely determines the 
form of the space metric leaving free only the curvature; restricting the 
hypothesis to homogeneity without any other symmetry assumption allows 
for much more freedom. Homogeneity implies that the metric properties 
are the same at any point of space. The precise mathematical definition of 
this concept is given by the set of transformations which leave unchanged 
the metric. Because the space is three-dimensional, the transformations 
must be determined by three independent parameters. 

In Euclidean space the homogeneity is manifest in the invariance of 
the metric under translations of the cartesian reference frame. The three 
parameters defining a translation are the three components of the vector 
associated to a displacement of the origin. A translation leaves unchanged 
three independent differentials (dx, dy, dz) from which the length differen­
tial is obtained. 

When an homogeneous non-Euclidean space is considered, one founds 
that the transformations of the symmetry group also leave invariant three 
linear differential forms; however, these forms are not total differentials of 
functions of the coordinates, but they read 

a* = e\dxa 

where a = 1,2,3 and ez are three independent vectors which are functions 
of the coordinates. The differential forms fulfill da1 = e^kcr^ x ak (see, for 
example, [Schutz (1980); Schutz (1985)]). The invariant space metric can 
then be written as [Landau&Lifshitz (1975)] 

di1 = gyffV' = gij(eidxa)(eidxb), 

so that the spatial metric tensor has the components 

9ab = 9ijel4-

Possible anisotropic cosmologies are comprised by the Bianchi models 
and the Kantowski-Sachs model [Ryan&Shepley (1975)]. In this section we 
shall apply our deparametrization and path integral quantization method 
to the Kantowski-Sachs model [Kantowski&Sachs (1966)], and to the Taub 
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model [Taub (1951)], which is a particular case of the diagonal Bianchi type-
IX universe (these models have deserved considerable attention in different 
quantization and deparametrization programs; see, for example, [Higuchi&-
Wald (1995)]). By introducing the diagonal 3 x 3 matrix /?„• both corre­
sponding spacetime metrics can be put in the form 

ds2 = N2dr2 - e2nW(e2^W)«<TV'. (4.53) 

It should be remarked, however, that the spatial geometry of these models 
is essentially different, in the sense that there is not a continuous transfor­
mation carrying from one to the other (see below). 

4.2.1 The Kantowski-Sachs universe 

The Kantowski-Sachs universe is defined by the line element 

ds2 = N2dr2 - S2{r)dz2 - R2{T)(d62 + sin2 6d<p2). (4.54) 

The model can be closed by setting 0 < z < 4n (and then substituting z by 
the angle ip). The classical behaviour of this universe is analogous to that 
of the closed Friedmann-Robertson-Walker cosmology in the fact that the 
volume, defined as 

V = JdPxy/^), 

grows to a maximun and then returns to zero. For applying the Hamiltonian 
formalism it is convenient to write the metric in the form (4.53); to do so 
we define the matrix 

0ij=diag(-0,-P,20) 

and the differential forms a1 = dO, a2 = sinOd<p, a3 = dip. Then we have 

ds2 = N2dT2 - e2n^ (e2"<T>#2 + e~^T\d02 + sin2 9dtp2j) . (4.55) 

Note that while e2f2 can be understood as a spatial scale factor, even for 
/? = 0 the model remains to be anisotropic. This is the central difference 
with Bianchi models. 
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In the absence of matter the Hamiltonian form of the action functional 
reads 

S[il,l3,im,*(>,N] = J* ( ^ f : + ^ f : ~ NH\ dr (4.56) 

where H = e _ 3 n H m 0 is the Hamiltonian constraint, and 

F = - 4 + 7 r | - e 4 f i + 2 ^ . (4.57) 

The Kantowski-Sachs model has an interesting property: although the 
scaled potential V(il,0) = — e4 n + 2 '3 has a definite sign, so that an in­
trinsic time can be identified among the canonical variables, the time is 
not trivially identified as a function of the scale factor, as it results from 
the fact that the volume does not behave monotonically. This is something 
to be noted, as in the early literature it can sometimes be found that the 
isolation of the coordinate ft as time parameter is made as the previous 
step before quantization. This is not right, unless the analysis is restricted 
to a region of the phase space. We can easily see that no function 0(fi) 
can be a global phase time for the Kantowski-Sachs universe: 

VMM- - 2 ^ e - 8 0 i r 0 l 

and for TT/3 = ± e 2 ^ + n we have TTQ = 0, so that [0(0),?/] vanishes. In those 
previous works the momentum TTQ was defined as the reduced Hamiltonian; 
this is unsatisfactory, because even if we restrict the configuration space to 
its natural size to avoid an imaginary Hamiltonian leading to non unitary 
evolution, •KQ = 0 makes possible transitions from "positive-energy" to 
"negative-energy" states. 

The Hamiltonian is not separable in terms of the original variables; then 
we define 

e3(n+/3) = ^ ea-fi = 4y> 

and we obtain the equivalent constraint 

H' = -(nxiry + 1) » 0. (4.58) 

Following a procedure completely analogous to that of section 4.1.3 we solve 
the r—independent Hamilton-Jacobi equation 

_dWdW_1^E,^ 
dx dy 
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to obtain the generator W of the canonical transformation from (x, y, nx, ny) 
to the variables (Q , Pi) of the gauge system into which we turn the min-
isuperspace; then we perform a r-dependent transformation in the space 
of observables. The canonical variables of the gauge system are therefore 
given by 

o _ 
P « - / 3 

Q° = 

Q = _Ae3(fi+/5) 

Po = (7T0 - 7T5)e 

4P 

3 P 2 V 4 
2 _ 2 ^ „ - 4 n - 2 / 3 

n-/3 
-(l + Po)+77T(r) , 

1, 
1 P = _ | ( 7 r / 3 + 7 r n ) e - 3 (0 + / 3 ) 

with 77 = ±1 (P = —7rx cannot be zero on the constraint surface). The true 
Hamiltonian of the gauge system described by (Ql,Pi) is 

n~ Pdr' 

Hence the gauge invariant action S can be written as 

or in terms of the original variables 

5[0,/fl.Trn.Tr/,,N] = f * L ^ + im^ - NHJ dr + B(T2) - B ( n ) , 

(4.60) 
where 

4e3(0+/3) (la-/! + ^ A + 1 ( ^ 2 +n2_ e4U+20) 

(4.61) 

7I"n + 7T/9 

2[Q° + r1
J^-)+Q0P0 

B = 

Under a gauge transformation generated by % we have <5eP = — 8tS, and 
hence 5tS = 0. On the constraint surface H' — Po = 0 this terms clearly 
vanish in the gauge 

X = Q u P + r ? T ( r ) = 0 (4.62) 
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which is equivalent to T(T) — ± ( l / 4 ) e n - / 3 , and then it defines r = r(fi,/3). 
An intrinsic time t can be defined by writing t = —T]Q°P, with rj = ± 1 , 
and apropriately choosing rj: 

[t,H'] = [-r]Q
0P,P0} = -i1P, 

and because P = —TTX then we must choose rj = 1 if nx > 0 and 77 = —1 if 
TTX < 0; as TTX = (1/2)(TTQ + 7r/3)e_3'fi+/3' and on the constraint surface it is 
Kjal > l71"̂ !, w e have sign{-Kx) = sign(iTQ + -up) = sign(-Kp); therefore the 
time is 

t(n,p) = +^en~0 if TTP<0, 

t(n,p) = -\eQ~0 if n0 > 0. (4.63) 

Note that np cannot change from a negative value to a positive one on the 
constraint surface, so that the time is well defined for the whole evolution 
of the system. 

It is easy to verify that an extrinsic time can be defined by imposing a 
canonical gauge of the form x = Q° + T(T) = 0. If we make t = —T we 
obtain 

eiQ+20 

t(n,/3,7m,TTf3) = Q° = -2(?rn + 7r } (4-64) 

with [t, Ti] > 0. Using the constraint equation (4.57) we can write 

t(irn,np) = -(TTQ - TT0). (4.65) 

We see that a gauge condition involving one of the new momenta defines a 
time in terms of only the original coordinates, while a gauge involving only 
one of the new coordinates gives an extrinsic time which can be written in 
terms of only the original momenta. 

Because the path integral in the variables (Ql,Pi) is gauge invariant, 
we can compute it in any canonical gauge. With the gauge choice (4.62), 
on the constraint surface PQ = 0, and after integrating on N, P0 and Q°, 
the transition amplitude is given by 

<n2)/?2|ni,0i) = JDQDPexp i j 2 (PdQ-^dT) (4.66) 
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where the end points are 7\ = ± ( l / 4 ) e n i - / 3 1 and T2 = ±( l /4)e n 2 - ' 3 2 ; 
because on the constraint surface and in gauge (4.62) the true degree of 
freedom reduces to Q = -x = -( l /3)e3( f i + / 3) , then the paths in phase 
space go from Ql = -(l/3)e3lai+M to Q2 = -(l/3)e3<n2+/32>. After the 
gauge fixation we have obtained the path integral for a system with one 
physical degree of freedom and with a true Hamiltonian. The result shows 
the separation between true degrees of freedom and time yielding after a 
simple canonical gauge choice. 

An interesting point to be noted is that the coordinate /3 is itself a time. 
Strictly speaking, as irp does not vanish on the constraint surface, we have 
that 

\P,H\ = 2^*0 

so that 

t* = j3sign{-Kp) 

is a global phase time. This makes possible the interpretation of the prop­
agator as the amplitude for the transition from fii at time t\ = ±/?i to fi2 

at time t\ = ±/32: 

<n2,/92|ni,ft> = <n2,t||ni,tj>, 

with a sign ± depending of the sheet of the constraint surface denned by 
the sign of -up. 

If we include a matter field the scaled Hamiltonian changes to 

H = -n2
u + 4 + n* - e4Q+2P + V{4>)e™ « 0, (4.67) 

and the corresponding Hamilton-Jacobi equation will be solvable or not 
depending on the form of V {<j>). In the case of a massless (m = 0) non 
interacting scalar field we can show that the intrinsic time (4.63) is no 
more a global phase time, but the extrinsic time (4.64) is still a time: if we 
calculate the Poisson bracket for t(U,P) = -(l/4)sipn(7r/g)ef2_/3 we obtain 

[t,H] = -sign(n0)(TTQ +ir0)e
n-f}. 

The result is not positive definite, because the sign of irp and the sign of 
7Tft + 7T/3 are not necessarily the same, as a result of the term 7r? in the new 
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Hamiltonian. Instead, on the (new) constraint surface we have that 

t — *(7Tn,7r^,7T0) = 7TQ - 7T0 ; 

and if we calculate the Poison bracket we have 

which is positive-definite. 
Note that now, when we include a matter field, the degree of anisotropy 

given by the coordinate /? is no more a time. The reason is that because 
matter enters in the formalism with a positive-definite term in the Hamil­
tonian (or in the more realistic case of a massive field with terms that are 
not necessarily negative), the momentum conjugated to the coordinate [1 
can vanish. 

4.2.2 The Taub universe 

The anisotropic generalization of the Friedmann-Robertson-Walker uni­
verse with curvature k = +1 is the diagonal Bianchi type-IX universe, 
whose metric is of the form (4.53) with p\j the 3 x 3 diagonal matrix 

/3« = diag[P+ + V3P-,P+ - y/30-,-P+]. 

The parameters /?+ and /?_ determine the degree of anisotropy. If we set 
j3- = 0 we obtain the metric of the Taub universe. Its action functional 
reads 

s-f("*£ + " " 3 F - " * ) * • (4-68) 
with the Hamiltonian constraint 

•H = e - 3 V l - *£) + \eQ(e-8P+ - 4e~2^+) » 0. (4.69) 

Because e _ 3 n is positive definite, this constraint is equivalent to 

ff = 4 - TT£ + \e4a(e-^+ - 4e-^+) * 0. (4.70) 
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The Taub universe is perhaps the best model with which our deparametriza-
tion and path integral quantization program can be illustrated [Giribet&-
Simeone (2001c)]; besides a separable Hamiltonian, it includes true degrees 
of freedom and a potential which vanishes for finite values of the coordi­
nates, so making impossible the definition of an intrinsic time in terms of 
the original variables. As it is easy to see, for /3+ = - (1 /6) In 4 the potential 
is zero. 

The Hamiltonian is not separable in terms of the coordinates and mo­
menta (f2, /?+, na, ?r+)• Then to apply our method we define the coordinates 

x = il-2p+, y = 2n-p+ (4.71) 

so that 7r̂_ — TTQ = 3(71^ — iTy), and we can write 

H = *l-nl + \{eAx-Ae*y)W. (4.72) 

At this stage we then have H = Hi(x,nx) + #2(2/, 7ry) with Hi > 0 and 
H2 < 0, but the potential vanishes for y = 2x — (1/2) In 4. A time in terms 
of only x, y does not exist. Hence before turning the model into an ordinary 
gauge system we shall make a first canonical transformation to the variables 
(x, s, nx, 7rs) so that the (new) potential has only one positive definite term. 
The resulting new coordinates will correspond to the q% in terms of which 
an intrisic time exists. 

We shall perform a canonical transformation matching Hi (y, 7ry) = — 7^, 
so that 7rs = ±y/—H2(y,Try). This is achieved by introducing the generating 
fuctions of the first kind 

$i(y, s) = i - e ^ s i n h s . (4.73) 

The momenta are then given by 

•Ky — ± - e y s i n h s 

2 
7rs = i - e ^ c o s h s (4-74) 

so that 

7r2 + i e
2 « = ^ ( s i n h 2

S + l)=7rs
2 
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and the Hamiltonian can be written as 

H(s,x,7rs,7rx) = -7if + w2. + -eix « 0. (4.75) 

The canonical transformation (4.74) has changed the properties of the con­
straint surface, as now there are two disjoint sheets defined by the sign of 
the momentum TTS. 

It is important to note the reason why we have introduced two possible 
definitions of $ i : this constraint can be written as 

H = [ -*• + V ^ + le4x) r - + v ̂  + h4x) *0) (4J6) 

and if we had chosen a definite sign, according to the resulting sign of ns, 
only one of the factors would be zero. But at the level of the variables 
(x,s,irx,ns) there is no justification to prefer one possible sign of 7rs; we 
shall consider the Hamiltonian constraint (4.75) as the starting point for 
applying our procedure, and we shall not go back to put the results in terms 
of the original variables. A point that should be noted is that the potential 
in the square root does not depend on the coordinate s, but it depends 
only on x. This ensures that in its operator version both forms (4.75) and 
(4.76) of the Hamiltonian constraint are equivalent, as no additional terms 
appear associated to conmutators (see Chapter 6 for a further discussion 
about this feature). 

The action S[x,s,nx,ira,N] will differ from S[Q,/3+,nn,n+,N] in sur­
face terms associated to the transformation generated by $ i , namely D: 

/

T2 ( dx ds \ 

(nx~r- +ns~j NH(x, s,nx,irs) 1 dr 
= S[n,0+,*a,*+,N] + [D(T)]Z, 

and when we turn the system into an ordinary gauge one we will have 
the additional terms B; but as we will not be interested in a transition 
amplitude between states labeled by the original coordinates ql, but by the 
<f, we shall not require that D + B = 0, but only that B = 0 in a canonical 
gauge defining t = t(ql). 

Let us introduce the coordinates 

U 12e ' U ~ 1 2 e 
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which lead to the equivalent constraint 

H = 7ru7r„ + 1. 

This allows to straightforwardly apply the procedure of section 4.1.3 with 
the substitution x -> u, y —> v, <f> —> x, Q —> y. Then we can go back to 
the variables (x,s,nx,irs). The variables {Ql,Pi) of the gauge system are 
given by 

o _ Qu = 
e2(x-s) 

12P ' 

Q = i_e^+s) + ^_^e2{x-s){l_Po)_riT{T)y 

P0 = 9 ( ^ -7 r s
2 ) e - 4 * + l, 

P = 3(TTS + nx)e-*x+'\ 

with n — ± 1 . An extrinsic time is then 

t{x,S,-Kx,Ks) = 
1 04x 

3 6 7TX + 7TS 

(4.77) 

The constraint surface splits into two sheets given by the sign of TTS . On 
each sheet the intrinsic time can be defined as 

t{x,s) = — sign(irs)e
2{x s ) , (4.78) 

which is associated to the canonical gauge rjQ°P — T(T) = 0 because P is 
proportional to ns+nx and sign(TTS +irx) = sign(ns). The end point terms 
associated to the transformation (ql,pi) —> (Ql,Pi) are 

B{r) = 2Q°-Q0Po-2r, 
T(T) 

1 feAx 

3 ( „ + * , ) V — 2 " e 2 " + " T ( T ) 

and with the gauge choice defining an intrinsic time they vanish on the 
constraint surface PQ = 0. The expresion for the quantum propagator is 

(x2,s2\x1,s1) = f DQDPexp i f ' [PdQ - ^ d r ) (4.79) 
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The end points are Ti = ±(1/I2)e2(x i-Sl> and T2 = ±(l /12)e2(*2- ' a) . 
Note that in the gauge denning the intrinsic time the new coordinate Q co­
incides with (l/12)e2(-x+s\ so that the paths go from Qi = ( l /12 )e 2 ( x i + s i ) 

to Q2 = (l/12)e2<-X2+S2\ We have obtained a propagator with a clear dis­
tinction between time and the physical degree of freedom. The path integral 
corresponds to that for a conservative system with Hamiltonian rj/P. Be­
cause 77 = sign(ns) then at the level of the physical degrees of freedom we 
have two disjoint theories, one for each sheet of the constraint surface. 

Analogously as for /? in the case of the Kantowski-Sachs universe, be­
cause now the momentum TTS does not vanish on the constraint surface, the 
coordinate s is itself a time (recall the discussion in Section 3.3.2): 

[a,H] = - 2 T T S ^ 0 . 

More precisely, on each sheet of the constraint surface we can define a time 
in the form 

t* = — s sign(Trs). 

Although we do not use this time as the time parameter in the path integral, 
the interpretation of the result can be made more clear by recalling that 
one of the coordinates which identify the states is a global phase time. In 
fact, we can write the transition amplitude as 

(x2,t%\xi,tl) 

with a sign depending on the sheet of the constraint surface. With this 
interpretation, the propagator becomes completely analogous to that of a 
mechanical system with a physical degree of freedom x whose evolution is 
given in terms of a true time t*. Note that though the original momenta 
are necessarily involved in the description of the states, they are confined 
to the variable s which is a time: 

s = iarcsinh I -zirye.~y ) 

= iarcsinh (hita + 7r+)e^2n+^A , 

while x is a simple function of only the coordinates fi and /?+. 
At this point it is natural to ask wether this time could have been 

obtained from the beginning with our deparametrization procedure. The 
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answer is that this is in fact possible, even in the case that we include a 
matter field in the model. Consider the Hamiltonian constraint for the 
Taub universe with a non interacting scalar field with a mass which can be 
neglected (a massless dust): 

H = -n2
Q + n2 + 4 + \ein(e-8^ - Ae~2^) « 0. (4.80) 

If we change to the coordinates x and y, and then perform the canonical 
transformation generated by $i (y ,s) , we obtain the equivalent constraint 

H = -** + *$+**+ ±6** *0, (4.81) 

where we have redefined -KQ —• n^/y/3. The corresponding Hamilton-Jacobi 
equation is separable: 

_ (HOLY 4. (?*LW (HOLY J. L«« 

and the solution is clearly of the form W\{X,-KX) + W2(<£, TT )̂ + WZ{S,-KS). 

Introducing the integration constants b2 = TT? and a2 such that a2+b2-E — 
IT2 we obtain 

W = sign(nx) / dx\ a2 - -e4x 

+ s sign(ns)\/a
2 +b2 - E + <j> sign{-K^)Vb^. (4.83) 

If we match E = PQ we have 

Q° = 
dW 

dP0 ? 0 = 0
=" s v Ww= i 

As [Q , PQ] = 1 then we can inmediately define an extrinsic time as 

t ( a | 7 r , ) = § ° = - - ! - . (4.84) 

In the variables (s,x,<j>,7rs,7rx,7r^,) the constraint surface is topologically 
equivalent to two disjoint half planes, each one corresponding to 7TS > 0 
and to TTS < 0; thus, we can also define the time as 

t(s) = 2-K Ssign{-K S)Q 

= — s sign(jrs), (4.85) 
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which coincides with the time t* found just before (this time yields from a 
canonical gauge condition of the form x = 2<5 Va2 + b2 —T(T) = 0). In 
terms of the new variables this is an intrinsic time; of course, when put in 
terms of the original variables this time involves the momenta. 

All the results include the sign of the momentum 7rs, which comes from 
the double sign in the definition of $1 . Some authors, however, have sug­
gested that the typical constraint of a parametrized system, which is linear 
in the momentum conjugated to the time, may be hidden in the Hamilto-
nian formalism for the gravitational field [Ferraro (1999); Catren&Ferraro 
(2001)]. According to this point of view, one should choose only one of both 
possible signs for the generator $ i , and there would not be two coexisting 
theories. Our results, instead, reflect that we consider the quadratic Hamil-
tonian H(x, s, TTX, irs) as the starting point because our formalism requires a 
constraint which, with a given choice of variables, admits an intrinsic time, 
and at the level of this Hamiltonian there is no reason to choose one defi­
nite sign for the non vanishing momentum 7rs. Anyway, it must be signaled 
that, because the reduced Hamiltonian 1/P is a conserved non-vanishing 
quantity, in our interpretation there are no transitions from states on one 
sheet to states on the other sheet of the constraint surface, and therefore 
both points of view do not lead to an essential contradiction. We shall re­
turn to this point in Chapter 6, in the context of the canonical quantization 
of the Taub universe. 

4.2.3 Other anisotropic models 

Other anisotropic universes exist with even more easily separable con­
straints than which we have analysed. An example is the Bianchi type 
I model with j3ij a diagonal matrix, whose metric is of the form given in 
(4.53) with the linear forms equal to coordinate differentials: a% = dxl. 
The scalar curvature 3R vanishes, so that in the empty case we obtain the 
Hamiltonian constraint 

H = -7r£ + ir2
+ + w2_ ss 0. (4.86) 

This form of the constraint has led to an interpretation based in the analogy 
with a relativistic free particle in two dimensions. In fact, this is right in 
the sense that all the momenta are constants of the motion. However, we 
should remark that the absence of a mass (or a non vanishing potential) 
does not allow to identify Q, as the global phase time, as it is clear that the 
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Poisson bracket [0,,'H] vanishes for nn = 0. The global phase time must 
be extrinsic, and it is easy to show that the procedure of the preceding 
sections leads to 

t(n,7rn) = - ^ - . (4.87) 
Inn 

(Analogous expressions in terms of /3± and TT± can be given with the prop­
erty [t, n] > o). 

A less trivial example is provided by the homogeneous version of the 
Szekeres universe [Szekeres (1975)]. With a suitable coordinate choice, this 
model is described by the spacetime metric 

ds2 = ea^ (N2dr2 - dz2) - e ^ (<J>dx2
+ + e'^dxl), (4.88) 

where p is a positive-definite constant which is usually related with the 
pressure of the matter source. This metric is invariant under translations 
along the z axis, and it is also Lorentz invariant in this direction (in its 
original version the functions a and /? also depend on z, so that the model 
is not homogeneous). We can make the redefinition (ep/2o;+,e_p/2a;_) -> 
(a;, y) to put the metric in the axisymmetric form 

ds* = ea^ (N2dr2 - dz2) - e"<T> {dx2 + dy2) . (4.89) 

If we neglect matter in the dynamics of the model, then we can write its 
Lagrangian as 

C = N 3 i ? v
/ Z M = ^ (afl - 2d2 + | / 3 2 ) , 

where we have discarded total derivatives which would contribute with 
surface terms to the action (we have used dots to denote derivatives with 
respect to r ) . Note that there are no potential terms, but the derivatives 
are mixed, so that the supermetric is not diagonal. Then we define the new 
coordinates u and v such that 

a = v 

0 = u — -v. 
5 

This allows to write the Hamiltonian constraint 

n = e-«+./5 (l^u _ ^ w 0> (4 90) 
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which resembles the constraint of a massless free particle in one spatial 
dimension, scaled by the positive-definite function e~u+v>5. As there is no 
potential, the time cannot be defined in terms of the coordinates only; by 
applying our deparametrization procedure we find that, depending on the 
choice of the separation constants in the Hamilton-Jacobi equation, the 
extrinsic time can be given as t(u,Tru) ~ U/TTU or in the form t(v,nv) ~ 
-V/TTV. 



Chapter 5 

String cosmologies 

In order to present an example of quantization of models beyond general 
relativity, in this chapter we apply the technical procedures developed in 
the previous chapters to the study of cosmological models within the con­
text of dilatonic theories of gravity coming from the large tension limit 
of string theory. Then we now focus our attention on the analysis of the 
minisuperspace realization of string cosmological models which appear as 
solutions of the low energy effective action of closed bosonic string theory. 

5.1 String theory on background fields 

The action of the non linear u-model that describes the world-sheet dy­
namics of strings on a curved manifold and in presence of background fields 
has the form 

Sws = - ^ fdadTVh(ha0gflv(X)+ieal3Blil/(X))daX'id0Xv 

+ J - [ dadrVhR(X)(f>(X), (5.1) 
2TT J 

where hap is the metric on the string world-sheet, R is the Ricci scalar 
related with this metric, g^ is the metric of the spacetime which fixes 
the background geometry, B^ is the NS-NS two-form field and 4> is the 
dilaton. Actually, these are precisely the background fields that emerge as 
coherent states of the massless spectrum of closed bosonic string theory. We 
have adopted the usual nomenclature which establishes that the indices a, /3 
label the two-dimensional world-sheet manifold while the indices n,v,p are 

77 
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reserved for the £>-dimensional target spacetime. In the expression above, 
the parameter a' must be interpreted as the inverse of the string tension 
T = l/(27ra') which introduces the scale of the theory at the quantum level. 

The two-dimensional field theory defined by (5.1) is invariant under 
gauge transformations of the form 

SBnv = <9MA„ - dvky., 

H = </>o, (5.2) 

being AM an arbitrary vector and <f>o a constant value. 
Now, let us define the strength tensor H^p associated to the antisym­

metric field B^v as follows: 

Hp„p = dfiBVp — dpBpV + d„Bpli (5-3) 

A crucial requirement of the consistency of string theory is the existence 
of Weyl's invariance in the world-sheet theory (5.1); and consecuently, this 
fact imposes the vanishing of which are called the beta functions: 

R»v + VMV„<A - ^ H ^ H S ' = 0 

V'H,M„ - V ^ H , M „ = 0 

c - V ^ ^ + V ^ V ^ - j H ^ H " " 1 - 0 (5.4) 

where c = 2(D — 26)/(3a'). It must be noted that these equations have 
been written at first order in the a' power expansion. 

A point to be remarked for our further study is the fact that the equa­
tions (5.4) can be interpreted as the Euler-Lagrange equations of motion 
of a field theory corresponding to the following action: 

Ssf = j ^ I dDx^ge-f (-c + R + V ^ V V - - ^ H ^ H " " ' ) . 

(5.5) 
Thus, we can interpret this expression as the low energy effective action 
describing the large tension limit (i.e. a' -> 0) of closed bosonic string 
theory. Within this context, a consistent configuration of background fields 
for the formulation of string theory must satisfy to be a classical solution 
obtained from the variational principle with the action (5.5) (at least, at 
first order in the a' power expansion). 
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Now let us redefine the fields in order to obtain a more familiar form 
for the field theory. If we perform the change 

9nv -> e0sM„ (5.6) 

the action of the spacetime theory (5.5) becomes 

T 1 p40/(D-2) 1 
x R - ce2^D~V + _ L _ v ^ V V - r _ _ H ^ p H " " " . 

(5.7) 

This is, in fact, the Einstein-Hilbert action with particular coupling terms 
with the dilaton and the AfS-AfS field. Indeed, this form for the effective 
field theory is known with the name of Einstein frame action, while the 
action (5.5) is commonly called the string frame action. 

In the particular case D = 4, the variational principle SS = 0 imposed 
to this new form of the effective action leads to the equations of motion 

VMa"0 + ce* - -^e~ 2 ^H 2 = 0 (5.8) 

V,H£„ + 2 V ^ H * „ = 0 (5.9) 

Rv* - \g^R - \9P»** = \ (v„0V„0 - !s„„(V0)2 J + 

and the Bianchi identities 

(5.10) 

V ^ H ^ j = 0. (5.11) 

Thus, we obtain in (5.10) the Einstein equations with a cosmological func­
tion given by A(x) = c e ^ ' and coupling terms with the stress-tensor com­
ponents of the background fields. 
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5.2 String cosmological models 

The Euler-Lagrange equations yielding from the spacetime action (5.5) 
admit homogeneous and isotropic solutions in four dimensions [Antoniadis 
et al. (1988); Tseytlin (1992); Tseytlin&Vafa (1992); Goldwirth&Perry 
(1994)]. This fact becomes important within the context of the study of 
the cosmological problem. Indeed, such solutions present a Friedmann-
Robertson-Walker form for the metric, namely 

dsz = N(r)dT2 - e 2Q(T) (_ dr2 

kr2 + r2d62 + r2 sin2 6dtp' 
" ) • 

(5.12) 

On the other hand, for the dilaton <f> and the field strength H^p the ho­
mogeneity and isotropy constraints demand 

<t> = 0 ( r ) 
Hyfc = X(r)sijk (5.13) 

where e ^ is the volume form on the constant-time surfaces and A is a 
real number. Note that the requirement of satisfying the Bianchi identities 
(5.11) inmediately implies that A does not depend on the parameter r . 

For the case A = 0 the Einstein frame action for this system in four 
dimensions is given by 

:\l* gNe 3S2 fi2 h2 * 
N2 N2 

20. (5.14) 

(in this chapter we shall use dots to denote derivatives with respect to r ) . 
On the other hand, in the case k = 0 we can write 

= 2 / d"xJ~-9 gNe 3Q ~ + ~-2cet>-\2e-6n-2* 
N2 N2 (5.15) 

In both cases we have absorbed the factor (8KGN) X by a redefinition of 
the fields. If we put the action in the Hamiltonian form we obtain 

• / 

dr Trnfi + -KA - NH ] • (5.16) 

In the case A = 0, which corresponds to the two-form field B^y equal to 
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zero, we obtain the Hamiltonian constraint 

Ux = \e~™ ( -7$ + TT2, + 2ce6n+^ - keiQ) » 0, (5.17) 

while for A; = 0 (flat universe) we obtain the constraint 

•H2 = le~3n (-TT2 + n2 + 2ce6n+« + A2
e-2*) « 0. (5.18) 

The Hamiltonian form of the action will be useful for our further analysis 
within the context of the quantization of the theory. The presence of the 
Hamiltonian constraint reflects that the low energy string theory for gravity 
has the same reparametrization symmetry of general relativity, and then 
the problem of time persists in the quantization of cosmological models. 

On the other hand, by introducing the cosmological ansatz given by 
(5.12) and (5.13) in the field equations (5.4) we obtain the cosmological 
equations, namely 

c + 600 - 6ft2 - 4>2 + 2X2e-6Q - 6ke~2n = 0, (5.19) 

4> - 3ft2 - 3ft = 0, (5.20) 

+30 2 - ft - ft0 - 2A2e-6 n + 2ke-2n = 0. (5.21) 

These equations admit classical solutions that represent several possible 
phases of string cosmological models. 

An important feature of the cosmological equations (5.21) is the fact 
that there exists a T-duality symmetry [Veneziano (1991); Gasperini&-
Veneziano (1993)] reflected in the transformation Q(T) —»• —ft(—r). This 
symmetry establishes a fundamental point in the study of the cosmologi­
cal problem in string theory: Within the context of string cosmology, the 
idea of the big bang singularity is replaced by the assumption of the exis­
tence of a phase transition of finite curvature in that early epoch. Indeed, 
this cosmological scenario enables us to consider a pre-big bang cosmology 
with interesting and non-trivial differences with the standard cosmology 
[Gasperini (1999); Veneziano (1999)]. A detailed analysis of the classi­
cal solutions appearing in string cosmology can be found in the literature 
[Meissner&Veneziano (1993); Goldwirth&Perry (1994); Gasperini (2000)]. 
Among these solutions we can find the power behaviour of the scale factor, 

a(r) = en^ = a0T
a (5.22) 
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being, for example, a = —1/-\/3, 1/V3, 1/3,... Consecuently, in order to 
satisfy the field equations (5.21), the dilaton field takes the form 

3 
0(r) = -a(l-a)ln(r)+T]T + <po. (5.23) 

Moreover, we can also find a static Einstein universe given by 

a — a0 — VX, 
k = 1, 

2 4 

0(T) = rjr + fo. (5.24) 

Indeed, this solution represents a closed, static, homogeneous and isotropic 
universe which is possible by the simultaneous existence of the AfS-J\fS 
two-form field and the Weyl's anomalous parameter c [Giribet (2001)]. 

5.3 Path integral quantization 

Let us return to the Hamiltonian constraints (5.17) and (5.18), which we 
shall write in a condensed form as 

H = i e - 3 " (-vr2 + TT2 + 2ce6 n +* - 6Xt0ke™ + <5MA2
e-

2*) (5.25) 

with the 6's introduced to consider the cases of a flat model with two-form 
field different from zero, and a closed or open model with A = 0. We shall 
find a global phase time and give the quantum transition amplitude in the 
form of a path integral for the models whose Hamilton-Jacobi equation 
is separable; some results will be shown to be valid also for more general 
models [Giribet&Simeone (2001a)]. 

5.3.1 Gauge-invariant action 

We shall begin our analysis by considering the following generic form for 
the scaled Hamiltonian H = 2e3Q% : 

H = - ^ + TTI + AAena+m(t' ss 0, (5.26) 

where A is an arbitrary real constant and m ^ n. In general, this Hamilto­
nian is not separable in terms of the original canonical variables. Then we 
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define 

2 
x = n + m 

e(n+m)(fi+0)/2 

y = (^—\e(n-m)(U-<l>)/2 ( 5 2 ? ) 

\n — m J 

so that dividing H by (n2 — m2)xy > 0 we can define the equivalent con­
straint 

H' = W^y = -^y + AK"> (5"28) 

whose corresponding Hamilton-Jacobi equation reads 

dWdW 
dx dy 

+ A = E'. 

By reproducing the same steps of section 4.1.3 we find that the canonical 
variables (Ql,Pi) are given by 

9_(n-m)(n-0)/2 
Q° = _ _ 

(n — m)P 

Q = r^T^ -^2 1 N (A-Po)+vT(r)), 
(n + m) Pz \ (n — m) J 

P0 = 4(TT2 - 7rS)e-<n+ro><*+n> + A, 

P = I ( 7 r n + 7 r 0 ) e - ("+'")( f i+«, 

where rj = ± 1 . The coordinates and momenta (Ql, Pt) describe an ordinary 
gauge system with a constraint Po = 0 and a true Hamiltonian df/dr = 
(n / P)(dT / dr) which conmutes with K. Its action is 

If we write <S in terms of the original variables we have 

S[n,<j>,nQ,n<t>,N} = J 2 L ^ + VQ^.-NH\dT + B(Ti)-B(T1), 

(5.30) 
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'*l ~ TTO + AAenQ+m<t>s 

7i"n + ?i> y n-m I 

^e(n+m)(Q+<t>)/2 / 2 e ( n - m ) ( f i - 0 ) / 2 y / y i 

+ rz zr^z + " 

where 

B(T) = 

n> + Tin \ n-m A 

As TTX = P = (1/2)(7rn + 7I>)e-(»+™)("+</>)/2 w e c a n w r i t e 

B(r) = - Q ° P 0 - 2A ( > - ^ ) . 

Under a gauge transformation generated by H we have 5EB = — 6eS, so that 
the action <S is effectively endowed with gauge invariance over the whole 
trajectory and canonical gauge conditions are admissible. 

5.3.2 Extrinsic time 

A global phase time t must verify [t,H] > 0, but as % — .F(fi, </>)#' = 
jF(Vt, (f>)Po with T > 0, then if t is a global phase time we also have [t, Po] > 
0. Because [<2°,Po] = 1, an extrinsic time can be identified by imposing a 
r—dependent gauge of the form 

X = Q°-T(T)=0 

and defining 

t = T. 

We then obtain 

i(ft,<A,7rn,7r0) = — - . (5.31) 

(m-n)(7TQ+7r^) 

Using the constraint equation (5.26) we can write 

,, . 7r<A - ""n 
t(7rn,7r^) = r-r. 

(n - m)A 
For the scaled constraint H = 2e3fi% with fc = A = 0 we have 4A — 2c, n — 
6, m = 1. Then the extrinsic time is 

' ( n '*'*°'** ) = -5(^T^)- (5"32) 
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We can go back to the constraint H with k ^ 0 and evaluate [t,H]. For 
an open model (k = - 1 ) a simple calculation gives that [t, H] > 0 for both 
c < 0 and c > 0. For the case k = 1, instead, an extrinsic global phase time 
is 

t(irn,n<i>) = r-(7i> - 7Tn) 

if c < 0. 
In the case of the scaled constraint with c = k = 0 we have 4A = 

A2, n = 0, m = - 2 , and the extrinsic time reads 

2e~2^ 
£(£!,(£, 7rn,7i>) = • • (5.33) 

If we then consider c ^ 0 and we compute the Poisson bracket [t, H] we 
find that this is positive definite if c < 0. Hence the time given by (5.33) 
is a global phase time for this case. In fact, a simple prescription can be 
given to determine whether an extrinsic time for a system described by a 
given Hamiltonian is also a time for a system described by a more general 
constraint. We have denned H' = g~1(q)H with g > 0, and because we 
matched P0 = H1, then t = Q° fulfills [t, H'\ = 1 (and then [t,H]=g>0 on 
the surface H = 0). If we consider an extended constraint H = g(q)H' + h 
and we calculate the bracket of t with H we obtain 

[t,H\ = g + H'[t,g] + [t,h]. 

Using that E « 0 w e have that the condition 

[t,H] = g-g-ih[t,g} + [t,h}>0 

must hold on the (new) constraint surface if t is a time for the system 
described by H. For the system associated to the constraint (5.26), from 
(5.27) and (5.28) we have that g = 4e"" + m ^; if we add a term of the form 
h = ae r f 2 + s * to H the condition turns to be 

(71-0 + TTQ)2 

(n + m) — (r + s) 

n — m 
> - 1 . 

This analysis could be useful, for example, in the case that a further de­
velopment of the theory beyond the low energy approximation provides an 
effective potential for the dilaton which should be included in the Hamilto­
nian in a description of the earliest stages of the universe. 



86 String cosmologies 

5.3.3 Intrinsic time and path integral 

On the constraint surface H' — P0 = 0 the terms B(T) clearly vanish in 
the canonical gauge 

X E E r ? Q ° " A P = 0 ( 5 , 3 4 ) 

which is equivalent to T{T) = ±2(m - n)-i^ e(n-™)(«-*)/2 ) a n d then it 
defines r = r(fi, 4>). As Q°P = -y(fi , </>), an intrinsic time i can be denned 
as 

t = VQ°P/2 

if we apropriately choose T). We have 

[*,#'] = | [ Q ° P , P 0 ] = | P , 

and because P = -KX then to ensure that i is a global phase time we must 
choose rj — sign(nx) = sign(irn + 7ty). 

In the case A > 0 it is |7rn| > |7r |̂ (so that sign(nx) = sign(nn)) and 
the constraint surface splits into two disjoint sheets identified by the sign of 
TTQ; in the case A < 0 it is \iv^\ > |7TQ| and the two sheets of the constraint 
surface are given by the sign of nj,. Hence in both cases n is determined by 
the sheet of the constraint surface on which the system evolves; we have 
that for A > 0 the intrinsic time can be written as 

t(Q,(f>) = (—!—) s ^ n ( 7 r n ) e ( " - m ) ( n - ^ / 2 , (5.35) 
\m — n ) 

while for A < 0 we have 

t(fi, 4) = (—!—) sign{-K4,)e
{-n-m)^-^l2. (5.36) 

\m — n J 

For the constraint with k = A — 0 the intrinsic time is 

t(Cl,<j>) = - I S j 5 n ( 7 r n ) e 5 ^ - ^ / 2 if c > 0, 
5 

and 

t{n, cf>) = -\sign(^)e5^-(t'^2 if c < 0. 
0 
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By evaluating the Poisson bracket [t, H] for H with k ^ 0 we find that the 
intrinsic time obtained in the case c > 0 is also a time for an open model 
(A; = - 1 ) , and the time for c < 0 is a time also for k — 1. 

In the case of the constraint with c = A; = 0 we obtain 

t ( f i , 0 = -|«0n(7rn)e<n-*>, 

and a simple calculation shows that this is also a global phase time for a 
more general model with c > 0. 

Because we have shown that there is a gauge such that r = r{ql) and 
which makes the end point terms vanish, we can obtain the amplitude 
for the transition \Q.i,<f>{) —• |fi2,^2} by means of a path integral in the 
variables (Ql, P,) with the action (5.29). This integral is gauge invariant, so 
that we can compute it in any canonical gauge. According to (3.25), on the 
constraint surface Po = 0 and with the gauge choice (5.34), the transition 
amplitude is 

(5.37) <02,n 2 |&,ni ) = JDQDPexp i£(PdQ-ldT) 

where the end points are given by 

\m — nj 
e(n-m)(n„-0 o) /2 

(a = 1,2); because on the constraint surface and in gauge (5.34) the true 
degree of freedom reduces to Q — x, then the boundaries of the paths in 
phase space are 

Qa = ( 2 \ e(n+rn){na+^,a)/2^ 

For the Hamiltonian with A = 0 and null curvature the end points are 
given by Ta = =F(c/5)e5(n°-^)/2 , while Qa = (2/7)e7(n»+<W/2. In the case 
of c = k = 0 we have Ta = T (A 2 / 4 )e ( n ° -^ ) and Qa = - e - ( n < . + « . After 
the gauge fixation we have obtained the path integral for a system with 
one physical degree of freedom. An interesting point to be noted is the 
following: although we have identified the time as a function of both <$> and 
fi we find that, depending on the sign of A, also fi or <j> alone can play the 
role of clock for the system. For A > 0 we have -KQ ^ 0 and for A < 0 we 
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have 7T0 7̂  0, so that we can also define 

t{ = - f t sign(nn) if A > 0, 

<2 = +<f>sign(TC^) if vl < 0. 

This can make more clear the interpretation of the transition amplitude 
( f o . W i . n i ) given by (5.37). 

In the particular case A = 0, k = —1, c = 0, which corresponds to 
an open model with null cosmological function, we obtain a Hamiltonian 
constraint analogous to that of section 4.1.2, 

W = l e - 3 ^ ( _ 7 r 2 + 7 r 2 ) + e n w 0 _ 

This model can then be deparametrized and quantized in a completely 
analogous way, so that the time can be defined as 

t = -ft sign^n), 

while the infinitesimal propagator can be explicitly calculated, and when 
written in terms of the Hankel functions (see section 4.1.2) it reads 

<0a ,n i+e |0 i , n i> = 

V£2 - (02 -4>\)2 

The double sign corresponds to the two sheets of the constraint surface given 
by the sign of TTQ. (Observe that this procedure has the aforementioned 
problem of the time-dependent potential). 

5.3.4 Summary 

We have analised string cosmological models of two types: 1) models with 
homogeneous dilaton field and vanishing antisymmetric B^, field (A = 0); 
2) models representing flat universes (k = 0) with homogeneous dilaton 
and non vanishing antisymmetric field. For the cases considered we have 
been able to identify a global phase time. In the cases A = 0, A; = 0, c ^ 0 
and A / 0, fc = 0, c = 0 the Hamiltonian is easily separable and the 
potential has a definite sign, so that the transition amplitude has been 
obtained straightforwardly. Once we have found a time t for the inmediately 
separable models, we have identified the extended region of the parameter 
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space where t is a global phase time. We can summarize the results as 
follows: 

• When A = 0 the Hamiltonian takes the form 

%x = \e~™ {-n2
n + rf + 2ce6 n +* - fce4n) * 0. 

For the models described by this constraint, the times for the dif­
ferent cases are given by 

t(ft,(Mn,7r^) = -77 ; T i f k =-1,0 

., x 2 j c>0,k = -l,0 
5cv '" "y 1 c < 0 , fc = 0,l 

, , n ^ - ) -U/5)^r i (7r f i )e 5 ( n -*) / 2 if O 0, fc = - 1 , 0 
H" , <W - 1 .(l/5)s^n(7r<6)e5(fi-0)/2 if c < 0, jfe = 0, 1. 

• If we consider the case k — 0, the Hamiltonian becomes 

n2 = i e - 3 « (-TT2 + TT2 + 2ce6 n +^ + A2e-2*) « 0. 

For these models, we can classify the global phase times in the 
following way: 

2e~2* 
t(Cl,(j>,nQjiVA,) = if c < 0 

TTfi +770 

2 
*(7rn,7r0) = - j (7T0-7 r n ) if c > 0 

t(n, (/>) = - i s i gn (7 r f i ) e ( f W ) if c > 0. 

The intrinsic time found for the case fc = 0, A = 0 i s a time also for the 
case A; = 1, c < 0 and for k — — 1, c > 0. The extrinsic times identified 
for k — 0, A = 0 also deparametrize the more general models with non 
vanishing curvature. When both A and c are different from zero, the models 
admit as global phase times those which were found for the case c = 0. 

We have restricted our analysis to the formal aspects of minisuperspace 
quantization. It must be emphasized that a complete discussion about the 
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limits of such approximation as well as an analysis of the application of our 
method to the interesting problems posed by string theory for the earliest 
stages of the universe would require a detailed knowledge of the effective 
potential for the dilaton (see Chapter 7). 



Chapter 6 

Canonical quantization 

In this chapter we discuss the usual canonical quantization procedure ap­
plied to simple, relativistic and string, cosmological models. Besides giving 
a very brief review of different procedures, our aim is also to show how 
the developments of the previous chapters can be useful even if we do not 
quantize a cosmological model by means of a path integral. We begin by 
reviewing an analysis on an isotropic relativistic model considered by Halli-
well, in which approximate solutions are found for different regions of phase 
space. We follow with a formulation based in a Schrodinger equation for 
isotropic models with different matter fields, which are reduced by means of 
gauge fixation. Then we discuss some different approaches to the canonical 
quantization of the Taub universe, with and without deparametrization, 
one of them addressing the problem of boundary conditions. We give our 
solution for the Wheeler-DeWitt equation for this model working with a 
clear notion of time, so that the wave function has an evolutionary form; in 
particular, we show that in our picture the role of the original momenta is 
confined to appearing in the time variable. Finally, we solve the Wheeler-
DeWitt equation with a coordinate playing the role of time in the case of 
a generic isotropic string cosmology, and we discuss the choice of the phys­
ical solutions determined by the existence of a free limit in the theory; we 
also give a Schrodinger equation for these models, and analyse the rela­
tion existing between a right choice of time and the obtention of a unitary 
quantization. 

91 
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6.1 Approximate solutions of the Wheeler—DeWitt equa­
tion 

Consider the Hamiltonian constraint of a closed (k — 1) homogeneous and 
isotropic universe with a scalar field (j) and null cosmological constant; as­
sume a generic dependence of the potential with 4>, namely V'(<)>). The 
associated Wheeler-DeWitt equation obtained by replacing p —t —id/dq 
(and considering the trivial factor ordering) reads 

Halliwell has analysed the region of phase space such that |V/V\ <C 1 and 
found solutions whose variation with the matter field is small, so that the 
<j> derivative can be neglected. In the region where the scale factor is small 
the resulting WKB solutions have the exponential form [Halliwell (1990)] 

9({l,<f>) ~ exp ( ± 3 p ^ y ( l - e™VW)3/2) - (6-2) 

and are associated to a classically forbidden region. When the scale factor 
is large, the WKB solutions have the oscillatory form 

* ( n , 0 ) ~ exp ( ± ^ ( e
2 " y ( « « - l ) 3 / 2 ) . (6.3) 

The latter corresponds to what is usually considered the classicaly allowed 
region. Both kinds of solution can be matched by means of the common 
WKB matching procedure. In the case e2nV((j)) <C 1 it can be shown that 
the oscillatory wave function is peaked about a solution of the form 

which corresponds to an inflationary behaviour. (For the case V((j))=0 an 
exact solution can be easily obtained as a combination of modified Bessel 
functions; a comparison would then be possible by considering their assymp-
totic behaviour. This is also the case if we set V(<j))=Q in a flat (k = 0) 
model with nonzero cosmological constant). Note that, depending on the 
form of V ((/>), the regions considered by Halliwell may be related to those 
to which the analysis should be restricted if one was to define an intrinsic 
time in the case of models for which this cannot be done globally. 
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6.2 Gauge fixation and Schrodinger equation for isotropic 
models 

An interesting approach within the canonical quantization framework is 
that followed in [Cavaglia et al. (1995)]. In a line of work analogous to that 
of Barvinsky and Ponomariov [Barvinsky&Ponomariov (1986)], canonical 
gauge fixing is used to reduce the system: one degree of freedom is given as 
a function of the remaining ones and the time parameter r , and a true (the 
authors call it "effective") Hamiltonian is obtained; this Hamiltonian may 
in general depend on the time parameter. The criterion for the gauge choice 
is the simplicity of the Hamiltonian for the reduced system. Once the re­
duction is performed, then the system is quantized in the reduced canonical 
phase space; this is achieved by writing a r-dependent Schrodinger equa­
tion. In a given gauge, the time parameter is connected to the canonical 
degree of freedom that has been eliminated. 

The authors analyse a Friedmann-Robertson-Walker universe with mat­
ter in the form of a conformal scalar field (CS) and of a SU(2) Yang-Mills 
field (YM) [Cavaglia&De Alfaro (1994)]. They define the corresponding 
Hamiltonian for each field as 

Hcs = \ K + V{X)) 

HYM = \(\^ + V(0), 

so that if HQR is the pure gravitation Hamiltonian, the constraint is 

-HGR + Has + HYM « 0. (6.4) 

Then different gauge choices and the resulting Schrodinger equations are 
explored. For a gauge condition in terms of the gravitational degree of 
freedom like [Filippov (1989)] 

7rn + — e n c o t r = 0 

the equation 

i — * ( e , x , T ) = (HCS + HYM)*({;,X,T) (6.5) 

is obtained; its solution gives a wave function for both matter fields. A 
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rather different choice connects the conformal field with the time parameter: 

nx — x c o t r = 0. 

This gauge leads to a Schrodinger equation for the metric and the Yang-
Mills field: 

i—*(£ n, r) = (HYM - HGR)V(t, O, r ) . (6.6) 

An explicit solution is given for the simple case of a closed universe with a 
scalar field </> with V(cj>) = 0. The gauge condition 

7 r f i -12e n s inhf 4 = ) = 0 
V* 

yields the equation 

G ^ £ ) * < * r > = ° (6-7) 
for the only physical degree of freedom <f>. The solutions are of the form 

* ( 0 , T ) = / ( 0 ± T ) . (6.8) 

A particular solution is *((/>, r) = Ae~^±T^ ^2<T, which represents a universe 
whose maximum probability follows the classical path 4> = ± r . 

It is something to be noted that if the gauge conditions were globally 
well defined, so that the variables entering the gauge fixation defined a 
global phase time, this procedure would be rather similar to which we give 
in section 6.3.3 for the Taub universe (see below). 

6.3 The Taub universe 

6.3.1 Standard procedure 

In the literature we can find different solutions for the Taub universe. An 
important example among those which do not start from an explicit de-
parametrization is the solution found by Moncrief and Ryan [Moncrief&-
Ryan (1991)] in the context of an analysis of the Bianchi type-IX uni­
verse with a rather general factor ordering of the Hamiltonian constraint 
[Hartle&Hawking (1983)]. In the case of the most trivial ordering they 
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solved the Wheeler-DeWitt equation to obtain a wave function which they 
give in the integral form 

*(n, /3+) = j^duF^Kto Q e 2 ° - 4 " + ) K2iu ( j e 2 ^ ) , (6.9) 

with KiW modified Bessel functions of imaginary argument (the modified 
functions J are discarded because they are not well behaved for f}+ - • ±00). 
In the particular case that F{u) = wsinh(7rw) they have shown that the 
wave function can be written in the form (see also [Martinez&Ryan (1983)]) 

V(n,/3+)=R(n,p+)e-s (6.10) 

with 

6 

An important feature of this wave function is that for values of Q, near the 
singularity (that is, the scale factor near zero) the probability is spread 
over all possible degrees of anisotropy given by /3+, while for large values of 
the scale factor the probability is peaked around the isotropic Friedmann-
Robertson-Walker closed universe (the authors, however, prevent from a 
naif interpretation of the wave function, and they note that there are dif­
ferent probability interpretations that would not agree with this one). 

6.3.2 Boundary conditions and Schrodinger equation 

A rather different approach beginning with the identification of a global 
phase time can be found in a recent work [Catren&Ferraro (2001)], in which 
the authors obtain a Schrodinger equation and its solutions are used to 
select a set of solutions of the Wheeler-DeWitt equation. The underlying 
idea is that the typical constraint of a parametrized system, which is linear 
in the momentum conjugated to the true time, is hidden in the formalism 
of gravitation. This is an extension of the analogy between the ideal clock 
and empty isotropic models [Beluardi&Ferraro (1995); Ferraro (1999)]: The 
constraint of the ideal clock 

U = pt - t2 « 0 
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yields the Schrodinger equation 

. a * 
'It 

= - t 2 * (6.11) 

which is of parabolic form, and it has the only solution ty = elt /3 . As a 
first step to obtain the constraint of a minisuperspace, a canonical trans­
formation leading to a constraint quadratic in the momenta is performed: 
defining Q = pt, P = —t, we obtain 

H = -P2 + Q « 0. 

(The Hamiltonian of empty isotropic models results from the second trans­
formation Q = V(Cl), P = Tra(dVIdfi)-1, with V the potential defined in 
Section 3.4.3). The differential equation associated to the constraint is now 
of hyperbolic form: 

a 2 * 
dQ-

+ Q * = 0. (6.12) 

As this equation is of second order, it has two independent solutions, which 
are the Airy functions Ai(—Q) and Bi(—Q). The central point is that while 
Bi(—Q) diverges for Q —> — oo, Ai(—Q) is well behaved (in fact, it vanishes) 
in this limit, and it is the Fourier transform of the solution of Eq. (6.11). 
This provides a criterion for selecting solutions of the hyperbolic equation: 
the physical solutions would be those which are in correspondence with the 
solutions of the Schrodinger equation. 

This line is then followed for quantizing minisuperspaces with true de­
grees of freedom. In the case of the Taub universe, the authors start from 
a Hamiltonian like that given in Eq. (4.72) (with a different choice of the 
constants), and solve a Wheeler-DeWitt equation like 

flx2 dy2 leix + le2y)9(x,y)=0 (6.13) 

as it was done by Moncrief and Ryan. They obtain a set of solutions of the 
form 

*M,V) = a(io)Iiu (leA + b(cj)Kiu Q e » 

c(uj)Iiu/2[^e2*]+d(Lj)Kiu/2(-e
2x 

(6.14) 
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with J and K the modified Bessel functions. Then they consider a canonical 
transformation analogous to (4.74) but with only the minus sign, so that the 
momentum irs is negative definite, and the time is then t = s; hence in Eq. 
(4.76) the first factor is positive definite, and the second one is a constraint 
linear in -KS = nt and including a true Hamiltonian h — \/ir% + (l/9)e4a: 

which does not depend on time (this feature makes possible the equivalence 
of the linear constraint and the original quadratic one; see below). This 
constraint then leads to the Schrodinger equation 

il*^')=(-^ + 5 e 4") 1 / a* ( ! B , ' ) - (6-15) 
It is necessary a prescription to give a precise meaning to the Hamiltonian 
operator; the square root containing the derivative operator must be un­
derstood as its binomial expansion, which allows to propose solutions of 
the form ~ <p(x)e~lwt. According to this interpretation, the contribution 
of the functions Iiw/2((l/6)e2x) is discarded, because they diverge in the 
classicaly forbidden region associated to the exponential potential \eix\ the 
functions /jW((2/3)ey), instead, are not discarded, because in this picture 
the coordinate y is associated to the definition of time. In fact, by trans­
forming the solutions of the Wheeler-DeWitt equation it is shown that 
those corresponding to the solutions of the Schrodinger equation are pre­
cisely the functions Iiu)((2/S)ey), while the functions KiuJ((2/3)ey) must be 
ruled out because they cannot be associated to definite energy states of 
the true Hamiltonian h. It is remarkable that the functions in the selected 
subspace do not decay in the classically forbidden zone (note the difference 
with the result of the preceding section). 

6.3.3 Wheeler-DeWitt equation with extrinsic time 

Our idea is to apply some results of the deparametrization proposal given 
in the preceding chapters to the usual canonical quantization procedure. 
Then we start from a form of the Hamiltonian constraint such that a global 
phase time is easily identified as one of the canonical coordinates; this is 
reflected in the corresponding Wheeler-DeWitt equation, and hence, the 
resulting wave function has an evolutionary form and it may be interpreted 
as it is in ordinary quantum mechanics (see, however, the Discussion in 
Chapter 7). 
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The constraint (4.75) allows to inmediately define the time as 

t = —ssign(ns). 

As we showed in Section 4.2.2, this time yields from a simple canonical 
gauge choice, which in the variables ql has the form s = T]T(T), r] — ± 1 . 
We make the usual substitution pk -> —id/dqh to obtain the Wheeler-
DeWitt equation 

/ r)2 ff 1 
( — - — - -*ix 1 9(x, s) = 0. (6.16) \dx2 Bs2 9 

If we propose a solution of the form *f!(x, s) = A(x)B(s) we obtain 

\d2A 1 4x 2 1 d2B . f i 1_. 

Aw-r =-w =Bi^- (6-17) 

The equation for B is easy to solve, and its solutions are of the form e±tu>s; 
to solve for A we make the substitution u = (l/6)e2a: which leads to 

d2A 18A / J1 \ . n „ . „ „ . 
+ 7 - 5 T - 1 - 1 7 ? M = 0- (6-18) 9u2 u 9u \ 4u2 

This is a modified Bessel equation with v2 — —u2/4, whose solution is a 
combination of the modified Bessel functions Iv and K„ (we have adopted 
the convention of [Gradshteyn&Ryshik (1965)]). Thus the Wheeler-DeWitt 
equation has the set of solutions [Giribet&Simeone (2001c)] 

* w (x , s ) = [a{u)eiws + b{u)e~iuis] 

x c(w)Iiul/2 Q e 2 a ; ) H - d M ^ / a Q e 2 * ) 

(6.19) 

where ±s is a global phase time. The result can be understood as a set of 
positive and negative-energy solutions; this is related to the fact that the 
potential does not depend on time. (The contribution of the functions JjW/2 
should be discarded as they are not well behaved for great values of x). 

There are two points which deserve certain analysis: The first is that 
we have chosen the separation constant as — w2; we could choose a positive 
definite constant, and the functional form of the solutions would be com­
pletely different. The reason for our choice is the formal analogy between 
the constraint for the Taub universe in the variables (rc,s,7ra;,7rs) and the 
constraint of some models of string theory, for which we have a natural 
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criterion to select one kind of solution (see below). The second is that we 
have not discarded negative energy solutions; this would have been equiv­
alent to select one sheet of the constraint surface. As we pointed in the 
context of path integral quantization, once we decide to work and give the 
results in terms of the variables {x,s,Ttx,its) there is no reason to choose 
one sign for the momentum ns. Moreover, if we take the quadratic form of 
the constraint as an essential feature of gravitation, we should only admit a 
canonical transformation leading to a constraint equivalent to the original 
one; hence, both signs of $1 must be considered simultaneously to ensure 
that the original constraint and that in terms of the new coordinates and 
momenta yield differential equations with the same number of solutions. 

One half of the solutions of our Wheeler-DeWitt equation correspond to 
those of the preceding section, which yielded from a Schrodinger equation. 
Our procedure allows to obtain them without the necessity of defining a 
prescription for the square root operator, but only by choosing the trivial 
factor ordering. 

The solution can be easily extended for the case including matter in the 
form of a scalar field whose mass can be neglected in the dynamics. The 
addition of the corresponding term 7r? in the constraint only modifies the 
result (6.19) by an oscilatory factor depending on (/>, so that the solutions 
of the Wheeler-DeWitt equation are of the form 

¥u,p{x, 4>, s) = [a{a)eias + b(a)e~ias] 

x [ / ( p ) e ^ + «7(p)e-^] 

x c(u)Iiu/2(-e
2xj+d(uj)Kiui/2(-e

2x 

(6.20) 

where a = \Jufl + p 2 . As we showed in Chapter 4, the coordinate s is 
still a time if a massless field is present; hence the evolutionary form of the 
resulting wave function is preserved. 

A point to be remarked is that in this description, the role of the 
original momenta (unavoidable, provided the topology of the constraint 
surface in the original variables) is restricted to the global phase time 
s — iarcsinh (|(7rn + 7r+)e(~2n+/3+'); the other coordinates entering the 
wave function are simple functions of only the original coordinates. 

file:///Jufl
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6.4 String cosmologies 

As we pointed before, the quantization of string cosmologies is of physical 
interest not only for the same reasons of relativistic universes, but also 
because they allow for a conceptually new point of view about the earliest 
stages of the universe. However, in the context of the present work, we are 
mainly concerned with formal problems, and in this sense string cosmologies 
can play an important role, as they will provide a way to choose between the 
possible solutions of the Wheeler-DeWitt equation. Also, we shall use these 
models to reproduce an early analysis by Hajicek in terms of a Schrodinger 
equation, which illustrates some difficulties that one finds in the search for 
a unitary quantization [Hajicek (1986)]. 

6.4.1 Wheeler-DeWitt equation 

We shall begin by finding the solutions of the Wheeler-DeWitt equation of 
cosmological models in those particular cases in which the rescaled Hamil-
tonian takes the form 

H = - 7 $ + TTI + 4Aenn+m"' (6.21) 

This generic form of the constraint includes the following relevant cases: 
{2A = c, n = 6, m = 1}, {AA = A2, n = 0, m = —2} and the quoted 
{4A = —k, n = 4, m = 0}. Now we define the new variables x and y as 

x = — (nQ + m<j>) 

y = - (mf t + 710). (6.22) 

Since in string theory we have n > m, we can rescale the Hamiltonian in 
the following form 

H -> . 4
 2H (6.23) 

and thus we obtain the equivalent constraint 

H=-nl+iT2
y+Ce2x (6.24) 
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where £ = 16A/(n2 — m2). Now, let us define u = \/\(\ex. In terms of u 
and y we can write the Wheeler-DeWitt equation in the form 

d2 _d_ , d2 

du 
u~-r~z + u-j- + sign(Q)u2 

du2 
dtf 

*(u,y) = 0 (6.25) 

This equation clearly admits a set of solutions of the form \t = A{u)B(y)\ 
returning to the variable x, for the case sign(() > 0 we obtain 

*w(rc,i/) = [o+(W)e™» + a-Me-™*] 

b+(cu)Jiu(^\C\e*) + b_(u)Niul(V\C\ex) 

(6.26) 

being JiW and Niu the Bessel and Neumann functions of imaginary order 
respectively; for the case sign(() < 0, the solutions are of the form 

* u (*,!/) = [a+(w)e<w«'+o_(w)e-fa"'] 

b+(uj)Iiu)(^\C\ex) + b_(uj)Kiui(V\C\ex) 

(6.27) 

where IiW and K^ are, as before, the modified Bessel functions. In the 
case C < 0 the momentum 7ry does not vanish on the constraint surface; 
then, up to a sign determined by the sign of wy, the coordinate y is a global 
phase time, and we could separate the functions in (6.27) as positive and 
negative-energy solutions. In the case C > 0 a global phase time is ±x, and 
the possibility of such an interpretation becomes not so clear: instead of 
the usual factors ~ eiut associated to definite-energy states, for £ > 0 the 
time dependence appears in the argument of Bessel functions. 

Note that the form of the solutions is determined by the fact that, in 
order to obtain the free field solution of the Wheeler-DeWitt equation in 
the limit A —> 0, we have to consider the subset UJ € R in the solutions of the 
resulting Bessel equation [Giribet&Simeone (2001c)]. This is equivalent to 
the choice of the separation constant equal to —ui2/4 in the case of the Taub 
universe. Although the free limit (vanishing potential) has no meaning for 
the Taub model, we want to obtain analogous solutions for Hamiltonians 
of similar form. 

It is interesting to observe that if we substitute <j> by /3 and we put 
A = —1/4, n = 4 and m = 2 in the Hamiltonian (6.21), we obtain the 
constraint of the Kantowski-Sachs universe. Thus we have a wave function 
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for this model as a superposition of solutions of the form (6.27), with the 
coordinate y = 4fi + 2/3 playing the role of time. This functional form 
coincides with that found by Fishbone without deparametrizing the system 
[Ryan&Shepley (1975)]. 

6.4.2 Schrodinger equation 

We have just seen that, depending on the sign of the constant £ in the 
constraint (6.21), these models admit as global phase time the coordinates 
x or y. In the case C > 0 the time is t — ±x, so that following Ref. [Hajicek 
(1986)] we can define the reduced Hamiltonians as h± = ±t/n% + C,e2x, and 
we can write the Schrodinger equations 

9,., , ( & . ^y12 
idx'nx'y) = T{~dy+<:e ) *{x'y) (6"28) 

(note that in this case we obtain a time-dependent potential). If, instead, 
we have £ < 0, the time is t = ±y and the reduced Hamiltonians corre­
sponding to each sheet of the constraint surface are h± = ±^nl - C,e2x; 
the associated Schrodinger equations are 

%*{x>y) = T{-&-Ce2X) *(a;'2/)- (6'29) 
As we mentioned in Section 6.3.2, the square root operator requires a pre­
scription. According to Ref. [Hajicek (1986)], for both £ > 0 and £ < 0 
we woud have a pair of Hilbert spaces, each one with its corresponding 
Schrodinger equation; a possible physical state would be given by a pair of 
wave functions, one of each Hilbert space. This is analogous to the obten-
tion of two quantum propagators, one for each disjoint theory, mentioned 
in the context of path integral quantization. In both cases the reduced 
Hamiltonians are real, so that the evolution operator is self-adjoint and the 
resulting quantization is unitary. Note that a crucial point has been the 
right choice of time coordinate; a wrong choice, like for example t — ±x in 
the case £ < 0, leads to an imaginary Hamiltonian for the reduced system, 
and we obtain a nonunitary theory. 

There is a point, however, which should be signaled. For each case 
C < 0 and C > 0 the constraint can be written as a product of two linear 
constraints, and each of these constraints leads to a Schrodinger equation. 
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In the case £ < 0, t = ±y, the two Schrodinger equations are equivalent 
to the Wheeler-DeWitt equation, as they come from classical Hamiltonian 
constraints which in its operator version have the same form. This is so 
because the potential in the reduced Hamiltonians does not depend on 
time. In the case £ > 0, instead, we have t = ±x and the potential depends 
on time. Then the product leading to the corresponding two Schrodinger 
equations reads: 

H = (-irx + SJ-KI + Ce2*) (nx + yjir* + (e2*) « 0. (6.30) 

At the classical level this product is equivalent to the constraint (6.21); but 
in its operator version both constraints differ in terms associated to conmu-
tators between nx and the potential C,e2x. Hence, depending on which of 
the two classicaly equivalent constraints we started from, we would obtain 
different quantum theories; looking for a correspondence between solutions 
of both equations as it was done with the Taub universe would therefore 
make no sense. Note that this problem appears in the case for which the 
Wheeler-DeWitt equation leads to a result in which the identification of 
positive and negative-energy solutions is not apparent, at least in the stan­
dard form (see the preceding Section). It is not completely clear why we 
should prefer one of both theories; however, the Wheeler-DeWitt equa­
tion associated to the quadratic original form of the constraint is the usual 
choice. 
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Chapter 7 

Discussion 

The difficulty in defining a set of observables and a notion of dynamical evo­
lution in a theory where the spacetime metric is itself a dynamical variable, 
as it is the case of General Relativity -and also of string theory, at least 
in its effective low energy form-, leads to the problem of time in quantum 
cosmology. In the Hamiltonian formalism for the gravitational field this 
difficulty is reflected in the fact that the dynamical evolution can be repro­
duced by gauge transformations generated by the Hamiltonian constraint 
W = 0. As the wave function of the universe must be a solution of T-L^ = 0, 
then it gives only a correlation between the canonical coordinates, but it 
is devoided of an evolutionary form. Also, the absence of a distinction be­
tween true degrees of freedom and time makes difficult to define a conserved 
inner product for the quantum states. 

This situation has led to different programs of deparametrization or 
reduction to physical degrees of freedom as a previous step before quan­
tization, as for example [Hajicek (1986); Barvinsky&Ponomariov (1986); 
Barvinsky (1986); Barvinsky (1993); Kuchaf (1993); Wald (1993); Higuchi&-
Wald (1995); Cavaglia et al. (1995); Beluardi&Ferraro (1995); Ferraro 
(1999); Simeone (1999)]. The practical difficulties found in the construction 
of the reduced phase space have led some people to give up the attempt, 
and to suggest that the separation of dynamical variables and time may be 
impossible to be carried out for the full theory. However, things are rather 
different in the minisuperspace approach, where one deals with cosmologi­
cal models with a finite number of degrees of freedom. Here we have pre­
sented a proposal based in the identification of a global phase time by first 
turning the action of cosmological models into that of an ordinary gauge 
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system and then imposing canonical gauge conditions. The deparametrized 
models can then be quantized both with the Fadeev-Popov path integral 
procedure and with the usual canonical Dirac-Wheeler-DeWitt procedure. 
In the first case we obtain a quantum propagator for the reduced system 
with a formally correct notion of time; in the second case, the result is a 
wave function with an evolutionary form, and the existence of a well defined 
inner product. We have suggested that while the natural notion of time 
should be that of an extrinsic one, the best choice for our purposes is that 
of a new set of variables such that the time can be given in terms of only 
the coordinates. 

We have begun by defining a time and the reduced form of the path 
integral for a generic parametrized system whose Hamiltonian constraint 
leads to a separable Hamilton-Jacobi equation, and we have illustrated 
our procedure with simple systems as the relativistic free particle and the 
ideal clock. Then both relativistic (isotropic and anisotropic) as well as 
string cosmological models have been studied; the models have been selected 
mainly because of the possibility of solving the different technical problems 
that appear in the theory. An important restriction for the application of 
our method is the separability of the Hamilton-Jacobi equation associated 
to the constraints (although in some cases we have been able to extend the 
definition of a global phase time for non separable models); here we have 
not studied the general problem of separability, but we have analysed it for 
each model considered. A discussion about separable models can be found, 
for example, in [Salopek&Bond (1990); Salopek&Stewart (1992)], while a 
rigourous analysis of the geometrical properties of the constraint is given 
in [Hajicek (1989); Hajicek (1990); Schon&Hajfcek (1990)]. 

The most interesting relativistic examples, because of the formal prob­
lems that they present and also for their physical relevance, have been the 
closed de Sitter universe and the Taub anisotropic universe. Besides the 
introduction to the problem of extrinsic time, the first provides a simple 
proof for the consistency of our deparametrization and quantization pro­
posal; the second allows to solve the problem of quantizing a model with 
true degrees of freedom which does not admit the definition of a global 
phase time in terms of only its original coordinates, and this leads to the 
introduction of a canonical transformation changing the properties of the 
constraint surface. Also, a simple isotropic flat model with cosmological 
constant and matter in the form of a dust field has enabled us to discuss 
the resolution of the Gribov problem. 
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We have been mainly concerned with formal problems, and in this sense 
the string models have also been useful to discuss, within the canonical 
quantization scheme, the problem of boundary conditions and the resulting 
choice of subsets of solutions. However, the quantization of string cosmolo­
gies has its own physical interest because of the new scenarios for the early 
universe enabled by string theory: In the context of string cosmology, when 
the high energy modes of the strings became negligible the dynamical evo­
lution of the universe began to be dominated by the massless fields which 
appear as the matter source of gravitational dynamics. This phase of the 
universe can be called the dilatonic era, and is described by the effective 
theory studied in Chapter 5. As we have already mentioned, the symme­
try of the theory suggests that within the context of string cosmology the 
idea of the big bang singularity could be replaced by the assumption of the 
existence of a phase transition of finite curvature in the early epochs of the 
universe. The eventual connection between two different phases, as the pre 
and post-big bang phases, is one of the central points of interest of string 
cosmology. An important open question is then which would be the precise 
dynamics of the universe during this phase transition. An answer to this 
question would require a complete understanding of string theory beyond 
the low energy approximation. Presumably, it would be necessary to know 
the exact functional form of the effective potential for the dilaton and the 
precise dynamics of higher order terms in string gravity theories. This point 
is, in fact, one of the most important of theoretical cosmology in the frame­
work of string theory, and it receives the name of graceful exit problem. 
If the (still unknown) effective potential leads to a separable Hamilton-
Jacobi equation, the application of our deparametrization procedure to the 
study of the phase transition would result straightforward. If the complete 
Hamiltonian including the effective potential is separable but admits only 
an extrinsic time, the possibility of a consistent quantization within our for­
malism will depend on the existence of a canonical transformation leading 
to a non vanishing potential. 

Although the main line of the present work is the path integral quan­
tization of minisuperspaces with a distinction between time and physical 
degrees of freedom, we have also included a brief review of canonical proce­
dures. Those which start from a reduction or a deparametrization (Sections 
6.2 and 6.3.2) are of particular interest for us. While in the context of a 
work devoted to the formalism of quantum cosmology the results obtained 
in the path integral scheme are satisfactory, from a more physical point 
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of view we should note that the expressions obtained for the propagator 
for some models do not allow, at least at a first sight, for a qualitative 
understanding of their quantum behaviour. We believe that such an un­
derstanding can be best achieved in the Dirac-Wheeler-DeWitt scheme if 
it is provided with a notion of time and evolution. Hence, if we want to 
go beyond the development of a basic formalism for quantum cosmology, 
the best line of work may be a combination of our deparametrization pro­
posal with the canonical quantization by means of a Wheeler-DeWitt or 
a Schrodinger equation. We have followed this line in Sections 6.3.3 and 
6.4, where we have obtained solutions with a globally good notion of time 
for the Wheeler-DeWitt equation associated to the Taub universe and to 
string universes. The canonical formalism has also been useful to discuss 
the problem of unitarity, and of the non equivalence at the quantum level 
of different formulations which are classically equivalent. 

Despite these considerations, we should emphasize that when we refer to 
a better understanding of the theory we are speaking about its technical as­
pects; a good definition of time and observables means one with the required 
mathematical properties. This does not mean, therefore, that a different 
description could not be of great physical interest; for example, the solution 
for the Taub universe obtained in [Moncrief&Ryan (1991)], though lacking 
a precise definition of evolution, gives a definite "prediction" regarding the 
correlation between the variables that seem the most natural. However, 
our procedure of Chapter 6, applied to the same model, is satisfactory from 
both points of view: we have a (formally) clear notion of evolution, and 
we can also obtain a correlation between the original variables by simply 
giving the results in terms of them. Moreover, in our description the only 
(new) variable involving the original momenta is a global phase time, while 
the other variables entering the resulting wave function depend only on the 
original coordinates. 

Of course, there are still open questions regarding the interpretation 
of such mathematical correlations; while it is common to accept the no­
tion of time as the variable which sets the conditions for determinig the 
probabilities for given values of the variables, the definition of probability 
in cosmology is itself problematic. Besides the technical reasons for this, 
there is an obvious one which, as the problem of time, also comes from the 
fact that we are trying to build a theory for the whole universe. Then, 
both most usual points of view about the interpretation of quantum me­
chanics have problems when applied to cosmology: while the statistical 
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interpretation [Ballentine (1998); Blokhintsev (1964)] would require some 
reformulation to be applied, on the other hand, the standard interpreta­
tion of quantum mechanics, which requires an external classical observer to 
make the wave function collapse, clearly makes no sense for a system which 
is not a subsystem of any other. Returning to less fundamental questions, 
another open problem is that although we could give a systematic proce­
dure for deparametrizing minisuperspaces, it is not clear whether different 
choices of time, which are on the same footing at the classical level, lead to 
equivalent theories at the quantum level; it has even been pointed that this 
may be an unsolvable problem coming from the essentially different ways 
in which the concept of time appears in relativity and in quantum mechan­
ics [Kuchaf (1981)]. I have not discussed these points here; although the 
study and resolution of these and other questions about the interpretation 
of the formalism should be the object of a thorough analysis, this is clearly 
beyond the scope of these notes. 
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A p p e n d i x A 

Constrained Hamiltonian systems 

A . l Hamiltonian formalism for constrained sys tems 

For a system without constraints, the variational principle SS — 0 written 
in the Hamiltonian form 

6 J(pi^£-Ho(<li,Pi))dt = 0 (A.l) 

yields the canonical equations 

dql dHo dp, 8H0 (A.2) 
dt dpi dt dql 

The first allow to obtain the velocities in terms of the coordinates and the 
momenta, as Ho is a function of ql y pi which is obtained by a Legendre 
transformation of the Lagrangian. In a constrained system, instead, the 
momenta are not independent, but their variation must be restricted to the 
surface defined by the constraints ipm = 0. Hence, now we must find an 
extremal for the functional S subject to the restrictions ipm(ql,Pi) = 0 and 
we must make 

SJ{pi%~ Ho(q\Pi) ~ um1>m{qi,Pi)\ dt = 0, (A.3) 

where um are arbitrary functions (see, for example, [Gelfand&Fomin (1963)]). 
The functions i^m(ql,Pi) are called primary constraints. This leads to the 
equations 

dq* _ dH0 mdipm 

dt dpi dpi 

i n 
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dp, dH0 mdlp, 
dt dqi dqi ' 
1>m = 0. (A.4) 

Given a point on the surface rpm = 0, we can use the first equation to 
obtain the corresponding velocity. The arbitrary functions um then be­
have as coordinates on the manifold of the velocities dqm/dt, making the 
trasformation uniquely determined in both senses. 

In the Poisson brackets formalism (see [Landau&Lifshitz (I960)]), for 
any physical quantity a we can write 

^ = [a,H0] + um[a,ipm]. (A.5) 

On the constraint surface we have 

um[a,r(>m] = [a,umi>m] (A.6) 

because 

[a, umi>m] = um[a, i/,m] + [a, um]ipm (A.7) 

and the last term vanishes on the surface rpm = 0. Hence we can write the 
"weak" equation (that is, restricted to the constrint surface) 

%*[a,HT] (A.8) 

where HT = umxl>m + H0. 
The constraints must be preserved, so that 

^ P = bPm, H0] + um'[V>m, Vw] « 0. (A.9) 

Therefore we obtain m consistency conditions, one for each constraint 
[Dirac (1964)]. These conditions can: i) Hold automatically, ii) Give raise 
to new equations of the form 

0(q\Pi)=0; (A.10) 

these restrictions, which appear as a result of applying the equations of 
motion, are called secondary constraints, iii) Lead to new conditions on the 
functions um. Consider the equations 

feIo] + t i ° ' f e W » 0 (A.ll) 
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where ipj are all the constraints, primary and secondary. Its general solution 
is 

um = Um + XaVa
m (A. 12) 

where Va
m solve the homogeneous equations 

umtyj,i>m] = 0, (A. 13) 

and Um are particular solutions. In this way we can write 

HT = Ho + Um^m + XaVa
mijm. (A.14) 

Now, Um and Va
m are functions of the ql and pi, but Aa are arbitrary 

coefficients, its number being less or equal to the number of the um. If we 
define 

H = H0 + Umi>m, Ra = Va
mVm, (A.15) 

the equality (A.14) can be written as 

HT = H + \aRa. (A.16) 

The coefficients A introduce arbitrary functions of time in the solution of the 
equations of motion, so that the variables at a given time are not completely 
determined by their initial values. In practice, such an ambiguity results 
from a formalism containing arbitrary quantities, as it is the case of the 
four-potential A^ in electrodynamics. 

The Ra are linear combinations of the primary constraints ipm, and then 
are also primary constraints. We see that the number of arbitrary functions 
in the equations of motion is equal to the number of the Ra. 

It can easily be shown that the Poisson bracket of the constraints R 
with the tpj = (V'nu #) is weakly zero: 

[ i ? o , ^ - ] « 0 . (A.17) 

Any quantity whose Poisson bracket with the Vj is weakly zero is said to 
be first class. Others quantities not having this property are called second 
class. Because the ipj are the only independent functions vanishing weakly, 
then the Poisson bracket [R,ipj] of any first class function R must be a 
linear combination of the ipj-. 

[R,i/>j] = rjj'*Pj'- (A.18) 



114 Constrained Hamiltonian systems 

As the Ra are linear combinations of the ipm, it is clear that 

[Ra,Rb]nO. (A.19) 

A.2 Gauge transformations and gauge fixation 

In terms of the Hamiltonian H and the primary constraints Ra the evolution 
of a variable x which does not depend explicitly on t is given by 

fjnf 

— = [x,H} + Xa[x,Ra] (A.20) 
at 

where A are undetermined coefficients; the arbitrariness in their choice 
makes the evolution of x not completely determined: For a given initial 
condition x(to) — XQ, at a time t after to, x can take different values ac­
cording to the choice of Aa. However, the physical state of a system cannot 
depend on the arbitrary choice of the coefficients; hence, different values of 
x must correspond to the same physical state. 

If x evolves with two different sets of coefficients we have 

xx(At) = x0 + [x,H]At + XaAT[x,Ra], 

xx> (At) = x0 + [x,H]At + Xa'At[x,Ra]. (A.21) 

and then there is a difference 

Sx = (Xa-Xa')At[x,Ra]. (A.22) 

An infinitesimal evolution gives 

Sex = ea(t)[x,Ra], (A.23) 

where ea(t) = (Xa — Xa )St. This is the expression for an infinitesimal gauge 
transformation; the transformation is generated by the function eaRa. Also 
the second class secondary constraints can generate gauge transformations 
[Hanson et al. (1976); Sundermeyer (1982); Dirac (1964)]; if we call {Ca} 
the set of all primary constraints then the most general gauge transforma­
tion can be writen 

6tx = ea(t)[x,Ca]. (A.24) 
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The constraints Ca fulfill 

[Ca,Cb] = cab
cCc&0 (A.25) 

because they are first class. If, in addition, there are second class con­
straints, the bracket can be redefined (Dime Bracket; see [Henneaux&-
Teitelboim (1992)]) so that this equality still holds. Note that (A.24) and 
(A.25) mean that S(Cb « 0. Functions X whose Poisson bracket with the 
constraints is weakly zero are gauge-invariant, and are called observables; 
their dynamical evolution has no ambiguities. 

The sets of points of the phase space connected by gauge transformations 
are called orbits; the observables have the same value along an orbit, while 
non gauge-invariant functions contain information about different points of 
an orbit, but this information is physically irrelevant. 

In principle it is always possible to eliminate the ambiguity in the evo­
lution choosing one of all physically equivalent configurations. This is 
achieved by selecting only one point of each orbit by imposing gauge con­
ditions of the form 

x{qi,Pi,t) = 0. (A.26) 

If the number of constraints is m, the dimension of each orbit is also m, 
because each point is reached by choosing the m gauge parameters ea. 
Gauge conditions must define a manifold of dimension 2 x number n of 
degrees of freedom — m to intersect each orbit only once; then, m gauge 
conditions are needed. 

The condition that only one point of each orbit lies on the manifold 
defined by the gauge conditions means that a gauge transformation must 
move a point of an orbit off the surface \b = 0, that is: 

Sxb = ea[xb,Ca}#0 (A.27) 

unless ea = 0 (see [Henneaux&Teitelboim (1992)]). This means that 

det{[X
b,Ca})#0. (A.28) 

In a strict sense, this condition only locally ensures that it is possible to 
select only one point of each orbit: there is still the possibility of the Gribov 
problem, that is, that equation (A.28) is fulfilled (which ensures that the 
orbits and the gauge conditions are not tangent) but the surface given by 
the gauge conditions cuts each orbit more than once. 
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Appendix B 

Pa th integral and inner product 

B . l Ordinary mechanical systems 

A very clear presentation of the path integral formulation of quantum me­
chanics can be found in Feynman's book [Feynman (1965)] and in [Schulman 
(1981)], while the original development of the idea can be found in [Dirac 
(1933); Feynman (1948)]. Here we shall give a very simple introduction to 
the basic concepts. Consider the Hamiltonian 

H(q,p) = f(p2) + V(q) (B.l) 

and evaluate the propagator, that is, the probability amplitude that the 
coordinate takes the value qf at time tf given the value qi in £;. If we 
separate tf — U in intervals tk+i —tk=e and insert n — 1 times the identity 

1 = /dq k \q k , t k)(q k , t k \ (B.2) 

we obtain 

(lf,tf\Qi,U) = / <kidq2 dqn-i(qf ,tf\qn-i,tn-i) 

x(9n-i,in-i| \qi,h)(qi,ti\qi,ti). 

(B.3) 

To effectively perform the calculation we need to know the infinitesimal 
propagator 

(q',t + e\q,t) = (q'\e-i*H^\q) (B.4) 
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which up to the first order in e is equal to 

(q'\e^(np2)+y("))\q). ( B . 5 ) 

If we introduce the identities 

1 = j dp'\p')(p'\ = jdp\p)(p\ (B.6) 

and use that (p'\p) = S(p' — p) we obtain 

(q',t + e\q,t) = jdp eHpdq/dt-H(q,P,t)} ( B ? ) 

As pdq/dt — H(q,p, t) is the Lagrangian of the system, the argument of the 
exponential is proportional to the action. By taking the limit, the integral 
becomes a functional integral summing over all the paths between (qi,ti) 
and (q/,tf); its usual notation is 

K = (qf,tf\Qi>ti) = JDq{t)Dp{t) e^W'*')] (B.8) 

with S the Hamilton action functional. The variables q and p define a 
skeletonized path in phase space. To be precise, q should be understood as 
the value of q(t) at time ta, while p should be understood as the value of 
the momentum p(t) at an intermediate time t, ta < t < ta+i. 

The functional integral allows to "propagate" the wave function by mak­
ing: 

*(?,*) = (<1,*l*> = fdqo (q,t\qo,to)(qo,to\V) 

= fdqo (g,%o,*o)*(go,*o)- (B.9) 

Thus we can obtain the wave function at any time t if we know it at a given 
time to-

B.2 Constrained sys tems 

Denote ZA the phase space variables of a constrained system, and suppose 
that (Q^JP/J,) are a complete set of observables, that is, a complete set of 
gauge-invariant functions: 

[ Q " , C o ] « 0 « [ P „ , C a ] 
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where Ca are first class constraints. If we quantize the system defined by 
the gauge-invariant functions (QM,PM) we have a path integral that is a 
sum over trajectories in the reduced phase space: 

K = J DQ*DPr(det{<Tltv))
1'2exp(iS[Q'l,Plt]), 

S[Q",P,} = J^P^-KQ^P,) dt, (B.10) 

where detfa^) is the determinant of the inverse of the Poisson brackets of 
the Q^ and the PM, and /i(Q'i,PM) is the gauge-invariant Hamiltonian for 
the reduced system. 

The reduced phase space may not be easy to identify. A possible way to 
obtain the propagator is to choose one path from each class of equivalent 
paths in phase space. Then we define globally good gauge conditions 

which together with the constraints Ca form a second class system of con­
straints: Xp = (Xa,Ca). The gauge conditions xp fulfill 

det[xP,Xo] = (det[Ca,Xb\)2 • 

With this definitions we can rewrite the path integral for the reduced space 
as 

K = f DZADXaS(Xa)det[Ca, Xb] exp (iS'[ZA(t)} - i f XaCadt) (B.ll) 

where S" contains a surface term necessary to ensure that S'[ZA(t)} is 
equivalent to SfQ^P^] on the surface defined by Xa — 0 and Ca — 0. 
The functional integration on the multipliers A° leads to a Dirac S of each 
constraint. (See [Henneaux&Teitelboim (1992)] for more details). 

B.3 Inner product for constrained sys tems 

Consider a system with n degrees of freedom and a constraint of the form 
Pi = 0. The inner product between two states x and y of the Hilbert space 
is given by 

{x\y) = fdQ1...dQl...dQnx*(Q1 Qn) yiQ1 Qn). (B.12) 
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If the states x e y fulfill the constraint, the integrand does not depend on 
Ql and the integral diverges. To avoid this, the integration on Ql, which 
is not a physical degree of freedom, is eliminated by introducing a gauge 
condition x a nd defining the physical inner product as 

Oc|y) = JdQl...dQl...dQn S(X) \[x,Pi}\ ^(Q 1 Qn) viQ1 Q"), 
(B.13) 

where \ gives Ql as a function of the other variables and r. The Jacobian 
determinant ensures that the integral does not depend of the choice of x-

S(x)\[x,Pi}\ = S(X)\dx/dQl\ = S(Ql). (B.14) 

Equation (B.13) can be rewritten as 

(x\y) = (x\fi\y), (B.15) 

where ft is an operator which eliminates the integration over the variables 
which are pure gauge. The product (x\y) is equal to 

fdQ1...dQl-1dQl+1...dQnx*(Q1...Ql-1Ql+1...Qn)y(Q1...Ql-1Ql+1...Qn) 

(B.16) 
for the physical states, and coincides with the scalar product in the reduced 
space. If we write 

x*{Q) = (x\Q), y(Q) = (Q\y), 

the inner product can be put as 

(x\y) = JdQ(x\Q)ft(Q\y) (B.17) 

and this allows to define the identity operator in the subspace of physical 
states: 

1 = jdQ\Q)(i(Q\. (B.18) 

Analogously, if the vectors |* a) are a basis for the subspace of physical 
states, we have: 

l = £ l * a ) ( * a | - (B-19) 
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B.4 Propagator and projected kernel 

The propagator is defined as the operator UQ(Q', t';Q,t) that, when applied 
to the wave function \t(Q,£), turns it into the function \P(<2',£'): 

* ( Q ' , f ) = <Q'IW(Q,*)>- (B.20) 

By introducing the identity operator we obtain 

* ( Q ' , 0 = 2 / ^ W I * a ) ( * « l ^ o | * f l ) ( * / j | Q > / i * ( Q , * ) - (B.21) 

As 

(Q ' |* 0 ) = ¥ a ( Q ' ) , (¥„|Q) = V W ) > 

and 5Z l*a)(*al is the projector on the subspace of physical states | * a ) , 
we can define the projected kernel 

U>(Q',t';Q,t) = £ * a ( Q 0 ( * « l ^ o | * / 3 ) V ( Q ) (B-22) 

(see, for example, [Henneaux&Teitelboim (1992)]). The kernel Ufi contains 
information about the action of the propagator only on the physical states: 
the wave function \Er at time t' is the result of making the function \£ at 
time t to evolve with the projected kernel, and we can write: 

*((?',f) = JdQ U»(Q',t';Q,t) A *(Q,t). (B.23) 

When the path integral is calculated for a constrained system and the 
integration is restricted to the constraint surface the result coincides with 
the projected kernel Ufi. In general, the operator p, can be identified with 
< (̂x)|[x> ^]l o m y ^ t n e constraint has the form 

dQi 

If this is not so in the original variables of the system, it can be fulfilled 
if it is possible to make a transformation to new variables {Q°, Q»,P0,P„} 
such that G = PQ « 0. 

• Example: Consider the ideal clock described by the Hamiltonian 

H=pt- R(t) « 0. (B.24) 
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Here t is the only coordinate of the system, whose states are labeled 
by the nonphysical time parameter r . The physical states do not 
depend on r and are of the form 

*( f , r ) = e i / ' f l ( t ) < i ' (B.25) 

Because the system is pure gauge (there is one coordinate and one 
constraint), t is not a true degree of freedom, and then 

i* = S(t-to). (B.26) 

The physical inner product of two states $ and \t ' is given by 

(*'|*)= J dtV'*jm (B.27) 

and therefore 

(¥ | ¥ ) = f tie'1 $' R(t)dt8{t - toy f R{t)dt = 1. (B.28) 

If we use Eq. (B.23) to obtain * ( t ' , r ' ) it yields: 

Wy)= fdt U^t',T';t,r) S(t-tQ) *(i,r), (B.29) 

and because ^ does not depend on T then 

eif R(t)dt = / • d t C / P ( f ' ) T ' ; i ) T ) ( J ( t _ i o ) e i / , « W * 

= Ul{t',T,;tQ,T)eiraR{t)dt. (B.30) 

Hence 

Ugtf,T,;t,T) = ei£ m d t , (B.31) 

which coincides with the result of section 3.4.2 obtained by means 
of a path integral. 



Appendix C 

End point terms 

A central point of our deparametrization and quantization method is the 
possibility of denning the appropriate boundary terms making the action 
invariant, and vanishing in a canonical gauge associated to an intrinsic 
time. Here we shall give the surface terms together with the appropriate 
gauge fixing procedure for some more or less generic forms of the complete 
solution W of the Hamilton-Jacobi equation [De Cicco&Simeone (1999b)]: 

1) If the system has two degrees of freedom and the solution W is of the 
form 

W = A(q0,q)A\P0,P) + A"(q°,q)P. (C.l) 

we obtain 

oP0 dP0 

Gauge fixation must define an hypersurface in the original configuration 
space. This is fulfilled if we fix the gauge by means of 

xsgo.^) r ( r ) = 0, (C.2) 
dP0 

with T(T) an arbitrary monotonic function, because then 

A(q°,q)=T(T). 

End point terms vanish on the surface PQ = 0, x = 0 if we choose 

f(Q,P,r) = QP- T(T)A'(P0 = 0,P = P). (C.3) 
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Then 

Q\p0=olX=o=A"(<?,q) 

and the choice of Q and r is equivalent to the choice of q° and q. This 
must be fulfilled to be sure that Q and r define a point in the original 
configuration space. 

The generator function of the two succesive transformations xl -¥ X -> 
X1 can be writen 

Z = A(q°,q)A (P0,P) + A" (q°,q)P - T{T)A' (P0 = Q,P), (C.4) 

and on the constraint surface Po = 0 the end point terms are 

B = QP-Z 
dZ 

- 3PP-Z 

dA'(P0,P) 
OP 

P-A(P0,P) (A(q°,q)-T(r)). (C.5) 
Po=0 

This form of the end point terms can be used for the parametrized (non 
relativistic) particle, the relativistic particle, and several systems that can 
be obtained from them. 

2) Another useful form of the generator W for two degrees of freedom is 

W = D(q°,P0,P) + C(qi)P, (C.6) 

which yields 

<7 = 
dW dD 

dP0 dP0 

The gauge condition 

X = $>-g(P,T(T)) = 0 

is equivalent, on the constraint surface, to 

if we choose the function 

ff(p,T(T)) = o V = r(T),:Po = o,:p). 

(C.7) 

~°-T(T) 
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The function / making the end point terms vanish with this gauge choice 

is 

f(Q,P,r) = QP- D(T(T),P0 = 0,P = P), (C.8) 

and then 

Q\pa=0a=0 = Ctf); 

the choice of Q and r is thus equivalent to that of q° and q. The two 
successive transformations can be seen as only one generated by 

Z = W(q\ Pi = P) - D(T(T), PO = 0,P = P) 

and the surface terms have the form 

B - 9Z Z B ~ dP~Z 

(C.9) 

= P j^(Dtf,Po,P)-D(T{T),P0,P)) 

[D(q°,P0,P)-D(T(T),P0,P)]Po=0. 
JPo=0 

(CIO) 

The action of several isotropic and homogeneous cosmological models with 
matter field can be improved with gauge invariance at the boundaries by 
these surface terms. 

3) In a more general case, whenever \Q Pi — W\ depends on only 
L -I x=o.-Po=o 

one of the momenta PM, say P\, the two successive canonical transforma­
tions xl —> X —> X1 can be obtained as the result of only one transforma­
tion generated by 

Z = W(qi,Pi)-P1 I 
WPi -w] _ _ 

A2 dPi. (C.11) 

The end point terms associated to this generator are 

B = Q'Pi-Z 

- M-P.-Z 
~ dPiP* Z 

dw 
dPi 

fPi-ttPi-w] -W(q\Pi). (C.12) 
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• Example: Consider a parametrized free particle; this system is ob­
tained when we include the time among the canonical variables of 
a non relativistic free particle. In the Hamiltonian formalism we 
have the original variables q and p plus the time t and its conjugated 
momentum pt. The action functional is 

S(q,p,t,pt,N)= I (pdq + Ptdt - NHdr) (C.13) 

where % — pt+p2/2m « 0. The complete solution of the associated 
Hamilton-Jacobi equation is 

which is of the form (C.l). Then 

A(q°,q) = t 

A'(P0,P) = P o - g 

A"(q°,q) = q, 

and the generating function of the transformation (ql, pi) -> (Q%,Pi) 

is 

Z = tP0 + qP-^(t-T(r)). (C.14) 

The new variables are then given by 

Q° = 

Q = 

Pt = 

p = 

dP0 

i^-^-w) 
dZ _ P> 
dt ° 2m 

| = P. (C.15) 

On the constraint surface P0 = 0 the end point terms read 

B = QP--ZlB,-« = -~(t-T(r)) (C.16) 
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and vanish in the gauge x = t — T(r) = 0 . In terms of the original 
variables the transition amplitude is 

(ft,*2|9i,*i> = J DtDptDqDpDNS(X)\[x,H]\ 

x exp I i / (ptdt + pdq - NHdr) I 

| • (C17) x exp f^-7^ 
In terms of the new variables and in gauge x — t — 0, after inte­
grating on N and the spurious degree of freedom we have 

(<Z2,*2|<?i,*i> = JDQDPexp Up (pdQ - ^ T \ \ (C.18) 

The boundary values of Q and r are related to those of q and t by 
means of the gauge \ = t — T(T) = 0, in which the end point terms 
vanish: we have 

Q\x=o = Q, 

T(T)\i=0 - t. (C.19) 

Thus we can recognize the path integral for a non relativistic free 
particle (this is apparent if we choose the monotonous function T 
as T{T) = r ) . 
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Appendix D 

An extrinsic time for the Taub 
universe 

In the case of the Taub universe a time in terms of the original variables 
can be found in a straightforward way by identifying the coordinate Q 
conjugated to PQ = H. The Hamilton-J acobi equation associated to the 
constraint H (see section 4.2.2) is 

>ffl -»(£)>*>-• (D.l) 

The solution is clearly of the form 

W = W1(x) + W2(y) (D.2) 

where 

Wi(x) = ±\ [ \/3a2 - eixdx 

with ± = sign(Trx), and 

i(y) = ±\J ^ ( a 2 -E)- 4e*vdy W2 

with ± = sign(7Ty). Matching the constants a and E to the new momenta 
P and PQ and following the procedure of Chapter 3 we have 

5° = 

i i h p-^^ 
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with — for -Ky > 0 and + for 7ry < 0. Because on the constraint surface 

3P 2 - 4e2» and P 0 = 0 we have 3TT2 + (4/3)e2y = a2 = P then 
hence for both ny > 0 and 7ry < 0 we obtain 

Ty = ± l v ; 

5" = :ln 
Y 9TT2 + 4e2» + 371-j, 

4^/9TT2 + 4e2» W 9 w * + 4e2» - 37r„ 
(D.4) 

The gauge can be fixed by means of the canonical condition x = Q ~T{T) = 
with T a monotonous function. Thus, as 37r2 + (4/3)e2j ' = a2 > 0, we can 
define an extrinsic time as 

*(*•„) = 12|a|Q° 

= In 
' 3 a 2 + 3 ^ 

/3a2 — 3T:V 

(D.5) 

Now, if we go back to the original variables (fi,/3+,7Tn,7r+) we can write 
the time as 

*(7rn,7r+) = ln 
^3a2 - (7T£2 + 7T+) 

/3a2 + (-KU + T+) 
(D.6) 
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Free-particle constraint for 
minisuperspaces 

In Section 4.2.3 we deparametrized two cosmological models whose Hamil­
tonian constraint was analogous to that of a free relativistic particle. Such 
simple constraints can in fact be obtained, for example, for any model with 
a Hamiltonian which in the original variables reads 

H = -Tr2
x+ir2

y + Ae2* » 0 (E.l) 

with A > 0. The momentum nx does not vanish, so that ±x is an intrinsic 
time. By defining a canonical transformation like that given in Eq. (4.74), 

•Ky — ±VAeysinhz 

7rz = ±\/~Aeycoshz 

we can put the constraint in the form 

H = -K\ + TT2
Z « 0, (E.2) 

which is that of a massless relativistic free particle. According to our anal­
ysis in Section 4.2.3, an extrinsic time reads t' q/p, with q and p any of 
both pairs of conjugated variables. At this level both degrees of freedom are 
equivalent, in the sense that any of them can be the clock for the evolution 
of the other one. 

However, we should have in mind that, according to the original form 
of the Hamiltonian, the momentum irx could not vanish, so that the same 
holds for -KZ; in fact, the definition of irz as a product of an exponential and 
an hyperbolic cosine does not allow it to vanish. Hence, the asymmetry 
existing between x and y in the original form of the constraint leads to 
the fact that both coordinates x and z can also be defined as a global 
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phase time. Though this is not apparent at the level of the free-particle 
constraint (E.2), the point here is that a canonical transformation is defined 
not only by the relation between old and new variables, but it must include a 
prescription preserving the range of their possible values; this range should 
then be given together with the expression of the resulting constraint. For 
example, when we deparametrize the Bianchi type I universe and we say 
that it only admits extrinsic times, it is assumed that the momenta can 
take any value between — oo and +00. 
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In this book, homogeneous cosmological models whose Hamilton-Jacobi 

equation is separable are deparametrized by turning their action functional 

into that of an ordinary gauge system. Canonical gauges imposed on the gauge 

system are used to define a global phase time in terms of the canonical variables 

of the minisuperspaces. The procedure clearly shows how the geometry of the 

constraint surface restricts the choice of time. The consequences that this has 

for path integral quantization are discussed, and the transition amplitude is 

obtained for relativistic isotropic models, relativistic anisotropic models 

(Kantowski-Sachs and Taub) and isotropic string cosmologies. A complete 

chapter about the application of the deparametrization program to the usual 

canonical quantization scheme is also included. 
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