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Preface

In recent years, cloud computing technology has been widely used in many domains,
such as manufacture, intelligent transportation system, and finance industry. Examples
of cloud services include, but are not limited to, IaaS (Infrastructure as a Service), PaaS
(Platform as a Service), and SaaS (Software as a Service). The underlying cloud
architecture includes a pool of virtualized computing, storage, and networking
resources that can be aggregated and launched as platforms to run workloads and
satisfy their service-level agreement (SLA). Cloud architectures also include provisions
to best guarantee service delivery for clients and at the same time optimize efficiency of
resources of providers. Examples of provisions include, but are not limited to, elasticity
through up/down scaling of resources to track workload behavior, extensive moni-
toring, failure mitigation, and energy optimizations.

The 7th EAI International Conference on Cloud Computing (CloudComp 2016)
intended to bring together researchers, developers, and industry professionals to discuss
recent advances and experiences in clouds, cloud computing, and related ecosystems
and business support. The conference also aims at presenting the recent advances,
experiences, and results obtained in the wider area of cloud computing, giving users
and researchers equally a chance to gain better insight into the capabilities and limi-
tations of current cloud systems.

CloudComp 2016 was held during November 25–26, 2016, in Guangzhou, China.
The conference was organized by the EAI (European Alliance for Innovation). The
Program Committee received over 40 submissions from six countries and each paper
was reviewed by at least three expert reviewers. We chose 10 papers after intensive
discussions held among the Program Committee members. We appreciate the excellent
reviews and lively discussions of the Program Committee members and external
reviewers in the review process. This year we chose two prominent invited speakers,
Prof. Honggang Wang and Prof. Min Chen.

September 2017 Jiafu Wan
Kai Lin

Delu Zeng
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Preface

The existing computing models and computing environments have changed immensely
due to the rapid advancements in mobile computing, big data, and cyberspace-based
supporting technologies such as cloud computing, Internet of Things and other
large-scale computing environments. For example, cloud computing is an emerging
computing paradigm in which IT resources and capacities are provided as services over
the Internet. It builds on the foundations of distributed computing, grid computing,
virtualization, service orientation, etc. Cloud computing offers numerous benefits from
both the technology and functionality perspectives such as increased availability,
flexibility, and functionality. Traditional security techniques are faced many challenges
in these new computing environments. Thus, efforts are needed to explore the security
and privacy issues of the aforementioned new environments within the cyberspace.

The First EAI International Conference on Security and Privacy in New Computing
Environments (SPNCE 2016) intended to bring together researchers, developers, and
industry professionals to discuss recent advances and experiences in security and
privacy of new computing environments, including mobile computing, big data, cloud
computing, and other large-scale computing environments.

SPNCE 2016 was held during December 15–16, 2016, in Guangzhou, China. The
conference was organized by the EAI (European Alliance for Innovation). The Program
Committee received over 40 submissions from six countries and each paper was
reviewed by at least three expert reviewers. We chose 21 papers after intensive dis-
cussions held among the Program Committee members. We really appreciate the
excellent reviews and lively discussions of the Program Committee members and
external reviewers in the review process. This year we chose three prominent invited
speakers, Prof. Victor Chang, Prof. Fernando Pérez-González, and Prof. Dongdai Lin.
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Abstract. Software-Defined Networking (SDN) is currently hot research
area. The current researches on SDN are mainly focused on wired net-
work and data center, while software-defined wireless sensor network
(WSN) is put forth in a few researches, but only at stage of putting
forth models and concepts. In this paper, we have proposed a new SDN
routing scheme in multi-hop wireless network is proposed. The implemen-
tation of the protocol is described in detail. We also build model with
OPNET and simulate it. The simulation results show that the proposed
routing scheme could provide shortest path and disjoint multipath rout-
ing for nodes, and its network lifetime is longer than existing algorithms
(OLSR, AODV) when traffic load is heavier.

Keywords: Software Defined Network (SDN) · Wireless Sensor Net-
work (WSN) · Routing · Multipath

1 Introduction

In wireless sensor network, each node may act as data source & target node,
and forwarding node as well. The high dynamic characteristics of wireless link
cause poor quality and low stability for link, which poses a challenge to through-
put and transmission reliability of wireless sensor network. Otherwise, restricted
energy and mobility requirements of node also bring difficulties to design and
optimization of routing protocol [1].

Traditional multi-hop wireless routing is divided into active routing and pas-
sive routing; active routing such as OLSR [2] is based on broadcast informa-
tion; in each node, the routing information from that node to all other nodes is
saved, so there is so much routing information that requires to be saved in each
node, and too much internal storage is occupied; therefore, active routing is not
adapted to high dynamic network. As for passive routing such as AODV [3], the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

J. Wan et al. (Eds.): CloudComp 2016, SPNCE 2016, LNICST 197, pp. 3–11, 2018.
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4 J. Wang et al.

routing is searched with broadcast each time when sending data is required by
node; when multiple nodes require sending routing, nodes need broadcasting for
many times to search routing; when there are too many links for a node, too
much energy is consumed by broadcast.

SDN separates control from data, and open uniform interface (such as Open-
Flow) is adopted for interaction. Control layer is responsible for programming to
manage & collocate network, to deploy new protocols, and etc. Through central-
ized control of SDN, uniform network-wide view may be obtained, and dynamic
allocation may be conducted to network resources as per changes in network
flow [4]. Currently, the most routing researches for software-defined network are
with respect to wired network and data center [5,6]; though software-defined
Internet of Things and software-defined wireless sensor network are put forth in
a few researches, but only at stage of putting forth models and concepts.

In researches on SDN based on wireless network, the characteristics of wire-
less network, such as broadcast characteristics, hidden terminal, node mobility
and etc. shall be taken into consideration. OpenFlow Protocol is only applicable
to route selection, however, applying more functions such as perceiving a variety
of sensor data, sleep, aperiodic data collection and etc. in wireless network node,
cannot be realized with OpenFlow Protocol and Standard.

Transforming original sensing node is put forth by some researchers, for
instance, the concept of Flow-Sensor and utilization of OpenFlow Protocol
between Flow-Sensor and controller is put forth in document [7]. Realization
of SDN sensor based on MCUs and FPGAs with super low power consumption
is put forth in document [8]. In some researches, the framework of SD-WSN and
Sensor OpenFlow Protocol [9] that applies in WSN are put forth; lightweight IP
Protocol such as uIP and uIPv6 based on Contiki operating system shall be uti-
lized in WSN. From the point of application fields, there are campus WLAN [10],
VANET [11], network between mobile base station and base station controller,
WSN, MAC laye in WSN, and etc.

The common problem for above researches is that only concepts and simple
models are put forth in most researches, and that simulation is not realized
or only simple simulation is realized. The description on detailed design and
realization algorithms for SDN routing and controller is relatively obscure, and
there is no systematic description or realization. In this paper, a novel wireless
sensor network routing protocol is proposed, detailed description is conducted
to realization process and details of protocol, and model is established with
OPNET and simulation verification is conducted to it. The contributions of this
document are as follows:

– A WSN routing protocol based on SDN is put forth; the controller has
network-wide view and provides single-path routing or multipath routing for
other nodes.

– The residual energy of nodes in controller is updated in real time by routing
protocol; the shortest path is generated based on energy and hop count.

– The generation method for disjoint multipath from source to target is put
forth.
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The other parts of this document are arranged as below: routing protocol
scheme shall be introduced in Part 2, simulation verification shall be illustrated
in Part 3, and Part 4 is summarization to the whole document.

2 Routing Scheme

Exclusive SDN controller node (hereinafter controller for short) is added in net-
work; the broadcast information of controller is reported to each sensing node,
normal node sends node information to controller, controller generates the whole
network view as per information of normal nodes; when source node requires
controller to transmit path, controller calculates the shortest path with Dijkstra
algorithm and sends information to source node. The premise of routing design is
that nodes in network are not aware of their locations, that controller is located
in middle of network and not restricted by energy, and that source node and
target node in network are not fixed at certain node.

2.1 Routing Process Design

The flow diagram for routing protocol is shown in Fig. 1, and the specific descrip-
tion is as below:

Fig. 1. Schematic diagram of protocol flow

1. Controller broadcasts information to each sensing node, normal node forms
the backward path to controller as per broadcast path;
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2. Normal node sends node information (residual energy, neighbor nodes) to con-
troller through backward path, and controller establishes network topology
picture as per node information received;

3. When source node is to send data without path to target node, it shall send
routing information request to controller;

4. Controller calculates the shortest path from source to target (based on hop
count and residual energy) as per network-wide view and with Dijkstra algo-
rithm, then sends path information to source node;

5. Source node sends data to target node as per path information;
6. When the change in neighbor node information is discovered by some node,

that node would report that change to controller;
7. When there is data receipt at target node, statistical information should be

reported to controller periodically.

2.2 Controller Broadcast

In order to clearly define path to controller for nodes in network, firstly con-
troller broadcasts packages. Other nodes establish backward routing as per con-
trol package received. After receiving a broadcast package, one node shall check
whether it has received that package as per SN, if that broadcast package is new,
that node would broadcast it. If that node has received that package, then there
would be no broadcast at that node, but the hop count would be updated.

Simply flooding broadcast package in network would cause problems such as
rebroadcast & redundancy, signal collision, broadcast storm and etc. Especially
when network nodes are relatively dense, these problems would be more out-
standing. Generally, wireless sensor network is deployed densely, and there are
a lot of redundant nodes, and system bears stronger fault-tolerant performance.
If only a part of nodes are selected for rebroadcast on premise that all nodes
should receive broadcast, the problem of broadcast storm would be relieved.

At present, there are a variety of researches that aim to solve the prob-
lem of broadcast storm, thereinto, there are algorithms based on probability,
counter, distance, location, neighbor information and etc. As for probability-
based method [12], nodes conduct broadcast based on certain probability; how-
ever, this method could not be adapted to change in node density, if the node
density is low, the area covered by broadcast decreases. As for counter-based
algorithm [13], after the number of broadcast received by a node exceeds a cer-
tain threshold, the broadcast at that node would be canceled. This algorithm is
not influenced by node density in network, but there is much broadcast delay.
As for broadcast algorithm based on neighbor information, a part of nodes are
selected for broadcast as per neighbor information. This kind of broadcast algo-
rithm needs neighbor information.

In the algorithm based on neighbor information, the algorithm where MPR
nodes are selected by OLSR routing is taken into reference; the neighbors of a
part of nodes are selected for broadcast. 1-hop and 2-hop neighbor nodes of some
node are utilized in this algorithm.
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Tests were conducted for 4 algorithms (3 broadcast methods and full-node
broadcast) in simulation scene; the results of performances contrast are shown
in Table 1.

Table 1. Performance comparison of four broadcast methods

Method Number of
broadcast

Lifetime(s) Parameter

All nodes 800 744

Probability 233 773 p = 0.3

Counter 201 784 Threshold = 3,
Wait time = 0.02s

Greedy neighbor 159 798

There are 800 nodes in total in simulation network, the number of nodes in
full-node broadcast is the number of total nodes, while the number of broadcast
in the other 3 methods is largely reduced, thereinto, the number in counter
method is more than that in greedy neighbor method but less than that in
probability method. It can be seen that the less the number of broadcast is, the
longer the network lifetime is. What should be noticed is that as for probability
method and counter method, if different parameters are set up, the results are
different; if the probability set up in probability method is larger, or if the
threshold set up in counter method is larger, the number of broadcast is larger.
The parameters for probability method and counter method in the table are
values with better performance in experiment.

During actual simulation, even greedy neighbor algorithm has multiple redun-
dancies, because overlap exists for greedy neighbor of multiple nodes in trans-
mission distance after multiple hops, and there is still margin for reduction.

Node forms the backward path to controller as per broadcast package
received, and sends NODEINFO package along the backward path; if the infor-
mation of each node is sent separately along the backward path, then midway
node could finish sending information of downstream node through sending for
many times. In this paper, it is designed that the upstream node shall combine
information of all next-hop nodes for sending, after information of downstream
node arrives at upstream node.

After a node receives SDN broadcast package, there is certain delay before it
sends NODEINFO package; it is designed that the delay time of node is inversely
proportional to hop count of the node to controller. The larger the hop count
is, the shorter the delay for sending node information package is. Therefore,
the information of nodes located at the edge would be reported firstly, and
summarization would occur gradually from edge to center. After combination,
the relay nodes frequently sending DATA package may be avoided, and energy
consumption may be reduced.

After controller receives NODEINFO package, node information shall be
saved into array of node information list, and residual energy of node shall be
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saved into array of residual energy. Thus there is global view at controller, and
controller is able to provide routing for other nodes.

2.3 Request and ACK of Node’s Routing

If node A is to send data to node B, but there is no routing to node B in
routing list, then node A shall send routing request to controller. The information
of RREQ package includes: SN, source node, target node and number of path
requested. After receiving RREQ package, relay node shall record the backward
path to source node. When controller finishes calculating a shortest path or
multiple disjoint multi-path routing, it generates RACK package and forwards
this package back to source node.

After receiving RREQ package, controller shall operate Dijkstra algorithm
of shortest path to calculate the path from source node to target node; here two
parameters (hop count and energy) are adopted for measurement. Assume node
j is neighbor of node i, and metric function f(j) of node j with respect to node i
is shown in Eq. 1.

f(j) =

{
1 − Er(j)

Et
j is neighbor of i,

0 j isn’t neighbor of i.
(1)

Thereinto, stands for residual energy of node j, and stands for primary energy
of node. The larger the residual energy of node is, the smaller f(j) is, and the
higher the possibility where node j is selected as forwarding node is. Thus,
Dijkstra may calculate the shortest path as per comprehensive measurement
on energy and hop count.

The problem here is that controller needs to know residual energy of node
in time; the energy of node may be known at initialization of node, otherwise,
residual energy of node may also be collected and estimated by controller as per
UPDATE package and statistical package of node.

When source node requests multi-path routing to target node from controller,
Dijkstra algorithm shall be invoked for many times as per number of routing
requested.

3 Simulation Results

Model is established with OPNET, and simulation is conducted. The contrast
among four routing protocols (AODV, OLSR, our SDN routing and GPSR are
made, GPSR is introduced as the routing with shortest path for contrast (here
the energy consumption when GPSR obtains location information).

3.1 Different Node Density

The contrast among values of energy consumption for each package is as shown
in Fig. 2, it can be seen that the energy consumption for each package becomes
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higher as node density increases. As for SDN routing, the energy consumption is
larger due to information exchange between controller and nodes, but the value
for SDN routing is smaller than that for OLSR. In traditional routing protocol,
the energy consumption for OLSR is higher because the network throughput
required to construct routing at preliminary stage is higher. AODV also needs
to form routing through broadcast, so its energy consumption for each package is
ranked the third; thereinto, GPSR with shortest path does not require broadcast,
it only calculates and seeks next-hop forwarding node as per coordinates of
neighbor nodes, so its energy consumption is the lowest.
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Fig. 2. Contrast on energy consumption and hop count for each package in different
network size
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Fig. 3. Contrast on mean hop count and delay in different network size.

Figure 3 shows the contrast on hop count and delay among different algo-
rithms; it can be seen from the hop count figure that the higher the node density
is, the number of forwarding nodes that may be selected is more; one node may
select the next-hop node that is more suitable for forwarding, thus the hop count
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decreases as node density increases. AODV could not provide optimal hop count
because it does not have global view; the hop count is higher and unstable as
well. However, as for OLSR and SDN, the shortest path could be calculated,
thus their hop counts are close to that of GPSR. It can be seen from the delay
figure that delay decreases as node density increases. As for each hop of GPSR,
time is needed to calculate the next-hop neighbors, so its delay is the longest;
because hop count of AODV is higher, so the delay is longer; because SDN is
constructed as per the shortest path, and forwarding nodes are put into DATA
package that is available for direct reading and forwarding, so the end-to-end
delay is the lowest.

4 Conclusion

In this document, a kind of routing protocol where SDN is applied in wireless
sensor network is put forth, the protocol put forth is realized with OPNET
simulation and contrast is made among this protocol and other algorithms. The
simulation results show that with global view, SDN centralized control may
provide shortest path and disjoint multipath routing for nodes, and that its
network lifetime is longer than existing algorithms (OLSR, AODV) when load
reaches a certain value. In the future, deployment of multiple controllers and
node mobility will be taken into consideration.
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Abstract. In this Big Data era, many large-scale and complex graphs
have been produced with the rapid growth of novel Internet applications
and the new experiment data collecting methods in biological and chem-
istry areas. As the scale and complexity of the graph data increase explo-
sively, it becomes urgent and challenging to develop more efficient graph
processing frameworks which are capable of executing general graph algo-
rithms efficiently. In this paper, we propose to leverage GPUs to acceler-
ate large-scale graph mining in the cloud. To achieve good performance
and scalability, we propose the graph summary method and runtime sys-
tem optimization techniques for load balancing and message handling.
Experiment results manifest that the prototype framework outperforms
two state-of-the-art distributed frameworks GPS and GraphLab in terms
of performance and scalability.

Keywords: Graph mining · GPGPU · Graph partitioning · Load
balancing · Cloud computing

1 Introduction

In recent years, various graph computing frameworks [1,3–5] have been proposed
for analyzing and mining large graphs especially web graphs and social graphs.
Some frameworks achieve good scalability and performance by exploiting distrib-
uted computing. For instance, Stratosphere [6] is a representative graph process-
ing framework based on the MapReduce model [7]. However, recent research has
shown that graph processing in the MapReduce model is inefficient [8,9]. To
improve performance, many distributed platforms adopting the vertex-centric
model [5] have been proposed, including GPS [4], GraphLab [2] and Power-
Graph [10]. To ensure performance, these distributed platforms require a cluster
or cloud environment and good graph partitioning algorithms [1].

Previously, we proposed the gGraph [12] platform which is a non-distributed
platform that can utilize both CPUs and GPUs (Graph Processing Units) effi-
ciently in a single PC. Compared to CPUs, GPUs have higher hardware paral-
lelism [15] and better energy efficiency [14]. However, non-distributed platforms
are unable to process large-scale graphs by utilizing powerful distributed com-
puting/cloud computing which is widely available. Therefore, in this work, we
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

J. Wan et al. (Eds.): CloudComp 2016, SPNCE 2016, LNICST 197, pp. 12–21, 2018.
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focus on developing methods and techniques to build an efficient distributed
graph processing framework on hybrid CPU and GPU systems. Specifically, we
develop these major methods and techniques: (1) A graph-summary method
to optimize graph computing efficiency; (2) A runtime system for load balanc-
ing and communication reducing; (3) A distributed graph processing system
architecture supporting hybrid CPU-GPU platforms in the cloud. We developed
a prototype system called HGraph (that is, graph processing on hybrid CPU
and GPU platforms) for evaluation. HGraph is based on MPI (Message Pass-
ing Interface), and integrates the vertex-based programming model, the BSP
(Barrier Synchronous Parallel) computing model and the CUDA GPU execu-
tion model. We evaluate the performance of HGraph with both realworld and
synthetic graphs in a virtual cluster on Amazon EC2 cloud. The preliminary
results demonstrate that HGraph outperforms evaluated distributed platforms.

The rest of this paper is organized as follows. Section 2 introduces the related
work. Section 3 presents the system overview. Section 4 presents the details of
the design and implementation. The experiment methodology is shown in Sect. 5
and the result is analyzed in Sect. 6. Section 7 concludes this work.

2 Related Work

The related work can be categorized into graph processing frameworks targeting
dynamic graphs and static graphs. The design and architecture of frameworks
are fundamentally different depending on the type of the graph.

Realworld graphs are mostly dynamic which are evolving over time. For
example, the structure of a social network is ever-changing: vertices and edges
change when a user add a new friend or delete an old friend. Frameworks for
dynamic graph processing generally adopt the streaming/incremental comput-
ing technique in order to handle the variation of the graph and return results
in realtime or near realtime. Several work propose to take a snapshot of the
graph periodically and then process it based on historical results [16,17]. The
graph snapshots they process are complete graphs. In contrast, other frameworks
propose to process only the changed portion of graphs in an incremental fashion
[18–20]. However, not all graph algorithms can be expressed into the incremental
manner, so the applications of such incremental frameworks are limited.

By taking a snapshot of a dynamic graph at a certain time, a dynamic graph
can be viewed as a series of static snapshots. Most of the existing graph process-
ing frameworks focus on dealing with static graphs (i.e. snapshots). These frame-
works can be grouped into non-distributed ones and distributed ones depending
on the number of computing nodes they can control. GraphChi [1], Ligra [11],
gGraph [12] and Totem [13] are representative non-distributed platforms. The
former two platforms are pure-CPU platforms. GraphChi proposed the Paral-
lel Sliding Windows (PSW) method and the compact graph storage method to
overlap the computation and I/O to improve performance. Ligra is specifically
designed for shared-memory machines. Both gGraph and Totem run on hybrid
CPU and GPU systems and achieve better performance and energy efficiency
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than pure-CPU based platforms. Anyways, non-distributed platforms cannot uti-
lize distributed computing nodes to handle extra-scale graphs. In contrast, the
performance of distributed platforms can scale up by utilizing more computing
nodes in the cluster. Distributed platforms can be further classified into synchro-
nous platforms and asynchronous platforms according to their computing model.
Pregel [5] and GPS [4] are typical distributed synchronous platforms. Pregel and
GPS adopt the vertex-centric model, in which a vertex kernel function will be
executed in parallel on each vertex. GraphLab [2] and PowerGraph [10] are rep-
resentative distributed asynchronous platforms. They follow the asynchronous
computing model such that graph algorithms may converge faster. However,
research showed that asynchronous execution model will reduce parallelism [12].
Therefore the selection between synchronous and asynchronous model is a trade-
off between algorithmic convergence time and performance.

3 System Overview

In this section, we discuss the design principle of the HGraph, followed by a
system architecture overview. The detailed optimization techniques of HGraph
will be presented in the next section.

3.1 Design Rules

The primary design goals of HGraph include good performance, scalability and
programmability.

– HGraph exploits GPU computing for good performance. GPU processors are
advantageous for their high throughput [21], energy efficiency [22], and mem-
ory bandwidth, and have been widely used in various application domains
[15]. HGraph can benefit from GPUs’ high throughput to process fine-grained
computing tasks in graph processing. In addition, HGraph adopts fully in-
memory computing for better performance.

– HGraph utilizes distributed computing in the cloud for good scalability. The
computing resource in clouds are elastic which can scale according to users’
needs. Since HGraph adopts in-memory computing, we need to ensure that
there are enough nodes such that the computing resource (i.e. CPU & GPU
processors) and memory resource are adequate.

– HGraph follows the vertex-centric programming model for good programma-
bility. In this model, a specific vertex kernel function for a graph algorithm
is executed in parallel on each vertex. Many existing graph processing frame-
works [5,11–13] follow this model.

3.2 System Architecture Overview

The system architecture of HGraph is presented in Fig. 1. The master node
consists of three major components: a graph partitioner, a task scheduler and a
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Fig. 1. System architecture of HGraph

global load balancer. The graph partitioner splits the graph into partitions and
sends them to slave nodes. The task scheduler maintains a list of pending tasks
and dispatches these tasks to slave nodes for execution. The global load balancer
is part of the two-level load balancing unit in HGraph. The master node assigns
initial load to slave nodes. Then the global load balancer can adjust the load on
slave nodes if load imbalance happens during the execution.

In each slave node, there is a CPU worker and a GPU worker, respectively.
The discrete GPU communicates with the host CPU through the PCI-e bus. The
CPUs and GPUs inside a node work in the Bulk-Synchronous Parallel (BSP)
[24] model to execute the update function in the vertex-centric programming
model. However, heterogeneous processors (eg. CPUs and GPUs) may take dif-
ferent time for computation. As a result, completed processors need to wait for
processors lagging behind before the synchronization, which degrades system
performance. The local load balancer is in charge of balancing the load between
the CPU and the GPU to solve such issue. The local load balancer and the global
load balancer form a two-level load balancer. Finally, there is a massage handler
which handles both intra-node and inter-node messages.

4 Design and Implementation

In this section, we present the methods and techniques proposed in this work.
The graph summary method is introduced first, followed by the runtime system
techniques for load balancing and message handling.

4.1 Graph Summary Method

In the vertex-centric model, partial or all vertices with their edges will be visit
once in each iteration for many graph algorithms. Therefore the execution time is
proportional to the number of vertices and edges (O(|V |+|E|)), and is dominated
by the number of edges |E| in most cases since normally |E| is much bigger than
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(a) T1 (Out degree = 0) (b) T2 (In degree = 0)

(c) T3 (In degree =Out degree = 1) (d) T4 (prune edge)

Fig. 2. Graph pruning transforms

the number of vertices |V | in graphs. We define four pruning transformations Ti

of graph G, as shown in Fig. 2.
T1 is a transform that removes the vertices and their in-edges whose out-

degree equals zero. T2 is a transform that removes the vertices and their out-
edges whose in-degree equals zero. T3 is a transform that removes the vertices and
their out-edges whose in-degree and out-degree both equal 1. T4 is a transform
that removes one edge from a triangle. By applying one of Ti or a series of Ti

onto the G, we can get a graph summary G′ of smaller size.

G′ = Ti(G) (1)

The selection of Ti depends on algorithms and query conditions. Queries using
graph algorithms can be categorized into full queries and conditional queries:

– Full queries: using graph algorithms to identify the maximum, minimum value
or all value under certain criteria. For instance, “search for the top 10 vertices
with the highest PageRank”, or “find out all communities in the graph”.

– Partial queries: using graph algorithms to search for some solution. For
instance, “search for 10 vertices with PageRank larger than 5”, or “find out
10 communities whose sizes are larger than 50”.

Accordingly, graph summary G′ can be used in two ways:

– As the initialization data: in full query, we can use graph summary G′ to
initialize G to make graph algorithms converge faster [23].

– As the input for graph algorithms: in partial query, we can directly run graph
algorithms on graph summary G′ to get results in a shorter time.

The time for pruning vertices and edges to get graph summary is a one-time
process, so the time cost can be amortized by later long-running time of itera-
tive graph algorithms. Besides, some graph algorithms have similar algorithmic
pattern such that they can share a common graph summary. Therefore, the time
cost to produce graph summary can be further amortized.
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4.2 Runtime System Techniques

There are two major components in the runtime system: the two-level load bal-
ancer and the message handler, as shown in Fig. 1 in Sect. 3. The local load bal-
ancer in each slave node exploits the adaptive load balancing method in gGraph
[12] to balance the load between CPU processors and GPU processors inside
the node. The global load balancer in HGraph is able to adjust the load (eg.
number of vertices and edges) on slave nodes to balance their execution time. It
calculates the load status of slave nodes based on the monitoring data and tries
to migrate appropriate load from heavily loaded nodes to less loaded nodes.

We extended the message handler in gGraph for HGraph’s distributed com-
puting. In HGraph, the message handler in each slave node maintains one outbox
buffer for every other slave nodes and an inbox buffer for itself. Messages to other
slave nodes will be aggregated based on the slave node id and the vertex id using
algorithm operators then put into the corresponding outbox buffer. The inbox
buffer is used for receiving incoming messages.

5 Experiment Methodology

In this section, we elaborate the graph algorithms, graph data, and the experi-
mental software and hardware settings.

5.1 Graph Algorithms

We use single source shortest path (SSSP), connected components (CC), and
PageRank (PR) to evaluate the performance of HGraph, as shown in Table 1.

Single source shortest path finds the shortest path from a given source vertex
to all connected vertices. Connected component is used to detect regions in
graphs. PageRank is an algorithm proposed by Google to calculate probability
distribution representing the likelihood that a web link been clicked by a random
user. Their vertex functions are listed in Table 1.

Table 1. Graph Algorithms

Algorithms Vertex function

SSSP v.path ← mine∈inEdges(v)(e.source.path + e.weight)

CC v.component ← maxe∈edges(v)(e.other.component)

PR v.rank ← 0.15 + 0.85 ×∑e∈inEdges(v) e.source.rank

5.2 Workloads

We use both real-world graphs and synthetic graphs in the RMAT model [25] to
evaluate HGraph. The RMAT graphs are generated with parameters (A,B,C) =
(0.57, 0.19, 0.19) and an average degree of 16. The graphs are listed in Table 2.
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Table 2. Summary of the workloads (Legend: M for million, B for billion)

Abbr. Graph |Vertices| |Edges| Direction Type

G1 Twitter 2010 61.6M 1.5B Undirected Social

G2 Com-Friendster 65.6M 1.8B Undirected Social

G3 Uk-2007-d 106.0M 3.7B Directed Web

G4 RMAT29 512.0M 8.0B Undirected Synthetic

G5 RMAT30 1.0B 16.0B Undirected Synthetic

5.3 Software and Hardware Settings

We developed a system prototype named HGraph on top of MPICH2. We con-
ducted the experiments on Amazon EC2, using 32 g2.2xlarge instances. Each
g2.2xlarge instance consists of 1 Nvidia GPU, 8 vCPU, 15 GB memory and
60 GB SSD disk. Each GPU has 1536 CUDA cores and 4 GB DDR memory.
We compare the performance and scalability of HGraph with two distributed
frameworks GraphLab and GPS.

6 Results and Analysis

In this section, we present the comparison on performance and scalability
of HGraph with GPS and GraphLab. Figure 3 compares the performance of
HGraph, GPS and GraphLab running the CC, SSSP, and PR algorithm. All
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Fig. 4. Scalability comparison of platforms

three platforms are distributed but only HGraph can utilize GPUs in com-
puting nodes and gain additional computing power. The result is the average
performance in million traversed edges in one second (MTEPS) on all graphs.
In general, platforms achieve better performance in graph analytical algorithms
(CC & PR) than in the graph traversal algorithm (SSSP) since CC & PR have
higher parallelism than SSSP. HGraph outperforms GPS and GraphLab for two
reasons: (1)the graph summary method and the runtime system optimizations;
(2) the ability to utilize GPUs for additional power.

Figure 4 compares the scalability of three platforms by increasing the num-
ber of computing nodes from 16 to 32 at a step of 4 machines, and calculat-
ing the normalized performance. All platforms exhibit significant scalability.
HGraph achieves the best scalability while GraphLab achieves the lowest scal-
ability. Adding one or more computing nodes increases the resource including
processors, memory and disk I/O bandwidth, and reduces the partitioned work-
load on each computing node. However, more computing nodes also cause the
graph to be split into more partitions, potentially increasing communication
messages. HGraph implements the message aggregation technique therefore it is
less affected by the increased communications, hence the better scalability.

7 Conclusion

This paper introduces a general, distributed graph processing platform named
HGraph which can process large-scale graphs very efficiently by utilizing both
CPUs and GPUs in distributed cloud environment. HGraph exploits a graph
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summary method and runtime system optimization techniques for load balanc-
ing and message handling. The experiments show that HGraph outperform two
state-of-the-art distributed platforms GPS and GraphLab in terms of perfor-
mance and scalability.
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Abstract. The resource utilization (CPU, memory) is a key perfor-
mance metric in data center networks. The goal of the cloud platform
supported by data center networks is achieving high average resource uti-
lization while guaranteeing the quality of cloud services. Previous work
focus on increasing the time-average resource utilization and decreas-
ing the overload ratio of servers by designing various efficient virtual
machine placement schemes. Unfortunately, most of virtual machine
placement schemes did not involve the service level agreements and sta-
tistical methods. In this paper, we propose a correlation-aware virtual
machine placement scheme that effectively places virtual machines on
physical machines. First, we employ Neural Networks model to forecast
the resource utilization trend according to the historical resource utiliza-
tion data. Second, we design correlation-aware placement algorithms to
enhance resource utilization while meeting the user-defined service level
agreements. The results show that the efficiency of our virtual machine
placement algorithms outperform the previous work by about 15%.

Keywords: Virtual machine · Prediction · Correlation · Placement

1 Introduction

As the rapid development of cloud technology, data center networks (DCNs),
the essential backbone infrastructure of cloud services such as cloud computing,
cloud storage, and cloud platforms, attract increasing attentions in both acad-
emia and industry. Cloud data centers attempts to offer an integrated platform
with a pay-as-you-go business model to benefit tenants at the same time, which
is gradually adopted by the mainstream IT companies, such as Amazon EC2,
Google Cloud Platform and Microsoft Azure. The multi-tenant and on-demand
cloud service platform is achieved through virtualization on all shared resources
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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and utilities, such as CPU, memory, I/O and bandwidth, in which various ten-
ants buy virtual machines (VMs) within a certain period of time to run their
applications [2]. Owing to multi-tenant demands, all kinds of workloads phys-
ically coexist but are logically isolated in DCNs, including data-intensive and
latency-sensitive services, search engines, business processing, social-media net-
working, and big-data analytics. Elastic and dynamic resource provisioning is
the basis of DCN performance, which is achieved by virtualization technique
to reduce the cost of leased resources and to maximize resource utilization in
cloud platforms. Therefore, the effectiveness of virtualization becomes essential
to DCN performance.

Originally, the design goal of a DCN is to meet the peak workloads of ten-
ants. However, at most time, DCNs are suffering from high energy cost due to
low server utilization. A lot of servers are running with low workloads while con-
suming almost the same amount of energy as servers with high workloads. The
cloud service providers have to spend more money on cooling bills to keep the
servers in normal running. They aim to allocate resources in an energy-effective
way while guaranteeing the Service Level Agreements (SLAs) for tenants.

A lot of literatures focus on enhancing the average utilization without vio-
lating SLAs. Some researchers focus on fair allocation schemes. Bobroff et al. [3]
proposed a dynamic VM placement system for managing service level agreement
(SLA) violations, which forecasts the future demand and models the prediction
error. However, their approach only deals with single VM prediction, does not
take correlation into consideration. Meng et al. [12] argued that VM should not
be done on VM-by-VM basis and advocated joint-VM-provisioning, which can
achieve 45% improvements in terms of overall utilization.

In this paper, we propose a correlation-aware virtual machine placement
scheme that effectively places virtual machines on physical machines. First, we
employ Neural Networks model to forecast the resource utilization trend accord-
ing to the historical resource utilization data. Second, we design correlation-
aware placement algorithms to enhance resource utilization while meeting the
user-defined service level agreements. The simulation results show that the effi-
ciency of our virtual machine placement scheme outperforms the previous work
by about 15%.

The rest of the paper is organized as follows. Section 2 introduces the related
work about resource demand prediction and virtual machine placement. Section 3
proposes the correlation-aware virtual machine placement system. Section 4 con-
cludes this paper.

2 Related Work

2.1 Resource Demand Prediction

By appropriate prediction schemes, it is probable to mitigate hot spots in DCNs.
Demand prediction methods will provide us early warnings of hot spots. Hence,
we can adopt measures to ease the congestions in DCNs and allocate resource in
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a way that guarantee the performance of applications for tenants. The demand
prediction methods usually fall into time series and stochastic process analyses.

The ARIMA model is often used to predict time series data. [3] forecasts
the future demand and models the prediction error. However, their approach
only deals with single VM prediction, does not take correlations between VMs
into consideration. [11] accurately predicts the future VM workloads by seasonal
ARIMA models. [13] employs SARMA model on Google Cluster workload data
to predict future demand consumption. [14] uses a variant of the exponentially
weighted moving average (EWMA) load predictor. For workloads with repeat-
ing patterns, PRESS derives a signature for the pattern of historic resource
utilization, and uses that signature in its prediction. PRESS uses a discrete-time
Markov chain with a finite number of states to build a short-term prediction
of future metric values for workloads without repeating pattern, such as CPU
utilization or memory utilization [7]. In [8], Markov chain model is applied to
capture the temporal correlation of VM resource demands approximately.

2.2 Virtual Machine Placement

Virtual Machine Placement (VMP) is a problem involving mapping virtual
machines (VMs) to physical machines (PMs). A proper mapping scheme can
result in less PMs required and less energy cost. A poor resource allocation
scheme may require more PMs and may induce more service level agreement
(SLA) violations. Bobroff et al. [3] proposed a dynamic VM placement system
for managing service level agreement (SLA) violations. They presented a method
to identify servers which benefit most from dynamic migration. Meng et al. [12]
argues that VM sizing should not be done on VM-by-VM basis and advocates
joint-VM-provisioning which can achieve 45% improvements in terms of overall
utilization. They first introduced a SLA model that map application perfor-
mance requirements to resource demand requirement. Kim et al. [9] proposed
a novel correlation-aware virtual machine allocation for energy-efficient data-
centers. Specifically, they take correlation information of core utilization among
virtual machines to consideration. Wang et al. [15] attempt to explore particle
swarm optimization (PSO) to minimizing the energy consumption. They design
an optimal VMP scheme with the lowest energy consumption. In [10], authors
propose a VMP scheme which minimizes the energy consumption of the data
center by consolidating VMs in a minimum number of PMs while respecting the
latency requirement of VMs.

3 Correlation-Aware Virtual Machine Placement

3.1 System Architecture

We propose a correlation-aware virtual machine placement system for data cen-
ter networks (DCNs) that predicts the future resource demand (utilization) of
requests and minimize the number of physical machines (PMs) to meet the



Correlation-Aware VM Placement 25

demand while considering the correlations between virtual machines (VMs) and
satisfying a user-defined server level agreement (SLA) at the same time.

The system architecture is shown in Fig. 1, which includes three key com-
ponents: monitor, predictor and controller. Tenants submit resource requests to
the cloud platform. The cloud platform allocates the resources (VMs) for the
requests. VMs are usually hosted on PMs in DCNs. Monitor module records
the historical utilization data of VMs and transmit it to Predictor module. The
predicted data generated from Predictor is delivered to Controller modular that
makes a strategic decision for VM placement problem. An new VM placement
strategy happens periodically every 100 time slots (a resource demand data
recorded at a time slot).

Fig. 1. Placement system architecture.

Traditionally, a VM placement scheme considers one VM at a time. In [12],
the authors argued that the anti-correlation between VMs can be utilized. Their
approach only picks two VMs at a time and allocate as less resource as possible
for VMs. However, it is possible that three VMs that negatively correlate with
each other, as shown in Fig. 2. Hence, we can do joint-provisioning of any number
of VMs without SLA violations. The overall capacity allocated for VM 1, VM 2
and VM 3 under joint-provisioning is about 70% of a PM while the traditional
VM placement needs to allocate about 85% capacity for these three VMs.

3.2 Prediction

In [16], the authors applied ARIMA and GARCH model to forecast the trend
and volatility of the future demand. ARIMA performs well when an initial dif-
ferencing step can be applied to remove non-stationarity. However, ARIMA is a
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Fig. 2. VM correlation.

linear time series model and may not work otherwise. Neural Networks can be
applied to predicted both linear and non-linear time series. For example, nonlin-
ear autoregressive neural network (NARNET) can be trained to predict a time
series from historical demand data.

Let NARNET(ni, nh) denotes a nonlinear autoregressive neural network with
ni inputs and nh outputs. Such a model can be described as

Ui(t) = F (Ui(t − 1), Ui(t − 2), . . .) + ε (1)

where Ut is the variable of interest, and ε is the error term. We can the use this
model to predict the value of Ut+k.

The performance of NARNET(10, 20) is shown in Fig. 3. The simulation
results shows that NARNET can predict future resource demand accurately.

3.3 Virtual Machine Placement Algorithms

In this subsection, we present correlation-aware virtual machine placement algo-
rithms. The allocated resource for VMs should match the future resource demand
to achieve high resource utilization of PMs while meeting user-defined SLAs.
Table 1 summarizes the main symbols used in this paper.

We use two performance metrics, overload ratio o and average resource
demand D, to evaluate the effectiveness of our proposed VM placement algo-
rithms. The former is the ratio of the number of time slots when the actual
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Table 1. Main symbols and descriptions

Symbol Description

V = {v1, · · · , vn} Set of VMs

S = {s1, · · · , sm} Set of PMs

NPM Number of used PMs for placement

Dm Sum of resource demands in PM m

C Capacity of a PM

o Overload ratio

D Average resource demand (utilization)

ε User-defined SLA

resource demand of a PM is higher than its capacity over all the time slots ×
NPM . The latter is the average resource utilization of PMs over all the time
slots. The objective of algorithms is to achieve low overload ratio o and high
average resource utilization D. We monitor resource demand (e.g., CPU, mem-
ory) of each VM and predict conditional mean μ and the conditional variance σ.
We also calculate the correlations ρ between different VMs placed on the same
PMs according to resource demand time series data.

We can formulate the correlation-aware VM placement problem as follows.

min NPM (2)
s.t. Pr(Dm > C) < ε, ∀m, (3)

∑

m

xmn = 1, ∀n, (4)

xmn ∈ {0, 1}, ∀m, ∀n. (5)
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The binary variable xmn indicates VM n is hosted on PM m or not. Dm

denotes the resource demand of VMs on PM m. C means the capacity of a PM.
ε > 0 is a small constant, called user-defined SLA.

Equation (3) can be transformed to:

C � E[Dm] + cε(0, 1)
√

var[Dm]

E[Dm] = μ1xm1 + μ2xm2 + . . . + μnxmn,

var[Dm] =
∑

i,j

ρijσiσjxmixmj .

where cε(0, 1) is the (1−ε)-percentile of standard normal distribution with mean
0 and variance 1. For example, when ε = 2%, cε(0, 1) = 2.06. E[Dm] is the
sum of expectations of resource demands of all VMs placed on PM m, and
var[Dm] is the variance of the workload with correlations between VMs taken
into consideration.

After problem formulation, we will present our algorithms to the VM place-
ment problem. The first algorithm is Correlation-Aware First-Fit algorithm.
The algorithm is similar to first-fit algorithm in solving the bin-packing prob-
lem, which is shown in Algorithm 1.

Algorithm 1. Correlation-aware First-Fit VM Placement Algorithm
Input: Historical resource demand data of VMs from the monitor.
Output: A VM placement scheme with a user-defined SLA.

1 foreach VM n do
2 foreach PM m do
3 Add VM n to PM m;
4 xmn = 1;

5 if E[Dm] + cε(0, 1)
√

var[Dm] < C then
6 break;
7 else
8 Remove VM n from PM m;
9 xmn = 0;

10 end

11 end

12 end

Algorithm 1 is a first-fit algorithm which will place a certain VM into the first
PM that can hold it with a certain probability less than a user-defined SLA. Since
this problem is very similar to first-fit algorithm of bin packing problem, we can
easily reach the inequality the number of PMs used by first-fit described above
is no more than 2× optimal number of PMs. If we first sort the VMs by the size,
then this is very similar to first fit decreasing algorithm in bin packing problem.
It has been shown to use no more than 11

9 OPT + 1 bins (where OPT is the
number of bins given by the optimal solution).

The second algorithm is Correlation-Aware Best-Fit algorithm, as shown in
Algorithm 2. The main idea is: each packing is determined in a search procedure



Correlation-Aware VM Placement 29

Algorithm 2. Correlation-Aware Best-Fit VM Placement Algorithm
Input: Historical resource demand data of VMs from the monitor.
Output: A VM placement scheme with a user-defined SLA.

1 foreach VM n do
2 Try to place VM n on every PM, and finally chose the PM m with the least slack to

place;
3 xmn = 1;

4 if E[Dm] + cε(0, 1)
√

var[Dm] < C then
5 break;
6 else
7 Remove VM n from PM m;
8 xmn = 0;

9 end

10 end

that tests all possible subsets of items on the list which fit the bin capacity. We
will choose the subset with the least slack to fill the bin. If the algorithm finds a
subset that fills the bin completely, the search is stopped, for there is no better
packing possible.

We compare our VM placement algorithms with the following benchmark
algorithms:

Random. It is based on the idea of randomly place VMs to PMs according the
peak value in historical resource demand data without making any predictions
and considering correlations between VMs.

Constant variance (CV). This algorithm predicts the future demand of VMs
while not taking correlations between VMs into consideration [16].

3.4 Evaluation

The resource demand (utilization) data is generated by the method in [1]. We
put 384 VMs on 128 PMs. We first generate 200 resource demand traces with
different mean and variation. Each trace contains a list of 400 historical resource
demand data (400 time slots). We will use the first 100 data to train the neural
network model and the remaining data to compare our correlation-aware place-
ment algorithms with previous proposed algorithms. We normalize the capacity
of a PM as 100%.

As shown in Table 2 and Fig. 4, when the user-defined SLA becomes larger,
there are more PMs that achieve average resource utilization. There is a trade-
off between resource utilization and SLA guarantee, and we should think twice
before we make the decision under different scenarios.

As shown in Fig. 5, the resource utilizations of PMs are different under the
four algorithms with user-defined SLA 5%. The random algorithm randomly
place VMs to PMs according to the peak value in the historical data. Hence,
the average resource utilization of PMs is the lowest among the four algorithm
and the number of used PMs are the largest. The constant variance algorithm
assumes the variance of VM i is constant which is apparently not the case in
the real world. Correlation-aware first-fit and best-fit algorithms outperforms
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Table 2. Number of used PMs, the overload ratio (o), and average resource utilization
of PMs (D) in different time slots under different user-defined SLAs.

Time Slots 100–200 Time Slots 200–300 Time Slots 300–400

ε = 2% NPM o D NPM o D NPM o D

FF 95 0.76% 66.87% 96 0.69% 66.17% 96 0.69% 66.15%

BF 95 0.72% 66.87% 96 0.63% 66.17% 96 0.71% 66.15%

CV 128 0.007% 49.63% 128 0% 49.63% 128 0% 49.61%

ε = 5% NPM o D NPM o D NPM o D

FF 90 2.22% 70.58% 91 1.74% 69.81% 92 1.73% 69.03%

BF 90 2.27% 70.58% 91 1.84% 69.81% 92 1.72% 69.03%

CV 96 2.4% 66.17% 96 2.74% 66.17% 96 2.95% 66.15%

ε = 10% NPM o D NPM o D NPM o D

FF 85 6.36% 74.74% 87 4.9% 73.02% 86 5.32% 73.84%

BF 85 6.63% 74.74% 87 4.9% 73.02% 86 5.32% 73.84%

CV 96 2.65% 66.17% 96 2.65% 66.17% 96 2.95% 66.15%

Random 128 6.02% 52.5% 128 5.74% 52.37% 128 5.94% 52.48%

Fig. 4. Correlative-aware algorithms with different user-defined SLAs.

Fig. 5. Resource utilization with user-defined SLA 5%.
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the other two algorithms. There are more PMs with high resource utilization
and reduces the total number of used PMs. Tough the resource utilizations of
PMs are almost the same, the best-fit algorithm costs more than the first-fit
algorithm due to the test of placing a VM on every PM.

4 Conclusion

In this paper, we proposed a correlation-aware virtual machine placement system
that effectively places virtual machines on physical machines. First, we employ
Neural Networks model to predict the resource utilization trend according to the
historical resource utilization data. Second, we presented two correlation-aware
placement algorithms to enhance resource utilization while meeting the user-
defined service level agreements. The simulation results show that the efficiency
of our virtual machine placement scheme outperforms the previous work by
about 15%.
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Abstract. Benefiting from the 60 GHz technology, physical machines in
advanced cloud centers are connected by not only the conventional wired
links but also the wireless communications. The 60 GHz millimeter-wave
(mmWave) introduces valuable advantages into cloud centers including
flexibility, scalability and high rate. Nevertheless, mmWave is constrained
by directional communications, i.e., a wireless link is connected if and
only if two directional antennas face to each other. This constraint intro-
duces a new problem in cloud service: the virtual machine (VM) place-
ment should consider the real-time connectivity if communications are
required between VMs. Otherwise, rotating the antenna costs additional
delay, resulting in performance degradation. To address this problem, we
propose a novel connectivity-aware VM placement (CAVMP) specialized
for 60 GHz wireless cloud center. The core of CAVMP is to dynamically
place VMs in order to improve the utilization and avoid overloads while
taking the connectivity state into account. We build a 2-rack cloud to
measure the connectivity feature of mmWave communications. In addi-
tion, we conduct extensive simulations to evaluate CAVMP. Performance
results demonstrate that CAVMP significantly outperforms existing VM
placement schemes in wireless cloud center.

1 Introduction

Recent years, both industry and academia pay great attention to cloud com-
puting. In industrial field, plenty of cloud centers are built all over the world
to provide promising cloud services such as Amazon EC2, Microsoft Azure and
Alibaba Cloud. In academic field, many efforts have been contributed on cloud
computing from different directions, e.g., FairCloud [12] and ElasticSwitch [13].

With the development of 60 GHz millimeter-wave (mmWave) technology,
wireless cloud centers [4] are available from lab to market, in which racks are
able to transmit data by wireless communications. Compared with the conven-
tional wired links, wireless communications show three merits. (i) The topology
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is flexible by adjusting the direction of wireless transmission; (ii) Getting rid
of the complex cabling system, the cloud center is easily scalable by deploy-
ing directional antenna by putting antennas on racks’ roofs. (iii) The 60 GHz
band has up to 7 GHz channel bandwidth. With a suitable modulation, the data
rate can easily achieve multi-gigabit level. It is promising that using wireless
communications as a complementary for wired links in cloud centers.

However, different from the omni-directional transmissions in conventional
WiFi, mmWave communications require directional transmissions due to its high
attenuation in the air. Field test [6] shows a 7-degree and 15-m communication
range of the mmWave device in real prototype. During data transmissions, it
is required that the antennas in two mmWave transceivers face to each other.
In addition, rotating the mmWave antenna introduce extra delay no matter by
motor or beamforming. This feature causes a new problem, connectivity aware-
ness, in virtual machine (VM) placement in cloud computing for minimizing the
time consumption on antenna adjustment.

In cloud centers, VM placement is a fundamental problem, which dynam-
ically allocates the resources of physical machines (PMs) including CPU and
memory according to the applications. Inappropriate VM placement results in
over-provision or under-provision issues. The over-provision wastes unnecessary
energy and resource. And the under-provision degrades the performance.

Great efforts have been contributed in VM placement in literature. In [1],
the VM placement is developed to manage the service level agreement (SLA)
violations. Then, [8] proposes the joint-VM-provisioning, which considers the
correlation among VMs. Furthermore, MPT [14] is designed to combine the uti-
lization ratio as well as the energy efficiency. Communication traffic are consid-
ered in [7]. These works optimize different metrics for VM placement. However,
none of them involves in the connectivity.

In this paper, we propose a new connectivity-aware VM placement (CAVMP)
scheme that dynamically allocates the VMs according to the connectivity state
to enhance the utilization of cloud center. There are four major components in
CAVMP. First, the resource monitor senses the real-time utilization and connec-
tivity state. Second, based on the sensory and historical results, the utilization
estimator predicts the future utilization of existing VMs because the utilization
of these VMs is time-varying. Third, the VM requestor reports the request of
new VMs from users. Fourth, the strategy manager makes the decision on new
VM placement and antenna adjustment.

The contributions of this work are three-fold:

– To the best of our knowledge, this is the first work to study the problem of
connectivity-aware VM placement in 60 GHz wireless cloud center.

– To tackle this problem, we propose a novel scheme, named CAVMP. In this
scheme, the connectivity tracking is newly added into the resource monitor
module; ARIMA and GARCH models are adopted to estimate the future
utilization and its volatility; and a new algorithm is developed to make the
decision of VM placement.
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– We build a wireless cloud prototype including 2 racks equipped with mmWave
devices. Based on the communication features, we conduct extensive simu-
lation to evaluate CAVMP. Performance results demonstrate that CAVMP
improves up to 8% average utilization ratio while reducing 95% time consump-
tion on antenna adjustment, compared with the state-of-the-art scheme.

2 Preliminary of 60GHz Wireless Cloud Center

In cloud computing, 60 GHz mmWave communication technology is exploited to
supplement the wired links, which has the following advantages:

First, the topology of wireless cloud is flexible by rotating antennas. The
wireless cloud Flyways [6] was implemented as an incremental overlay network
to the wired cloud. The mmWave devices HXI with horn antenna are placed on
top of racks to generate wireless links as shown in Fig. 1(a). Then, Zhou et al. [16]
proposed 3D Beamforming to establish the indirect link between two racks by
reflecting the signal using the ceiling as shown in Fig. 1(b). Both Flyways and
3D Beamforming can adjust their antenna directions to change the topology.

Second, it is not easy to expand a wired cloud center due to the complicated
cabling workload, which wastes huge amount of time and manpower. However,
the wireless cloud center is able to get rid of the cabling procedure and easy
to be scaled up. In addition, the cloud center can decease the construction and
maintenance cost without wired cables.

Third, mmWave communication also enables high-speed data transmissions,
which satisfies the transmission requirements of cloud centers. The 60 GHz spec-
trum was set as unlicensed band by the FCC in 2001 and the available 7 GHz
channel bandwidth supports multi-gigabit wireless communications.

However, the limitation of mmWave is its directional transmission, so that
two mmWave devices are connected only if their antenna beams can cover each
other. Hence, when one device needs to link a new device, the antenna directions
need to be adjusted, which leads to additional time consumption.

(a) Flyways (b) 3D Beamforming

Fig. 1. Illustrations of directional transmissions in existing wireless clouds.
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3 Design of Connectivity-Aware VM Placement

The objective of the virtual machine placement is to improve the average utiliza-
tion of physical machines (PMs). Without considering the limitation of direc-
tional transmission, existing VM placement schemes cannot perform well in
60 GHz cloud center. Since some applications require data transmission among
multiple VMs, (i) the performance will dramatically degrade if there is no link
establishment; (ii) the utilization ratio will be reduced if time is consumed on
antenna adjustment. To address this new problem in wireless cloud, we plan to
construct a new connectivity-aware VM placement (CAVMP) scheme.

3.1 Design Overview

The idea of CAVMP is to place VMs according to the connectivity state. It is
better that dependent VMs (data exchange are required among them) are placed
in two already connected PMs to minimize the time for antenna adjustment.

In the system, we assume that there are thousands of PMs in the wireless
cloud; a rack is composed of multiple PMs; VM placement happens periodically
every Δt; the time consumption of antenna adjustment cannot be ignored, which
is proportional to the given angle speed; the duration of updated period exceeds
the interval Δt so that the VM placement keeps pace with the demand changes.

We design the architecture of CAVMP as shown in Fig. 2. CAVMP has four
key modules: resource monitor, utilization estimation, VM requestor, and strat-
egy manager.

First, the resource monitor tracks the utilization (including CPU, memory,
and storage) of all PMs and the real-time connectivity state.

Second, the historical and real-time utilization are fed into the utilization
estimator to predict the future utilization of existing VMs in the next Δt time.
The estimator predicts not only the expected demand, but also the volatility,
which indicates the fluctuating degree of the demand.

Third, the VM requestor gets the new VM requests from users and translates
these information into utilization request and link dependency.

Fig. 2. System architecture of CAVMP.
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Finally, the strategy manager takes the results from all other modules as
inputs, and figures out the placement strategy scheme about where each VM
should be placed. The final output is a binary matrix X(t+1) = [xmn] for the
placement in the next time slot.

In the following subsections, we introduce four components in details.

3.2 Resource Monitor

The resource monitor collects the states of existing VMs in PMs, including three
kinds of data: utilization state, connectivity state, and deployment matrix.

Utilization state. For a VM n during [t, t+Δt), the utilization state is denoted
by Un

t , which includes the real-time computing and storage resources. The
resource monitor collects the utilization every Δt and log all history.

Connectivity state. The resource monitor also collects the real-time antenna
directions in order to imply the connectivity state, denoted by Ct = [cij ], where
cij = 1 indicates that rack i and j are connected by 60 GHz mmWave.

Deployment matrix. The resource monitor collects the real-time VM deploy-
ment in PMs, which is denoted by Xt = [xmn], where xmn = 1 indicates that
VM n is placed on PM m.

The transmission area of a 60 GHz mmWave transceiver can be expressed
as a cone model with the transmission range λ and the transmission angle α
as shown in Fig. 1(a). With the transmission area, the locations of all antennas,
and the height of ceiling, the connectivity state can be calculated.

3.3 Utilization Estimator

The resource consumption of existing VMs in PMs are dynamic. This module is
used to estimate the future utilization. Conventional works usually exploit the
average utilization or historical data as inputs to operate the VM placement
scheme. However, we propose to predict not only the expectation of the future
utilization, but also its variance as an fluctuation indicator. Benefitting from this
variance, the quality assurance can be taken into account, whose goal is:

Pr{Lm > Rm} < ε,∀m (1)

where ε is a small positive constant, Rm is the capacity of PM m, and Lm is the
load of PM m. To achieve SLA, this Equation should be satisfied.

Based on the historical data and the real-time monitor results, we leverage
the AutoRegressive Integrated Moving Average (ARIMA) model [3] to estimate
the mean of future utilization and the Generalized AutoRegressive Conditional
Heteroskedasticity (GARCH) model [2] to estimate the variance.

ARIMA-based mean estimation. Let Un
t as the utilization of VM n during

[t, t+Δt) and L as the lag operator, where LUn
t = Un

t−1. Then, the lag difference
∇ is expressed by {

LdUn
t = Un

t−d,
∇dUn

t = ∇(∇d−1Un
t ), (2)

where d ≥ 1 and ∇0 = 1.
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In order to eliminate the impact of periodicity, we define ∇jU
n
t = Un

t −
Un

t−j . Hence, the stationary time series of utilization can be formulated by
ARIMA(p, q) model. Using the classic Box-Jenkins methodology, the values of p
and q are easily to be determined. Thus, the mean and k-step-ahead prediction
of Un

t can be determined.

GARCH-based variance estimation. Besides the mean estimation, the vari-
ance estimation is significant to optimize the VM placement. We leverage the
advanced GARCH(p, q) model to estimate the standard deviation by

Ziτ =
√

hiτeτ , (3)

and

hiτ = γi0 +
P∑

j=1

γijZ
2
iτ−j +

Q∑
j=1

βijhiτ−j , (4)

where eτ ∼ N (0, 1), Ziτ is a zero-mean, Gaussian process, and hiτ is the time-
varying conditional variance. Based on training, parameters in Eq. (4) can be
decided using method proposed in [3]. Thus, the GARCH process can forecast
the conditional variance.

3.4 VM Requestor

In a cloud center, new requests of VMs are always proposed by users. These VMs
need to be added into PMs. The VM requestor module delivers the new VMs
information from users to the Strategy Manager module, including the number
of new VMs and their dependency.

Number of new VMs. A user requires computing and storage resources from
cloud center, which are described by several VMs. We assume that all VMs
have the same utilization at the beginning. Thus, all new requests could be
transformed into the number of new VMs.

Dependency. Partial VMs need to work together for one user’s application, so
links are required for these VMs, which is so-called dependency in this paper.
The dependency is denoted by D, where D is a n×n matrix and Dij = 1 implies
that VM i and j is dependent.

3.5 Strategy Manager

To achieve high utilization without SLA violations, the strategy manager needs
to match the future demand. In addition, to minimize the delay of antenna
adjustment, the strategy manager needs to consider the connectivity state.

Three performance metrics are adopted to evaluate the effectiveness of the
proposed strategy manager:

– Overload ratio V . This is the ratio of time periods where the reserved resource
is lower than the actual demand over all the periods.

– Average utilization U . This is the average utilization of the allocated resource
over all the periods.
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– Average delay of antenna adjustment T . This is the average time consumed
by adjusting the antennas’ directions over all the periods.

Our objective is to keep a low overload ratio V while achieving a high aver-
age utilization U and a low average adjustment time T . To fulfill our goal,
the resource monitor collects the utilization of each VM and the connectivity
statement. The utilization estimator predicts the mean μ, the variance σ, the
correlation ρ and their historical data. With μ, σ, ρ and the connectivity state
Ct, the strategy manager determines the VM placement without violating SLA.

Based on the above analysis, we formulate the VM placement problem as
follows: ⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Objective min (Lmax − Lmin)
Subject to Pr(Lm > Rm) < ε∑m

i=1

∑n
j=1 |cij(t+1) − cijt| < ε

xmn ∈ {0, 1}∑n
i=1 xmi = 1

(5)

where ε is a small positive value. Suppose that L follows a normal distribution.
Hence, Pr(Lm > Rm) < ε can transform to

Rm ≥ E[Lm] + cp(μ, σ2)
√

var[Lm], (6)

where cp(μ, σ2) follows the normal distribution with mean μ and variance σ,
E[Lm] is the sum of expectations of utilization of all the hosted VMs and var[Lm]
is the variance of the workload.

Based on the problem formulation, we design our CAVMP algorithm using
the modern portfolio theory as the following pseudo-code.

Algorithm 1. CAVMP Algorithm

Input: Ct, X, μt, σ, U , D
Output: VM placement strategy
Sort PM by load in increasing order;1

Sort new VM by utilization in decreasing order;2

foreach new VM n do3

foreach PM m do4

if
∑m

i=1

∑n
j=1 |cij(t+1) − cijt| < ε then5

if E[Lm] + cp(μ, σ2)
√

var[Lm] < Rm then6

Place new VM n to PM m;7

Adjust the position of PM m in PM list to ensure8

increasing order;
Rm = Rm − E[Lm] − cp(μ, σ2)

√
var[Lm];9

xmn = 1;10

break;11
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The CAVMP algorithm places a VM with large U into the PM with small
load that can hold the requirement of both SLA violation and connectivity state.
Although CAVMP cannot guarantee an optimal solution due to multiple con-
straints but it is still efficient to find a better solution than existing solutions.
Since VM placement problem is polynomial time many-to-one reducible to mul-
tiple knapsack problem, which is a known NP-optimization problem, the pro-
posed CAVMP provides a greedy-like solution for this NP problem with tolerant
approximation errors and time complexity O(mn).

4 Performance Evaluation

In this section, we build a 2-rack prototype of 60 GHz wireless cloud center
and evaluate the time consumption of antenna adjustment. Based on the time
consumption, we conduct simulations to evaluate the performance of CAVMP.

4.1 Prototype and Field Test

To measure the transmission feature of 60 GHz wireless cloud center, we build
a prototype of mmWave radio as shown in Fig. 3. This radio is supported by
the liftable and rotatable cranks, so its height and direction could be arbitrarily
adjusted by motor. The radio frontend consists of an mmWave transceiver to
provide 4 Gbps-bitrate transmission in 60 GHz band and a customized cylinder
metal waveguide as the antenna to form the signal into a beam. Then, the beam
can be considered as the cone model with the angle α.

We conduct field test of a pair of such radios by HD video transmission as
shown in Fig. 3. The transmission angle α is nearly 9◦ and the communication
range is about 13 m. Especially, we vary the distance between two radios with a
step of 1 m and the 4 Gbps communication link is maintained without obvious
lag from 1 to 10 m. The rotation speed is 60◦/s and the lift speed is 0.5 m/s.

Fig. 3. The prototype of mmWave radios are equipped on the racks in cloud center.

4.2 Simulation

Then, we evaluate the proposed CAVMP algorithm by extensive simulations. We
randomly generate 1000 utilization traces with different means and variations.
All these utilization traces are not independent, thus their placement requires
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some communications among VMs. The connectivity state is also randomly gen-
erated in a 8 × 8-rack cloud center. Each trace or state contains 500 historical
data. We use the first 200 traces to train the time series model and the remaining
data to test our algorithm and compare with existing algorithms.

In Fig. 4, we compare CAVMP with two VM placement algorithms Static
and MPT about the cumulative distribution function (CDF) of utilization. Sta-
tic is always provisioning for the peak. Static allocates resources based on his-
torical data without any prediction. MPT is a state-of-the-art VM placement
algorithm with the correlation among VMs. However, it does not consider the
directional transmission of mmWave antenna. As shown in the figure, Static
has the most machines running with low utilization. Since Static is not predic-
tive and dynamic, it cannot respond to time-varying demand well. The result of
MPT shows that almost all the VMs is running with utilization larger than 80%.
CAVMP performs better than Static algorithm and improves about 8% com-
pared with MPT. This result demonstrates the proposed CAVMP can achieve a
high resource utilization in 60 GHz wireless cloud center.

The comparison on average delay of antenna adjustment is shown in Fig. 5.
We find that CAVMP significantly outperform the other two algorithms, which
is always close to zero due to the connectivity-aware design. In contrast, Static
and MPT algorithms only consider the utilization and ignore the connectivity
state, so their average delays are usually larger than 2 s. Moreover, with the
increase of size, the dependency of connectivity is more complicated. Hence, the
trend of delay increases with the size.

5 Related Work

The related work can be classified into two categories:
Network performance prediction: The volatility prediction in bandwidth

reservation is proposed in [10] to build an auto-scaling system that dynami-
cally books the minimum bandwidth resources from multiple data centers for
the VoD provider in [11]. In [15], the robust dynamic approach is designed to
periodically identifies bandwidth allocation to virtual networks.
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VM placement: Clark et al. [5] present the design, implementation, and eval-
uation of high-performance OS migration built on top of the Xen virtual machine
monitor. A fast and transparent application migration system is proposed in [9].
And the traffic-aware virtual machine placement is studied in [7] to improve the
network scalability.

However, the connectivity-aware solution is still a vacancy in VM placement.

6 Conclusion

In this paper, we investigate the connectivity-aware VM placement solution for
60 GHz wireless cloud center. Time series prediction techniques and algorithm
design are combined to provide better performance in minimizing the delay of
antenna adjustment and maximizing the resource utilization. We build a pro-
totype and evaluate CAVMP using extensive simulations. Performance results
show that the effectiveness of CAVMP.
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Abstract. Cloud computing, today, has gained wide acceptance by business
enterprises across the globe. With growing popularity of cloud computing and a
considerable amount of research already conducted on the fundamental issue of
trust in the cloud, researchers are now focused on determining the linkage
between ethics and trust. Ethical issues in cloud depend on the particular
application and current circumstances. The paper proposes a novel technique of
computing ethical trust placed on a service provider. The approach takes into
consideration various factors which affect trust and ethics; as qualitative inputs
through a customized interface. The accepted inputs are fuzzified and using a
special set of designed rules, an ethical trust value is computed. The resultant
output is subsequently de-fuzzified using the centroid method The calculated
degree of ethical trust can help in ascertaining the significance of a service
provider and is therefore of great utility in the area of cloud computing.

Keywords: Cloud � Ethics � Trust � Fuzzy systems

1 Introduction

In today’s dynamic and competitive business world, cloud computing has proved to be
a boon to commercial enterprises. Cloud computing includes a set of resources that are
allocated as a when on demand. Cloud computing is a collection of various resources
which provided to the customer via the internet. Cloud computing has made it possible
for the users to get in use of all the virtual resources with the help of internet. An
example of cloud services is Google Engine, Oracle Cloud, Office 365. But nowadays
as cloud computing is growing it is leading to severe security issues and because of
this, the trust factor comes into picture [14]. Cloud computing comprises of three layers
i.e. Infrastructure, Platform, and Application. IAAS means Infrastructure as a service;
PAAS means Platform as a service; SAAS means Software as a service The SaaS layer
in the cloud helps the customer to run an application of their choices such as Inventory
Management and Customer Relations Management. Software as a Service (SaaS) also
expels the need to install the software on the system and provides the advantage to run
the software as an application on the customer’s own computer which in turn simplifies
the maintenance and support of the software on the customer’s end. PaaS stands for
Platform as a Service. To make use of this service an organization must have a good
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number of computing experts. This service is popular amongst the developers who
need to test their services in multiple platforms such as various versions of Windows,
Mac, Linux operating systems. IaaS stands for Infrastructure as a Service. This service
is most suitable for large businesses only as the customer is expected to manage both
the hardware and the software that run on this hardware. So instead of purchasing the
servers, software’s, data space the client’s buys the resources as a complete outsourced
service.

It saves the cost of carrying out business, but, of late cloud computing domain is
flooded with issues of ethics and trust. Trust is defined as a generation of a feeling of
assurance or confidence, of one party onto another party who are somewhat bounded
by certain terms and conditions. It is this element of bounded which ensures the process
of building trust between two parties. An example of trust for a cloud vendor includes
sending a trusted employee to the customer’s site with the assurance that this trusted
employee will be able to handle the technical problems reported by the customer. Here,
the trust is implied in the technical domain of the said employee. The trust factor is
based on evidence and subjective logics and is further used for the evaluation of
security issues based on historical data. [12] A practice, which is specially drafted by
business units to ensure that the trust is adequately implied is ethics and is this
implication has aptly demonstrated the principles of ethics. For example, ethics for a
cloud computing vendor includes an organization-wide policy, and practice of the
policy of never divulging the details of confidential data of a client to another third
party, except, as specified by the policy in its exceptions clause. For example, an
exception could be to provide details to government authorities or tax authorities.

Evaluating Trust for a cloud computing service is a complex task as it is a quali-
tative concept. The current research work aims to address the issue of trust on cloud
computing and also to provide an effective mechanism to evaluate services of cloud
provider based on trust and ethics. For a reliable cloud provider, a mechanism needs to
be devised which effectively ensures clients that service provider is trustworthy and its
services will be efficiently followed with ethics. There have been several models
proposed for calculating trust e g. Trust Management Model for Cloud Computing
Environment [15]. This model analyzes the properties of trust in a cloud environment.
It follows the approach that the value of trust was evaluated based on the uncertainty of
each by computing the decay function, number of positive interactions, reputation
factor and satisfaction level for the collected information But the model does not
address the issue of Ethics. In give name [17] the authors have explained security,
privacy, accountability, audit ability as factors affecting user’s trust in cloud computing
but again have not accounted for ethics in the same. The service models of cloud
computing are being introduced in [12] and the authors have talked about security as
the main concern which acts as a hurdle from cloud computing being used widely.
Without ethics trust becomes uncertain, because ethics provides integrity in a way of
services provided, so the advantage of our model is that it is considering the factors
which affect trust and ethics altogether, taking those factors into consideration ethical
trust index is calculated. Higher the Value of this index, more the reliable is a service
provider.

Worth mentioning is the fact that the issue of trust was already in vogue since the
advent of cloud computing technology, on account of the fact of placing confidential
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data to another party, but the question of ethics has slowly made its way in the cloud
arena [8] Ethical trust is the implementation of a feeling of assurance or confidence
between the client and server following some principles.

Also, further fuzzy set logic is developed that explains the human perception in a
better manner. An approach is developed that devises the major aspects of trust and ethics
relationship between cloud providers and users. All the dimensions of trust and ethics are
represented with a fuzzy framework and degree of ethical trust is calculated [7].

This paper proposes a distinct method to calculate the ethical trust value in a cloud
computing service provided by a vendor. The structure of the paper is as follows.
Section 2 identifies the various factors that impact the calculation of ethical trust.
Section 3 outlines the approach used for computing the ethical trust value followed by
the prototype of the tool developed. Section 4 is based on the experimentation and
results of the ethical trust index calculated summarizing up by the conclusion in Sect. 5.

2 Parameters for Calculating Ethical Trust

In this paper, we identify the parameters which can affect the ethical trust evaluation of
IaaS.

2.1 Control

Cloud computing supports the outsourcing of data to third party service providers. All
the information is locally stored in the cloud. Therefore the user places his computation
and data on machines which are not directly under control. So a majority of users or
customers claim their control over the data [2].

Also, the organizations suffer a huge loss of by providing direct control of data. The
risks associated with cloud computing include the following unauthorized access to
data, corruption of data, any kind of failure in the infrastructure [6]. So because of the
above factors, there comes a contradiction between the outside data and in between the
organization. This process is referred to as de-parameterization of data: “removal of a
boundary between an organization and the outside world.” This further affects not only
the border of the organization’s IT infrastructure, but also the organization’s
accountability fades out eventually [6]. In a large organization, it becomes difficult to
correct the consequences created by a single person.

2.2 Division of Responsibility

The responsibility of data is divided between the customer and the service provider and
none of them is in a good position to represent them [2]. This eventually leads to a
problem in ethical computing which is referred as “Division of Responsibility”. This
division of work at times leads to many undesirable consequences and no one can be
held responsible for the same. In cloud computing whenever a specific service deliv-
ered to a user depends on it depends on a large number of factors of the other system.
Cloud computing typically makes use a service-oriented architecture (SOA) in which
all the services are combined into large applications which are further provided to the
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end users. Therefore this complex structure of cloud makes it difficult to determine who
is responsible in case something undesirable happens. Hence the problem of many
hands working together still persists.

2.3 Accountability

The data majorly the personal data that is to be stored in the cloud should be managed
properly. It should be made sure that the users and the consumers both should be able
to manage the data on the cloud. If a problem appears anytime, they should be able to
determine which of them is responsible [2]. For the cloud user, the risk of privacy in
cloud computing can be greatly reduced if the organizations providing cloud com-
puting services combines the contractual terms and private policies to create an
accountability in the form of transparent, enforceable commitments that are responsible
data handling [1]. It should be taken care what all is being recorded and to who all the
particular record is made available to.

There are few key elements which provide the provision of accountability within
the cloud:

(1) Transparency
(2) Assurance
(3) User Trust
(4) Responsibility.

2.4 Privacy

Many of the companies providing cloud services store huge terabytes of data which
might include personal information which is further stored in data centers in countries all
around the world. Privacy becomes a major issue in this case [5]. All the privacy
concerns are taken care by the governments, researchers, users, and providers of cloud
services. Moreover majorly whenever there is a discussion about the ethical issue, cloud
privacy is the main concern but on the other hand it is difficult to explicitly describe the
concerns [3]. In general the basic aim to constrain the access to personal data which
helps in prevention to acquire data and put a stop to the illegal use of information related
to other persons [3]. So as the data is no more stored locally the control over the data
now comes in the hands of the cloud service provider. The consumers of cloud have to
completely trust the cloud provider that their data is safe and will not be leaked to the
outside world. Also different service providers have different options in terms of privacy
and the consumer will never be clear with which service provider they are dealing with.
Both reasons imply that to consumers it will not always be clear what they can expect
from service providers in the cloud concerning privacy [7].

The parameters outlined above do not have crisp values. They are qualitative in
nature as they are based on the subjectivity of the user opinion. Specifying a numeric
quantity for a subjective concept is difficult and introduces a degree of imprecision, or
uncertainty. To handle this, this contribution employs fuzzy logic. It proposes a distinct
method of ethical trust calculation keeping in consideration the subjective nature of the
various influencing factors, explained above.
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3 Evaluating Ethical Trust with Fuzzy Interface

This section presents an algorithm which takes into consideration the factors affecting
trust on cloud (listed above) as inputs. Since these inputs are qualitative in nature,
hence they are appropriately transformed into numerical values by applying triangular
member functions and subsequently defuzzified through the centroid method.

Figure 1 presents the various stages of the fuzzy logic applied for trust index
evaluation.

The initial qualitative input is accepted from the user, where the user specifies the
required degree of the considered parameters viz. the control, division of responsibility,
accountability and privacy in the service being considered. These values are then
fuzzified by using membership functions for predefined input in this paper utilizes the
triangular member function for the same.

A triangular MF is defined by three input parameters {a, b, c} as follows:

triangle(x; a; b; cÞ ¼
0; x� a:

x�a
b�a ; a� x� b:
c�x
c�b ; b� x� c:
0; c� x:

8
>><

>>:

By using min and max, we can have an alternative expression for the preceding
equation:

triangleðx; a; b; cÞ ¼ max min
x� a
b� a

;
c� x
c� b

� �
; 0

� �

Our chosen input parameters can have range of values between low, medium and
high, Fig. 2 is depicting fuzzified of input values using triangular input function.

Input

fuzzification

Rule 
matrix

Fuzzy
Inference

engine

De-fuzzification

Output

Fig. 1. Fuzzy logic controls analysis flow.
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The fuzzified input is then processed through the rule matrix (Table 1) which
comprises of specifically designed rules. These are as follows:

1. If Control is LOW and Responsibility is LOW and Accountability is LOW and
Privacy is LOW then TrustEthicsIndex is LOW.

2. If Control is LOW and Responsibility is MEDIUM and Accountability is MEDIUM
and Privacy is LOW then TrustEthicsIndex is LOW.

3. If Control is MEDIUM and Responsibility is MEDIUM and Accountability is LOW
and Privacy is HIGH then TrustEthicsIndex is MEDIUM.

4. If Control is MEDIUM and Responsibility is MEDIUM and Accountability is
MEDIUM and Privacy is MEDIUM then TrustEthicsIndex is MEDIUM.

5. If Control is HIGH and Responsibility is HIGH and Accountability is HIGH and
Privacy is HIGH then TrustEthicsIndex is HIGH.

Fig. 2. Fuzzification of inputs using triangle function
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Thefinal output is subsequently de-fuzzifed using centroidmethod tofind a single crisp
value which defines the output of a fuzzy set. Centroid Method is the most widely used
methods amongst all the defuzzificationmethods [19, 20]. Thismethod provides a center of
the area under the curve of themembership function. For complexmembership functions, it
puts high demands on computation. It can be expressed by the following formula

where z0 is de-fuzzified output, ui is a membership function and x is output variable.
Thisfinal value provides the degree of the ethical trust of a single user in the respective

service. However the trust index of a user is not based on a one time computation of trust
degree. It needs to take in account the experience of the user in the relevant field and the
level of expertise of the user. Thus the trust index for a single user is computed as below

Ethical trust Index ðTÞ ¼ ðU � EÞþO

where U is Degree of Ethical trust calculated above using fuzzy logic.
And E is the experience of a user and significance of this factor, higher level of

experience a user has more will be the values assigned, more experience also means
User is more familiar with usage of cloud computing services. Experience of user can
have following sample values in Table 2 below:

Table 1. Samples of fuzzy rules for ethical trust evaluation of IaaS

Control Division of
responsibility

Accountability Privacy Degree of
ethical trust

Low Low Low Low Low
Medium Low Low Medium Low
Medium Medium Low High Medium
Low Medium Medium Low Low
Medium Low Low High Medium
Medium Medium Medium Medium Medium
High High Low High Medium
Low High High Low Medium
High Low High High Medium
High Medium Medium High Medium
Medium High Medium Medium Medium
High High High High High

Table 2. Sample values of experience factor for ethical trust evaluation of IaaS

Experience of user Value assigned

>1 0.1
1–3 years 0.5
3–8 years 0.75
8–10 years above 1.0
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O is the ownership level of the user. Ownership is related to the rights allocated to a
user. Higher the authority higher the rights of a user. For example Admin User and
Manager level User will have the highest rights, they will have most of the or all of the
rights to access all the cloud services so eventually they can provide better feedback of
services used. The only exception to this factor is their level of experience, if user is not
experienced with usage of cloud services even though he has all the access then his
experience factor will be having low value.

Ownership can have different values based on user access level. Table 3 is showing
sample values of Ownership factor:

For n number of users in the system, ethical trust index can be calculated as
follows:

T ¼
P

Un� Enð ÞþOn
n

ðFor multiple users where is n [ 0Þ

The Ethical trust index is calculated and the normalized value of the ethical trust
index will vary between 0 and 1 as depicted in Fig. 3.

Table 3. Sample values of ownership factor for ethical trust evaluation of IaaS

Ownership of user Value assigned

Trainee/non-IT staff 0.1
Developers/testers 0.4
Manager level users 0.8
Admin user 1.0

0

0.2

0.4

0.6

0.8

1

Trust Index

Low
Medium
High

Fig. 3. Sample values of trust index
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4 Experimentation and Results

A prototype based on the above approach has been developed using 64 bit Java SE
Development toolkit update 60 and also using jFuzzyLogic open source library on the
following configuration of hardware:Intel i5 5th Gen processor 2.7 GHz CPU speed,
with 8 GB of RAM and with 1 TB HDD. It accepts as input the parameters: Control,
Division of responsibility, Accountability and Privacy in form of rating gathered for a
cloud provider.

The interface developed is simplistic in nature as it prompts the user for each of
parameter. Depending on the user requirement of each parameter a qualitative input is
provided in the form of three values Low, Medium, and High. Limitation of possible
three values for each parameter is kept to minimize possible fuzziness in user’s inputs.
All the calculations are backend through a set of rules and the user is simply provided
on the click of Calculate button, a precise index of the ethical trust. The calculated
value is not reflected back as a qualitative value, to ensure dynamism in the inter-
pretation of the value. A value of 0.75 might be acceptable as “high” under certain
conditions for some users rather than a value of 0.85. Thus the users are free to decide
their own range of Low, medium and High ethical trust values.

The model can be extended with more parameters and a wider range of inputs to
fine tune the output result. The significant issue is the generation of a quantitative value
for a qualitative concept.

The screenshots below presents some sample screens of the designed interface.

Trust Index 
Calculated 
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This application takes all these inputs as a fuzzy set and de-fuzzify them using
centroid algorithm [13] and based upon the rules in Table 2 it calculates the Trust
Index. The prototype above assumes a Trust index between value 0 to 0.40 is low and
from 0.50 to 0.75 is medium and in between 0.75 to 1.0 is high. More high the trust
index more reliable the services are.

5 Conclusion

This paper proposes a distinct approach to compute a quantitative value of f ethical trust
for cloud computing services. The approach recognizes the fuzzy nature of the sig-
nificant factors which affect the trust on cloud providers and computes a distinct degree
of ethical trust pertaining to each user, the aggregate Trust index is subsequently
obtained by taking in consideration this degree of ethical trust per user along with the
experience of each user and ownership of each user. The calculated ethical trust index
is distinctive in nature as it quantifies the hitherto qualitative concept of trust and ethics.
Such a measure can significantly affect the market presence of the cloud provider in all
situations. The prototype implementation of the algorithm provides an insight into the
calculation procedure, which works by accepting inputs as factors which affect ethical
trust on the cloud. Higher values of this index represent high ethical trust and lower
values represent low ethical trust. The calculated ethical trust index values can be
suitably customized and enhanced by considering more factors, in future.
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Abstract. The quality of the ranking answer is good or bad, directly affects the
high quality answers for users in the community question answering system.
Learning method by sorting, establish the answer ranking model, is a research
hotspot in community question answering system. The characteristics of tags
and behavior of users, often have a direct relationship with the answer to the
users’ expectations. In this paper, ListNet is used as the ranking method which
selects Neural Networks as the model and Gradient Descent as the optimization
method to structure ListNet ranking model which blends in characteristics of
tags and behaviors of user. Then, the ranking mode is utilized to finish exper-
iment combining the answers feature space, and the result of experiment shows
that the ListNet ranking model can improve effect of answers ranking obviously
which blends in the characteristics of tags and behaviors of users.

Keywords: Community question answering system � User tags � Behavioral
characteristics � ListNet � Gradient descent � Feature space

1 Introduction

With the rapid development of the question and answer services which are based on
community, the Community-based Question Answering service has become a new
knowledge-sharing model [1], social network. It is inconvenient for users to choose web
pages from a large number of returned web pages through keyword matching by tradi-
tional search engines. However, the community question answering is an open, inter-
active network platform, which uses the collective wisdom of the network users, through
the participation of users and provides a direct answer to the question, it provides a new
way and platform for the sharing of the internet knowledge, and also brings new vitality
life for answering technology. The community question answering system [2] develops
rapidly with the mainstream of Baidu know and Yahoo! in recent years.

The answer ranking is an important issue to be solved in community question
answering [3]. The effect of the answer ranking directly affects the quality of com-
munity question answering system and the users’ experience. In order to return the best
answer directly to users, you must choose the best answer from a number of answers. In
answer ranking model, the answer of the most consistent with the users’ needs will be
put in the front row, so as to locate the target knowledge directly for users. So, the
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J. Wan et al. (Eds.): CloudComp 2016, SPNCE 2016, LNICST 197, pp. 56–65, 2018.
https://doi.org/10.1007/978-3-319-69605-8_6



performance of the answer ranking model is very important, its accuracy directly
determines the performance of the entire community question answering system.
Therefore, it is worthy of study the sort of the answer ranking in the community
question answering.

At present, ranking learning has attracted the interest of many scholars and has
become a research hotspot of scholars. There have been many methods have achieved
very good results in practice, such as the LambdaRank method proposed by Burges in
2006 [4]; list rank method based on the ListNet proposed by Cao in 2007, directly
sequencing the whole return list [5]; the RankCosine method proposed by Qin in 2008,
which is based on the level of query to construct the loss function, with the method of
Boosting to optimize [6]. As for the answer ranking in community question answering
system, the characteristics of the community that is the tags and behavior of users,
which makes great effect on the answering ranking. For example, the level and
experience value of respondents, areas of expertise, respondent’s adoption rate and
approval rate, the keywords to answer question and other user tags features that the
respondents concerned, reflects the senior level of the person who answers the ques-
tion, Further to say, it reflects the credibility of the answer provided. Generally
speaking, the higher level of the respondents, the higher value of experience, the higher
rate of adoption and the higher approval rate, the higher quality of the questions
answered. The category of the question often being answered, the score of the
respondents answered questions and the tourists together with other users’ behavior
have great impact on the credibility of the answers, directly responses to the answers
with respect to issues related to the degree of matching, and further reflects the answer
can be taken. Therefore, the characteristic of tags and behavior of users and other
community features blend in the answers feature space to improve the effect of the
answer ranking is worthy of study and realization.

In this paper, the characteristic of tags and behaviors of users blend in the answers
feature space, combined with ListNet rank learning method to construct ranking model
so as to improve the effectiveness of answer system in community question answering.
Finally, the ranking mode is utilized to finish experiment combining the answers
feature space, and the result of experiment show that the ListNet ranking model can
improve effect of answers ranking obviously which blend in the characteristics of tags
and behaviors of user.

The rest of this paper is organized as follows. Section 2 focuses on the charac-
teristic of tags and behaviors of users blend in the answers feature space and the feature
extraction; Sect. 3 presents the sorting method of ListNet in the community question
answering ranking method; Sect. 4 reports on the classification experimental and
results analysis based on the domain of “Baidu know”; Finally, Sect. 5 gives a sum-
marize of the main study of the paper.

2 Factors Affecting the Ranking of Answers

There are many factors that affect the performance of the answer ranking in community
question answering system, such as the similarity, the density and frequency of the
query and the candidate answer.
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In the community question answering, the level of respondents, the field of the
respondents interest, the rate of adoption and the approval of the respondents, the
questions and answers the experience value, answer the questions the focus of key-
words, the score of the respondents and tourists, which attribute to the tags and users’
behavior, they are important supporting elements for answer ranking and important
factors to affect the answer ranking in community question answering system.
Therefore, it is necessary to consider the effect of the tag and behavior of the user in the
order of the ranking answer. The following details are the content of the two aspects.

2.1 User Tags

User tags include the level of the respondents, the professional field of the respondents,
the rate of adoption and the approval of residents, the experience value and problem on
keywords for answer. When the user answers the questions in the community question
answering, there will be other relevant users, ask questions or tourists who have related
knowledge needs will give their votes, scores or adopt or not. When a user answers a
lot of questions, some of the answers will be adopted, so the rate of approval and
adoption reflect the degree of the authority of the user. When a user takes some
activities in a certain period of time in CQA, there will be relevant experience value,
the more frequent activities, the more questions answered, the more experience value
will be. So user tags reflect the community attitudes and the quality of answers, which
is an important factor affecting the rank of the answer, it is very necessary to integrate
users tags into the answer ranking model.

2.2 User Behavior

User behavior includes the score of the questions, as well as score of questions by
tourists and the category of the questions and so on. In CQA System, for one particular
issue, there will be a lot of other answers which provided by other users, the quality of
these answers or credibility may be good or bad, the questioner will give the score or
vote according to their own needs and the professional degree of the answer, and users
with the same or similar knowledge needs will give the score or vote in the same way,
the scoring or voting reflects the credibility of the answers to the corresponding
problems. If a user often answers a question or a question of a particular field, then the
user is likely to be good at this area or field in CQA and his answer to this question is of
relatively high reliability. Therefore, the user behavior also reflects the quality of the
relevant answers, which is an important factor that affects the rank of answer, so, the
characteristic of tags and behaviors of users and other community features blend in the
answers feature space to improve the effect of the answer ranking is worthy of study
and implementation.

2.3 Method of Feature Extraction

The tags and behavior of users have an important effect for the effect of answer ranking
in CQA. Therefore, in order to improve the ranking accuracy of the process, it is worth
studying the importance of community characteristics. This thesis relies on the platform
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of the Baidu know to collect the answers to the problems by hand, while the charac-
teristics of tags and behaviors of users were extracted so as to be blended in the answers
feature space.

Word similarity computing is a basic research topic of natural language and widely
used in natural language processing, information retrieval, text classification, automatic
response, the meaning of the word row discrimination and machine translation field and
other areas. It has attracted more and more researchers attention [10, 11] called “hit the
extended version of Tongyicicilin [7, 8]”.

In order to solve the problem of sparse matrix, this thesis introduces the method of
calculating the semantic extension of words based on the synonyms Clilin method
proposed by Liu and Wang [8, 9]. This method analyzed Clilin hierarchical structure,
and combined the semantic with lexical chain extension and proposed a relatively novel
text keyword extraction method based on the semantic relation between the word [9].

According to the hierarchical structure of the tree, all the words in the dictionary are
divided into 3 levels, including 12 larger categories, 97 middle categories, and 1400
small classes [10]. All kinds of the small classes in the word forest contain a lot of
words and each of them is divided into a number of words according to the meaning
and the relevance of the word [10]. The words and expressions in each word group are
divided into many lines according to the distance and the relevance of the word
meaning. The same line of words is not the same word meaning, that is, the word
meaning has a strong correlation [10]. The thesaurus is classified by hierarchical
system, and the whole dictionary has 5 layers of structure. With the delicate classifi-
cation of meaning step by step, the number of words in each category is very small to
fifth layers, many of the words in the classification can’t be classified again, that is, the
atomic word group, atomic class or atomic node [10].

The semantic extension of words include two parts: word similarity and word
correlation calculation. Word similarity calculation is based on the synonyms word Lin
encoding distance to the two words semantic similarity calculation. Its main idea is to
determine the two words in the word forest belong to which layer of branches. Then
according to the semantic distance of the two words to calculate the similarity between
the two words, which, the closer of semantic distance between two words, the higher
word similarity they are.

The formula for calculating the similarity of words is as follows:

sim w1;w2ð Þ ¼ d:
n� kþ 1

n

� �
: cos n:

p
180

� �
ð2:1Þ

In this formula, sim w1;w2ð Þ is semantic similarity 0\sim\1ð Þ.d is coefficient. The
two word similarity calculation decided by the needs of the encoding branch. n is the
total number of nodes in the branch layer. k is the distance between branches.

Then calculate the words in the semantic relevancy. Make use of the semantic
relation between the words in the “a synonym in the word”, and calculate the relevance
degree of the two words by means of statistical methods. Firstly, find out the corre-
lation calculation of the word w1 and w2 and the corresponding encoding code1 and
code2 in “a synonym in the word forest”, if the coding code1 is equal to code2, and two
codes’ bit 8 is marked as “#”, then these two words correlation degree is 1; if the
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coding code1 is equal to code2, but the two code s’ bit 8 is marked as “=”, then the two
words correlation degree is 0.85; otherwise, we must calculate out the times of the two
words appear at the same time and the times of them appear alone, then statistical
information is substituted into the formula to calculated correlation degree between the
two words. The formula for calculating the correlation of words is as follows:

rel w1;w2ð Þ ¼ count w1;w2ð Þ
min count w1ð Þ; count w2ð Þð Þ ð2:2Þ

In this formula, count w1;w2ð Þ is the number of the w1 and w2 both appears in the
question. count w1ð Þ and count w2ð Þ is the number of the w1 and w2 appears alone in the
question. min count w1ð Þ; count w2ð Þð Þ is the w1 and w2 minimum number of occur-
rences alone.

3 Attribute Reduction Based on List Net Sort Method

The rank learning has three category methods: based on PointWise, PairWise and List-
Wise. And ListNet is a rank method based on ListWise. Cao came up with the method of
the feedback corresponding to the entire list of search rank [11]. ListNet rank model is
used Neural Network as a modelx, based on the probability of the entire arrangement of

the feedback list ps pð Þ and Partition Function f x ið Þ
j

� �
, and use Gradient Descent as an

optimization method. Through continuous training, so that the loss of function is the best
and then output the sort model. Arranged probability formula is as follows:

psðpÞ ¼
Yn
j¼1

uðspðjÞÞPn
k¼j uðspðkÞÞ

ð3:1Þ

/ðÞ is an increasing function and constant greater than 0. For example, linear function
u xð Þ ¼ ax; a[ 0, Exponential function u xð Þ ¼ exp xð Þ, this thesis chooses the Expo-
nential function. p is a list of retrieve and feedback query. Sp jð Þ is the score of the goal
scoring function of the arrangement for thefirst chapter of the document score. Because of
the low efficiency of a ranked list of the entire sorting list, we only calculate the first k
article document at present; that is, Top kð Þ is the Probability Model. Here is the formula:

psð}kðj1; j2; � � � ; jkÞÞ ¼
X

p2}kðj1;j2;���;jkÞ
psðpÞ ¼

Yk
t¼1

expðsjtÞPn
l¼t expðsjlÞ

ð3:2Þ

In this formula }k j1; j2; . . .; jkð Þ is a permutation of the previous K document. The
paper chooses k ¼ 1. Then the probability model becomes:

psð}1ðj1ÞÞ ¼ expðsjÞPn
1 expðsj1Þ

ð3:3Þ
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The Loss Function of ListNet ranking method is as follows:

LðyðiÞ; zðiÞðfxÞÞ ¼ �
X
8g2}k

pyðiÞ ðgÞ logðpzðiÞðfxÞðgÞÞ ð3:4Þ

In this formula, Permutation probability is a neural network model of the rank
function or scoring function. Its formula is as follows:

fxðxðiÞj Þ ¼ hx; xðiÞj i ð3:5Þ

Here \:[ is Inner product. ListNet is used as the ranking method which selects
Gradient Descent as the optimization method and Gradient descent calculation
formula is:

Dx ¼ @LðyðiÞ; zðiÞðfxÞÞ
@x

¼ �
X
8g2}k

@pzðiÞðfxÞðgÞ
@x

pyðiÞ ðgÞ
pzðiÞðfxÞðgÞ

ð3:6Þ

In the process of ranking model repeated training, using Gradient Descent method
to continuously optimize the loss function, until the order of the model’s loss function
is optimal. The pseudo-code of ListNet learning method is shown in Fig. 1.

4 Experiment Results and Analysis

This section is to verify the rank results of a list ranking method that blend in the
characteristics of tags and behaviors of users. The experimental data is from Baidu
know, collected a total of 150 questions and 1499 answers, the question category
covers 10 small classes, and marked annotation of the degree of correlation between the
answers and questions. These 10 sub-classes are: the use of mobile phones, health care,
the common sense of life, the employment, fitness, outdoor sports, holiday tourism,
flowers, birds, fish and insects, and pediatric traumatology.

Fig. 1. The pseudo-code of ListNet
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Experiments adopted 10-fold cross-validation method, divide the 150 questions and
1499 answers corpus according to the proportion into test set T1 and training set T2.
Here, the Proportion of T1 is 20, the Proportion of T2 is 80. That is to say, take 30
questions and 300 answers for the test set, the remaining 120 questions and 1199
answers for the training set. In order to verify the effect of the combination of user tags
and behavior feature, we will put each relevant answer and the characteristics of tags
and behavior of users blended in answer feature space, in the training and testing
phases of answer ranking model, the steps of List Net is set to 1500 and learning rate is
0.00001.

4.1 The Comparison of Different Ranking Methods

This thesis chooses the rank of ListNet method as the answer method in the CQA
system, with the extended version of tongyicicilin based on hit word similarity com-
puting as a method of data processing [11]. In order to make the experiment more
sufficient, the experiments were carried out 50 and 136 dimensional feature space
respectively, and used five kinds of ring methods including ListNet and NDCG eval-
uation, MAP evaluation and P@1 evaluation of the 3 evaluation methods to compare.
The result of answering sorting in different sorting methods, different dimensions of the
feature space and different evaluation indicators of the answers in community question
answering system are shown in Table 1.

From Table 1 we can be see, as for the RankNet ranking method, RankBoost
ranking method and AdaRank ranking method through NDCG evaluation methods,
MAP evaluation methods and P@1 evaluation method for answer ranking results
evaluation, ListNet ranking methods have better sorting effect in 50 and 136 dimen-
sions feature space experiments. As for LambdaRank ranking method, in the case of
MAP evaluation is slightly better than the ListNet method, but there is also an obvious
gap between ListNet in the NDCG evaluation and P@1 evaluation method. In general,
whether it is in the 50dimensional feature space or in the 136 dimensional feature
space, with the NDCG evaluation methods, MAP evaluation methods and P@1
evaluation methods the evaluation results show that ListNet ranking method performed
better and more valid than other ranking methods in community question answering
system answers ranking task.

Table 1. The result of different sorting method dimension and evaluation index

Dimensions Evaluation indexes Ranking method
RankNet RankBoost AdaRank LambdaRank ListNet

50 NDCG 0.7063 0.6808 0.6941 0.6998 0.7114
MAP 0.8190 0.7956 0.7958 0.8488 0.8483
P@1 0.7633 0.7000 0.5667 0.7867 0.7900

136 NDCG 0.6925 0.6977 0.6779 0.6977 0.7094
MAP 0.8216 0.8224 0.7958 0.8417 0.8341
P@1 0.7800 0.8333 0.5667 0.7500 0.8367
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4.2 The Rank Method Blend in Tags and Behavior of User

In this section, the characteristics of tags and behavior of users are blended in the
feature space to improve the effect of the answer to the question in CQA systems. In
order to verify the validity of characteristics of the tags and behavior of the user in the
CQA system, different ranking method are used. That is, RankNet ranking method,
RankBoost ranking method, LambdaRank ranking method, AdaRank ranking method
and ListNet ranking method and different feature space dimensions 50, 59,136 and 145
dimensional are used to do experiment. At the same time, with different evaluations
such as NDCG evaluation methods, MAP evaluation methods, and P@1 evaluation
methods to evaluate the results of the ranking. After the characteristics of the tags and
behavior of user blended in 50 and 136 dimensional feature space turn to 59 and 145
dimensional feature space. The result of the experiment is shown in Tables 2 and 3.

Tables 2 and 3 show that each dimension feature space, the characteristics of tags
and behavior of user blended in the feature space, and there is no obvious improve-
ment, and there is even a sign of decline for RankBoost ranking method, AdaRank
ranking methods and AdaRank ranking methods. However, as for the RankNet ranking
method and ListNet ranking method with the characteristics of the tags and behavior of
user characteristics, the ranking effect is significantly improved. And it can also be seen

Table 2. The result of 50 and 59 dimensional feature space

Rankting
method

Evaluation

NDCG MAP P@1
Unfused
feature

Fusion
features

Unfused
feature

Fusion
features

Unfused
feature

Fusion
features

RankNet 0.7063 0.7103 0.8190 0.8629 0.7633 0.8100
RankBoost 0.6808 0.6808 0.7956 0.7956 0.7000 0.7000
AdaRank 0.6941 0.6941 0.7958 0.7958 0.5667 0.5667
LambdaRank 0.6998 0.7134 0.8488 0.8359 0.7867 0.7667
ListNet 0.7114 0.8041 0.8483 0.8889 0.7900 0.9000

Table 3. The result of 136 and 145 dimensional feature space

Ranking
method

Evaluation

NDCG MAP P@1
Unfused
feature

Fusion
features

Unfused
feature

Fusion
features

Unfused
feature

Fusion
features

RankNet 0.6925 0.7315 0.8216 0.8300 0.7800 0.8133
RankBoost 0.6977 0.6977 0.8224 0.8224 0.8333 0.8333
AdaRank 0.6779 0.6779 0.7958 0.7958 0.5667 0.5667
LambdaRank 0.6977 0.7097 0.8417 0.8257 0.7500 0.7767
ListNet 0.7094 0.7503 0.8341 0.8723 0.8367 0.8867
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that the ListNet ranking method is far better than the RankNet ranking method. For
example, the characteristics of tags and behavior of user blend in the 50 dimensional
feature space, the result of RankNet ranking method in NDCG evaluation method,
MAP evaluation method and P@1 evaluation methods increase respectively for 0.004,
0.0439 and 0.0467; however, ListNet increase for respectively 0.0927, 0.0406 and
0.11; the characteristics of tags and behavior of user blend in the 136 dimensional
feature space, the result of RankNet ranking method in NDCG evaluation method,
MAP evaluation method and P@1 evaluation methods increase respectively 0.039,
0.0084 and 0.0333; but the characteristics of the tags and behavior of the user, the
result of ListNet ranking method increase respectively 0.0409, 0.0382 and 0.05. After
the characteristics of the tags and the behavior of the user blend in the answers feature
space, the result of the ListNet ranking method in the community question answering
system is still better than other methods, and compared with other methods, the ranking
effect is more obviously than other methods. So, the experiment proves that the ListNet
ranking method is effective in the community question answering system again, and it
is quite obvious that the result of answer ranking with the characteristics of tags and
behavior of user blend in the feature space.

5 Conclusion

This paper, mainly introduces the answer list ranking method of the characteristics of
the tags and the behavior of the user in the community question answering system, with
the characteristics of the tags and behavior of the user blended in the answering feature
space to improve the answer ranking accuracy effectively. Experimental comparison of
multiple angles from the ranking method of comparison, the dimensions of the features
comparison and evaluation index of verify the list ranking algorithms ListNet in
community question answering ranking task effectiveness, and the experiment proves
that the ListNet ranking method is effective in the community question answering
system, and it is obvious that the effect of the user tag and the user behavior charac-
teristics on the answer ranking.

Acknowledgement. This work is supported by the National Science Foundation on of China
under the Grant No. 61365010.
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Abstract. With the rapid development of technology, mobile devices
have become the basic necessities of life. Mobile devices have a great
advantage of rapid calculation and Transmission and containing a variety
of sensors. So we can distribute some computing tasks to our mobile
devices. However, mobile devices still face a significant bottleneck. Such
as the upper limit of computing power. Mobile devices will be inadequate
when dealing with large-scale operations. Lack of storage capacity, mobile
devices can not save a large amount of data. Small battery capacity,
Equipment can not guarantee a long duration of working. In order to
give the users a good experience, We need to use the resources of the
mobile cloud platform to solve these problems. Mobile cloud platform has
become the most essential facilities. The mobile cloud platform will not
only consolidate resources and optimize computing power, but also serve
as a processing platform with strong storage ability and decision-making
capability. In such a strong demand, build a mobile cloud platform has
become an indispensable thing.

Keywords: Mobile cloud platform · Smart clothing · Smart home

1 Introduction

Nowadays, a variety of new technologies, such as edge clouds, micro clouds and
ad hoc cloudlet, have been derived from the mobile cloud [1,2]. These tech-
niques are suitable for different computing tasks in different environment [3–5],
such as in the vehicular ad-hoc networks [6] or the heterogeneous telematics [7],
where the mobile cloud can be integrated with the vehicle-to-vehicle or vehicle-
to-infrastructure communications to improve quality of service in sensing and
sharing vehicular information. This paper will give some brief introduction to
these technologies.

Mobile Edge Cloud (MEC) is needed when mobile devices have strict require-
ments for short latency and complex processing content [8,9]. We need to move
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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computing tasks to the wireless access point [10]. MEC will move the core func-
tion of the network to mobile device. The core functions and related applications
deployed in the access side of the edge of the service. The edge cloud has the
following characteristics: Localization, the edge cloud will be mounted on the
access side of the task to the edge node, which greatly reduces the bandwidth of
the backbone network traffic and avoids duplication of large amounts of data dis-
tribution [11–13]. It also saves a lot of network traffic. Low latency, when the 5G
wireless communication network is proposed [14], the speed of data transmission
data been greatly improved, which makes the traditional network architecture
become a bottleneck in latency [15–20].

A cloud is a small, simple device near users in a space location that can
download the data from the mobile cloud platform and process these data [21].
When finishes the job, the device sends the data back to Mobile cloud plat-
form [22–24]. Users will not be aware of the whole process, but users can enjoy
high-speed and low-latency services. These devices are collectively referred to as
micro-clouds, which are generally at the edge of the network. Micro-cloud has
the following characteristics: dynamic resource allocation, support for large-scale
user-level computing, user rights, high confidentiality [25].

Ad hoc cloudlets are sub-classes of micro-clouds, which are the mobile devices
consisted of all micro-clouds [26]. Such as a certain range of ten mobile phone,
each phone uses D2D (Device-to-Device) Technology to carry out communication
[27–33]. In this paper, the mobile cloud platform based on openstack is described
[34,35].

2 Architecture of EPIC Mobile Cloud Platform

Mobile cloud platform in Embedded and Pervasive Computing (EPIC) Lab [36]
is mainly to compensate for the lack of mobile computing power, responsible for
receiving the instructions transmitted by the user and refers to these instruc-
tions to finish this task [19,37–39]. In order to achieve this goal, mobile cloud
platform system architecture is designed for the following three parts, namely
the interaction layer, management layer and virtual layer, as shown in Fig. 1 [40].

Interaction Layer: The interaction layer give a interface to interact with users,
receive requests from users and send requests to control layer. And the mobile
cloud platform transmits the HTTP respond to the user.

Control Layer: The management layer is responsible for processing the users’
request, such as creating a virtual machine template, controlling workflow, load-
ing balancing, etc. Control Layer is the most important part of the mobile cloud
platform. In other words it is in charge of the whole network and computing
resources of cloud platform.

Virtual Layer: The virtual layer consists of physical machines and virtual
machines, which compose the compute nodes or storage nodes to serve the man-
agement layer. The mobile cloud platform handles web services and distributed



68 M. Liu et al.

Fig. 1. System architecture

computing tasks. It also has the following characteristics: high performance, scal-
ability, and reliability. It uses high-performance personal computers to meet the
requirements of computing speed. The co-operation of hardware and software
greatly improves work efficiency. Due to the mobile cloud platform architec-
ture design, low coupling makes it easy to extend the other parts of the cloud
platform. Mobile cloud platform architecture ensures its reliability and it can
automatically make remedies for the failure.

3 Deployment Instructions of Cloud Platform

The key technologies mobile cloud platform uses are shown in Fig. 2.

Fig. 2. Key technology
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3.1 Build Web Service

Webservice is the foundation of the mobile cloud platform, so the first step in
building a mobile cloud platform is to create a webservice. We determine to use
the HTTP protocol to transfer data and encapsulate the data in XML format.
We choice apache to build up our server.

3.2 Front-End Structures

We select the Bootstrap in our front-end technology, which is one of the most
popular front-end frameworks currently. Bootstrap uses HTML, CSS, javascript
programming language. It is simple and flexible, making Web development more
efficient. We’ve added other technologies to this framework to make it easier for
users to interact with our platform.

3.3 Back-End Structures

Laravel is a Value elegance, simplicity, and readability PHP Web development
framework. This technology draws on the advantages of java and other frame-
works and has great scalability and scalability. Laravel code is one of the most
popular back-end technology. Besides Laraval, we also add openstack technology
in our platform. When user choose a certain function, the platform will call the
relevant openstack API to fulfil the task.

3.4 Openstack Technology

The core technology of cloud platform is openstack. This technology was devel-
oped by NASA and Rackspace. This project consists of multiple modules and
can be seen as the cloud operation system of mobile platform. The greatest
advantage of openstack is that it can create public and private clouds fast and it
provides infrastructure as a service (IaaS) solution. Openstack is one of the best
technique to build mobile cloud platform. Since the Openstack technology has
been widespread all over the world, hundreds of communities or organizations
to contribute to its source code, which makes this technology developed rapidly.
OpenStack technology is mainly written in Python. Being modular makes Open-
stack has the characteristics of decoupling and excellent compatibility.

OpenStack technology can be divided into multiple components, and each
component has its aliases. Such as Horizon is the module to manage the inter-
active interface. Nova is the module to control computing resource, Keystone is
in charge of authentication. What’s more, we have mirror service components
Glance and storage components swift. Horizon components which is based on
web framework Django development of the Web interface, is responsible for con-
verting the user’s requests to the command for virtual machine. Nova is the
core modules of Openstack. Nova component can create, authenticate, sched-
ule and terminate virtual machines. Message Queue is a module for commu-
nication between OpenStack nodes, mainly based on AMQP implementation.
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Nova uses an asynchronous way to respond to user requests in order to pre-
vent users from waiting too long. Nova-Compute is used to manage the lifecycle
of virtual machine instances. An instance is generally a virtual machine. When
Nova-Compute receive the creation, termination and other operation commands.
It will call the libvirt API to process this command and return the results from
the message queue. Nova-Network primarily provides network connectivity ser-
vices for virtual machine instances. Network traffic and communication between
virtual machines are handled by this module. Nova-Network’s primary role is
to assign an IP address to a virtual machine instance, configure VLANs and
security groups. Nova-Scheduler is a kind of daemon in the Nova component. It
begins to run when the cloud platform starts.

The keyStone component provides authentication and service tokens for users
and virtual machines. In this openstack design, Keystone provides authentica-
tion and access policy services for all OpenStack components. It relies on its
own REST system. When users provide their own authentication information to
OpenStack [41,42], Keystone will match this information with the information in
the database. If the authentication passes, Keystone will return a unique token
to the user. This token can be used by the user as authentication information
for subsequent sending of an operation request to OpenStack.

Mirror Components Glance is primarily responsible for storing and managing
the virtual machine’s operating system image, which is used when the virtual
machine is created. Glance provides a standard REST interface through which
you can query mirror-related information stored on different devices.

The storage component swift is responsible for object storage management
and similarly there are cinder components (block stores) for local storage and
network storage.

Figure 3 (http://www.dataguru.cn/article-8860-1.html) shows the architec-
ture of openstack modules.

Fig. 3. Openstack module architecture

http://www.dataguru.cn/article-8860-1.html
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3.5 The Configuration of Openstack

We build openstack on Inspur machine. We use two compute nodes, one control
node and one network node. Figure 4 show the picture of Inspur machine.

Fig. 4. Picture of Inspur machine

4 Vis.js

4.1 Introduction of Requirements

After deploying the openstack component on the mobile cloud platform, we can
begin to build our own cloud host. The most direct method is to use the corre-
sponding command to call the relevant functions, but this is very cumbersome
for beginners. We need a very intuitive and convenient way to complete the
process of creating a virtual machine. Openstack components in the dashborad
module, which is responsible for providing a graphical user-friendly interface.
So we also want to add a similar function in the cloud platform and make the
process of deploying network and virtual machine become an extremely simple
step, which is the important reason why we use vis.js library.

Vis.js is a browser-based dynamic visual library in the JavaScript library
that makes it easy to process multiple types of data. The library is mainly
divided into several sections: First, easily to draw graph of key-data value pairs.
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You can flexibly add or delete nodes in the graph; Second, It is easy to facilitate
the display of different types of time axis data. It can complete interactive mobile,
zoom and other functions; Third, you can complete the graphics based on node
and edge network.

4.2 Features in the Cloud Platform

To simplify the configuration procedure of virtual machine, we use the graphical
operations to complete these step, because the use of mobile cloud platform to
create a virtual machine in the process needs to customize the network parame-
ters. First of all, in the process of drawing a topology network, we need operations
of adding or deleting nodes which represents for deploying routers, switches and
network. We need to connect nodes, such as connecting the nodes among routers,
switches and virtual machines. Vis.js can save the user-selected router, switch,
and virtual machine configuration attributes in the form of nodes. When a user
connects two nodes, you can only add a edge in the network graph and save
the data (format such as starting node number, ending node number). After
completing the virtual machine creation operation, the cloud platform will con-
vert the design scheme to the corresponding json data (including node attributes
and connection edge properties) and send data to the back-end server, the data
processing into openstack corresponding command, call the appropriate API to
complete the operation. The use of vis.js technology greatly simplifies the com-
plex operation of the command line, which also improves the user experience.
Figure 5 shows the interface of the deployment of the virtual machine design,
respectively, six virtual machines, three switches and a router.

Fig. 5. Topology network example diagram
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5 Introduction to Jquery.desktop

In order to give users a better experience, we use the web desktop components
jQuery desktop in our cloud platform. The plug-in will make cloud platform
interface similar to the graphical user interface of operating system. The appear-
ance of our website becomes the desktop of our operation system. Each desktop
icons represent a link to a webpage. In the realization of the mobile cloud plat-
form, An desktop icon represents a specific project, you can double-click the icon
to enter the specific project to view the data or complete some specified opera-
tion. jQuery desktop provides us with a similar windows desktop web interface,
which will bring us a new experience of browsing web page. The jQuery desktop
consists of three parts, the top menu, the desktop section, and the bottom menu.
Which uses the c-z-index attribute to locate the elements of different levels, Fig. 6
is the screenshot of our platform, the upper left corner of the three icons repre-
sent three different operations. Figure 7 shows that the first step of building a

Fig. 6. The interface of mobile cloud platform

Fig. 7. Illustration of various data access priority for differentiated users
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virtual machine. Each button represents the different type of virtual machine.
Student can only set up the VM of default setting and the Administrator can
custom the virtual machine configuration [43,44].

6 Related Projects

The lab relies on the mobile cloud platform to achieve two specific applications,
namely Smart Home 2.0 and smart Clothing system. We will give a detailed
description of the implementation of these two projects.

6.1 Smart Clothing System

Smart clothing integrates various types of physiological sensors to collect impor-
tant physiological indicators of the human body [45,46]. Including body tem-
perature, respiration, blood oxygen, heart rate and ECG and other data. The
project uses cloud platform to store these physiological data while using cloud
computing and machine learning algorithm to analyze these physiological data to
obtain valuable information [47]. Smart clothing can be divided into three com-
ponents: smart clothing, hardware and software communications systems and
cloud platform. The cloud platform in this project has a pivotal role in provid-
ing the vast majority of the computing, storage and analysis functions [48–50].
The clothing consists of the textile dry electrode, electrode signal conduction
buttons, flexible conductive fiber and an external wireless communication with
the ECG processing module, which is an essential component for healtchcare
Cyber-Physical systems [51,52].

The cloud platform provides the services and related functionality required
for the entire project. The platform is the basis for the entire project. Android
mobile APP is the bridge to connect these project services and users. APP
terminal interface shown in Fig. 8 [53,54].

Fig. 8. GUI on mobile APP
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6.2 Smart Home 2.0

Figure 9 shows the design framework of project Smart Home 2.0 [55,56]. The
project has designed a complete smart farming solution, which realizes the inde-
pendent design of farm environmental monitoring intelligent equipment, the data
support service of cloud platform, the function of web terminal and android ter-
minal display. At the same time, the project uses two real-world farming data as
the reference to simulate the massive data. We figure out the large data analy-
sis method based on Hadoop + Mahout to provides an intelligent data analysis
solution for the plant growth related indicator data (temperature, Light inten-
sity and air). Based on the analysis results, the author can give some suggestions
for planting [57].

Fig. 9. Deployment diagram

The Smart Farming project provides two access methods: Web and Android.
Figure 10(a) shows the registration interface. New user needs to register, the old
user enters the user name and password to complete the login, login success-
fully entered the interface Fig. 10(b), which is the relevant core interface. The
interface displays the user-managed device. Click on the device to enter interface
Fig. 10(c). The interface displays the real-time data of the farm monitored by
the device. The data processing results will show in the website like Fig. 10(d).
It display the indicator data in a period of time corresponding to the historical
data records [58].

6.3 The Role of Cloud Platform in the Projects

The cloud platform uses the on-demand method to distribute the computing,
storage, and network resources to the various projects [59]. By virtualizing the
hardware resources, the cloud platform can quickly and easily allocate resources
independently for each project. At the same time the cloud platform achieve the
dynamic allocation of resources. It can easily according to the actual operation
to upgrade and expansion.
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(a) Login Page (b) Main Page (c) View Page of Real-
Time Data

(d) View Page of History Data

Fig. 10. Android GUI and web interface

7 Machine Learning Algorithm Used in the Mobile Cloud
Platform

The mobile cloud platform help client use programs and data in the cloud host
to fulfil the tasks such as data mining, data analysis or machine learning [60,61].
In the machine learning aspects of the cloud platform can provide infrastructure
support. In the mobile cloud platform, you can build a virtual machine using the
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Linux operating system. And this operating system image contains mapreduce,
Hadoop, spark and other large data processing software. The user can write the
corresponding data analysis program. It also provide the function to upload the
information to the virtual machine to complete the job. Upload procedures will
be strong security and strictly encrypted.

8 Conclusion

This paper introduces the key technologies of mobile cloud platform and analyzes
the importance of building cloud platform. Give a detailed description of the
internal structure of the cloud platform. And discuss about the specific process
of building a mobile cloud platform step by step, introduce the key technology of
cloud platform and other front-end technology. Finally, combined with the smart
clothing project and smart farming project, it describes the important role the
cloud platform plays.
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Abstract. Human computer interaction is one of the key points in the compe-
tition of information industry in the world, all countries in the world put the
human-computer interaction as a key technology to study. Butler Lampson,
ACM Turing Award winner in 1992 and Microsoft Research Institute chief
software engineer pointed out that the computer has three functions in the “21st
century computing research” report. The first is simulation; the second is that the
computer can help people to communicate; the third is interaction, that is, to
communicate with the real world. Human-computer interaction is an important
field of computer research, and hand gestures recognition is a key technology in
this field. The key of gesture recognition is the feature extraction and the
establishment of hand recognition model. It can accurately identify the various
kinds of deformation. HMM method has a flexible and efficient training and
recognition algorithm, if the system needs to add a new gesture, just need to train
the gesture of the sample set can be; If a gesture is not needed, just delete the
corresponding HMM algorithm of the gesture, HMM has a strong expansion.
Compared with DTW and other methods, HMM in speech recognition, gesture
recognition, the recognition effect is better. In this paper, the HMM algorithm is
used to identify the typical gestures, got very good recognition effect.

Keywords: Human-computer interaction � Hand gestures recognition � The
feature extraction � HMM

1 Introduction

Since the birth of the first computer, how to effectively carry on the human-computer
interaction has been the focus of the computer industry and the academic research.
Human computer interaction (HCI) is research between the human and the computer
through communication mutual understanding and communication, in the maximum
extent for people to carry out the information management, service and processing
functions, the computer will become the real people work and learning assistant of a
science and technology. That enables computer technology to become an assistant to
people’s work and study. Human-computer interaction technology [1, 2] is a focus of
competition in the current information industry, Human-computer interaction is an
important field of computer research, and the vision based gesture recognition

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
J. Wan et al. (Eds.): CloudComp 2016, SPNCE 2016, LNICST 197, pp. 81–90, 2018.
https://doi.org/10.1007/978-3-319-69605-8_8



technology [3, 4] is a key technology in the field of human-computer interaction and has
many typical applications, which has become a hot research topic at home and abroad.

In this paper, in the natural human-computer interaction system, the related research
is carried out for the human hand gesture recognition, and the relevant algorithms are
proposed to extract the feature of the gesture, and the dynamic gesture recognition
model is established, to below will be related to this description.

2 Static Hand Gesture Feature Extraction

2.1 Hand Model

Hand model [5] is particularly important for human-computer interaction system based
on finger interaction, and the selection hand model is closely related to the task to be
processed by the human computer interaction system. Hand models can be very simple,
we can use the image gradient direction histogram, on a few simple static hand gestures
recognition. The hand model may also be very complex, such as the creation of a
complex 3D gesture model as the main way of information interaction in virtual reality
human-computer interaction system. 3D gesture model is able to accurately describe
the complex state of the hand, at the same time, can identify the vast majority of the
hand input information, however, to obtain accurate 3D hand model is not realistic
through a single common camera. Although the approximate 3D model of the hand can
be obtained to some extent, the type of hand model and the environment have special
requirements, so it does not have the practical application value.

Figure 1 shows the 2D model of the hand, model A is composed of two parts of
finger and palm. Only take the finger and palm connected joints into consideration,
ignore the influence of each joint of the chiral internal finger. Therefore, in this model,
the finger only exists, does not exist, and the finger points to several state information,
which greatly reduces the complexity of the hand model, and emphasizes the importance
of finger pointing. In this paper, the model is improved, and the model B in Fig. 1 is
formed. Compared with model A, model B in the palm part in addition to the palm area P
description, more focus on the palm of the center of gravity G. In the finger part, the
model B emphasizes the position of F, and the position relationship between F and G.

According to the model B, The premise of obtaining the position of the fingertip is
to find the center of gravity of the palm G. If the center of gravity of the G can be found
through the fingertip and the location of the center of gravity G to determine the

Fig. 1. The 2D model of the hand
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location of the fingertip. Therefore find the palm center of gravity G is the use of the
premise and the key of the model.

2.2 Palm Center of Gravity Extraction

The extraction of the palm center of gravity G is the premise and key of the algorithm.
Only with relatively accurate the palm center of gravity is possible to obtain accurate
fingertip position. The usual practice of obtaining the palm center of gravity is to
calculate the center of gravity of the entire hand. And it is known that the approximate
location of the center of gravity palm. This method is only applicable to situations that
have no fingers or only one finger, as shown in Fig. 2(a). If five fingers are stretched
out, the palm center of gravity position obtained by this method will seriously deviate
from the true position. As shown in Fig. 2(b).

By setting a search rectangle on the periphery of the hand, then calculate the
distance between each pixel in the area of the hand to the search rectangle, and the
distance between each pixel and the largest is the center of gravity of the palm. The
method relies heavily on the search rectangle of the hand, and it is difficult to accurately
locate the center of the palm.

In order to obtain the accurate palm center of gravity, the extended finger must be
removed; otherwise the finger will have an impact on the calculation of the palm center
of gravity. In this paper, a method of palm center of gravity extraction based on
distance transform is proposed.

2.3 Palm Center of Gravity Searching Algorithm Based on Distance
Transform

The distance transform of image is defined as a new image, the image pixel value of
each output is set to input pixel 0 pixel in the recent distance. According to the different
ways of calculating distance, there are two ways of distance transformation. Approx-
imate template method and Euclidean distance method.

The approximate template method was first proposed by Rosenfeld. The basic idea
is to use a template to calculate the distance between a point in the image and the last 0
pixels outside the image, each pixel values in the template is the approximate distances
from the center of the template of Euclidean distance. As shown in Fig. 3.

Fig. 2. Wrong position of center of gravity
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Figure 4 is the result of the distance transform and binary conversion processing.
Where the Fig. 4(a) is the original binary conversion image of palm, Fig. 4(b) is the
palm part of binary conversion image. After two values of the distance image, not only
filter the finger part, but also filter out the edge of the palm. However, because each
direction filters edge pixels are basically the same, so this does not affect to the center
of the palm computing. After obtaining the binary conversion image of the palm area.
Through the 0- and 1-order image moments can calculate the palm center of gravity.
The calculation formula is as follows.

MM00 ¼
X

i

X

j
Iði; jÞ ð1Þ

MM10 ¼
X

i

X

j
iIði; jÞ ð2Þ

MM01 ¼
X

i

X

j
jIði; jÞ ð3Þ

ic ¼ MM10

MM00
; jc ¼ MM01

MM00
ð4Þ

where Iði; jÞ represents the two value of the image coordinates of the pixel value of
ði; jÞ, ðic; jcÞ represents the image center of gravity. Palm center of gravity search
algorithm based on distance transform described in detail as shown in Table 1.

Fig. 3. Approximate template method

Fig. 4. Distance transformation and binary conversion processing result
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Figure 5 is the center of gravity according to Table 1 based on distance transform
algorithm. The white area in the figure is the area of the hand, the black spot in the
white area is the center of the palm of the hand. Figure 5(a) is the center of gravity
when the hand is clenched into a fist; Fig. 5(b) is the center of gravity when the index
finger extended; Fig. 5(c) is the center of gravity when the five fingers extended. The
results show that the palm center-of-gravity position can be measured accurately, and it
was no relation with the state of whether to open the palm and how much the finger is
opening in this algorithm. Then, the fingertips position can be queried based on
position relationship between fingertips and the palm center-of-gravity.

3 Dynamic Gesture Feature Extraction

Dynamic gesture recognition technology [6–8] is mainly divided into three categories:
a template-based technology, probabilistic techniques and techniques based on data
classification techniques. There are techniques based on probability and statistics, such
as hidden Markov model, Dynamic Bayesian network and Conditional Random Fields
(CRFs) and other methods; Based on data classification technology with neural net-
work, support vector machine (SVM) and Adaboosts, etc.

Template Matching is the simplest method of gesture recognition, by comparing the
input gesture with the pre-stored Template similarity to recognize hand gestures. When
dynamic gesture recognition template matching method in a complex background, this
method cannot solve the problem of gesture difference in time and cannot accurately
achieve real-time multi-gesture recognition. Training with the HMM method gestures

Table 1. Palm center of gravity search algorithm based on distance transform

Step Content

Step1 According to color and background color difference detection algorithm, get the
binary conversion image of the palm

Step2 The distance transform is performed on the binary conversion image to obtain the
result of distance transform

Step3 According to the results of the binary conversion distance transform, the palm area is
obtained

Step4 According to: ic ¼ MM10
MM00

; jc ¼ MM01
MM00

calculating the center of gravity of the binary
conversion image in the palm region

Fig. 5. Calculation results of palm center of gravity
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model [9–11], each gesture with a HMM model for training. The advantage of this
method is to provide time scale deformation, can more accurately identify gestures of
deformation, a flexible and efficient training and recognition algorithm. In this paper,
HMM algorithm is adopted to recognize typical gestures, got very good recognition
effect.

Dynamic posture gesture not only contains information about each point in time, as
well as a gesture of trajectory information [12]. In human-computer interaction, the
dynamic gesture can be more effectively and directly pass the user’s intent. Gesture is a
dynamic process of change in the posture of time sequence, involving time and space
context, dynamic gesture recognition not only to eliminate the differences in space, but
also to eliminate gestures duration differences.

Gesture trajectory [13] commonly used features such as location, direction angle
and the rate of movement and so on. These three features were extracted and their
corresponding recognition rates were compared and found that the trajectory identifi-
cation, direction angle of the greatest contribution to the recognition rate. Direction
angle between P1 x1; y1ð Þ and P2 x2; y2ð Þ is defined as follows:

u P1;P2ð Þ ¼
arctan y2�y1

x2�x1

� �
þ p if x2 � x1\0

arctan y2�y1
x2�x1

� �
þ 2p elseif y2 � y1\0

arctan y2�y1
x2�x1

� �
otherwise

8
>>><

>>>:

ð5Þ

For the purpose of this article preliminary identification of the letters I and J the 26
kinds of gestures, due to the characteristics of sequence similarity is higher, it is
difficult to distinguish. In order to make a variety of gestures characteristic differences
between the sequences as large as possible, and in order to better distinguish between
recognition in full gesture detection below complete sequence and subsequence. In this
paper, we choose the direction angle of the center point and the center point as the
characteristic of the trajectory.

The direction angle using Eq. (6) is calculated:

u1t ¼ u Pc; Ptð Þ; ðt ¼ 1; 2; . . .; TÞ ð6Þ

Among them, T represents the length of the hand gesture trajectory, Ptðxy; ytÞ
corresponding to the X axis and the Y axis coordinates of the T moments, which
Pcðxc; ycÞ represent the center point coordinates of the centroid of all gestures in a
certain trajectory:

Xc; Ycð Þ ¼ 1
T
ð
XT

t¼1
xt;

XT

t¼1
ytÞ ð7Þ

For the extraction of the direction angle, this paper uses 16 direction chain code to
change u1t to be quantized to 16 levels, the quantization result is

u1t � 16 þ p
2 � p %16, finally

gets the discrete characteristic vector, as the HMM input.
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4 Establish HMM Model

This paper defines the 26 gestures for identification Arabic Numbers from A to Z which
are entered by users. Arabic Numbers from A to Z represent the 26 gestures. In each of
gestures, 160 samples are collected. In experimenting, 80 samples are selected as
training samples, and the remaining samples as test samples. 26 HMM models, from
A-HMM to Z-HMM, will be established for the 26 gestures to test training samples and
test samples, respectively.

HMM learning problem is the training process of the HMM model, which is a
constantly re-evaluating process of model parameter through given sample observation
sequences [14]. The parameters k ¼ ðA;B; pÞ of the HMM model will be constantly
adjusted to train a most suitable model for sample set when PðOjkÞ, probability of
observation sequence O presence, reached its maximum. According to the definition of
the forward variable atðiÞ and the backward variable btðiÞ, the PðOjkÞ can be easily
calculated:

P Ojkð Þ ¼
XN

i¼1

XN

j¼1
at ið Þ:aij:bj otþ 1ð Þ:btþ 1 jð Þ; ð1� t� T � 1Þ ð8Þ

The optimal model parameters k� are obtained when the PðOjkÞ reaches the
maximum value.

Baulm-Welch algorithm is widely used to update the model parameters by repeated
iteration calculation in the study of learning problems, and finally make the parameters
gradually tend to the optimal value, which is a kind of maximum likelihood estimation
process. The specific process of Baulm-Welch algorithm is as follows: First of all, the
two variables used the algorithm are defined:

1. The posterior probability function

ct ið Þ ¼ pðqt ¼ sijo; kÞ ð9Þ

ct ið Þ is probability of being state sj at t moment given observation sequence O and
parameters k, and satisfied with

PN
i¼1 ct ið Þ ¼ 1. ctðiÞ can be expressed by the

forward and backward variables in formula (10).

ct ið Þ ¼
at ið Þ:bt ið Þ
pðojkÞ ¼ at ið Þ:bt ið Þ

PN
i¼1 at ið Þ:bt ið Þ

; ð1� i�NÞ ð10Þ

Probability function:

ni i; jð Þ ¼ p qt ¼ si; qtþ 1 ¼ sjjo; k
� � ¼ p qt ¼ si; qtþ 1 ¼ sjjo; k

� �

pðojkÞ ð11Þ

niði; jÞ is probability of being state Sj at t moment and t + 1 moment given
observation sequence O and parameters k, niði; jÞ can be represented as:
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ni i; jð Þ ¼ at ið Þ:aij:bj otþ 1ð Þ:btþ 1ðjÞ
pðojkÞ ¼ at ið Þ:aij:bj otþ 1ð Þ:btþ 1ðjÞ

PN
i¼1

PN
j¼1 at ið Þ:aij:bj otþ 1ð Þ:btþ 1ðjÞ

ð12Þ

According to the meaning of ctðiÞ and nði; jÞ, both relationship is:

c1ðiÞ ¼
XN

j¼1
ntði:jÞ ð13Þ

The specific parameters of the revaluation formula are as follows:

pi ¼ P q1 ¼ sj
� � ¼ c1ðiÞ ð14Þ

aij ¼
PT�1

t�1 nt i:jð Þ
PT�1

t�1 ct i:jð Þ ð15Þ

bj kð Þ ¼

PT�1
t�1 ctðjÞ
ot ¼ vk

PT�1
t�1 ctðjÞ

ð16Þ

The specific steps to obtain the optimal parameters k� of HMM are as follows:

(1) Initialize HMM parameters k ¼ ðA;B; pÞ;
HMM initial model, k ¼ ðA;B; pÞ, will affect the final recognition results to some
extent, the initial value of each parameter is determined as follows:
(a) Implicit state

The number of hidden states of HMM is determined by the complexity of the
corresponding gestures, because the recognition rate will be stable when the
number of States increase to a certain value. However, If the number of States
is overfull, computation amount in the recognition will be increased and it is
easy to be over fitted.

(b) State transition matrix
The initial value of the state transition matrix A is determined by the fol-
lowing formula.

A ¼

aii 1� aii 0
aii 1� aii
. . . . . .

aii 1� aii
0 1

2

6
6
6
6
4

3

7
7
7
7
5

ð17Þ

The value of the aii is related to the duration of the average of each hidden
state:

88 J. Liu et al.



aii ¼ 1� 1
d
; d ¼ T

N
ð18Þ

where T is average value of the length of all training samples for HMM
corresponding certain gesture, namely, average sample length, N is the
number of implicit state.

(c) Observation matrix
Assume the same appearing probability of each observation value of each
state, the observation of the initial value of matrix B is determined by the
following formula:

B ¼ bjk
� �

; bjk ¼ 1
M

ð19Þ

In formula (19), j ¼ 1; 2; . . .;N, j ¼ 1; 2; . . .;M. Moreover, as the result of the
16-direction chain code to code characteristic value, M is equal to 16.

(d) Initial state distribution
In this paper, we use the HMM model of the left and right band structure, and
the initial state is the first state.

p ¼ ½10. . .0�T ð20Þ

(2) According to the observation sequence O and the model parameters k, we can
estimate new model parameters k. In other words, according to the revaluation
formula respectively, pi, aij, bjðkÞ can be estimated. Now, a new model parameters
k ¼ ðp;A;BÞ are obtained.

(3) The probability PðOjkÞ and P Ojk� �
of observation sequence O in model k and k

are calculated respectively by the forward backward algorithm. Then logp Ojk� ��
�

�logp Ojkð Þj can be calculated simply. If logp Ojk� �� logp Ojkð Þ�
�

�
� \e, we can

deduce that the PðOjkÞ must converge. Now, k obtained by training is closest to
HMM of gesture sample. On the contrary, if logp Ojk� ���

� logp Ojkð Þj � e, we can

assume that k is equal to k, and the algorithm continue to execute step (b) until
P Ojk� �

is convergence.

5 Summary

Gesture recognition based on vision technology is the key technology in the natural
human computer interaction system. In research of gesture recognition, we conducted a
following work: the gesture model of static and dynamic characteristic analysis, dis-
tance transform algorithm based on improved the palm center of gravity calculation
method, to hand dynamic potential is modeled using the advantages of hidden Markov
model and the existing algorithm, and calculate the parameters of the model can learn.
In this paper, the results of the study (which based on visual gesture recognition) have a
better recognition effect on the more complex gestures.
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Abstract. At present, people no longer meet the way of communication
between users and the Internet. And more and more people choose the inter-
action between users and users to get information. The community question
answering system is one of the new information sharing model. In the com-
munity question answering system, users are not only the questioner but also the
answer and the question is the link between the users. With the increasing
number of users and the increasing number of questions and answers, it makes
many questions which just were raised disappear in the category pages of the
home page. Leading to the efficiency of the questions be answered greatly
reduce. Aim at the recommended user’s interest, ability and time. In this paper
we construct a dynamic user interest model and user expertise model. Experi-
mental results show that the recommendation mechanism improves the effi-
ciency of the recommendation to a certain extent.

Keywords: Community question answering system �Question recommendation �
User’ dynamic interest � User’ expertise

1 Introduction

With the rapidly development of the internet, community question answering system
(CQA) [1] has become an important way of people to get information and to share
knowledge. Baidu knows is one of the largest community question and answer system,
which has accumulated tens of millions of question and answer right now. And these
questions and answers are provided by the user who use the community question and
answer system. To help users find the questions they are interested in and answer them,
more and more scholars are actively involved in and come up with some good models
and methods. At present, the content of the research is divided into two categories.

The first category is to establish statistical language model and the theme model. In
terms of statistical language model, Liu et al. [2] has built a language model through
the user’s information file. Put the content of the question into this model to calculate
the extent of the user’s interest in the question, so as to complete the recommendation
of question. Zhang et al. [3] has combined with language model to form a mixed model
to realize the recommendation of question on the basis of probability latent semantic.
The result shows that the addition of semantic information of potential hybrid model is
superior to the traditional language model. In establishing the subject model, Wu [4]
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has put forward an incremental question recommendation mechanism on the basis of
probabilistic latent semantic analysis. This incremental embodied in the two aspects of
new users and new problems. And the community Q&A system based on incremental
to update the topic model. Guo et al. [5] has proposed UQA topic model. The model
extracts semantic information from user’s information to recommend the questions. Yu
[6] has put forward a kind of personalized recommendation model based on social
network. The model is based on the social relationship of trust among users. And get
information to better reflect the personalized target users from other users with a high
degree of relevance to the target user. To obtain more information in line with the needs
of its personalized recommendation to reduce the blindness of the recommendation,
improve the accuracy of the recommendation. Whether it is the use of statistical lan-
guage models or the use of topic model, the recommended users to a large extent
prefer to be interested in this question.

The second category is the research based on link analysis. Link analysis method is
derived from the search engine and it through the link analysis algorithm to get the
value of the authority of the web page. According to the idea of link analysis,
researchers believe that in the community Q&A system the relationship between the
user and the user is mainly a question and answer relationship. Through this rela-
tionship can also find expert users. According to this view, Agichtein and Jurczyk [7, 8]
first established a Q&A community in the user’s directed graph. This graph reflects the
question and answers relation between the user and the user, and then uses the link
analysis method to calculate the user’s expertise value which is similar to the authority
of the web page. If a user’s expertise is higher, this user is an expert user. Finally, the
problem is recommended to the experts who have been found. At present, the two link
analysis methods used in the community question answering system are the PageRank
algorithm proposed by Google’s founder, Page [9] and the HITS algorithm proposed
by Kleinberg [10]. However, using link analysis methods in community Q&A system
to find expert users also has shortcoming. The reason is that the initial value of the
different users is the same. However each user will give a different quality of answers,
so each user can’t be treated as equally.

According to the task characteristics of the recommendation system in community
Q&A system, this paper studies the construction of user interest model and the con-
struction of user expertise model in community Q&A system and puts forward a kind
of recommendation mechanism which contains two methods based on the user model.
This paper uses the data from the “Baidu know” to do recommend experiments. And
the result shows that using this method to recommend new question has a significant
improvement in the accuracy (P@N-Percent).

In the second section, this paper introduces the user’s dynamic interest model based
on the time weight and the user expertise model based on the PageRank algorithm. In
the third section, this paper puts forward a synthesis algorithm for the question rec-
ommendation in line with recommendation question mechanism based on the user
model constructed in section second. In the fourth section, this paper designs an
experiment bases on the question recommendation mechanism proposed in this paper
and verify the superiority of this algorithm. The fifth section summarizes the research
work in this paper.

92 J. Wang et al.



2 Question Recommendation Based on User Model

2.1 User Dynamic Interest Model

The degree of users’ interest can be determined according to the number of the
questions which the users answered. If the user answers more questions in a particular
category, indicates that the user is more interested in the category. The problem is that
the interest degree of the old user may be far greater than the new user’s, whichcan’t
reflect the interest degree of the users in recently. The first method is to construct a user
dynamic interest model based on time weight. When a new problem is raised, the
degree of the user’s interest in the question category can be calculated by calculating
the time weight of each question the answered by the historic records of user’s answer.
The bigger sum of the time weights is more able to explain users are more interested in
this question category in recently.

2.1.1 Time Weight
In the community Q&A system, according to study the information of the users’
answered history this paper summarizes the following two characteristics: the user’s
interest in certain category is dynamic; the user’s interest is divided into persistent and
transient type.

The above problem shows that the questions the user answered in recently have a
more important role for recommending the questions the user may be interested in the
future. The early questions the user has answered impact on the user’s interest is
relatively small. This is because over time, the user’s interest in changing, and the
user’s interest in a short period of time is relatively stable and unchanging. Therefore,
the questions the users may be interested are similar with the questions they have
answered in recently. In this paper, the concept of time weight is introduced when the
user interest model is established, and so then the user’s dynamic interest model is
constructed.

Time weight refers to that each answered question has a time weight (WT) in the
history record of the user answer questions (see the formula (2.1)).

WT u; qð Þ ¼ 1� að Þþ a
Duq

Lu
ð2:1Þ

a 2 ð0; 1Þ is the weight growth coefficient. If a is bigger, the time weight change is
bigger. In this paper a is 0.7. Duq is the time interval of answering the question Q and
of answering certain questions earliest. Lu is the time interval of raising questions and
answering certain question.

In formula (2.1), Lu represents the time horizons of user to answer the questions
that is. The time span also is the time interval of answering the question earliest and
answering the question recently. The advantage of the original formula is that the time
weight can be calculated off-line, saving the system time overhead. The disadvantage is
that there is no consideration the liveness of user interest. When the users in all the time
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to answer the questions, it is easy to get the degree of users’ interest of some type;
however if the user in recently for too long a period of time not to answer the question,
it is impossible to determine the degree of users’ interest of some type. The Lu pro-
posed in this paper taking into account the liveness of the user interest. If the user does
not participate answer the question in a long time, the liveness of the user’s interest
would become low. Then the time weight is relatively small. And from the side it also
can reflect the user’s online situation in the recent period time, so as to determine
whether the user can answer the question in time.

2.1.2 User Dynamic Interest
After determining the category of the question, find out the user groups that have
answered the category of the question according to the category of the problem. Then
combines the number of questions that each user answered with the time weight to
calculate user’s dynamic interest in this category online (see the formula (2.2)).

IClass uið Þ ¼ log2
X

q2Q Class uið Þð Þ
WT ui; qð Þþ 1

0
@

1
A ð2:2Þ

In this formula, Q(Class(ui)) is a set of certain categories questions in the history of
user’s answered record. User dynamic interest model not only considers the influence
of early questions answered to the user’s interest but also pay more attention that the
impact to the user’s interest of the user’s answered which distance from closer to the
stage of asking questions.

2.2 User Expertise Model

User’s expertise length refers to the professional level of the user to answer questions in
certain category.

There is a disadvantage that no considers the different quality of the answer given
by the different user in using the traditional link analysis method to find the user’s
expertise of answering questions. In this paper, the research on the construction method
of user expertise model basses on weight link. According to the answer adoption
mechanism of community Q&A system calculate the value of the user’s expertise. So
that it can be more obvious to distinguish the user’s expertise length.

2.2.1 Traditional PageRank Algorithm in the User Expertise Found
The discovery of web page authority is based on the link relationship between web
pages. And there exists the Q&A relations that equivalents the relationship of link in
and link out among the users in the community Q&A system. So the PageRank
algorithm can be applied to the user expertise found by the relations. According to the
Q&A relationship between the user A with user B and user C, a link is established
between the user A to the user B and the user A to the user C. In order to be more
intuitive to see in the picture omit the relationship between the user and the problem or
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the answer and get the Fig. 1. This graph reflects the Q&A relationship between users
and this graph is used as the relations of links of the user in this paper. Can be seen
from the figure, in addition to the user B to answer the A user’s question, the user C
also gives the answer. According to the idea of PageRank algorithm assuming that the
user A a total of 1 point, then the user B and user C will get 0.5 points from the user A.

In this graph, the length of a user’s expertise length is determined by the number of
the user’s link in and the chain out of the user’s specific length.

2.2.2 Calculate the Initial Expertise Length
In the papers related to the traditional PageRank algorithm published by the relevant
researchers [11–13], analyzed the shortcomings of traditional PageRank algorithm in
finding user expertise. In this paper, the user’s link diagram is improved into the
weighted user link diagram and the quality of the user’s answers is considered indi-
rectly. And aiming at the problem that the traditional PageRank algorithm does not
consider the type of the questions in user expertise found, this paper improves the
PageRank algorithm. So that gets the specific length of a user in a certain category (see
the formula (2.3)).

EClass uið Þ ¼ 1� dð Þþ d
Xn
j¼1

WijP
Wj

EClass uið Þ

� �
ð2:3Þ

In this formula, n is the number of chain target users ui in certain class; Wij is the
weight of the edge that the uj to the user ui;

P
Wj is the sum of weights of all edges that

the uj to this type.
By the formula (2.3), it is known that computing user expertise is a constant

iteration and recursive process. The recursive ends until all the chain out users have not
answered the questions of the category. And the length of the recursive to the boundary
of the user is (1 − d), (1 − d) can be understood as 1* (1 − d) that is the initial length of
all users is 1 and the proportion of the length of the original length is (1 − D). However,
analysis of the user’s personal center in community Q&A system can find the expertise
information from the user’s personal information. It is not accurate to regard the initial
length of the user as the same value in formula (2.3), so can use the expertise infor-
mation to represent the user’s initial expertise length. The personal home page that
Baidu knows has the domain the user to be good at; the domain is the category which
the mark user is good at. Because Baidu knows set three tier categories, the field of

Fig. 1. User link diagram
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expertise can be one of the layers of the category. In this paper the user’s expertise
length of the corresponding category for the third tier categories, according to the field
of expertise to set the user in a class of the initial length.

2.2.3 User Specific Length
The proposed user initial expertise length is integrated into the weighted PageRank
algorithm to calculate the length of the user expertise to the class (see the
formula (2.4)).

EClass uið Þ ¼ 1� dð ÞEIClass uið Þ þ d
Xn
j¼1

WijP
Wj

EClass uið Þ

� �
ð2:4Þ

When calculating the length of the user’s expertise, according to the users answer
historical records of the categories involved to calculate the length of the line under
these categories of users.

3 Problem Recommendation Algorithm Based on User Model

According to the user’s dynamic interest model and user expertise model proposed
above, a question recommendation algorithm is proposed to match the user with the
category of the proposed question (see the formula (3.1)).

QR Class qð Þ; uið Þ ¼ IClass uið Þ � EClass uið Þ ð3:1Þ

IClass uið Þ is the level of user’s interest in categories of questions, EClass uið Þ is the
user’s expertise length in the categories of questions. The product of the two represents
the degree of matching between a user and the categories of questions and the matching
values expressed in.

This paper references the category system of the Baidu Known and this system has
three layer categories. First of all classifies the proposed questions so that the problem
of the category specific to the third tier categories. Due to the characteristics of the third
tier category is more detailed, it can be considered that the same questions for a user
with the same degree of matching. In this paper, the recommend thought of questions
and user matching is transformed into the thought of category of questions and user
matching.

According to the above description can determine the course of the recom-
mend questions. After determining the category of the problem, calculate the user’s
dynamic interestingness to this category. At the same time, this category is matched
with the corresponding categories of user’s expertise length that have been calculated
offline so that get the user’s expertise length for this category. According to the formula
(3.1) calculate QR Class uið Þð Þ and sort the QR Class uið Þð Þ. Eventually form a list of
recommended users. The flow chart of the question recommendation is shown in
Fig. 2:
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4 Experiment and Analysis

4.1 Experimental Data

The study of recommending question is based on Baidu known so the experimental data
comes from Baidu know. And the experimental data is divided into three parts. The first
part is the category information, including all of the three tier categories that Baidu
known. The second part is the information of the question, including the user’s name, the
title of the question, and the time of the question; the third part is the answer information,
including the answer description, user name, user label, feedback type, answer time.

This experiment crawls 5 categories of questions as the experimental data, in order
to evaluate the effect removes the questions which answer is not adopted. The statistics
of specific crawling data are shown in Table 1.

4.2 Evaluation Method

To check the recommendation effect of the problem recommendation algorithm, not
only depends on whether the user is able to answer questions raised but also knows

New Question

Question 
recommendation 

mechanism

User recommended list

User matching value 
ordering 

History   
records of the 
user answer

model 

User Tags

User of 
Community Q&A

User Model

User expertise model

User 
information

User’s dynamic interesting

Fig. 2. Flow chart of problem recommendation

Table 1. The experimental data statistics of Baidu Known

Question categories Question quantity Number of users Answer quantity

Basketball 2680 3623 9978
Computer 2749 3865 11231
Exercise 2451 3015 8781
Tourism 2552 3279 8567
Mobile phone 2893 4032 12608
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how high the probability of the user’s answer will be adopted. According to this idea,
this paper uses the accuracy value P@N-Percent to test the recommendation effect of
the question recommendation algorithm. The formula for calculating the exact value of
P@N-Percent is shown in the formula 4.1.

P@N � Percent ¼
Pn
i¼1

isHit ui; qi; n� percentð Þ
n

ð4:1Þ

isHit ui; qi; n� percentð Þ indicates whether the user ui that is adopted by the
question qi is matched to the user recommended list of the top percent N, the value of
isHit ui; qi; n� percentð Þ is 1 or 0; n is the number of test set questions.

4.3 Experimental Design and Results Analysis

In this paper, the questions of the 5 categories of the experimental data are sorted
according to the order of the time of questioning. Take the top 80% of the question and
answer data as a training corpus, the remaining 20% question and answer corpus as a
test corpus. Adopt the question recommendation method of the Table 2 to test and
compare.

According to these three methods, the precision values of P@1-Percent,
P@5-Percent and P@10-Percent 3 are used to test recommendation effect of the
question recommendation algorithm. The results of the experiment are shown in
Tables 3, 4 and 5.

According to the results of these 3 tables, it can be seen that there is a problem with
black-bordered font data only in the P@1-Percent and P@5-Percent. In P@1-Percent
the recommended effect of the DIM-PageRank is worse than the traditional PageRank
recommended in the two categories of computers and tourism. And the recommended
effect of traditional PageRank in the travel category is better than the recommended
effect of DIM-EM. In the P@5-Percent the recommended effect of DIM-EM is worse

Table 2. Question recommended methods

Methods Description

Category based PageRank It can find the expertise of users but not consider
the user’s recent interest and the quality of the
user’s answer

User dynamic interest model combines
with PageRank (DIM-PageRank)

It can find the expertise of users at the same time
to consider the user’s recent interest, but still do
not consider the quality of the user’s answer

User dynamic interest model combines
with user expertise model (DIM-EM)

It can find the expertise of users at the same time
to consider the user’s recent interest, and in the
expertise model to add weight and initial
expertise length
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than the DIM-PageRank in the mobile phone category. And other cases, the recom-
mended effect of DIM-EM is better than the recommended effect of DIM-PageRank;
the recommended effect of DIM-PageRank is better than that of traditional PageRank.

In order to observe the whole situation, calculate the average P@N-Percent of
PageRank, DIM-PageRank and DIM-EM in 5 categories. Statistical results are shown
in Table 6 and the growth trend chart is shown in Fig. 3.

According to the average P@N-Percent of the three methods in the 5 categories
concluded that: the recommended effect of DIM-PageRank is better than the PageRank,

Table 3. The test statistics for each method in p@1-percent

Question category Number of questions PageRank DIM-PageRank DIM-EM

Basketball 536 0.312 0.323 0.344
Computer 550 0.290 0.281 0.307
Exercise 490 0.245 0.256 0.259
Tourism 510 0.307 0.298 0.302
Mobile phone 579 0.268 0.273 0.298

Table 4. The test statistics for each method in p@5-percent

Question category Number of questions PageRank DIM-PageRank DIM-EM

Basketball 536 0.357 0.391 0.459
Computer 550 0.312 0.374 0.442
Exercise 490 0.309 0.355 0.423
Tourism 510 0.337 0.409 0.488
Mobile phone 579 0.329 0.386 0.381

Table 5. The test statistics for each method in p@10-percent

Question category Number of questions PageRank DIM-PageRank DIM-EM

Basketball 536 0.489 0.554 0.612
Computer 550 0.442 0.481 0.597
Exercise 490 0.391 0.463 0.552
Tourism 510 0.404 0.529 0.600
Mobile phone 536 0.489 0.554 0.612

Table 6. The average P@n-Percent test statistics for each method

Methods P@1-Percent P@5-Percent P@10-Percent

PageRank 0.284 0.329 0.423
DIM-PageRank 0.286 0.383 0.495
DIM-EM 0.302 0.439 0.571
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and the recommended effect of DIM-EM is better than the DIM-PageRank. Therefore,
the question recommendation method based on the user model proposed in this paper
has a better recommended effect.

5 Conclusions

Community Q&A system has become a new and important way for users to obtain t
information and share knowledge. The work of raising question and answering is the
core of community Q&A system, and the classification of questions and the problem
can be answered in a timely become a key part of the work of question-answering. The
question recommendation mechanism is the important link between the questioner and
the answerer, which can greatly promote the development of the community Q&A
system. In view of the problems in the community question and answer system, the
study in this paper focused on the construction of user dynamic interest model and the
construction of user expertise model. A question recommendation method based on
user model is proposed in this paper, and the experimental result shows that the
proposed method is effective.
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Abstract. With the improvement of people’s living standard, people
have put forward higher requirements on medical services. The effective
combination of the traditional community medical systems and the mod-
ern Internet of things technologies can help to build a community medical
Internet of things, which involves a large number of important informa-
tion for health care and patient staff, and these information face the risk
of privacy disclosure and information damage. From the point of view of
data storage, we proposes a data storage protection method for preserv-
ing privacy data in the community medical Internet of things. Through
analyzing the data integrity and security of the practical scheme, it is
proved that the medical data can be protected effectively in the process
of storage.

Keywords: Community medical care · Internet of things · Privacy
data · Storage protection

1 Introduction

The rapid economic development has led to the deterioration of the natural
environment upon which the survival of people’s health under unprecedented
threat. Various non-predictability of diseases have sprung up on the patients so
that the patient’s illness makes it painful bring the demand for medical services
growing. However limited traditional medical service resources and uncertainty
treatment time urge people to begin to look for better health service to make
up for the lacking of available resources.

In Community Medical Internet of Things (CMIoT), due to the huge amount
of heterogeneous medical data, extensive medical data sources, and various iden-
tification information which involve user privacy, once medical data loses or tam-
pers, some privacy leakages resulting in catastrophic loss will occur [1]. [2,3] have
presented that tags would be scanned while users were not aware of what read-
ers would do, it would easily bring into the destruction of personal privacy, and
it would cause the items of information suffering from attacking between local
servers and remote servers.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Data storage faces a paradox: encryption data cannot be efficiently processed,
and the security and privacy of non encrypted data can not be guaranteed.
Therefore, it is urgent to need a kind of effective privacy protection method to
ensure the safety of medical data storage in the controllable range. Mni [4] pro-
posed various models of medical data from production to storage. Ateniese [5]
proposed a distributed data secure storage scheme in which data is encrypted
using the symmetric keys, and the symmetric keys are encrypted using public
key. However, there exists the risk of collusion between the malicious server and
malicious users, leading to the disclosure of the file encryption key. Vimercati
[6] proposed a method for secure storage of data by a non trusted server key
derivation method, in which each file is encrypted with a symmetric key, each
user has a private key, and in order to authorize, data owners create public
tokens for users so that authorized users can use their private key to derive
the decryption key of the specified file from the tokens. The key number of the
scheme is too large and the complexity of the operation is linear with the num-
ber of users so as unable to effectively extend. Kamara and Lauter [7] studied
a kind of abstract public cloud storage encryption framework composed of data
processing module, data verification module, token generation module and cre-
dential generation module, in which the storage data controlled by the owner is
authorized to be accessed via token generated by the token generator and to be
decrypted through credentials generated by credential generator, and their secu-
rity is controlled by the password mechanism. The data protection technology
based on VMM is proposed in [8] where the operating system and the distrib-
uted file system are isolated to protect data security by using the Daoli virtual
security monitoring system and the SSL secure transmission module. A kind of
homomorphic encryption algorithm [9] is designed to realize data encryption and
decryption with mixed operations of cector and matrix operation, supports for
fuzzy retrieval of encrypted data, and can be better to perform the homomorphic
addition and subtraction operation. The downside of this approach is the low
efficiency in cipher text retrieval and homomorphic multiplication/division.

Wang [10] studied and proposed a secure storage of outsourced data in the
cloud environment. In the method, the storage efficiency is improved by dividing
the file into blocks and the data security is ensured for each data block using
a different key encryption. Because of the need to spend a lot of cost data
encryption and key management, the scheme has a lot of problems. A reliable
data protection and destruction method with the help of a trusted platform was
proposed by Zhang [11]. He designed a virtual monitor as the trusted third party
responsible for monitoring and protecting the user’s privacy data, and destroying
user data in accordance with user requirements, even if the cloud server’s super
administrator can not bypass the protection of user privacy data. It is obvious
that the method is too high requirements for the reliability of the hardware
and software, and the actual situation is difficult to meet. A storage model of
cloud computing was designed in [12] where the trusted third party server is
responsible for the isolation of user privacy data and general data, and thereby
realizes the protection of user’s privacy information. However, in this scheme,
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when the data is stored, the two times of data partitions and matrix operation
make the storage efficiency low so that it is difficult to use and expand on a large
scale.

2 Architecture of Community Medical Internet of Things

The CMIoT is achieved in one community, as shown in Fig. 1. In the CMIoT,
Data from a sensor is sent toward the nearest gateway belong to some place
such as home, community public area, community health center or hospital, and
then the data is transmitted to the nearest community router. Connection is
built between the gateway and the database server of cloud data center through
wireless network. In the end, the application server of data center provides the
resolved data to users with mobile terminals or PC terminals. Data transmission
integrates a variety of communication means. Sensors in one place establish
communication via wireless self-organized network, and data in the gateway
transmit through wireless local area network or mobile network.

Fig. 1. Architecture of community medical Internet of things.

3 Storage Protection Model

The storage server is composed of the storage control center and the file system.
After medical data generated by different systems and modules in CMIoT are
transmitted to the server node, they firstly enter the storage buffer for unified
processing of the control area in the storage module. The control center and
the file system with a message queue exchange information through a message
channel. If they communicate successfully and the current file system is free,
the server can store the current data stream. Each file system independently
enjoys and controls the communication link in order to achieve the purpose of
distributed data storage.
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Fig. 2. Storage server model.

As shown in Fig. 2, at some point, there may be a large number of medical
data to enter the storage server so that the control area can not handle them
immediately. At this time, the server sends the data to the buffer storage buffer,
and after the completion of the current data processing tasks in the control area,
the data is extracted from the buffer and processed into the storage link. The
control area immediately detects the current file system, and once the idle file
system is detected, the control area will store in order the buffer data into the
free file system through the message channel.

For each data stream, before coming to the storage server, it is signed by the
data source sender with the private key, and then according to the public key

Fig. 3. Server security storage model.
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of the data source sender, the control area decrypts it. If the data stream after
decryption is detected without finding illegal operations, the storage control area
uses its own symmetric key to encrypt the data stream, and store it to the file
system. The storage control area has a specific process to process data streams
so that the data stream is stored safely to the specified file system. Figure 3 is
the server security storage model.

4 Storage Protection Scheme

After the storage server control area gets the data stream from the buffer, the
server encrypts the data stream with its own private key and its own public key
with the public key of the data source sender, and then generates a new encrypted
data packet. Such data packet can only be decrypted using the sender’s private
key so as to get the public key of the storage server and decrypt the data stream
for the reverse output of data stream. Using polling mode, the server queries
whether the file system is idle or not, and stores the buffer data to the idle file
system step by step. As shown in Table 1, some symbolic representations of data
processing in the storage scheme are defined, the data storage process is shown
as follows.

Step 1: The data stream sender encrypts the data stream plaintext P with the
data stream encryption key KC

C = EKC
(P ) (1)

Step 2: The data stream sender encrypts the data stream encryption key KC

with the public key of the storage server PK−S

KK = EPK−S
(KC) (2)

Table 1. The definitions of data storage symbols.

No. Symbol Definition

1 PK−R Public key of data source
2 SK−R Private key of data source
3 PK−S Public key of storage server
4 SK−S Private key of storage server
5 KC Encryption key of data stream
6 KK Encryption key of key
7 P Plain text of data stream
8 C Cipher text of data stream
9 EK(x) Encrypt data x with key K

10 DK(y) Decrypt data y with key K

11 SigK(X) Sign data X with key K
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Step 3: The data stream sender processes the plain text data with the hash
function

P ′ = H(P ) (3)

and encapsulates the data stream plain text C, the hash value P ′ of the data
stream plain text and the encryption key KK of the key

D = C||P ′||KK (4)

Step 4: Before the data is sent, the sender signs the encapsulated data D with
its private key SK−S

D′ = SigSK−S
(D) (5)

and sends it to the storage server.

Step 5: After the storage server receives the signed data D′, it decrypts D′ and
the encryption key of the key with its own key SK−S , and then uses the latter
for decrypting P′

KC = DSK−S
(KK) (6)

P ′ = DSK−S
(D′) (7)

P = DKC
(P ′) (8)

After the data stream enters the storage server, the control area of the stor-
age server will decrypt the data packet for distributed storage. The data packet
includes three parts such as header, body and remark as shown in Table 2. After-
wards, the control area encrypt the packaged data with the public key of the

Table 2. The symbol definitions of data package.

No. Name Definition

1 Header Header of data file
Data Sequence Sequence No. of data stream
Data FileNo File system No. of data stream
Data type Type of data stream

2 Body Body of data file
Data1 Data body of data stream 1
Data2 Data body of data stream 2
Data3 Data body of data stream 3

3 Remark Remark
Data Length Length of data stream
Data En Alg Encryption algorithm
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sender, and through the data channel established between the control area and
the file system, using the data transmission mechanism based on transmission
response, in other words, once the data transmission is interrupted, the data
packet will be retransmitted, the control area stores all the data streams into
distributed file systems as shown in Fig. 4.

Fig. 4. Process of server storage.

5 Storage Security Analysis

5.1 Data Integrity

The scheme is provided with a control area module and a memory module in
the storage server. The control area module is composed of a memory buffer
and a control area. When data flows into a storage server, if the control area
is processing some previous storage tasks, and unable to process incoming data
stream in time, at this time the data stream will be stored in the memory buffer,
so that the control area can complete the current tasks and turn to process
current data storage. This ensures that a large amount of data can enter the
storage server at the same time without being lost.

When the control area processes the new coming data streams, it will detect
whether the storage modules of the file systems are idle or not, and once it finds
a file system idle, it will transfer the data stream in a timely manner through
the dedicated message channel. This avoids the situation that data can not be
stored and may be lost due to unknowing whether the file system is busy or not,
and the data integrity is guaranteed.

When the control area detects whether the file systems are idle or not, it
will communicate with the file system in the form of a message queue. The
communication channel between the control area and the file systems will not be
blocked due to a lot of communication in a short time. It is very good to ensure
the timely arrival of the feedback message and the integrity of the feedback
information.
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5.2 Data Security

Before entering the storage server, the data stream is signed by the private key,
and then the control area uses the data source public key to decrypt the data
and verifies its integrity. After that, the data is encrypted with a symmetric key
and stored into the corresponding file system. This ensures the security of data
in the process of arriving at the server and the file systems.

When a data stream is stored in a file system, it is interacted between the
user state and the kernel state. Therefore, data storage is completed with to I/O
manager and processed by a transparent encryption method. Once the data in
the user state is requested to access, the kernel will receive that request, conduct
an access request processing by verifying the role properties and finally complete
data transmission in a transparent decryption method. The whole data request
and feedback process is transmitted through the data encryption method. This
also can protect the security of data.

6 Conclusions

Aiming at the problem of data security storage in the field of medical Internet of
things, we design a secure data storage protection method. Through the design
of a storage server model and secure storage model, we gives a complete data
secure storage scheme. There are many security issues for data in the medical
Internet of things, e.g., the secure transmission of medical Internet data and the
classification of medical data privacy issues are the focus of research. The next
step will be to explore and research the classification of privacy protection for
medical data.
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Abstract. We studied the problem on applying format-preserving
encryption (FPE) to character data, specifically the uncertainty of the
binary size of ciphertexts caused by variable-width encoding. In this
paper, we suggested a extended rank-then-encipher approach for char-
acter data which connects character strings with numbers under mixed-
radix numeral system. Based on this method, we proposed a generic char-
acter FPE scheme that deals with mixed-radix numerals, by introducing
a customized “dynamic modulo addition” into unbalanced Feistel con-
struction. Our work showed a new way of designing encryption methods
for arbitrary message spaces which involves no tradeoff between efficacy
and efficiency. Besides describing our design, security of our schemes are
also analyzed.

Keywords: Block ciphers · Format-preserving encryption · Feistel net-
works · FFX mode · Mixed-radix numeral systems

1 Introduction

1.1 Problem of Applying FPE on Character Data

In recent years researches on applied cryptography have developed several prac-
tical enciphering methods, a paradigm is the so called format-preserving encryp-
tion (FPE). FPE aims to encipher messages of some specified format without
disrupting it as achieving an acceptable level of security. Despite many efforts of
designing FPE schemes, the work that has been done so far simply reduces con-
cept “format” to “arbitrary domain”, while other aspects other than the value
of messages do not receive sufficient attention. In this paper, we emphasize the
variable-width encoding of character data, and how it affects FPE application.

1.2 Related Work

Since FPE was first proposed in 1981, there have been plenty of researches on
the subject [1–6,8]. In 2002, Black and Rogaway [1] provided a series of FPE
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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methods on enciphering integers, and suggested that such ciphers can be used
to construct FPE schemes on any arbitrary domain. In 2009, Bellare et al. [2]
defined the rank-then-encipher approach (or RtE for short), and suggested that
it’s possible to construct any FPE scheme based on integer FPEs.

Some previous FPE schemes work on the message space X = ZN =
{0, 1, . . . , N − 1} for any desired N . Such schemes include both Feistel-based
schemes like FFSEM [3], and other constructions such as card shuffle [4,5]. Some
researchers present a method for keeping the database structure and supporting
efficient SQL-based queries [16]. There are some application build the structure
to achieve the function [13–15]. For Within these existing works, the FFX mode,
proposed in 2010, is of the best generality [6]. Some researchers present a method
for keeping the database structure and supporting efficient SQL-based queries
[16]. FFX specifically aims on encrypting strings of some arbitrary alphabet Σ
and works on the message space X = Σn for any desired string length n.

In a word, through all the current works on FPE, there is still no satisfying
method in dealing character FPE. Clearly we need some better solutions.

1.3 Our Contributions

In this paper, we provide an effective and efficient solution for character FPE
problem that can encipher character strings while preserving their length and
memory consumption. In detail, our contributions are:

Firstly, we suggest that character alphabets can be ranked using an improved
RtE method, where the characters are represented by extended position notation
called mixed-radix numeral systems.

Secondly, we propose and analyze a character FPE scheme based on Feistel,
and extend from the FFX mode to be able to use mixed-radix numerals.

2 Preliminaries

2.1 Format-Preserving Encryption

We start with a brief review to the classical definition of format-preserving
encryption [2], described as:

Definition 1 (Format-preserving encryption). A format-preserving encry-
ption scheme is a function

F : K × N × T × X → X ∪ {⊥}, (1)

where K, N , T , X are called the key space, format space, tweak space and
domain, respectively. All of them are nonempty and ⊥ /∈ X .

All FPEs work on some subspaces of the domain X , determined by a certain
format in N , named slice:
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Definition 2 (Slice on a message space). Given a concrete format N ∈ N ,
the N -indexed slice is defined as

XN = {X ∈ X |∀{K,T} ∈ K × T , EN,T
K (X) ∈ X}, (2)

where EN,T
K (X) returns the ciphertext of X.

FPE requires that any X ∈ X lives in at least one slice indexed by some N ∈ N .
It also requires that any slice XN is finite for all N ∈ N . For any {K,T} ∈ K×T ,
both the encipher and decipher process should be permutations on XN , and
whether EN,T

K (X) = ⊥ or not depends only on the format and the plaintext,
but not on K and T .

2.2 Security Notion

Throughout all the security notions that FPEs could be after, the PRP notion
is mostly used. Let E : K × X → X be a block cipher, and let AE(·) indicates
an adversary A with an oracle E, which may ask any encryption query E(·).
Denote ε

$← EK as to pick a key K randomly from K and return EK(·), and

denote π
$← Perm(X ) as to pick a permutation π on X randomly and return

π(·). Then the adversary’s advantage is given by

AdvPRP
E (A)

def
= Pr[ε $← EK ,Aε(·) = 1] − Pr[π $← Perm(X ),Aπ(·) = 1]. (3)

3 Introducing Mixed-Radix Numeration to Character
FPE

3.1 Notations

Denote the set of all possible characters as Chars. We know that Chars is finite
and |Chars| = c. Given any two character strings A,B ∈ Chars∗ (by ∗ we mean
that they each consists of any arbitrary number of characters), denote A ‖ B
(or AB in short) as their concatenation. Thus any character string X can be
represented by X = x1x2 · · · xi, x∗ ∈ Chars. Additionally, we let l(X) be the
number of characters in string X (henceforth the length for short), and s(X) be
its binary size (henceforth the size), we believe that to fully describe the string
Z, all of Chars, l(X), and s(X) are necessary. Obviously for single characters
x ∈ Chars, the number of bytes needed in encoding it is given by s(x). If let
a set Ψ = {ψ1, · · · , ψI} be all possible binary sizes of single characters, then Ψ
determines a partition of Chars:

Chars =
I⋃

i=1

Ci,∀c ∈ Chars, c ∈ Ci ⇔ s(c) = ψi, (4)

where each of Ci is a subset of Chars in which the binary size of any character is
ψi. We believe that the given partition could help reaching a satisfying solution
for character FPE problem.
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3.2 Mixed-Radix Numeration: A Promising Way

Character strings to mixed-radix numerals. As the matter of fact, charac-
ter data is not the only one that results in a complex and irregular message space.
For example, a full date of AD chronology can be considered as 3-digit numbers
with each digit respectively in the domain Z31, Z12 and Z9999 (at least for now),
thus the date 24-03-1998 is actually also a number 243131219989999, where the
subscripts are to represent the radixes of each digit. Similarly, suppose there are
an octahedral dice, a hexahedral dice and a tetrahedral dice, the sample space
of the statistical event “successively roll the three dices, and return the results
in sequence” can also be described by a 3-digit number with each digit respec-
tively in Z8, Z6 and Z4. Both the examples are to use a kind of non-standard
positional numeral systems known as mixed-radix numeral systems [9], in which
the numerical base varies from position to position. Such numeral systems are
able to precisely represent any particular message space, as long as the amount
of elements is a composite number of which all factors are known. Therefore, the
mixed-radix numeration might just be what needed in building FPE schemes on
arbitrary message spaces, like that of character data.

Structure of character strings. With set Ψ given in the previous section, we
suggest a notion called the structure to describe the format of character data in
the sense of mixed-radix numeration:

Definition 3 (Structure of character data). Without loss of generality, for
a character string X ∈ Charsn = x1x2 · · · xn, let

ωi = |{xj ∈ X|s(xj) = ψi, 1 � j � n}|, i ∈ {1, 2, . . . , I} (5)

be the number of characters in X that is encoded with ψi bytes, the structure of
X is therefore defined as

Ω(X) = {ω1ψ1 , ω2ψ2 , . . . , ωIψI
}. (6)

Figure 1 gives a intuitive example on how the structure we defined works on
the character strings. Additionally, the structure refines the notion of “format”
for character data, because of the following properties it has:

Proposition 1 (Properties of the structure). For the structure Ω(·) of
character data, the following statements holds:

1. For any X ∈ Chars∗, Ω(X) is unique.
2. For any A,B ∈ Chars∗, X = A ‖ B ⇔ Ω(X) = Ω(A) + Ω(B).
3. For any A,B ∈ Chars∗, Ω(A) = Ω(B) ⇔ (l(A), s(A)) = (l(B), s(B))

because:

∀X ∈ Chars∗, {l(X) =
I∑

i=1

ωis(X) =
I∑

i=1

ωiψi, ωi ∈ Ω(X), ψi ∈ Ψ. (7)

Therefore, we believe that it is the key basis to extend RtE approach for character
data, and to further build character FPE schemes on.
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Fig. 1. This figure gives an illustration of the structure of character strings. Assume the
overall character set Chars consists of 2 subsets: C1 containing the modern English
alphabet and C2 containing Latin letters with diacritical marks, respectively takes
1 byte and 2 bytes to be represented (i.e. Ψ = {ψ1 = 1, ψ2 = 2}). Then since the string
X = “café” has 3 characters from C1 and 1 character from C2, its structure is given
by Ω(X) = {31, 12}, from which we know that this 4-character string takes a memory
space of 5 bytes.

3.3 The Extended Rank-Then-Encipher Approach

In order to build character FPE schemes that work under mixed-radix numer-
ation, we extend the RtE approach, to rank character strings with mixed-radix
notation. Note that though the structure of character data is the basis of our
work, it cannot directly do this kind of ranking. To do that we mainly exploited
the partition on Chars given at Sect. 3.1. Recall that Chars is divided into
subsets Ci(i = 1, 2, · · · , I), in which all characters are of the same binary size
ψi. Obviously a bijective mapping can be built between elements in Ci and the
integer domain Z|Ci|, i.e. each character in Ci can be mapped to a integer in
{0, 1, · · · , |Ci| − 1}. Thus when characters are treated as digits of a mixed-radix
number in RtE, a feasible way is to decide the radixes according to the subset
where the characters belong to. This is done by denoting all c ∈ Chars with the
following 2-tuple:

c = (v(c), t(c)) : c ∈ Ci ⇔ t(c) = iv(c) ∈ Z|Ci|, (8)

where t(c) is the tag of the character that marks the subset it belongs to, and
v(c) is the value of it. Correspondingly, for the subsets C∗, a table is kept to
record |C∗|, so that the radix of a character can be easily determined by its tag.
Take the demonstration in Fig. 1 as an example, suppose the character “é” is the
10-th character in the subset C2, which contains a total of 100 characters (i.e.
|C2| = 100), then the ranking routine will recognize “é” as (9, 2), and thus find
its radix 100. Moreover, with digits in the form of such 2-tuples, the structure
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of a character string is also indicated by the tags in its ranking result, thus the
proposed ranking approach is a important reference in preserving the format of
character strings.

4 C-FFX: A Generic Solution for Character FPE

Under such guiding ideology, we propose a generic and efficient scheme for char-
acter FPE using the unbalanced Feistel construction [11]. Built based on the FFX
mode construction, in this scheme (which we call the “C-FFX”) we extende the
RtE approach to rank character strings with mixed-radix numerals, and applied
a specially designed dynamic modulo addition in our construction, which is able
to operate between k-digits mixed-radix numerals, to ensure the format of the
scheme’s output remains the same as its input.

4.1 Feistel-Based Construction with Dynamic Modulo Addition

Recall that our goal of character FPE designing is to preserve the structure of
character strings, i.e. for an input string X and its corresponding output string
Y , a character FPE should ensure that Ω(X) = Ω(Y ) always hold.

For concision, given a character string X ∈ Charsn, let |X| = n be its
length, and denote the i-th digit of X as X[i] (i = 1, 2, . . . , n). For 1 � i <
j � n, let X[i..j] = X[i] ‖ X[i + 1] ‖ · · · ‖ X[j]. Also we denote cmin =
min(|Ci|, i = 1, 2, . . . , I), cmax = max(|Ci|, i = 1, 2, . . . , I) respectively as the
amount of elements of the smallest and largest subset of Chars, and define
X = |Charsn

Ω(X)| as the number of character strings with the structure of string
X. It’s easy to know that cmax|X| � X � cmin|X|. Additionally, since in each
round of any Feistel, the input string X is split into two substrings (denoted as
L and R, for the left part and the right part), again assume |X| = n, we also let
l = |L| and n − l = |R|.

In Fig. 2 we show the structure of one round of C-FFX, where F is the round
function and �gc/�gc is the modulo addition/subtraction module we designed.
Since, as mentioned, in each round the input string X is split into two substrings
L and R, obviously Ω(X) = Ω(R) + Ω(L). Without loss of generality, suppose
L directly goes to the right of the output Y , then certainly Ω(Y ) = Ω(L) + Ω′.
Therefore to make Ω(Y ) = Ω(X), it’s easy to know that Ω′ = Ω(R). As we
know, the rest part of Y is generated by L�gc F (R) or L�gc F (R), therefore to
ensure Ω(Y ) = Ω(X) is to let Ω(L �gc F (R))/Ω(L �gc F (R)) = Ω(R). It’s not
quite realistic to design a round function that returns a mixed-radix numeral
pseudo-randomly, while the radixes of the output varies at each round. Thus in
order to do achieve out goal, we made some major improvement on the modulo
addition function.

The modified modulo addition and its inverse, which we called the “dynamic
modulo addition” �gc and �gc, are digit-wise operations, meaning that they
process the input pair digit by digit. Assume that string A and B are the two
inputs of �gc or �gc, and suppose we demand that the output of the operations
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F

Li, Ω(Li) Ri, Ω(Ri)

Li, Ω(Li)

Li+1, Ω(Li+1) Ri+1, Ω(Ri+1)

gc

Xi, Ω(Xi)

Xi+1, Ω(Xi+1)=Ω(Li)+Ω(Ri)=Ω(Xi)
Zi, Ω(Ri)

(a) The enciphering process

F

R'
i+1, Ω(R'

i+1)L'
i+1, Ω(L'

i+1)

R'
i+1, Ω(R'

i+1)

R'
i, Ω(R'

i)L'
i, Ω(L'

i)

gc

X'
i, Ω(X'

i)=Ω(R'
i+1)+Ω(L'

i+1) =Ω(X'
i+1)

X'
i+1, Ω(X'

i+1)

Z'
i+1, Ω(L'

i+1)

(b) The deciphering process

Fig. 2. A single round of the C-FFX construction.

Fig. 3. Mechanism of the modulo addition function �gc and �gc. Both functions tra-
verse the two input strings A and B (line 2), in the i-th loop, line 3 uses tag t(A[i]) to
determine the radix r for the modulo operation, thus the content of the output digit
v(Z[i]) computed in line 5 or 9 is kept in the range of subset Ct(A[i]). Since line 4 sets
tag t(Z[i]) to be the same as t(A[i]). Therefore according to Eq. 8, this ensures that
Z[i] belongs to Ct(A[i]).

(denoted as Z) to have the same structure as A (i.e. Ω(Z) = Ω(A)), then for
each digit i of Z, our operations first computes the sum of the corresponding
digit A[i] and B[i], then modulo the result with the radix referenced by the tag
t(A[i]). Since the tags of each digit of the output is exactly the same as the input
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A, this procedure ensures that the output is of A’s structure. The radix of input
strings varies from digit to digit, so are the operations, thus they are considered
“dynamic”. As shown in Fig. 3, the 2-tuple notation in the extended RtE makes
the operations easy to realize.

C-FFX gives a practically effective solution to character FPE problem, which
is theoretically able to be applied on any character data, encipher/decipher them
correctly in fixed rounds, without using cycle-walking or repeated encryption.

4.2 Security

Regardless the modification we made, by definition our construction is an unbal-
anced Feistel with an arbitrary alphabet. Thus same as other studies on the
provable-security analysis of Feistel networks, the round functions used are
assumed to be selected uniformly and independently at random.

Security bound. In [12], the authors mentioned that the CCA bound for
binary unbalanced Feistels given in its Theorem 7 can be extended to unbalanced
Feistels with arbitrary alphabet. Although C-FFX uses mixed-radix numeration
and thus the radix of its alphabet is not fixed, its CCA bound can still be
given by:

Theorem 1 (CCA security of C-FFX). Denote a C-FFX as ε, given cmin
and a fixed τ ≥ 1, while l > n − l, we have

AdvCCA
ε (q) ≤ 2q

τ + 1
((3l/(n − l)� + 3)q/cminl)τ , (9)

while
r = τ(4l/(n − l)� + 4) (10)

is the minimum number of Feistel rounds needed.

To proof the above result works for C-FFX, the only thing we need to do is to
reinterpret Lemmas 11 and 12 in [12] to analyze the case when the construction
works on mixed-radix numeration, since Theorem 7 in [12] is deduced based on
these two lemmas:

Lemma 1 (reinterpretation of Lemma11 in [12]). In C-FFX, the chance
that two distinct non-adaptive queries have the same coin at round t ≥ 1 is at
most cminl−n.

Proof. Since the scheme is designed to preserve the structure of character strings,
in each round, the structure of both input and output of the Feistel is assumed
to be known (this is due to that the only thing that a Feistel round will do to
the structure of its input is to swap positions of the digits in a constant way).

Suppose that a C-FFX scheme receives distinct non-adaptive queries X1 and
X2. For each i ∈ {1, 2}, let (Li, Ri) be the output at round t − 1 of Xi, where
|Li| = l and |Ri| = n − l. The queries X1 and X2 collide at time t if and only
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if R1 �gc F (L1) = R2 �gc F (L2), with F being the round function at round t.
This occurs when R1 and R2 differ, with probability |Charsn−l

Ω(R)|−1 = R−1 ≤
cminl−n, because F is uniformly random. If R1 = R2 then so are L1 and L2,
which contradicts the hypothesis that the two queries are distinct.

Lemma 2 (reinterpretation of Lemma12 in [12]). In C-FFX, the chance
that two distinct non-adaptive queries collide at time t > l/(n − l)� is at most
3/cminb.

Proof. Suppose that a C-FFX scheme receives distinct non-adaptive queries X1

and X2. We shall prove by induction on b that for any b ≤ l, the probability
that outputs at round t > b/(n − l)� of the two queries have the same last b
digits is at most 3/cminb. The claim of this lemma corresponds to the special
case b = l.

First consider the base case b < n − l. For each i ∈ {1, 2}, let (Li, Ri) be the
output at round t−1 of Xi, where |Li| = l and |Ri| = n− l. The last (n− l)-digit
substring of the round-t output of Xi is Ri �gc F (Li), with F being the round
function at round t. If R1 and R2 differ then the probability that outputs at
round t of the two queries have the same last b digits is at most cmin−b (the
same reason as in Lemma 2). If R1 = R2 then the two queries have the same coin
at round t − 1, which by Lemma 2 occurs with probability at most cminl−n.
Hence, by union bound, the chance that the two queries have the same last b
digits is at most cmin−b + cminl−n ≤ 3/cminb.

Next consider b ≥ n − l and assume that the chance round-(t − 1) outputs of
the two queries have the same last b−n+ l digits is at most 3/cminb−n+l. The
outputs at round t of the two queries have the same last b digits if and only if (i)
they have the same coin at round t, which by Lemma 2 occurs with probability
at most cminl−n, and (ii) their output at round t − 1 have the same last b −
n + l digits, which occurs with probability at most 3/cminb−n+l by induction
hypothesis. As the round functions in the network are independent, the chance
that both (i) and (ii) occur is at most cminl−n · 3/cminb−n+l = 3/cminb.

Notice that according to [12], the above extension is only known to be work
when the round functions are contracting, which is the reason that we set l > n−l
in out construction.

5 Conclusion

In this paper we stated the problem in applying format-preserving encryption on
character data, as well as analyzed the fundamental reason of it. By introducing
mixed-radix numeral systems to character FPE, we refined the format of char-
acter data, and extended the rank-then-encipher approach for character FPE.
On the top of these, we proposed the C-FFX scheme as a generic character FPE
solution, which adopts Feistel-based construction with a specially built dynamic
modulo addition module, so that mixed-radix numerals can be processed. Analy-
sis showed that our scheme provides solid security. In our future works, we plan
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to further design FPE schemes that work under mixed-radix numeration, based
on other constructions.
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Abstract. Data sharing is one of the most significant applications of cloud
computing. For security and privacy concerns, clients generally encrypt their
data before upload them to the cloud. The existing data sharing schemes either
entirely rely on the cloud to enforce access control or inevitably involve a
trusted third party (TTP) to perform secret key distribution. This thesis proposes
a secure data sharing scheme without TTP involved. Our scheme allows users to
classify their data and achieves a fine-gained access authorization. The
key-distribution is integrated with the user authorization and data sharing pro-
cedure. In terms of security, except for semi-honest cloud service provider and
external adversary, we also take internal adversary into consideration and
analysis security in this strong model.

Keywords: Cloud security � Data sharing � Fine-gained access control � Data
reliability and privacy

1 Introduction

Cloud computing provides a practical method to offer service to the tenants at a low
price, high performance and high flexibility. Cloud customers are free to care about
service development, while cloud providers can concentrate on management activities
providing an infrastructure that gives to customers the illusion of the availability of
infinite resources [1]. One of the most promising benefits in cloud storage system is to
provide ubiquitous, convenient and on-demand access to data shared among the
Internet, and data sharing has become the most frequently used service of cloud storage
system.

However, although constructed with highly reliable software-hardware architecture,
cloud storage system still has some certain security and trust concerns and anxieties.
Specifically, when the user outsource their data to the cloud, they totally loss the
control of them, and the cloud acquires the chance to dispose the data. It might utilize
the data beyond the user’s expect, such as to get additional profit, or just simply sell the
user’s data to other organizations [2]. Thus, client tends to not fully trust the cloud
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service provider, and for privacy concerns, they encrypt their data before upload them
to the cloud.

Secure data sharing among multiple users in untrusted cloud environment is a tough
problem as we cannot rely on the cloud to perform access control and user revocation.
One of the naive solutions is to encrypt all the data with same symmetric key and send
the key to the authorized user. But sharing keys may increase the risk of key exposure,
especially when a user is no longer qualified to access the file, the entire file will be
re-encrypted with a new key. Another traditional solution is to adopt public-key
encryption or identity based encryption (IBE), but it needs to encrypt a document
multiple times using different users’ public-keys or identity-keys, which lays a heavy
burden for the data owner. Broadcast encryption (BE) can alleviate this issue but
cannot achieve fine-gained access control.

Attribute based encryption (ABE), especially ciphertext-policy ABE (CP-ABE)
provides another seemingly feasible solution for cloud data sharing, which allows the
data owner to fully control the access policy of his data. However, although achieving
fine-gained authorization, the CP-ABE based schemes require a fully-trusted third party
(e.g. Key authority), which is not commonly exist in real-world. In addition, these
schemes do not take internal adversaries into consideration.

Thus, it is desirable to construct flexible and scalable fine-gained access control for
data sharing, in which data owner can share his data to users with different priority
without a TTP involved. In this paper, we propose a scheme achieving this goal. In
addition, we also consider the scenario that the data owner want to split the operation of
updating data and changing the authority. This is because his some files may be need to
update such as changing their grade or re-encryption with a new key for some security
reason. He is not willing to affect the existing authority information. Similarly, when he
has changed some data users’ privileges, he isn’t willing to update his data. And our
scheme achieves high security that we do not only consider the CSP as a semi-honest
adversary, but also consider the misbehaviors of authorized users.

1.1 Related Works

Fine-gained access control for encrypted data sharing in untrusted storage system has
been extensively studied. Traditionally, researchers tend to use access control lists
(ACLs) to manage users’ authorization [3, 4]. Specifically, in Kallahalla et al.’s [3]
scheme, the data owner firstly classifies his data and generates success control list for
each file-group and then encrypts each file-group with a symmetric key. This sym-
metric key is latterly distributed to the data user according to the ACL, and thus only
the authorized user in ACL can have access to this group of files. However it involves a
heavily burden in key management for the data owner, as the key size will growth
linearly with the number of file-groups. Gol et al. [4] combine symmetric and public
encryption and propose a scheme that enable the users in a specific ACL to use their
secret key to recover the symmetric key which is used for decrypting the document.
Similarly, it also lays a huge burden for the data owner, as the encryption operation also
grows linearly with the number of users in the ACL.

Another approach for cloud data sharing is to utilize the attribute-based encryption.
The primary idea of ABE is proposed by Sahai and Waters [5]. After that, according to
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either the policy is associated with a ciphertext or a key, two variants of ABE – known
as ciphertext-policy ABE (CP-ABE) [6] and key-policy ABE (KP-ABE) [7] – are
proposed. Based of ABE, Li et al. [8] propose an accountable CP-ABE scheme, which
allows tracing the identities of misbehaving users who leaked the description key to
others. Li et al. [9] also propose an outsourced ABE construction which provides
checkability of the outsourced computation results in an efficient way. Xie et al. [10]
propose a novel access control scheme for cloud data sharing system with efficient
attribute and user revocation, which largely eliminates the overhead computation (i.e.
from O(2n) to O(n), where n is the number of attributes). Liang et al. [11] propose a
scheme that enable service provider to implement practical and fine-grained encrypted
data sharing (i.e. the data owner is allowed to share a ciphertext of data among others
under some specified conditions), meanwhile achieves the anonymity of data users who
has gotten access to the data. Liang et al. [12] propose another scheme that achieves
secure search functionality and fine-gained access control, which enables a data owner
to efficiently share his data to a specified group of users matching a sharing policy. In
addition, their scheme supports keywords updating after the data has been uploaded to
the cloud. Recently, Wang et al. [13] take a fully investigation of key escrow problem
in attribute-based encryption and propose a scheme to solve this issue. They propose an
improved two-party key issuing protocol that can guarantee that neither key authority
nor cloud service provider can compromise the whole secret key of a user individually.

A recent guideline for secure cloud data sharing is to deploy key aggregate method.
Chu et al. [14] propose a scheme in which the data owner first categorizes his files into
different classes, and encrypts files by the class. After that, he chooses some encrypted
files and computes the aggregated key. The key is used for decrypting a group of
documents and will be latterly sent to the authorized users. Cui et al. [15] also construct
a scheme with high flexibility that can share any group of selected documents with any
group of users. And they also propose a key-aggregate searchable encryption scheme.
These data sharing schemes are efficiently and flexibly constructed, but they demand
the data owner to transfer the aggregated key to the data user, so the data owner would
be online all time.

1.2 Contributions

This paper proposes a data sharing scheme with fine-gained access control for
multi-tenancy cloud storage architecture. The contribution of this work is listed as
follows:

• Autonomous Authorization. Our scheme enables the data owner to autonomously
manage his data. The data owner is supported to classify his data and share to data
users with different priorities. Also, the data user can choose to retrieval data belong
to specified group of data owners.

• Getting rid of TTP. We propose a secure data sharing scheme without TTP
involved. It only needs a trusted key distribution center (KDC) for key generation,
which is easy to obtain through existing public key infrastructures (PKI).

• High efficiency and scalability. In this scheme, each document is encrypted by
symmetric encryption with an independent key, and it is not required for the data
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owners to distribute the keys. Instead of that, after received request from the data
user, the CSP can generate a partial key for each document and send it along with
the document to the user. The data user can recover the deception key by using his
secret key.

• Meliorative security model. We compose an improved security model to capture a
wide range of adversarial behavior. We not only consider the CSP and unauthorized
user (i.e. include unregistered users and users that have been revoked) as potential
adversary, but also consider the misbehaviors of authorized user.

The rest of this paper is structured as follows. In Sect. 2 we present some pre-
liminaries, including basic computational complexity assumptions and security speci-
fications. We present detailed description of our scheme in Sect. 3. The analysis of our
scheme is presented at Sect. 4. And we conclude this paper in Sect. 5.

2 Preliminaries

2.1 Complexity Assumption

Definition 1 (Bilinear Map). Let G1 and G2 be two cyclic groups of some large prime
order q. A bilinear map is a map e:G1 �G1 ! G2 with the following properties:

1. Bilinearity. For all u; v 2 G1 and a; b 2 Z
�
q, we have e ua; vb

� � ¼ eðu; vÞab.
2. Non-degeneracy. eðg; gÞ 6¼ 1.
3. Computability. There is an efficient algorithm to compute eðu; vÞ for any u; v 2 G1.

Definition 2 (Discrete Logarithm). Let g be a primitive root for Fq and let h be a
nonzero element of Fq. The Discrete Logarithm Problem (DLP) is the problem of
finding an exponent x such that

gx � h mod q

The number x is called the discrete logarithm of h to the base.

Definition 3 (Hardness of DLP). The DLP assumption is that there exists no prob-
abilistic polynomial algorithm that can solve the DLP problem.

Definition 4 (Computation Diffie-Hellman Problem). The challenger chooses a; b 2
Zp at random and outputs ðg;A ¼ ga;B ¼ gbÞ. The adversary then attempts to output
gab 2 G. An adversary B has at least an e advantage if

Pr½B g; ga; gb
� � ¼ gab� � e

where the probability is over the randomly chosen a; b and the random bits consumed
by B.
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Definition 5 (CDH Hardness Assumption). The computational ðt; eÞ-CDH assump-
tion holds if there exists no probabilistic polynomial time adversary has at least e
advantage in solving the above game.

2.2 System Architecture and Security Goals

We design a TTP-free multi-user data sharing scheme, which have three entities: cloud
server provider (CSP), data owner and data user. The main responsibility of the CSP is
to store and process the encrypted data according to authorized users’ request. Note that
there are many data owners and many data users, so this is a Multi-tenancy Cloud
Storage System.

We consider three types of adversaries include external adversary and honest-but-
curious CSP and legal user as internal adversary. Specifically, CSP are assumed to be
semi-honest, which mean the server is honest to save the data owners’ files and perform
data operations requested for authorized data users, but tries to deduce or guess the
extra information from the interactive data. Internal user adversary refers to the legal
user participated in the protocol. We assume that he can get all the interactive infor-
mation. He will deduce the extra data by using his private key and the information he
has received. External user adversary means the illegal users including the revoked
users and this is the basic demand for any access control and authority management
system. Note that we assume that the user-server collusion is not included in our
adversarial model.

3 Concrete Constructions

3.1 Proposed Scheme

The proposed scheme consists of the following phases:

(1) Initialization Phase.
This is the first phase in our data sharing protocol. In this phase, the system
generates public parameters and the public/private key pair of users and CS to
initialize the algorithm.
Step 1: param setupðkÞ
Input security parameter k and get the public parameter param, Let
w ¼ ðq;G1;G2; e; gÞ, G1 and G2 are two cyclical groups of prime order q, a
generator g 2 G1, a Bilinear Map e:G1 �G1 ! G2 and H:G2 ! f0; 1gs is a
collision resistant hash function, and s is key-length of AES encryption, then
param ¼ ðw;HÞ.
Step 2: PKi; SKi  KeyGenðparamÞ
The key generation algorithm takes security parameter param as input and gen-
erates the keys for the clients and the CSP. The client uið1� i� nÞ gets its secret
key and public key as SKi ¼ xi;PKi ¼ g

1
xi , xi 2R Zq. The CSP, as a special par-

ticipant, also gets its public key PKc and secret key SKc as SKc ¼ a;PKc ¼ ga,
a 2R Zq.
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Step 3:
The CSP firstly initializes an authority distribution matrix K with the size of
n� n. Each element in this matrix pji ¼ fAjiljl 2 f1; 2; . . .; qgg is a set which
represents the data owner ui to authorize data user uj the privilege to access the
document with grade l. q is the number of levels that the documents expected to
be classified and it varies for different data owners. The initial value of each
element pji is assigned as U, which denote that data owner ui have not given
permission to uj to access to his any document. In the matrix, each row (e.g. the
j-th row) represents the user’s permission that has been authorized by other data
owners, while each column represents the authorizations he has given to other
data user (i.e. which users can have access to his documents).

(2) Encrypting Files Phase.
In this phase the data owner carrys out the algorithm to encrypt his files.
Step 1: CKil  CKGenðparamÞ
The client ui randomly chooses a secret key for each class of document. He
chooses secret key CKil for l-th class, where 1� i� n; 1� l� q and CKil 2R Zq.
Step 2: Dilk; rilk  DKGenðSKi;CKilÞ
Data owner ui generates an encryption key Dijk for each of his document Dijk as:

DKilk ¼ H e g
rilk �CKil

xi ; g
a�CKil
xi

� �� �
; rilk 2R Zq; 1� i� n; 1� l� q; 1� k� r;

in which r indicates that there are r documents classified as a specific level.
Step 3: D

0
ilk  EncDocðDilk; DKilkÞ

Data owner ui encrypts each of his document Dilk and gets its ciphertext D
0
ilk. We

adopt AES for documents encryption. Then he will send the encrypted document
and its classification information to CSP.

(3) Authentication and Revocation Phase.
This algorithm is run by the data owner to grant a user the privilege of reading
(some) files. In this phase, the data owner authorizes each category of documents
to its homologous user group, and sends the authorization information to the
CSP. After received the authorization information, the CSP stores it in the
authority distribution matrix. Note that both the Grant algorithm and Revoke
algorithm satisfy dynamic property, which means the data owner can change the
author information of his document at any time. Now we will give a detail
description of Grant and Revoke algorithm.

• Ajil  GrantðSKi;PKjCKilÞ User authorization algorithm. This algorithm is
used for data owner ui to authorize his documents of grade l to uj, and this

algorithm outputs the authorization value as Ajil ¼ g
CKil
xixj . By repetitively

invoking this algorithm, ui can authorize uj with document of different grade.
We use Aji ¼ fAjiljl 2 f1; . . .; qgg to denote the authority that uj has been
granted from ui. User ui sent Grant ðuj; ui;AjiÞ to the CSP and thus the CSP
can update pji into pji

S
Aji.
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• Ajil  RevokeðSKi;PKjCKilÞ. Authority revoke algorithm. This algorithm is
run by the data owner such as to revoke a user’s privilege of accessing his
documents. Specifically, data owner ui revokes uj’s permission of accessing
his documents of grade l. Similar to the above, uj executes Revokeðuj; ui;AjiÞ
and sent the output value to the CSP. After receiving this value, the CSP
updates pji into pji 	 Aji.

(4) Data Sharing Phase.
The authenticated data user makes a request to the CSP for some data owner’s
documents. CSP picks up the object files and computes the relative decrypted key.
Then the CSP transfer the documents and each partial key to the data user.
Let Tr denotes the request made by the data user. Tr ¼ ðui;UjÞ, in which
Uj ¼ fuiji 2 1; 2; . . .; nf g ^ i 6¼ jg. It means a data user can appoint one or more
data owners as his own will. If he wants to get all the data owners’ files he has
privilege to access, he just uses U instead of Uj.
The data user sends Tr to CSP, and then the CSP executes step 1 to acquire
corresponding files and partial decrypted key. After receiving the result, the data
user executes step 2 to compute the decrypted key and then decrypts the files.
Step 1: Z  SearchðTr;KÞ: The CSP executes this algorithm such as to get
targeted documents and its corresponding trapdoor that is used for decryption. We
describe this Algorithm in Table 1.

Step 2: Dilk  DecDoc SKj; Z
� �

: The uj computes DKilk ¼ HððDK 0ilkÞx
2
j Þ, which

is used to decrypt D
0
ilk such as to get Dilk.

3.2 Correctness

In this scheme, the data owner uploads his documents along with the document clas-
sification information to the cloud. Then in the authorization phase, if he permits a user

Table 1. Search algorithm

Algorithm 1 : Search algorithm 
Input: access query  and authority matrix 
Output : the set of targeted documents and corresponding trapdoor used for decryption 
1. initialize Z=
2. for every do
3. for every do
4. for each do     

5. ; 

6. end for 
7. end for 
8. end for 
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to access to a category of documents with higher grade, this implies he also permits this
user to get access to other categories of documents with lower grade. Thus, if the set pji
only contains one value, it indicates that the user uj is only authorized to access to the
documents with the lowest grade. In this case, the CSP just perform hash operation
among the documents of the lowest grade, such as to recover the partial key of each
document, which will latterly send to the client along with the corresponding docu-
ments. According to the bilinear property:

H ðDk0ilkÞx
2
j

� �
¼ H e g

CKil
xixj
�rilk ; g

CKil
xixj

� �a�x2j
 !

¼ H e g
rilk �CKil

xi ; g
a�CKil
xi

� �� �
:

That is the secret key DKijk which is used for ui to encrypt the document Dilk.
Because of the symmetry property of AES encryption algorithm, this key can be used
for decryption correctly.

4 Security and Efficiency Analysis

4.1 Security Analysis

In our proposed scheme, each document is encrypted by AES with a unique symmetric
key; thus, according to the security insurance of AES, only if this key is not recovered
by adversaries, the document cannot be decrypted. Afterwards, we will regard the CSP
and the legal data user as adversary, and explain separately why they cannot recover the
secret keys.

Honest but curious CSP as adversary

The CSP can acquire the authority value g
CKil
xixj of each user, as well as the random

number rilk of each document, and accordingly, he can figure out g
rilk �CKil

xixj . Using his

secret key a, he can figure out g
CKil
xixj

� �a

, which result in g
a�CKil
xixj . Although the CSP also

possesses each user’s public key g
1
xj , as he cannot acquire the data user’s secret key xj,

the DLP hardness assumption ensure that he cannot figure out g
a�CKil
xi , and thus he cannot

figure out the secret key DKilk ¼ H e g
rilk �CKil

xi
�
; g

a�CKil
xi

� �� �
.

Legal user as adversary

Assuming that the data user have acquired his own authority value g
CKil
xixj , he can use his

own secret key to calculate g
rilk �CKil

xi
� and g

CKil
xi . However, although he also processes the

public key ga of the CSP, the CDH hardness assumption ensures that he cannot figure

our g
a�CKil
xi
�. Thus it is guaranteed that even if the internal user acquired additional

information, he cannot perform any adversarial behavior, as long as he does not collude
with the service provider.
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4.2 Performance

We compare our proposed scheme with the schemes proposed in Refs. [8, 14]. Ref-
erence [8] based on ABE, so it must have a trusted center called attribute authorities
(AA), from which user is entitled to a number of attributes and can obtain a decryption
key corresponding to those attributes. Reference [14] based on key-aggregate, so it
needs the data owner to be online at all time.

Our scheme only needs a trusted key distribution center for public and secret key
generation and it does not need a trusted center to manage user. The users’ addition and
revocation is made by data owner himself, so it is more flexible. The users’ authority
information is stored in the CSP, making it convenient to revoke user by just deleting
the privilege value. And the CSP transfers the partial decrypted key to the user for the
further decryption using his private key, which avoids the data owners to distribute the
keys. The details are shown in Table 2.

5 Conclusion and Future Work

We propose a scheme that allows multi-user to securely and flexibly share their data.
We consider the scenario that the data owner wants to split the operation of updating
data and changing the authority. The data owner can discretionally share his different
data to different users, so it achieves fine-gained access authorization. In our scheme,
all of the documents are encrypted by symmetric encryption algorithm, and each of
them is encrypted with a unique and independent key. The key-distribution is inte-
grated with the user authorization and data sharing procedure, which means it is not
needed for the data owner to be online all time to distribute the encryption keys to the
data users. In terms of security, except for semi-honest CSP and external adversary,
which have been extensively adopted as adversarial model in most works, we also take
the misbehavior of legal users into consideration. Getting rid of the dependency of
TTP, this scheme is highly compatible for multi-user scenario, and in order to capture a
wide range of application of cloud computing, we will extend our scheme to solve the
problem of keyword searching over encrypted data as a future work.

Acknowledgements. This work is supported by the National Natural Science Foundation
(NSF) under grant Nos. 61572294, 61602275 and NSF Key Project under grant No. 61632020.

Table 2. Comparison between our scheme and Refs. [8, 14]

Scheme Trusted
center

Fine-grained
access control

User
revocation

Data owner
online all time

Ref. [8] Y Y S N
Ref. [14] N Y F Y
Ours N Y F N

Y yes, N no, F fast, S slow
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Abstract. A novel ring signature is constructed based on Garg-Gentry-Halevi
(GGH) graded encoding system which is a candidate multilinear maps from
ideal lattice, and we prove its security in standard model. Under the GGH graded
decisional Diffie-Hellman (GDDH) assumption, the proposed ring signature
guarantees the anonymity of signer. At the same time, the ring signature is the
existentially unforgeable against adaptive chosen message attack under the GGH
graded computational Diffie-Hellman (GCDH) assumption.

Keywords: Multilinear map � Ring signature � Anonymous � Unforgeability

1 Introduction

The notion of ring signature was first formally introduced by Rivest et al. in 2001 [1].
In a ring signature, any member in the ring can sign on behalf of the whole ring. As a
result, the verifier is convinced that this signature is from a ring in which the signer is a
member, but it is hard to know which member in the ring actually generated the
signature. On the definition of security for ring signature, Bendery et al. [2] pointed out
that the definition of security was too weak in [1], and gave a strongest definitions of
both anonymity and unforgeability depending on the security strength for ring signa-
ture. Due to this unique anonymity and flexibility (such as, no managers, no setup
procedure of the ring and no revocation procedure), the ring signature can be applied
for a variety of purposes which have been suggested in previous works, for example,
anonymously leaking secrets [3] and anonymous authentication in Ad-hoc networks
and wireless sensor networks [4–6].

With the introduction of the concept of ring signature, a large of ring signature
scheme and its variants have been constructed based on intractability of the discrete
logarithm or large integer factorization, such as the standard ring signature schemes [1–
6], identity-based ring signature schemes [7], linkable ring signature schemes [8] and
so on. With the advent of quantum computer era, all the above schemes will no longer
be secure, because the quantum algorithm designed by Shorn can efficiently solve the
classical problems in number theory. (e.g. large integer factorization, discrete logarithm
problem.) In order to design a post-quantum secure ring signature, there are a few of
ring signature schemes with security based on standard lattice problems which is
considered infeasible even under the quantum computer [9–12]. As most of them made

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
J. Wan et al. (Eds.): CloudComp 2016, SPNCE 2016, LNICST 197, pp. 133–144, 2018.
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use of the hash-and-sign method based on the (Gentry-Peikert-Vaikuntanathan) GPV
strong trapdoors [13], a hidden structure was added to the underlying lattice, which was
considered an important price to pay from a theoretical point of view [14]. Recently,
Melchor et al. [15] presented an efficient ring signature by means of adapting
Lyubashevsky’s signature from ideal lattice, in which the strongest security defined in
[2] was achieved by using a weak trapdoor as Lyubashevsky’s signature [16]. How-
ever, the proof of its security was in the oracle model.

In this paper, we construct a new ring signature based on GGH’s graded encoding
system which is an candidate multilinear maps from ideal lattice [17]. Our main
contribution from a theoretical point of view is that the proposed ring signature scheme
is the first one to be based on multilinear maps and no ring signature was until now
based on it. Under the graded decisional Diffie-Hellman (GDDH) assumption and
grade computational Diffie-Hellman (GCDH) assumption, the new ring signature
scheme guarantees the anonymity of signer even if the secret key of the signer is
exposed and holds the existential unforgeability against adaptive chosen message
attack in the standard model, respectively.

The rest of this paper is organized as follows. In Sect. 2, we introduce the back-
ground about multilinear maps and the algorithms in the GGH framework, full domain
hash from multilinear maps and the definition of ring signature and its security model.
In Sect. 3, the new ring signature scheme based on multilinear maps is described in
details, and Sect. 4 proves its security including the anonymity and unforgeability.
Finally, in Sect. 5, we summarize this paper.

2 Preliminaries

2.1 Notation

We use Z to denote the set of integer, and R ¼ Z½X�=ðXnþ 1Þ denote the integer
polynomial ring where Ui2½N� is a power of 2. For a large prime q 2 Z, Rq ¼
Zq½X�=Xnþ 1 ¼ R=qR denotes the quotient ring of integer polynomial mod q. Let I
denote an ideal of ring R, then R=I denotes a quotient ring generated by the ideal I
while feþ I : e 2 Rg denotes the representative of coset of the quotient ring R=I. By
convention, we use bold letters for vectors (e.g. a or A). In addition, for a positive
integer k, ½k� denotes f1; � � � kg.

2.2 Multilinear Maps and the GGH Graded Encoding System

Boneh and Silverberg (BS) first proposed the concept of multilinear maps and
described many cryptographic applications in 2003 [18]. For the groups G1 and G2

which have the same prime order, the definition of BS is that if a map e : Gn
1 ! G2 is

an n-multilinear maps it should satisfy the following properties:

(1) If a1; . . .; an 2 Z and x1; . . .; xn 2 G1, then eðxa11 ; . . .; xann Þ ¼ eðx1; . . .; xnÞPi2½n�ai ;
(2) The map e is non-degenerate. In other words, if g 2 G1 is a generator of G1, then

eðg; . . .; gÞ is a generator of G2.
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Although several efficient cryptographic primitives were constructed based on the
concept of multilinear maps, Boneh and Silverberg also pointed out that to instantiate
this kind of multilinear maps on Weil pair or Tate pair was infeasible. In the past
decade, how to achieve cryptographically useful multilinear maps is an important open
problem. Recently, Garg, Gentry and Halevi (GGH) give a candidate in EURO-
CRYPT’ 2013 [17]. They construct an approximate multilinear maps from ideal lattice,
which is also known as GGH graded coding system. In a k-level GGH candidate, as
long as iþ j� k, the encodings on i-level and encodings on j-level can make multi-
plication to obtain the encoding on iþ j-level. Of course, the product should be smaller
than the modulus q. By multiplication in an iterative manner, the encodings on k-level
can be obtained. This approach is different from the BS view of multilinear maps where
a k-linear maps should allow the simultaneous multiplication of k source group ele-
ments into one target group element. Here, we briefly describe the GGH framework as
follows, and the details can be referred to [17].

Abstractly, in GGH graded encoding system, the exponentiation samp in multi-
linear groups family is viewed as an encoding of an element a on the i-level. At the
same time, the GGH replaces the groups defined in BS with an encoding set associated
with ideal lattice. Specifically, for a ring R, the GGH graded encoding system includes

a system of sets S ¼ fSai � f0; 1g� : i 2 ½0; n�; a 2 Rg, where SðaÞi consists of the i-level

encodings of a and the sets Si ¼
S

a S
ðaÞ
i . The k-GGH framework includes several

algorithms, which are as follow:

Instance generation: InstGen ð1k; 1kÞ. The instance-generation procedure takes as
input the security parameter k and an integer Bj ¼ re�encð1; bjÞ that denotes the level
number, and outputs parameters ðparams; pztÞ where params ¼ fn;m; q; y; fxigi; sg is
the public parameters of the GGH k-graded encoding system as above, and pzt is a k-
level “zero-testing parameter”. To ensure the security of graded encoding system, the
parameters related to params is chosen carefully. Generally, for a quotient ring Rq, the
approximate setting is n ¼ ~Oðkk2Þ, q ¼ 2n=k and m ¼ Oðn2Þ. In addition, in the public
parameter the “randomizers” xi are just random encodings of zero while the parameter
y is a level-one encoding of 1 (correctly, encoding of 1þ I).

Sampling level-zero encodings: sampðparamsÞ. It takes as input params, the ran-
domized algorithm outputs a level-zero encoding d of the coset aþ I, such as d 2 Sa0.
Essentially, according to a discrete Gaussian distribution with an appropriate variance,
one can randomly choose a short vector d 2 R, which can be viewed as a small
representative of the coset aþ I because of its very small coefficients compared to the
modulus q.

Encodings at higher levels: encðparams; i; dÞ. Given the input parameters params and

a level-zero encoding d 2 Sa0, the level-i encoding u 2 SðaÞi of d can be obtained by
multiplying d with yi, where y included in params is a level-1 encoding of 1.

Re-randomization: re-Randðparams; i; uÞ. This algorithm re-randomizes the encod-

ing u 2 SðaÞi to the same level and obtains another encoding u� 2 SðaÞi , which involves
adding a random Gaussian linear combination of the level-i encodings of zero in
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params (e.g.xi), whose noisiness “drowns out” the initial encoding. Moreover, for any

two encodings u1, u2 2 SðaÞi whose noise bound is at most b, the output distribution of
re-Randðparams; i; u1Þ and re-Randðparams; i; u2Þ is statically the same.

Addition: addðparams; u1; u2Þ and Negation negðparams; u1Þ. Given any two level-i

encodings u1 2 SðaÞi and u2 2 SðbÞi , we can obtain an adding encoding

u ¼ u1þ u2 2 SðaþbÞ
i , while the output of algorithm negðparams; u1Þ belongs to Sð�aÞi .

Multiplication: multðparams; u1 2 Sai ; u2 2 Sbj Þ. Given any two encodings u1 2 Sai
and u2 2 Sbj , we have multiplying encoding u ¼ u1 � u2 2 Sða�bÞiþ j as long as iþ j\k.

Zero-testing: isZeroðparams; pzt; uÞ. Given a level-k encoding u, if ½pzt � u�q
��� ���� q3=4

where :k k denotes the length of vector, it is denoted that u belongs to the set S0k , and the
algorithm outputs 1 and 0 otherwise. Note that the encoding is additively homomor-
phic, so we can test quality between encodings by subtracting them and comparing to
zero.

Extraction: extðparams; pzt; uÞ. Given a level-k encoding u, the algorithm extracts a
“canonical” and “random” representative of coset from the encoding u. Namely,
extðparams; pzt; uÞ outputs (say) K 2 f0; 1gk, such that:

(a) For any two level-k encodings u1; u2 2 Sak , extðparams; pzt; u1Þ ¼
extðparams; pzt; u2Þ with overwhelming probability.

(b) For a 2 R and any encoding u 2 Sak , the distribution of extðparams;pzt; uÞ is
statistically uniform over f0; 1gk.

For ease of description, let re-encðparams; i; dÞ denotes the function of
re-Randðparams; i; encðparams; i; dÞÞ where d is a result of a call to sampðparamsÞ. In
addition, we also omit params arguments that are provided to every algorithm in GGH
framework as above. For instance, we will write sampðÞ to instead of sampðparamsÞ.

2.3 GCDH/GDDH Hard Assumptions

Now, we describe the hard assumptions in GGH framework: Graded Computational
Diffie-Hellman problem (GCDH) and Graded Decisional Diffie-Hellman problem
(GDDH), which are the basis of the security of our new ring signature in this paper.

Definition 1 (GCDH/GDDH). On parameters k; n; q; k, a challenger runs
InstGenð1k; 1kÞ to get the public parameters ðparams; pztÞ of the GGH graded encoding
system, and it calls sampðÞ several times to pick the random e0; � � � ek . Then,
(1) Given params, pzt, re-encð1; e0Þ; � � � ; re-encð1; ekÞ, the goal of the GCDH is to

find a level-k encoding of
Q

i2½0;k� ei.
(2) Given params, pzt, re-encð1; e0Þ; � � � ; re-encð1; ekÞ and a random level-k encoding

u re� encðk; sampðÞÞ, the goal of the k-GDDH is to distinguish between the
level-k encoding re� encðk;Qi2½0;k� eiÞ and the random encoding u.
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In [17], an extensive cryptanalysis has been done to prove the security of GGH
graded encoding system, and it shows that the GCDH/GDDH problems are hard for
any polynomial-time algorithm to solve. Recently, some effective cryptography
primitives based on GCDH/GDDH are proposed, such as multiparty key agreement
[17], full domain hash from multilinear maps and identity-based aggregate signatures
[19], identity-based key-encapsulation mechanism [20], attribute-based encryption for
circuits [21] and so on.

2.4 Full Domain Hash from Multilinear Maps

Full domain hash (FDH) is an important cryptographic technique and has been widely
used in bilinear map cryptography where typically a hash function is employed to hash
a string into a bilinear group. In this section, we briefly describe a method to achieve
the full domain hash from multilinear maps, which will be used in our ring signature
scheme. The construction in terms of GGH framework and message signature based on
it are described as follows, and the details can be referred to [19].

Hash-and-Sign from GGH Framework. A trusted algorithm generates a GGH
instance by running ðparams; pztÞ  InstGenð1k; 1k¼lþ 1Þ, where k is the security
parameter and l is the length of message. Then, it obtains 2l elements
Ai;j  re� encð1; sampðÞÞ, where i 2 ½l� and j 2 f0; 1g. For a message m 2 f0; 1gl,
the full domain hash function (FDH) H mapping the l bits message to a level-l
encoding can be computed iteratively. Specifically, let H1ðmÞ ¼ A1;m½i� where m½i�
denotes the i - th bit of message m. For i 2 ½2; l�, HiðmÞ ¼ Hi�1ðmÞ � Ai;m½i�. So, the
FDH based on GGH framework can be defined as HðmÞ ¼ re� encðl;HlðmÞÞ.

Therefore, given a private key a sampðÞ and the corresponding verification key
VK ¼ re� encð1; aÞ, a signature on message m is r ¼ re� encðk � 1;HðMÞ � aÞ and
verified by testing isZeroðpzt; r � y� HðMÞ � VKÞ where y is a level-1 encoding of 1
that is included in params of the GGH instance. In [19], Hohenberger et al. showed that
this signature was secure against adaptively chosen message attack in standard model
conditioned on the k-GCDH assumption holding against subexponential advantage.

2.5 Secure Model

For a secure ring signature scheme U with N members, it must satisfy some anonymity
and unforgeability. In [2], according to various security strength, Bender et al. defined
various levels of anonymity and unforgeability, respectively. In this paper, the anon-
ymity uses the strongest definition, which is against full key exposure, while the
existential unforgeability is defined under the fixed-ring attack.

Anonymity. The anonymity AnonðU;A; k;NÞ under full key exposure is defined
using the following experiment between a challenger and an adversary A.
(1) Given the security parameter k, the challenger runs the Setup algorithm to gen-

erate the common public parameters PP and the keypairs fpki; skigi2½N� for the
signature scheme. Then, the challenger sends pp and �R ¼ fpkigi2½N� to the
adversary.
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(2) The adversary can make polynomially many ring signing queries, the form of
which is ði;m; �RÞ for varying index i 2 ½N� and message m 2M. After receiving
them, the challenger replies r SignðPP;m; ski; �RÞ:

(3) The adversary can adaptively query the signing secret key of the i - th user, where
i 2 ½N�. The challenger replies ski:

(4) The adversary chooses a message m 2M as well as two indexes i0; i1 2 ½max�
where pki0; pki1 2 �R, and makes ring signing query. The challenger chooses a
random bit b 2 f0; 1g and replies a ring signature r�  SignðPP;m; skib; �RÞ
where skib is the corresponding signing secret key of the public key pkib.

(5) The adversary A outputs a guess b� 2 f0; 1g for b.
We say the adversary wins if b�¼b. Define AnonU�FKEA as the probability that b�¼b,

where the probability is over the coin tosses of the Setup, sign algorithm and of A.
Definition 2. A ring signature U is unconditional anonymity against full key exposure
if for all probabilistic polynomial-time adversaries, the function AnonU�FKEA is negli-
gible in k.

Existential Unforgeability. For the ring signature scheme U, the existential unforge-
ability UnforgðU;F ; k;NÞ with respect to adaptive chosen-message attack and
fixed-ring attack can be defined using the following experiment between a challenger
and a forger F .
Setup. The challenger firstly chooses security parameter k and runs the Setup algorithm
to generate the common public parameters PP and the keypairs fpki; skigi2½N� for the
signature scheme. Then, it sends PP and �R ¼ fpkigi2½N� to the adversary.

Query. The adversary F can make polynomially many ring signing queries. The form
of query is ði;m; �RÞ where messages m 2 M which are chosen adpatively, and the
index i 2 ½N�. After receiving them, the challenger replies r SignðPP;m; ski; �RÞ.
Forgery. The forger F outputs a ring signature ðr�;m�; �RÞ.

We say the forger F wins if and only if the algorithm VerfðPP; r�;m�; �RÞ outputs 1
and m� is not one of the messages for which a signature was queried during the query
phase. Define UnforgU�adp�ufF as the probabilistic that VerfðPP; r�;m�; �RÞ = 1, where
the probability is over the coin tosses of the Setup, Sign algorithms and of F .
Definition 3 (Adaptive Unforgeability). A ring signature scheme U is existentially
unforgeable with respect to adaptive chosen-message attack and fixed-ring attack if for all
probabilistic polynomial-time adversaries, the functionUnforgU�adp�ufF is negligible in k.

We will also use the selective variant to UnforgðU;F; k;maxÞ where there is an Init
phase before the setup phase, wherein the forger F gives to the challenger the forgery
message m� 2 M. This message m� cannot be queried for a signature during the Query
phase. Finally, F outputs a ring signature ðr�;m�; �RÞ. If the algorithm
VerfðPP; r�;m�; �RÞ outputs 1, the forger F wins. In this case, we define
UnforgU�Sel�ufF as the probabilistic that the forger F wins the game, taken over the
random bits of the challenger and the forger.
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Definition 4 (Selective Unforgeability). A ring signature scheme U is existentially
unforgeable with respect to selective chosen-message attack and fixed-ring attack if for
all probabilistic polynomial-time adversaries, the function UnforgU�sel�ufF is negligible
in k.

3 Ring Signature Scheme in GGH Framework

According to the definition of ring signature, our new ring signature scheme in GGH
framework is as follows.

Setup(1kÞ. The algorithm includes two parts: Setup - params and Setup - Keys.

(1) Setup-paramsð1kÞ. It is a sub-algorithm in setup phase, which takes as input k and
runs ðparams; pztÞ  InstGenð1k; 1k¼N þ lÞ to generate a GGH instance where N is
the maximum number of ring supported by the scheme and l is the bit-length of
messages. (It is noted that N and l are all bounded by a polynomial in k). Recall that
we omit params arguments that are provided to every algorithm inGGH framework.

Next, the sub-algorithm chooses random encodings ai;v  sampðÞ where i 2 ½l�
and v 2 f0; 1g. Then it generates the corresponding level-1 encodings Ai;v ¼
re-enc ð1; aiÞ for i 2 ½l� and v 2 f0; 1g. Let A ¼ fðA1;0;A1;1Þ; � � � ; ðAi;0;Ai;1Þg; i 2
½l� and the common public parameters PP ¼ fparams;Ag.

(2) Setup - KeysðPPÞ. Each user can use the sub-algorithm to generate the public key
and secret key. Let U1; � � �UN denote the users in the ring signature scheme. The
user Uj2½N� chooses random encoding bj  sampðÞ and takes it as the secret key,
while the public key is Bj  re� encð1; bjÞ. Therefore, the ring can be denoted
by a set of public keys, such as �R ¼ fB1; � � � ;BNg.

SignðPP;m; bj; �RÞ. The member Uj2½N� use the secret key bj to generate a ring

signature of a message m 2 f0; 1gl about ring �R. The steps are as follows.

(1) Let m½1�; � � � ;m½l� be the bits of message m. A level-l encoding HðmÞ ¼
re-encðl;HlðmÞÞ of the l bits message can be computed by using the full domain
hash function H described in Sect. 2.

(2) Compute s1 ¼ bj � HðmÞ �
Q

i2½N� \ i 6¼j Bi

(3) Output the ring signature s ¼ re� encðk � 1; s1Þ

VerfðPP; s;m; �RÞ. The algorithm takes as input the common public parameters PP,
a signature s, a message m and the ring �R ¼ fB1; � � � ;BNg. The authentication process
is as follows.

(1) Compute the level-l encoding HðmÞ ¼ re� encðl;HlðmÞÞ about message m by
using the full domain hash function H.

(2) Check the signature by calling isZeroðpzt; s � y� HðmÞ �Qi2½n� BiÞ, where y is a
canonical level-1 encoding of 1 that is included in params, part of the public
parameter PP. The signature is accepted if and only if the zero testing algorithm
outputs 1.
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Correctness. The correctness property requires that each valid ring signature can pass
the verification algorithm. In the above ring signature scheme, the signature s is a level-
k�1 encoding of

Q
i2½l� ai;m½i��

Q
j2½N� bj. Since y is a canonical level-1 encoding of 1,

s � y is a level-k encoding of
Q

i2½l� ai;m½i��
Q

j2½N� bj. On the other hand, HðmÞ �Qi2½N� Bi

is also level-k encoding of
Q

i2½l� ai;m½i��
Q

j2½n� bj. Therefore, it can be concluded that all
valid ring signatures will be pass the testing algorithm, as long as the underlying
algorithms run correctly in GGH graded encoding system, e.g. sampð Þ,encð Þ,
re-Randð Þ.

4 Security Analysis

In this section, according to the security model that is defined in Sect. 3, we analyze the
anonymity and unforgeability of the proposed ring signature scheme in the standard
model.

4.1 Anonymity

Theorem 1. If the GDDH assumption holds, then the proposed ring signature scheme
based on GGH graded encoding system satisfies the unconditional anonymity.

Proof. According to the anonymity game in Sect. 3, the proof of Theorem 1 is as
follows.

(a) According to the corresponding parameters in the proposed signature scheme,
the challenger runs ðparams; pztÞ  InstGenð1k; 1k¼N þ lÞ to generate a GGH instance,
and chooses random encodings ai;m  sampðÞ, i 2 ½l�, v 2 f0; 1g. At the same time, for
the users U1; � � �UN , the challenger picks out random encodings bj  sampðÞ, j 2 ½N�.
The private key of user Uj2½N� is bj while the public key is Bj ¼ re-encð1; bjÞ. Let Ai;v ¼
re� encð1; aiÞ for i 2 ½l� and v 2 f0; 1g, and a set of public keys �R ¼ fB1; � � � ;Bng
denotes the ring. Finally, the challenger sends PP ¼ fparams; ðA1;0;A1;1Þ; . . .;
ðAl;0;Al;1Þg and �R to the adversary A.

(b) The adversary makes polynomially many ring signing queries for messages
m 2 f0; 1gl with respect to the ring �R. After receiving them, the challenger calls the
algorithm Sign in Sect. 3 and returns the results to A.

(c) The adversary continues to adaptively query the signing secret key of the j - th
user, where j 2 ½N�. The challenger replies the corresponding secret key bj.

(d) The adversary chooses a message m 2 f0; 1gl and two members w0;w1 2 Ui2½N�
in the ring, and sends them to the challenger. After receiving them, the challenger
chooses a random bit b 2 f0; 1g and replies a ring signature s�  SignðPP;m; bw½b�; �RÞ
where bw½b� is the corresponding signing secret key of the user wb.

(e) Finally, A wants to determine the identity of signer and outputs a guess b� 2
f0; 1g for b.

Now, let us analyze the advantage of A. On the one hand, According to the
algorithm Sign in the proposed signature scheme, each valid ring signature in the above
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game is a random encoding on the level-k�1. Therefore, we only need to analyze the
distribution of the ring signature. Firstly, regardless of the ring signature s� from the
user w0 or the user w1, the valid signature s� on message m 2 f0; 1gl about �R is a
random level-k�1 encoding of

Q
i2½l� ai;m½i��

Q
j2½N� bj(Accurately, which is a level-k�1

encoding of the coset
Q

i2½l� ai;m½i��
Q

j2½N� bjþ I). That is, for the same message, the
distribution of the ring signature from the different members in the ring is indistin-
guishable. On the other hand, without loss of generality, we can assume that the private
key of the user wb is b1. According to the definition of GDDH assumption, the
adversary cannot distinguish between the level-(k�1) encoding s1  b1 � Hðm�Þ �Q

i2½N� \ i6¼1 Bi that is the ring signature computed by challenger and an element �s1  
d� � Hðm�Þ �Qi2½N� \ i6¼1 Bi that is obtained for a random and independent d�  sampðÞ.
Because of the randomness property of the sampling procedure, �s1 is nearly uniformly
distributed among the cosets of I. Therefore, we can conclude that the advantage
AnonU�fkeA can be ignored, and the proposed ring signature scheme is unconditional
anonymity.

4.2 Unforgeability

In this section, according to the unforgeable security model described in Sect. 2, we
will prove the existential unforgeability of the proposed ring signature in the standard
model, which could be reduced to the GDDH problem that holds for the underlying
encoding scheme. To prove the existential unforgeability in the fixed-ring setting, we
employ the Hohenberger’s approach used in [19]. Specifically, we firstly consider the
selective variant to the proposed scheme,then from which the adaptive security can be
derived.

Theorem 2. The proposed ring signature scheme for message length l and the number
of members N is selectively secure in the unforgeability game under k-GCDH
assumption where k¼ l þ N.

Proof. With the usual method of reduction, assume there is a polynomial-time algo-
rithm (the forger) F that can break the selective security of the proposed ring signature
scheme with probability e for message length l and the number of members N, then we
can construct an efficient algorithm (the challenger) that can break the k-GCDH
assumption with probability e.

Now, given a GGH’s GCDH instance E ¼ fparams;pzt;C1  re� encð1; a1Þ; � � �
Ck  re� encð1; akÞg where ai  sampðÞ, k¼ l þ N and i 2 ½k�. The challenger
employs F to solve GCDH problem as follows.

Init. The forger F outputs the forgery message m� 2 f0; 1gl.
Setup. The challenger chooses random z1; � � � zl by calling to the algorithm sampðÞ and
generates the corresponding level-1 encodings Zi  re� encð1; ziÞ where i 2 ½l�. Let
m�½i� be the bits of message m� 2 f0; 1gl and �m�½i� denote ð1� m�½i�Þ. For i ¼ 1 to l, let
Ai;m�½i� ¼ Ci and Ai;�m�½i� ¼ Zi. In addition, let �R ¼ fClþ 1; � � �ClþNg denote the set of
public keys of N users in the ring. Finally, the challenger sends the common public
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parameter PP ¼ fparams; ðA1;m�½1�;A1;�m�½1�Þ; � � � ðAl;m�½l�;Al;�m�½l�Þg as well as the set
�R ¼ fClþ 1; � � �ClþNg to the forger F. It is noted that the parameters are distributed
independently and uniformly at random as in the real scheme.

Query. The forger F chooses messages m 2 f0; 1gl and m 6¼ m�. Then it requests ring
signature under �R on these l� bit messages. Let j be the first index such that
m½j� 6¼ m�½j�. The challenger computes s1 ¼ zj �

Q
i2l\ i6¼j Am½i� �

Q
lþ 1� v� lþN Cv and

s ¼ re-encðk�1; s1Þ. Next, the challenger takes s as the ring signature on m and returns
it to F .

Since the result of IsZeroðs � y� HðmÞ �Qlþ 1� v� lþN CvÞ is 1, where HðmÞ is a
level-l encoding of

Q
i2½l� Am½i� and H is the full domain hash function based on GGH,

the signature can pass the verification of VerfðPP; s;m; �RÞ. Namely, the responses of
the challenger are valid ring signatures, which are distributed statistically exponentially
closely to the real unforgeability game because of the rerandomization in the re-enc
algorithm.

Response. The forger F outputs a ring signature s� on the forgery message m�.

Now, we analyze the reduction and show that the ring signature s� is a solution of the
GCDH instance E ¼ fparams; pzt;C1  re� encð1; c1Þ; � � �Ck  re� encð1; ckÞg. If
s� is a valid ring signature on message m�, it should pass the verification such as
1 IsZeroðs� � y� Hðm�Þ �Qlþ 1� v� lþN CvÞ. However we know that Hðm�Þ �Q

lþ 1� v� lþN Cv ¼
Q

i2½l� Am�½i� �
Q

lþ 1� v� lþN Cv is a level-k encoding of (
Q

i2½k� ci).
Therefore, the verification of the ring signature s� implies a solution to E. Consequently,
the challenger succeeds whenever the forger does, and the Theorem 2 is proved.

With the invention of GGH graded coding system as a multilinear maps candidate,
to design more common cryptographic primitives based on multi-linear maps becomes a
hot research topic. In this paper, we construct a novel ring signature scheme and prove
its security in standard model. Under the graded decisional Diffie-Hellman (GDDH)
assumption and grade computational Diffie-Hellman (GCDH) assumption, the new ring
signature scheme guarantees the anonymity of signer even if the secret key of the signer
is exposed and holds the existential unforgeability against adaptive chosen message
attack, respectively. However, the main disadvantage of the proposed scheme is that the
size of public key is more than that of the schemes based on bilinear-pairing. Recently,
Coron et al. proposed a practical grading encoding system in integer ring [22]. We will
attempt to use the integer ring instead of ideal lattice to reduce the size of public key.
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Abstract. Attribute-Based Encryption (ABE) is a generalized cryp-
tographic primitive from normal public key encryption. It provides an
access control mechanism over encrypted message using access policies
and ascribed attributes. This scheme can solve the privacy issue when
data is outsourced to cloud for storage well. However, there are some
practical issues which must be fixed before ABE becomes applicable. One
is that both the ciphertext size and the decryption time grows with the
complexity of the access policy, which brings pressure to mobile devies.
The other is that, from practical point of view, some users might be dis-
abled for some attributes or be removed from the system. It demands on
flexible revocation mechanism supporting both user and attribute gran-
ularities. In this research, we propose a solution adopting techniques on
secure outsourcing of pairings to support outsourcing computation and
adopting some techniques based on the tree-based scheme to solve user
revocation and attribute revocation. We also give its security model and
proof.

Keywords: Attribute-Based Encryption · Outsourced decryption ·
Revocation · Bilinear pairing

1 Introduction

Cloud computing offers the advantages of highly scalable and reliable storage
on third-party servers. Its economical and efficient model typically results in
an almost revolution of data storage ways. While going for cloud computing
storage, the data owner and cloud servers are in two different domains. On one
hand, cloud servers are not entitled to access the outsourced data content for
data confidentiality; on the other hand, the data resources are not physically
under the full control of data owner. Therefore, adopting expressive encryption
and flexible authentication methods can balance the conflict between cloud users
and servers.
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To address these issues, many techniques have been developed to amelio-
rate the situation, an important category was put forth called Attribute-Based
Encryption (ABE), it could effectively bind the access-control policy to the data
and the clients instead of having a server mediating access to files. The access
control policy would be a policy that defines the kind of users who would have
permissions to read the documents. The users or authenticated client are iden-
tified by attributes.

The first rudiment of this scheme is introduced by Sahai and waters in 2005,
and then be divided into two formulations: Key-policy based ABE (KP-ABE)
[1] and ciphertext-policy based (CP-ABE) [2]. There are several Attribute-Based
Encryption proposed in literature. However, most of the existing ABE schemes
are based on pairing based operations, the number of pairing computation to
decrypt a ciphertext grow with the size and complexity of the access-control
policy. In PC platform this issue should be able to handle normally, while it would
be a significant challenge for using mobile phones or resource-constrained devices,
limited battery life and users’ appeal for fast process require high-efficiency and
lightweight computation.

Outsourcing ABE scheme are developed to remedy this problem, we can
give an overview of this concept [3]. In this concept, the general private key in
previous ABE scheme is divided into two parts: a security key SK, held by the
user and a transformation key TK, held by a proxy server. When a user want
to obtain an encrypted message from a cloud center server, this file, namely
defined as CT, is saved in proxy server firstly before sending to user. With the
help of transformation key TK, proxy server translates this ABE ciphertext CT
satisfied by that user’s attributes or access policy into a simple ciphertext CT’,
thus the user can download this CT’ from proxy server and it only incurs a small
overhead for him to recover the message from the transformed ciphertext CT’
by SK.

Outsourcing ABE has many attractive points compared with traditional ABE
scheme, firstly, this scheme provide a efficient solution for File encrypting and
decrypting on nowadays mobile devices platform, not only decreasing the opera-
tion time obviously, but also economize the limited memory and battery capac-
ity of our phone and tablet. What’s more, outsourcing ABE is based on secure
bilinear pairing outsourcing algorithm, and it can guarantee an adversary has
no power to access the plaintext both in cloud server and proxy server.

However, there still exists a critical issue before this scheme being able to
deploy in practice: Revocation. For any cryptosystem that involve many users,
if any of key compromising or user leaving situation happens, the corresponding
user authority should be revoked from system. For ABE systems, there are two
features about revocation issue, the first is about user revocation and the second
is about attribute revocation. User revocation means revoking all the attributes
of this user and let it remove from the system, attribute revocation stands that
a user lost some authority but still exists in real situation. For example, if a
employer is appointed to overseas for dealing with foreign affairs, his attribute
related to working place will be changed to “overseas” from “local”. Exactly in
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practical the situation of revoking some attributes is more common than pure
user level revocation.

Unfortunately, those authors of prime outsourcing ABE [3] scheme didn’t
consider revocation into their designing. There are also several verifiable
Attribute-Based Encryption proposed in literature [4,5]. We revisit these
schemes but find they didn’t combine into revocation problem. In addition, user
revocation has been well studied in previous work [6,7], while there still lacks
breakthrough on attribute revocation. Therefore, the following questions arise
naturally:

(1) Whether there exists a generic construction to introduce two revocation
schemes to the outsourcing ABE?

(2) How to construct an outsourcing ABE with verifiable outsourced decryption
and flexible revocation strategy?

We notice that in many previous research work about IBE revocation, most
of them consider adopting tree structure to realize user identity distinguishing
and revoking, The tree-based revocation approach is probably the most efficient
one and it has been well studied in IBE scheme [8]. So for outsourcing ABE,
adopting tree-based revocation is a prospective approach to meet those features
above. But how to combine this structure into outsourcing ABE perfectly is still
a no-easy problem to study.

1.1 Mainly Contribution

– Supporting user revocation and attribute revocation simultaneously. In our
designing, we adopt tree based revocation scheme, one of most efficient meth-
ods, to realize a flexible revocation methods which support user revocation
and attribute revocation.

1.2 Organization

The rest of this paper are organized as follows. The Sect. 2 includes some stan-
dard notations and definitions in cryptography. In Sect. 3, we review the relative
architecture and security definition of outsourcing ABE. We present a new out-
sourcing ABE scheme supporting both user and attribute revocation in Sect. 4.
Section 5 indicates the proof of relative security model. The last section concludes
the paper.

2 Background

2.1 Access Structures

Definition 1 (Access Structure). Let {P1,P2, · · · ,Pn} be a set of parties. A col-
lection A ⊆ 2{P1,P2,··· ,Pn} is monotone if ∀B,C: if B ∈ A and B ⊆ C then
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C ∈ A. An access structure (respectively, monotone access structure) is a col-
lection (resp. monotone collection) A of non-empty subsets of {P1,P2, · · · ,Pn},
i.e. A ⊆ 2{P1,P2,··· ,Pn}\{∅}. The sets in are called the authorized sets, and the
sets not in A are called unauthorized sets.

For better understanding, we adopt the definition of [9]. Attributes plays the
role of parties. Thus, the access structure A will contain the authorized sets of
attributes, and we restrict our attention to monotone access structures. In this
paper unless stated otherwise, by an access structure we mean a monotone access
structure.

2.2 Bilinear Pairing

In the setting of bilinear pairings, we use the following symbols. Let G1 and G2

be two cyclic additive groups. The order of G1 and G2 is a large prime and also
denoted by the symbol q, Define GT to be a cyclic multiplicative group of the
same order q. A bilinear pairing is defined as a map ê : G1 ×G2 → GT with the
following properties:

1. Bilinear: e(aR, bQ) = e(R,Q)ab for any R ∈ G1, Q ∈ G2, and α, β ∈ Zp.
2. Non-degenerate: There are R ∈ G1, Q ∈ G2 such that e(aR, bQ) = e(R,Q)ab.
3. Computable: There is an efficient algorithm to compute e(aR, bQ) =

e(R,Q)ab for any R ∈ G1, Q ∈ G2.

The scheme we present in this paper are provably secure under the Decisional
Parallel BDHE Assumption [10] in bilinear groups.

2.3 Ciphertext-Policy ABE

The classical CP-ABE encryption scheme can be described into 4 steps [10]:

– Setup → (pk,mk): The setup algorithm takes in as input a security parameter
and provides a set of public parameters pk and the master key values mk.

– KeyGen(w,mk) → skw: The KeyGen algorithm takes as input the master
key values mk and the attribute set of the use w, to generate a secret key skw

which confirms the users possession of all the attributes in w and no other
external attribute.
The above two algorithms being performed by the Trusted Authority. and
the other two by the users:

– Encryption(pk,m, τ) → Cτ : The Encryption algorithm is a randomized algo-
rithm that takes as input the message m to be encrypted, the access structure
τ which needs to be satisfied and the public parameters pk to output the
ciphertext Cτ . It means that the access structure is embedded in the cipher-
text such that only those users with attributes satisfying τ will be able to
decrypt and retrieve the message.

– Decryption(Cτ , skw) → m: The decryption algorithm means that taking as
input the ciphertext Cτ , the user secret keys skw can decrypt it.
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A key module of attribute based encryption is access structure with special
policy. An access control policy would be a policy that defines the kind of users
who would have permissions to read the documents. e.g. In an academic setting,
grade-sheets of a class may be accessible only to a professor handling the course
and some teaching assistants (TAs) of that course. We can express such a policy
in terms of a predicate:

(Prof ∧ CSdept.) ∨ (student ∧ courseTA ∧ CSdept.)

The various credentials (or variables) of the predicate can be seen as
attributes and the predicate itself which represents the access policy as the
access-structure. In the above example here the access structure is quite sim-
ple. But in reality, access policies may be quite complex and may involve a large
number of attributes [3].

3 Outsourcing ABE and Its Security

Outsourcing ABE is proposed in [3] and it aims to solve the computation problem
in mobile devices.

3.1 Syntax of Outsourcing ABE

Let S represent a set of attributes, and A represent an access structure. In
generally, we will define (Ienc, Ikey), namely the inputs to the encryption and key
generation function respectively. In a CP-ABE scheme we will have (Ienc, Ikey) =
(A, S), while in a KP-ABE scheme it means (Ienc, Ikey) = (S,A) Owing to CP-
ABE is more generally than KP-ABE, in this paper we will consider CP-ABE as
the main construction of outsourcing ABE scheme. A CP-ABE (resp. KP-ABE)
scheme with outsourcing component consists of five algorithms:

– Setup → (λ,U): The setup algorithm takes security parameters and attribute
universe description as input. It outputs the public parameters PK and the
master key MK.

– Encrypt → (PK,M, Ienc): The encryption algorithm takes as input the pub-
lic parameters PK, a message M, and an access structure Ienc. It outputs the
ciphertext CT.

– KeyGen(MK, Ikey) → (SK, TK): The key generation algorithm takes as
input the master key MK and an attribute set Ikey and outputs a private key
SK and a transformation key TK.

– Transform(TK,CT ) → C ′: The ciphertext transformation algorithm takes
as input a transformation key TK for Ikey and ciphertext CT that was
encrypted under Ienc. It outputs the partially decrypted ciphertext CT’ if
S ∈ A and the error symbol ⊥ otherwise.

– Decryptout(SK,CT ′): The decryption algorithm takes as input a private key
SK for Ikey and a partially decrypted ciphertext CT’ that was originally
encrypted under Ienc. It outputs the message M. If S ∈ A and the error
symbol ⊥ otherwise (Fig. 1).
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Fig. 1. Architecture of outsourcing ABE structure

3.2 Security of Outsourcing ABE

The conventional view of security against adaptive CCA (chosen-ciphertext
attacks) is too rigorous due to it does not allow any bit of the cipher to be
altered, Therefore we adopt a relaxation due to [11] called Replayable-CCA
(RCCA) security. Which allows modification to the cipher provided they cannot
change the underlying message in a meaningful approach. We can describe the
RCCA security of Outsourcing ABE as a game between a challenger and an
adversary. This game can be proceeds as follows:

– Setup: The challenger runs Setup algorithm to get the public parameters PK
and a master secret key MSK, then gives the PK to the adversary. MSK is
kept by himself.

– QueryPhase1: The challenger initializes an empty table T and an empty set
D. The adversary adaptively issues queries:
1. Private key query, on input a set of attributes S : The challenger runs

SKS ← KeyGen(PK,MSK,S) and sets D = D
⋃

S. It then returns to
the adversary the private key SKS .

2. Transformation Key query, on input a set of attributes S : The chal-
lenger searches the entry (S, SKS , TKS , RKS) in table T. If such
entry exists, it returns the transformation key TKS . Otherwise, it runs
SKS ← KeyGen(PK,MSK,S), (TKS , RKS) ← GenTKout(PK,SKS)
and stores in table T the entry (S, SKS , TKS , PKS). It then returns to
the adversary the transformation key TKS .

3. Decryption query, on input a set of attributes S and a ciphertext
CT : the challenger runs SKS ← KeyGen(PK,MSK,S) and M ←
Decrypt(PK,SKS , CT ). It then returns M to the adversary.
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4. Decrytpionout query, on input a set of attributes S and a pair of cipher-
text (CT,CT ′) : The challenger searches the entry (S, SKS , TKS , PKS)
in table T. If such entry exists, it M ← Decryptout(PK,CT,CT ′RKS)
and returns to the adversary M ; otherwise, it returns ⊥.

– Challenge: The adversary submits two messages M0,M1 and an access struc-
ture A, subject to the restriction that, for all S ∈ D, A cannot be sat-
isfied by S. The challenger selects a random bit β ∈ 0, 1, sets CT ∗ =
Encrypt(PK,M/beta,A) and sends CT ∗ to the adversary as its challenge
ciphertext.

– QueryPhase2: The adversary continues to adaptively issue Private key,
Transformation key, Decryption and Decryptionout queries, as in Query
phase 1, but with the restrictions that the adversary cannot
1. issue a Private key query that would result in a set of attributes S which

satisfies the access structure A being added to D.
2. issue a trivial decryption query. That is, Decryption and Decryptionout

queries will be answered as in Query phase 1, except that if the response
would be either M0 or M1, then the challenger responds with the error
symbol ⊥.

– Guess. The adversary A outputs its guess β
′ ∈ 0, 1 for β and wins the game

if β = β
′
.

The advantage of the adversary in this game is defined as |Pr[β = β
′
] − 1

2 |
where the probability is taken over the random bits used by the challenger and
the adversary.

3.3 Revocation of Outsourcing ABE

– User revocation and Attribute revocation. User revocation have been taken
notice in many research work [12,13] and it has many outcomes in some
research work relative to IBE scheme [8,14,15]. In ABE, user revocation is
also very important; user revocation means revoking all the attributes of this
user and let it remove from the system, attribute revocation means a user
lose some authority but still exists in real situation. Exactly, in practical the
situation of revoking some attribute of a user is more common than pure user
level revocation. Several ABE scheme have been support attribute granularity
revocation [2,16,17], while they just adopt primary time-rekeying mechanism
and cannot be compatible with user revocation.

– Direct revocation and Indirect revocation. From another perspective, The
revocation issue can been seen two subsets: direct and indirect revocation
mechanism, Imai proposed a direct revocation mechanism [18] and defined
a revocation list in their scheme, to announce who can obtain the message
directly during encryption. Sahai proposed an indirect revocation mechanism
[19], in their designing an authority is needed to broadcast key-update noti-
fication periodically so that those revoked user cannot continue to update
their user keys. Thus it achieves the user revoking goals. Direct revocation
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enforces revocation directly by the sender who directly specifies a list of revo-
cation when encrypting. Indirect revocation implements revocation by the
key authority who releases a key update material periodically in such a way
that only those non-revoked users are able to update their private keys.
Obviously, An advantage o the indirect method over the direct one is that
it does not require senders to know the revocation list in advance and hence
reducing the workloads of senders. In contrast, an convenience of the direct
method over the other is that it does not involve key update phase for all
non-revoked users interacting with the key authority. So in our designing, we
adopt indirection because it can reduce the workload of senders and commu-
nication between trust authority and users, but not based on the approach of
time period updating.

– Backward security and Forward security. In traditional ABE schemes, back-
ward security means that any user who comes to hold an attribute(that satis-
fies the access policy) should be prevented from accessing the plaintext of the
previous data exchanged before he holds the attribute. In addition, forward
security means that any user who drops an attribute should be prevented
from accessing the plaintext of the subsequent data exchanged after he drops
the attribute, unless the other valid attributes that he is holding satisfy the
access policy.

4 Efficient Verifiable Outsourcing ABE Revocation
Scheme

In this section, we provide the construction of verifiable outsourcing ABE. Our
scheme are based on the tree-based revocation, due to Boldyreva, Goyal, and
Kumar [8] which is the most efficient one. In our outsourcing ABE scheme, we
split the decryption key in two components corresponding to transformation and
final-decryption, that we call transformation key and retrieving key respectively.

Let U = {u1, u2, · · · , un} represent the universe of users and define L =
{λ1, λ2, · · · , λl} as the attributes universe in the system, Let Gi ⊂ U be a set of
users that hold the attribute λi, we define Gi as an attribute group, it will be
used as a user revocation list to λi, Let G = {G1, G2, · · · , Gl} be the universe of
such attribute groups. Let Kλi

be the attribute group key that is shared among
those nonrevoked users in Gi ∈ G.

A outsourcing CP-ABE scheme with efficient revocation scheme consists of
the following eight algorithms:

– Setup(λ,L) → (PK,MK): The setup function runs in the key generation
authority. This algorithm takes as input a security parameter λ and attribute
universe descryption L, then outputs the public parameters PK and a master
key MK.

– AttributeKeyGen(MK,w, τ) → (SK, TK): The attribute key generation
function runs in the key generation authority. This algorithm takes as input
the master key MK, a set of attributes w, and a set of user τ , then outputs
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a set of private attribute keys SK and transformation key TK for each user
in w that identifies with the attribute set.

– KEKGen(τ) → (KEKs): This key encryption key (KEK) function runs
in the storage service manager. This algorithm takes as input a set of user
indices τ ⊆ U , and outputs KEKs for each user in τ , which will be used to
encrypt attribute group keys Kλi

for each Gi ∈ G.
– Encrypt(PK,M,A) → (CT ): It takes as input the public parameters PK, a

message M and an access structure A. It outputs a ciphertext CT .
– ReEncrypt(CT,G) → (CT ′): This re-encryption algorithm runs in the stor-

age service manager. This algorithm takes as input the ciphertext CT includ-
ing an access structure A, and a set of attribute groups G. If the attribute
groups emerge in A, it re-encrypts CT for the attributes; else, return ⊥. It
outputs a re-encrypted ciphertext CT ′ such that only a user who possesses a
set of attributes that satisfies the access structure and has a valid membership
for each of them simultaneously can decrypt this message.

– Transformout(TK,CT ′) → (CT ′
pro): This transformation algorithm runs in

the proxy cloud. It takes as input the ciphertext CT ′ and a transformation
key TK. It outputs a partially decrypted ciphertext CT ′

pro.
– Decrypt(SK,CT ′

pro) → (M): When the receiver download the CT ′
pro from

proxy server. It takes as input a private key SK, a partially decrypted cipher-
text CT ′

pro and outputs a message M .

4.1 Scheme Construction

Our outsourcing scheme is based on [20]. To enable outsourcing we modify the
KeyGen algorithm to output a transformation key. We define a new algorithm
and modify the decryption algorithm to handle outputs of Encrypt as well as
Transform.

Let G be a bilinear group of prime order p, and let g be a generator of G, Let
e : G×G → GT denote the bilinear map. A security parameter λ will determine
the size of the groups.

– Setup. The setup algorithm chooses a group G of prime order p and a gen-
erator g. In addition, it chooses random exponents α, β ∈ Z

∗
p. In addition,

we will adopt hash functions: H : {0, 1}∗ → G, H1 : {0, 1}∗ → Z∗
p and

H2: {0, 1}∗ → {0, 1}k. The public parameters is published as

PK = (g, e(g, g)α, h = gβ ,H,H1,H2)

Then the authority sets MK = (β, gα, PK) as the master secret key.
Next we will divide the Key Generation phase in traditional outsourcing ABE
into two parts. In our scheme, it consists of Attribute Key Generation by the
trusted authority and KEK Generation by the storage service manager.

– AttributeKeyGen(MK,w, τ). After setting up the system public and secret
parameters, the trusted authority generates attribute keys for a set of users
U by running AttributeKeyGen(MK,w, τ) algorithm, namely that taking a
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Fig. 2. KEK tree for attribute group key distribution

set of attributes w ⊆ L and a set of user τ ⊆ U as inputs and outputs an
attribute key for each user that identifies with that set τ .
For better understanding, We give an example based on business cor-
poration scenes, assume that there are three staff members u1, u2, u3 in
the R&D Department, expressed as a3, then we defines a1 represents the
vice heads title of this department and a2 stands for those members who
focus on daily administrative obligation. So u1, u2, u3 are associated with
{λ1, λ2, λ3}, {λ2, λ3}, {λ1, λ3} respectively, so the trust authority will have
the attribute group list G1 = {u1, u3}, G2 = {u1, u2}, G3 = {u1, u2, u3}.
The algorithm first chooses a random r ∈ Z

∗
p(which is unique to each user),

and random rj ∈ Z
∗
p for each attribute λj ∈ w. It creates a SK ′ = (D̄ =

g(α+r)/β , {D̄j = gr · H(λj)rj , D̄
′
j = grj }λj∈w).

Then it chooses a random value z ∈ Z
∗
p and sets the transformation key

TK = (PK,D = D̄1/z, {Dj = D̄j
1/z

,D
′
j = D̄

′
j

1/z}λj∈w). The authority
finally sets the private key SK as (z, TK).

– KEK Generation. The storage service manager runs the KEKGen(U) and
generates KEKs for users in U. The storage services manager sets a binary
KEK tree for the universe of users U as in Fig. 2. In the tree, each node vj

of the tree holds a KEK, denoted by KEKj . We use path keys to define a set
of KEKs on the path nodes from a leaf to the root.

The storage service manager constructs the KEK tree as follows:
1. Every member in U is assigned to the leaf nodes of the tree. The storage

service manager generates random keys and assigns them to each leaf
node and internal node.

2. Each member ui ∈ τ receives that path keys PKi from its leaf node
to the root node of the tree securely. For instance, u2 stores PK2 =
{KEK9,KEK4,KEK2,KEK1} as its path keys in Fig. 2.
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Then the path keys will be used as KEKs to encrypt the attribute group keys
by the storage service manager in the data re-encryption phase.

– Encryption(PK,M, T ). The encryption algorithm takes as input the public
parameters PK, a message M, and the tree access structure T . This algorithm
chooses a polynomial qx for each node x in the tree T . These polynomials are
chosen in a top-down manner, starting from the root node R. For each node x
in the tree, the algorithm sets the degree dx of the polynomial qx to be one less
than the threshold value kx of that node. For root node R, it chooses random
s ∈ Z

∗
p and sets qR(0) = s, then chooses dR others points of polynomial qR

randomly. For any other node x, it sets qx(0) = qp(x)(index(x)), while p(x)
represents the parent of node x in the tree. Let Y be the set of leaf nodes of
access tree T .
This algorithm selects a random R ∈ GT and then computes s = H1(R,M)
and r = H2(R). The ciphertext is published as CT =

(T , C = R · e(g, g)αs, C ′ = hs, C ′′ = M ⊕ r,

∀y ∈ Y : Cy = gqy(0), C
′
y = H(λy)qy(0))

– Re–Encryption(CT,G). Before receiver getting the encrypted data CT, the
storage service manager re-encrypts the ciphertext using a set of the mem-
bers information for each attribute group G that appears in the access tree
embedded in CT , to enforce user-level access control per each attribute group
on top of the ciphertext. This algorithm runs as follows:
1. For all Gy ∈ G, chooses a random Kλy

∈ Z
∗
p, then re-encrypts CT and

generates CT ′ =

(T , C = R · e(g, g)αs, C ′ = hs, C ′′ = M ⊕ r,

∀y ∈ Y : Cy = gqy(0), C
′
y = (H(λy)qy(0))Kλy )

2. Selects root nodes of the minimum cover sets in the KEK tree that can
cover all of the leaf nodes associated with users in Gi, for all Gi ∈ G. We
denote a set of KEKs that this collection covers all users in Gi, e.g., if
Gi = u1, u2, u3, u4, u7, u8 in Fig. 2, then KEK(Gi) = {KEK2,KEK7},
owing that v2 and v7 are the root nodes of the minimum cover sets that
can cover all the members in Gi. Notes that this collection covers all users
in Gi and only them, and any user u /∈ Gi can by no means know any
KEK in KEK(Gi).

3. Generate a header message Hdr = (∀i ∈ [1, l] : {EK(Kλi
)}K∈KEK(Gi))

Once receiving a query from a user, the storage service manager responds with
(Hdr,CT ′) to the user. It is necessary to declare that the attribute group key
distribution protocol throuth Hdr is a stateless approach. Thus, even if users
cannot update their key state frequently in practical applications, they will
be able to decrypt the attribute group key from Hdr at any time they receive
it, as long as they are not revoked from any of the attribute groups and
authorized to decrypt it.

– Transformation(TK,CT ′). The transformation algorithm takes as input a
transformation key TK and the ciphertext CT ′. The whole phase can be
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divided into two parts: attribute group key decrypt and message decrypt.
Attribute group key decrypt. When proxy cloud server receives the cipher-
text (Hdr,CT ′) from the data service manager, he first obtains the attribute
group keys for all attributes in w that the user holds from Hdr. If a user
ut has a valid attribute λi(means ut ∈ Gi), he can decrypt the attribute
group key Kλi

from Hdr using a KEK that is common in KEK(Gi) and
PKt (that is, KEK∈ KEK(Gi) ∩ PKt). Note that there can be only one
such KEK, so the user may belong to at most one subset rooted by one
KEK in KEK(Gi). For example, if Gi = {u1, u3} in the example above.
u1 can decrypt the Kλi

using the path key KEK2 ∈ PK3. Then proxy
cloud server updates the transform key with attribute group keys as follows:
TK = (PK,D, {Dj ,D

′′
j = (D

′
j)

1/Kλj }λj∈w). Note that any user u /∈ Gj can
by no means decrypt Kλj

.
Message decrypt. We first define a recursive algorithm DecryptNode
(CT, SK, x) which takes as input ciphertext CT , a private key SK and a
node x from the tree T . If x is a leaf node, then DecryptNode(CT, SK, x):

:= e(Dx,Cx)

e(D′′
x ,C′

x)
= e(gr/zH(λx)

rx/z,gqx(0))

e(g
rx/(z·Kλx

)
,H(λx)

qx(0)·Kλx
= e(g, g)r·qx(0)/z

We now consider the recursive case when x is a nonleaf node. For all nodes z
that are children of x, it calls DecryptNode(CT, SK, z) and stores the output
as Fz. Let Sx be an arbitrary kx−sized set of child nodes z such that Fz �=⊥.
If no such set exists, then the node was not satisfied and the function returns
⊥. Otherwise, we compute Fx:

=
∏

z∈Sx
F

�
i,S

′
x
(0)

x

=
∏

z∈Sx
(e(g, g)r·qz(0)/z)

�
i,S

′
x
(0)

=
∏

z∈Sx
(e(g, g)r·qp(z)(0)/z)

�
i,S

′
x
(0)

=
∏

z∈Sx
(e(g, g)

r·qx(i)/z)·�
i,S

′
x
(0)

= e(g, g)r·qx(0)/z

For the root node R of the access tree, we observe that DecryptNode(CT, SK,
R) = e(g, g)rs/z if the tree T is satisfied. Then we compute e(C

′
,D)/Decrypt

Node(CT, SK,R) = e(hs, g(α+r)/(βz))/e(g, g)rs/z = e(g, g)αs/z. It finally out-
puts the partially decrypted ciphertext CT ′

pro as (C,C ′′, e(g, g)αs/z),
– Decryption(SK,CT ′

pro). The decryption algorithm takes as input a private
key SK = (z, TK) and a ciphertext CT ′

pro. If the ciphertext is not partially
decrypted, then the algorithm first executes Transformation(TK,CT ′). If
the outputs is ⊥, then this algorithm outputs ⊥ as well. Otherwise, it takes
the ciphertext (T0, T1, T2) and computes R = T0/T z

2 , M = T1 ⊕ H2(R), and
s = H1(R,M). If T0 = R · e(g, g)αs and T2 = e(g, g)αs/z, it outputs M;
otherwise, it outputs ⊥.
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4.2 Key Update

When trusted authority revokes an attribute from a user, it can be seen as
sending a leave request for some attribute. On receipt of the membership change
request for some attributes groups, the trusted authority notifies the data service
manager of the event and sends the updated membership list of the attribute
group to it. When the data service manager receives the membership change
notification from the trusted authority, it changes the attribute group key for the
attribute which is affected by the membership change. Without loss of generality,
suppose a user drop attribute a1, Then the key update procedure progresses as
follows:

1. The data service manager selects a random s′ ∈ Zp, and a K ′
λi

which is
different from the previous attribute group key Kλi

. Then it re-encrypts the
ciphertext using the public parameters PK as CT

′
=

(T , C = R · e(g, g)α(s+s′), C ′ = hs+s′
= gβ(s+s′), C ′′ = M ⊕ r,

Ci = gqi(0)+s′
, C

′
i = (H(λi)qi(0)+s′

)K
′
λi ,

∀y ∈ Y \ {i} : Cy = gqy(0)+s′
, C

′
y = (H(λy)qy(0)+s′

)Kλy ).

For the other attribute groups that are not affected by the membership
changes, the attribute group keys do not necessarily need to be updated.

2. The data service manager selects new minimum cover sets for Gi excluding a
leaving user who comes to drop an attribute. Then it generates a new header
message with the updated KEK(Gi) as follows.
Hdr = ({EK(K ′

λi
)}K∈KEK(Gi),∀y ∈ Y \ {i} : {EK(Kλy

)}K∈KEK(Gy))
When a user sends a request query for the outsourced data afterward, the data
service manager responds with the above Hdr and ciphertext CT’ encrypted
under the updated keys.

5 Security Proof of Revocation Scheme

Theorem 1. Suppose the scheme of Waters [2] is a CPA-secure CP-ABE
scheme. Then our revocable outsourcing ciphertext policy ABE scheme is selec-
tively RCCA-secure.

Proof. Suppose there exists a polynomial-time adversary A who can attack our
scheme in the selective RCCA-security model for outsourcing with advantage ε.
Therefore, we build a simulator B that can attack the Waters scheme [2] in the
CPA-secure model with advantage ε minus a negligible amount.

Init. The simulator B runs A. A chooses the challenge access structure T to B.
Then B sends it to the Waters challenger.

Setup. The simulator B obtains the Waters public parameters PK =
(g, e(g, g)α, gβ ,H), in which H is a description of the Hash Function. Next B



158 Z.L. Jiang et al.

chooses other two hash functions: H1: {0, 1}∗ → Z
∗
p and H2: {0, 1}∗ → {0, 1}k.

Finally B sends PK
′

= (g, e(g, g)α, gβ ,H,H1,H2) to the adversary A as the
public parameters.

Phase 1. The simulator B initialized three empty tables T, T1, T2,an empty set
D and an integer j = 0. Then it answers the adversary’s queries as follows:

– Random Oracle Hash H1(R,M): If there is an entry (R,M, s) in T1, return s.
Otherwise, choose a random s ∈ Z

∗
p, then record (R,M, s) in T1 and return s.

– Random Oracle Hash H2(R): If there is an entry (R, r) in T2, return r. Oth-
erwise, choose a random r ∈ {0, 1}k, then record (R, r) in T2 and return r.

– Create(S ): B sets j := j + 1. Then it excutes one of the two ways:
1. If attributes set S satisfies T , then simulator B chooses a fake transfor-

mation key pair as follows: choose random a, r
′ ∈ Zp

∗ and run Attribute

KeyGen(a, r′, PK, S) to Obtain SK ′ = (PK, D̄ = g(a+r′)/β , {D̄i =
gr′

H(λi)ri , D̄
′
i = gri}λi∈S). Let a = α/z and r

′
= r/z, then we replace a

and r. We have TK = SK ′ =

(PK, D̄ = g(α+r)/(βz), {D̄i = gr/zH(λi)ri , D̄
′
i = gri}λi∈S)

= (PK,D = (g
α+r

β )1/z, {Di = (grH(λi)r
′
i )1/z,D

′
i = (gr

′
i )1/z}λi∈S)

Note that we implicitly set ri = r
′
i/z. Then the TK is properly distributed.

2. Otherwise, simulator B calls the Waters key generation oracle on S to
obtain the key SK ′ = (PK,D, {Dj ,D

′
j}∀j∈S). Next B chooses random

z ∈ Z
∗
p, then it sets SK = z and TK = (PK,D1/z, {Dj

1/z, (D
′
j)

1/z).
Finally, simulator B gets (j, S, SK, TK) in table T and return TK to A.

– Corrupt(i): If there exists an ith entry in table T, then the simulator B
obtains the entry (j, S, SK, TK) and sets D := D

⋃
S. It then return SK to

A, or returns ⊥ if there is no such entry existing.
– Decrypt(i, CT ): Without loss of generality, let CT = (C0, C1, C2) be associ-

ated with an access structure T . Obtain the record (i, S, SK, TK) from table
T. If it is not there or S /∈ T , return ⊥ to A.

1. If the ith entry (j, S, SK, TK) does not satisfy the challenge structure T , it
proceeds as follows:
(a) Compute R = C0/C2, parse SK = (z, TK).
(b) Obtain the records (R,Mi, si) from table T1. If none exist, return ⊥ to A.
(c) If there exists indices i1 �= i2 such that (R,Mi1 , si1) and (R,Mi2 , si2)

are in table T1, Mi1 �= Mi2 and si1 = si2 , then B aborts the simulation.
(d) Contrarily, obtain the records (R, r) from table T2. If there no such record

exists, the simulator B outputs ⊥.
(e) Test if C0 = R · e(g, g)si,α, C1 = Mi1 ⊕ r and C2 = e(g, g)siα/z for each i

in the records.
(f) If there is an i that passes the above test, output Mi; otherwise return ⊥.
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2. If key i does satisfy the challenge structure T , proceed as follows:
(a) Compute γ = C

1/d
2 , parse SK = (d, TK).

(b) For each record (R,Mi, si) in table T1, test if γ = e(g, g)si .
(c) If there is no match, B return ⊥.
(d) If there is more than one matches, B aborts the simulation.
(e) Contrarily, let (R,M, s) be the sole match. Obtain the record (R, r) from

the T2. If the record does not exist, the simulator B outputs ⊥.
(f) Test if C0 = R · e(g, g)sα, C1 = M ⊕ r and C2 = e(g, g)ds for each i in

the records, If all tests pass, return M; else return ⊥.

Challenge. Ultimately, the adversary A submits a message pair (M∗
0,M∗

1) ∈
{0, 1}2k, the simulator B operates as follows.

– The simulator B chooses random “messages” (R′,R∞) ∈ G
2
T and passes them

on to the Waters challenger to obtain a ciphertext CT = (C,C ′, {Ci, C
′
i}i∈S)

under T .
– B chooses a random value C

′′ ∈ {0, 1}k.
– Then B sends the challenge ciphertext CT ∗ = (C,C ′, C

′′
, {Ci, C

′
i}i∈S) to the

adversary A.

Phase 2. The simulator B continues to answer queries as in Phase 1, except
that if the response to a Decrypt query would be either M∗

0 or M∗
1, then B

responds with the message test.

Guess. Ultimately, the adversary A must either output a bit or abort, either
way B ignores it. Next, B searches through tables T1 and T2 to see if the values
R0 or R1 appear as the first element of any entry (i.e., that A issued a query
of the form H1(Ri) or H2(Ri)). If neither of both R0 and R1 are revealed, B
outputs a random bit as its guess.

The simulator B in Game is obviously negligible, and Theorem 1 is RCCA
secure within this negligible advantage. So the proof of Theorem1 is complete.

6 Conclusion

In this paper, we considered a new requirement of ABE with outsourced decryp-
tion: revocation. We modified the original model of ABE with outsourced decryp-
tion to include revocation. We prove our revocation support RCCA security level.
As expected, the scheme substantially reduced the computation time required
for mobile phones to recover plaintexts.

Acknowledgement. This work is supported in part by National High Technology
Research and Development Program of China (No. 2015AA016008).

References

1. Goyal, V., Pandey, O., Sahai, A., Waters, B.: Attribute-based encryption for fine-
grained access control of encrypted data. In: Proceedings of the 13th ACM Con-
ference on Computer and Communications Security, pp. 89–98. ACM (2006)



160 Z.L. Jiang et al.

2. Bethencourt, J., Sahai, A., Waters, B.: Ciphertext-policy attribute-based encryp-
tion. In: IEEE Symposium on Security and Privacy, SP 2007, pp. 321–334. IEEE
(2007)

3. Green, M., Hohenberger, S., Waters, B.: Outsourcing the decryption of ABE cipher-
texts. In: USENIX Security Symposium, vol. 2011 (2011)

4. Qin, B., Deng, R.H., Liu, S., Ma, S.: Attribute-based encryption with efficient
verifiable outsourced decryption. IEEE Trans. Inf. Forensics Secur. 10(7), 1384–
1393 (2015)

5. Li, J., Huang, X., Li, J., Chen, X., Xiang, Y.: Securely outsourcing attribute-based
encryption with checkability. IEEE Trans. Parallel Distrib. Syst. 25(8), 2201–2210
(2014)

6. Chen, Y., Jiang, Z.L., Yiu, S.M., Liu, J.K., Au, M.H., Wang, X.: Fully secure
ciphertext-policy attribute based encryption with security mediator. In: Hui,
L.C.K., Qing, S.H., Shi, E., Yiu, S.M. (eds.) ICICS 2014. LNCS, vol. 8958, pp.
274–289. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-21966-0 20

7. Lueks, W., Alpár, G., Hoepman, J.-H., Vullers, P.: Fast revocation of attribute-
based credentials for both users and verifiers. In: Federrath, H., Gollmann, D. (eds.)
SEC 2015. IAICT, vol. 455, pp. 463–478. Springer, Cham (2015). https://doi.org/
10.1007/978-3-319-18467-8 31

8. Boldyreva, A., Goyal, V., Kumar, V.: Identity-based encryption with efficient revo-
cation. In: Proceedings of the 15th ACM Conference on Computer and Communi-
cations Security, pp. 417–426. ACM (2008)

9. Beimel, A.: Secure schemes for secret sharing and key distribution. Technion Israel
Institute of Technology, Faculty of Computer Science (1996)

10. Waters, B.: Ciphertext-policy attribute-based encryption: an expressive, efficient,
and provably secure realization. In: Catalano, D., Fazio, N., Gennaro, R., Nicolosi,
A. (eds.) PKC 2011. LNCS, vol. 6571, pp. 53–70. Springer, Heidelberg (2011).
https://doi.org/10.1007/978-3-642-19379-8 4

11. Canetti, R., Krawczyk, H., Nielsen, J.B.: Relaxing chosen-ciphertext security. In:
Boneh, D. (ed.) CRYPTO 2003. LNCS, vol. 2729, pp. 565–582. Springer, Heidel-
berg (2003). https://doi.org/10.1007/978-3-540-45146-4 33

12. Ostrovsky, R., Sahai, A., Waters, B.: Attribute-based encryption with non-
monotonic access structures. In: Proceedings of the 14th ACM Conference on
Computer and Communications Security, pp. 195–203. ACM (2007)
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Abstract. As an indispensable branch of cloud computing, cloud storage
enables individuals and organizations to enjoy large-scale and distributed stor-
age capability in a multi-tenant service pattern. However, there is still a serious
lack of mutual trust between the users and cloud service providers, since both of
them can perform dishonest and malicious operational behaviors on cloud data.
Secure audit for operational behaviors is vital for cloud forensic investigation,
which collects and offers essential audit logs for a forensic investigator to track
security incidents and accountability determination. Such an auditing service
can help to achieve better security assurances within the whole life cycle of
cloud data. In this paper, we present an auditing mode for operational behaviors
in cloud storage, introduce the open issues in two main phases, log audit and
forensic investigation, and discuss the future trends.

Keywords: Cloud security auditing � Operational-behaviors � Secure logging �
Forensic analysis

1 Introduction

As an indispensable branch of cloud computing, cloud storage enables individuals and
enterprises to enjoy large-scale and distributed storage service, due to a series of
advantages, such as on-demand self-service, ubiquitous network access,
location-independent resource pooling, rapid resource elasticity, usage-based pricing,
and transference of risk [1, 2]. However, as a promising technology, many new security
challenges come along with this trend, which impede the development and application
of cloud storage [3]. One of most serious issues is a lack of mutual trust between the
CSP and users, and this problem has been considered as a non-negligible obstacle for
the widespread application of CSS [4]. This issue can be described from two aspects.

From the perspective of users, a tricky problem is how to evaluate if the CSP meets
their legal expectations for data security. First, since a CSP actually can be viewed as a
separate administrative entity, storing local data in the cloud means abandoning the
users’ ultimate control over their data. As a result, the correctness and privacy of cloud
data cannot be well protected and some security breaches of noteworthy appear in
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cloud storage frequently. For example, the Amazon’s S3 cloud storage service expe-
rienced an alarming downtime resulted by a significant system outage in 2008; the
Apple’s iCloud service suffered a serious privacy issue in 2014 that resulted in wor-
rying leakage of users’ personal information. To overcome this problem, devising
appropriate cloud data auditing (CDA) mechanisms that offer remote integrity verifi-
cation service on cloud data is definitely essential. In recent years, there have already
been lots of researches on CDA schemes, and we can briefly classify these schemes
into two categories [5]: Provable Data Possession (PDP), which provides remote data
integrity verification without any retrievals of the outsourced cloud data [6, 7]. Proof of
Retrievability (POR), which provides high probability for data recovery capability in
addition to integrity verification [8, 9].

From the perspective of the CSP, another problem should be taken into account is
how to determine the legality of cloud storage users’ behaviors. For example, since the
multi-tenant characteristic of cloud storage, the cloud should ensure that the data of
users are kept confidential to adversaries from the internal or external, such as mali-
cious users and potential attackers. To avoid this problem, some security access control
(SAC) schemes are proposed in recent years to limit unauthorized accessing in cloud
environment [10, 11]. Furthermore, to provide cost-efficient storage, deduplication is a
necessary requirement in cloud storage, which enables removing of data redundancy. In
this scene, one file might be shared by multi-users in cloud, so the CSP has to verify the
data ownership of a given user without transferring the file to the cloud. To this end,
proof of ownership (POW) strategies are presented to solve this problem [12, 13].

As mentioned above, since users and the CSP are usually not in the same trusted
domain in cloud computing, they lack of confidence in cloud data operational
behaviors of each other, including data-management behaviors of the CSP and data
operations of the users. Thus, there is an urgent need to develop cloud auditing
technology to ensure the security of cloud storage. However, current cloud auditing
technologies do have certain limitations. The most obvious point is that these CDA
schemes (i.e. PDP and POR) are originally designed to ensure the correctness of cloud
data, they can only verify the existence of cloud data security incidents, but cannot
provide auditing information or evidence to track the operational behavior histories
about the disputed data. In this case, it is apparently unfair exclusive put the respon-
sibility for the failures of CDA strategies to the CSP, because some error data oper-
ations of users may also cause verification failed. What makes things worse is that the
CSS also provides a better platform for ill-disposed users to store and propagate
criminal information (e.g. child abuse and terrorism-related materials) [14]. This kind
of seemingly “legal” users may also conduct illegal operational behaviors. Thus, cloud
auditing system should not only focus on security of data properties, but also the
operational behavior legality of cloud data. Recently, as cloud crimes emerge in
endlessly, the concept of cloud forensic is put forward to address the problem of
forensic investigation [15], but there are still some crucial issues need further research.
Two of the most important issues are how to ensure the validity of evidence (i.e.
operational behavior logs) [16] and how to perform efficient forensic analysis on
massive amounts of cloud logs [29]. Therefore, within the scope of this article, we
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focus on these two essential issues, which is intended as a call for action, aiming to
motivate further attention to the problem of operational behavior legitimacy on cloud
data, and thereby achieve accountability determination in CSS.

2 The Architecture of Cloud Auditing

To illustrate the specific problem mentioned above, we begin with a high-level cloud
architecture which integrates CDA and OBA mechanisms for cloud storage security, as
shown in Fig. 1. Particularly, CDA mechanism is based on a three-party model, in
which an external third party auditor (TPA) is usually introduced to perform remote
public verification on outsourced data, which aims to provide more transparent and
reliable auditing results [2]. In this paper, to achieve the requirement of operational
behavior auditing, we introduce an integrated auditing model which involves four
different entities: users, TPA, CSP and forensic investigator (FI). And we also consider
both CSP and users can be malicious potentially.

Generally, OBA is consisted of two key components, validity verification and
forensic analysis of operational behavior logs [16], which are not considered in tra-
ditional CDA schemes. In this model, FI is a party that is responsible for analyzing the
content of logs independently and providing convincing forensic report about security
incidents on cloud data to the CSP and users for responsibility determination. Although
analyzing logs plays a vital role in forensic investigation that is really useful to identify
illegal operation behaviors, to determine the authenticity of logs is also an indispens-
able step prior to the forensic analysis process, since corrupted logs may lead to
incorrect or meaningless forensic results. Therefore, the TPA in this model is also
equipped with the capability to verify the authenticity of logs, so as to enhance the
credibility of forensic results and reduce the heavy burdens of FI.
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Fig. 1. The architecture cloud auditing
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3 Log Security in Cloud

The process of OBA starts with acquiring the operation logs from the cloud. However,
establishing appropriate OBA mechanism to ensure the log security in cloud storage
still faces challenges and security threats [15–17]: (1) Creditability of operation logs.
As a kind of digital resource stored in cloud, the integrity of logs is facing threats of
corruption from external or internal adversaries. (2) Lack of control in cloud. In cloud
systems, to collect audit logs from the cloud, we inevitably need to rely on the CSP, but
for the reason of privacy preserving, which in turn brings the honesty problem of CSP,
and current CSPs are not obligated to provide relevant logs. (3) Privacy leakage. A
dishonest CSP or malicious users may try to get access to the log content during the
storage or auditing phase, which may lead to serious privacy leakage. This problem can
be worse if the logs are written in plaintext.

Although logs are prime evidences for forensic investigation, there has been little
concrete work that shows how to provide cloud logs for forensic while preserving
privacy and integrity of the logs. What ensures the security of logs is the secure logging
methods. From view of technique, to fulfill the requirements of log security, we can
rely on existing works of secure logging protocols that listed in Table 1. Generally, the
secure logging protocols can be divided into two classes according to the cryptographic
techniques they build on, i.e. MAC-based approaches and signature-based approaches.

MAC-based approaches. To ensure the integrity of logs, Bellare and Yee [18] first
formally defined the forward security (i.e. forward integrity) property, which prevents
attackers from modifying the previous log data even if they know the current key. In
this work, they used block ciphers and standard message authentication codes (MACs)
to achieve forward security via a chaining process.

Based on the work of Bellare and Yee [18], Schneier and Kelsey [19] presented a
classic secure logging protocol which can ensure the security of logs on an untrusted

Table 1. Secure logging protocols and security requirements.

Schemes Forward
security

Append-only Selective
verification

Privacy
preserving

Bellare [18] U ✘ ✘ ✘

Schneier [19] U ✘ ✘ U

FssAgg-MAC
[20]

U U ✘ U

BBox [23] U U ✘ U

SecLaaS [17] U ✘ ✘ U

Logcrypt [22] U ✘ ✘ U

Stathopoulos
[24]

U ✘ ✘ U

FssAgg-BLS
[20]

U U U U

LogFAS [21] U U U U
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machine. In this work, they used hash chain for key evolvement, in which the
authentication key of each log entry is hashed using a one-way hash function to ensure
the forward security of logs. In addition, they presented a secure logging structure, in
which the log entry consists of five fields illustrated in Fig. 2. Field Dj is the current log
entry generated in time j, and the current authentication key of Dj is Aj + 1 that can be
computed as Aj + 1 = H(Aj). Wj is the permission mask that is used to control who can
gain access to the contents of entry j. For privacy preserving, Dj will be encrypted with
the encryption key of time j Kj, which can be computed as Kj = H(Wj || Aj). Field Yj is
the j-th element of the hash chain that can be generated as Yj ¼ HðYj�1jj
EKj Dj

� � jj WjÞ.

The forward security can prevent the log entries before the compromise from
modification, but cannot detect selective deletion or truncation of log entries, which is a
kind of deletion attack that the attacker deletes continuous entries from the tail-end of
log data. Thus, Ma and Tsudik [20] presented a secure logging scheme based on
FssAgg authentication technique, where forward-secure (MACs) of log entries are
sequentially combined into a single aggregate one, so as to achieve the append-only
property defined in [22], with which attacker cannot change (i.e. deletion and trun-
cation) logs entries generated before the compromise. In this scheme, a log file involves
two parts: log entries [L1, …, Li] and FssAgg authentication MACs lv, i. For each log
entry in the log file, there is a unique authentication key Ai for MAC computation, and
Ai is generated from the initial key A1 with a one-way hash function. The construction
of log file can be represented as:

lv; i ¼ HðHð. . .Hðlv; i jj macA1ðL1Þ jj . . . jj macA1ðLiÞÞÞ ð1Þ

Another secure logging protocol BBox [23] based on Schneier and Kelsey’s work
is presented by Accorsi. To avoid the truncation attack, Accorsi applied trusted com-
puting module to sign the hash chain fields of log entries, which is the core of security
of this scheme.

There is also attempt to ensure security of audit log in cloud. Zawoad et al. pre-
sented forensic framework SecLaaS (secure logging-as-a-service) that implemented in
Openstack [15, 17], which stores virtual machines’ logs and provides access to FI while
ensuring the confidentiality of the audit logs. In this system, a read only API is
provided for log acquisition by forensic investigator. Furthermore, a log chain was
generated by using the one-way hash function to ensure the order of log entries. To
protect the membership of log entrier, PPL (Proof of Past Log) is generated by using
BloomFilter in the end of every day and published to the public (e.g. Web or RSS).
Thus, the integrity of log can be verified with the log chain and PPL.

Entry j: Wj Yj Zj Aj+1( )
jK jE D

Fig. 2. Secure logging structure of [19]
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Signature-based approaches. To overcome the short comings of the MAC-based
schemes, which cannot provide public verification of logs. Secure logging schemes
based on public key cryptography are proposed. To this end, the first attempt is that
Holt [22] presented an improved scheme Logcrypt based on work of Schneier and
Kelsey [19] by directly substitute the MACs for digital signatures to achieve public
verification. However, Logcrypt cannot ensure the append-only property, which is
inherited from the disadvantage of [19].

Stathopoulos et al. [24] presented a secure logging that can be implemented in
public communication networks. In this scheme, the authors exploited a log structure
similar to the Schneier and Kelsey’ scheme [19]. To prevent attacks from internal
adversary, who can reconstruct parts of the log entries without being detected, this kind
of attack is possible if the adversary gains the authentication key Aj. They introduced an
independent Regulatory Authority (RA) to store the integrity proofs of log files and
verify the log integrity. Periodically, the log collector sends a signature over the log
entries generated during this period to RA. In verification phase, the RA recomputes
the signature of the corresponding log files and compares with the one stored before.
This kind of manual off-line signature protects the logs from modifications after the log
file has been signed and the signature have been sent to the RA. However, the security
of this approach depends on RA, the compromise of RA may lead to single point of
failure.

Ma and Tsudik [20] presented a secure logging scheme based on FssAgg
authentication signature. Particularly, by using a collision resistant one-way hash
function H for signature key update, this scheme ensures the forward security of log
entries. Since the aggregation property of BLS signature [25], signatures of the log
entries can be sequentially aggregated into a single signature. However, to remove a
signature of a given entry from the aggregation signature is impossible, which ensures
the append-only property. In key generation, the system works in bilinear map group
G with generator of g. First, it generates a series of key pair for each log entry as
(ski = xi, pki = vi) i 2 [1, n], where the xi = H(xi − 1) and vi = gxi. Then, the signature
of the i-th log entry Mi can be represented as ri = H(i||Mi)

xi. The aggregate of sig-
natures on n log entries can be computed as r1, n = r1�r2�…�rn. The successful
integrity verification of the log file is equivalent to the verification of aggregation
signature ri, n as:

eðr1; n; gÞ ¼
Yn

i¼ 1
eðHði jj MiÞ; viÞ ð2Þ

However, the FssAgg-BLS scheme suffers from the problem of high overhead because
the computational inefficiency of the signature generation and verification on bilinear
map. To achieve more efficiency, Yavuz et al. [21] presented a PKC-based secure
logging scheme LogFAS with forward security and append-only property, which
supports public verification, selective verification of any subset of log entries and fast
detection of corrupted log entries. Moreover, LogFAS outperforms FssAgg-based
scheme on computation and storage overhead.

In summary, despite the secure logging schemes listed above are commonly used
for forensic investigation in traditional computer and network systems. However,

Operational-Behavior Auditing in Cloud Storage 167



deploying secure logging mechanisms in untrusted cloud environment still face chal-
lenges, which is discussed as the first paragraph of this section, and these problems
need further research in the future.

4 Forensic Analysis with Cloud Logs

In this section, we will describe the existing challenges and problems of conducting
forensic analysis on huge amounts of log data. Then we make a review on cloud
forensic analysis techniques. Operational behavior log contains activities that happen in
cloud storage. Forensic analysis for log file plays an important role for OBA, which
aims to extract knowledge about abnormal data behaviors in cloud from various type of
log information. However, performing log forensic investigation with high-efficiency in
cloud also faces challenges as follows:

(1) Massive volume of logs. One of the biggest concerns in cloud forensic
investigation is that the scale of log data is much larger than traditional computer and
network forensic. Moreover, formats of log data in cloud can be diversified, which
increases the difficulty in log analysis. (2) Encrypted Log data. In cloud storage, to
ensure the security of the cloud data and privacy of users, the CSP usually encrypts the
log data during transmission and storage phase. However, current data analysis algo-
rithms can only process data in plaintext. Thus, how to perform analysis on encrypted
data needs for further research.

There is an urgent need to develop scalable forensic analysis solutions that can
match the explosive growth on the size of log data in cloud. Differing from the
traditional digital forensic solutions, which usually implement data analysis algorithms
in single workstation. In recent years, an attractive long-term solution is to perform
forensic processing in distributed and parallel systems, because only cluster computing
environment will offer enough processing resource and power [26, 27]. Thus, within
the scope of this paper, we focus on how to process on massive log data with dis-
tributed and parallel computing (i.e. MapReduce) to achieve high-efficient forensic
analysis. Several efforts have been presented to address this problem showed in
Table 2. Generally, from the view of technique, there are two approaches can be
exploited to increase the data analysis performance: algorithm improvement and using
additional hardware resources.

Table 2. Methods for cloud forensic analysis

Schemes Algorithm improve Additional hardware Mapreduce-based

Marziale et al. [27] ✘ U ✘

Francois et al. [28] U ✘ U

Roussev et al. [29] U U U

Therdphapiyanak et al. [30] U ✘ U

Lin et al. [31] ✘ ✘ U
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In traditional digital forensic solutions that implement data analysis algorithms in a
single workstation, algorithm improvement is the only way to increase analysis effi-
ciency. However, in cloud computing, the analysis efficiency can be further improved
by using the parallel computing paradigm. Currently, MapReduce (MR) is widely
applied in the field of forensic analysis for its high-efficiency and scalability. MR is a
programming model and an associated implementation developed by Google for
processing large-scale data set with a parallel, distributed cluster. Thus, programs
written by MR can be automatically dispatched and executed in parallel cluster.

Roussev et al. [29] first attempted to utilize MR for large-scale log forensic analysis
in cloud computing, and they presented an improved MR algorithm MPI MapReduce
(MMR), which outperforms the traditional forensic analysis computing techniques. In
this scheme, a single data file is first split into N equal blocks, where N is the number of
available computing nodes. Then, each block is split into M chunks according to the
mapper thread number created at each node. Differing from the original MR imple-
mented in Hadoop, a core improvement of MMR is that by using the Message Passing
Interface (MPI) distributed communication standard for management of communica-
tion and synchronization in different tasks, the number of nodes can be increased
dynamically. Therefore, the MMR is much more efficient than MP.

Another successful usage of MR for forensic analysis is Francois et al. [28], who
combined the MR and PageRank (PR) algorithm. The PR algorithm is a link analysis
algorithm used by Google Search to weight the relative importance of websites in
search engine results. PR works by counting the number and quality of hyperlinks to a
page to determine the importance of the website. The first step is to gather netflow from
routers to a collector. Then, analyze the interactions between different hosts so as to
generate a dependency graph, which will be the input of PR. Next, the PR will be
executed by MR by distributing the adjacency matrix of the dependency graph to all
computing nodes.

In addition to the PR algorithm, as a popular cluster analysis, K-Means (KM)
algorithm can also be used to detect abnormal activities in cloud storage.
Therdphapiyanak et al. [30] presented a novel forensic analysis method based on KM,
with which malicious activities can be detected by inspecting which cluster has
deviated from the others.

Lin et al. [31] presented a comprehensive framework for batch log data analysis
with the combination of Hadoop and Spark. In this system, Hadoop is treated as the
stable file storage system, and by leveraging the MR and spark, the framework can
provide efficient batch data processing in memory. In addition, a special improvement
of this work is that there is a parallel data mining (DM) module in this system. With the
DM, classification and cluster algorithms (i.e. KM, PR, Bayes) based on MR and Spark
engine are implemented in this framework.

In addition to the algorithm improvement, another straightforward approach to
enhance the processing performance is to provide additional physical hardware, such as
GPU and CPU cluster. As an example, Marziale et al. [27] leveraged the hardware and
software capabilities of GPU for high-efficient digital forensic. They evaluate the
effectiveness with direct experiments and the result show that using CPU and GPU
resource on multiple machines is feasible and more efficient.
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5 Concluding Remarks

Cloud computing is envisioned as the next-generation IT architecture. As an important
branch of cloud computing, one of most serious issues in cloud storage is a lack of
mutual trust between CSP and users. In recent years, to address this problem, many
cloud auditing techniques, such as PDP, POR and POW, have been presented. How-
ever, auditing for operational behaviors in cloud, which is significant for the detection
of potential crimes in the cloud and equitable accountability determination in the cloud
forensic, was almost neglected in previous studies. In this paper, we outline the existing
challenges and problems of conducting operational behavior auditing in cloud,
including the log verification and forensic analysis phase. We also describe the existing
approaches for secure logging and forensic analysis with distributed and parallel
computing, which would be a reference to solve the crucial problems of OBA in the
future research. We would like to motivate more researchers to focus on the how to
determine the legitimacy of operational behavior, and to achieve accountability
determination in cloud.
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Abstract. Encryption is the basic technology to ensure the security of the data
in the cloud, while ciphertext search is the key to improve the usability of the
cloud storage. Most of the searchable encryption schemes consider the
honest-but-curious or semi-honest cloud server. However, cloud storage in
reality may be unreliable or even malicious. In this case, the encrypted data and
search results returned by the server is not completely trustable, so it is crucial to
verify the integrity of search results and encrypted data. Considering the
untrusted cloud server security model, this paper proposes an efficient verifiable
multi-user searchable symmetric encryption (VMSSE) scheme. It is efficient
both in computation and storage. In particular, the work performed by the server
per returned document is constant as opposed to linear in the size of the data.
The computation and storage at the user is O(1). It allows the user to verify the
search was computed honestly in the presence of a dishonest-and-curious server.
And it supports multi-user searching. Finally, the security analysis shows that it
is an efficient and feasible scheme.

Keywords: Cloud storage � Searchable symmetric encryption � Integrity
verification � Multi-user searchable encryption

1 Introduction

Searchable symmetric encryption (SSE) allows clients with either limited resources or
limited expertise to outsource the storage of its data to another party at low cost, while
maintaining the ability to selectively retrieve segments of their data. It addresses this
issue by indexing the encrypted data in such a way as to allow a server to execute a
search query over the encrypted data and return the identifiers of any file that satisfies
the search query.

Most of the existing work on SSE focuses on efficiently preserving confidentiality
in the presence of an honest-but-curious server. This means that the server is trusted to
follow the search protocol honestly but may try to infer information about data or
search queries that it is unauthorized to know. However, in reality, besides its curiosity,
a cloud server may be selfish in order to save its computation and/or communication
resource. In this paper, we investigate the searchable encryption problem in the
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presence of a dishonest-and-curious server, which may execute only a fraction of
search operations and return a fraction of search results. To fight against this strongest
adversary, the verifiable SSE scheme is proposed to offer verifiable searchability in
addition to the data privacy.

The remainder of the paper is organized as follows. Section 2 presents the related
works and Sect. 3 gives the preliminary and symbols definition. Section 4 details the
VMSSE formal definition and the scheme construction. Section 5 gives the security
and performance analysis and Sect. 6 concludes the paper.

2 Related Works

The first SSE scheme is proposed by Song in [1]. The construction is proven to be a
secure encryption scheme, but it is not proven to be a secure searchable encryption
scheme. Goh [2] introduces a notion of security for indexes and puts forth a con-
struction based on Bloom filters and pseudo-random functions. An inherent problem of
using Bloom filters is the possibility of false positives. Chang and Mitzenmacher [3]
develop two index schemes, similar to Goh [2]. The idea is to use a prebuilt dictionary
of search keywords to build an index per document. The index is an m-bit array,
initially set to 0, where each bit position corresponds to a keyword in the dictionary. If
the document contains a keyword, its index bit is set to 1.

Curtmola et al. [4] propose two new constructions SSE-1 and SSE-2, where the
idea is to add an inverted index, which is an index per distinct word in the database
instead of per document. This reduces the search time to the number of documents that
contain the keyword. This is not only sublinear but also optimal. They present the first
sublinear solution for single-keyword search whose complexity is linear in the number
of matching documents. They also improve on previous security models, in particular
by providing an adaptive security definition and solutions in this model.

Recently, dynamic SSE [5–8], ranked SSE [9], similarity search [10, 11],
multi-keyword and multi-function SSE [12–15] has been studied extensively. How-
ever, security against malicious servers has been overlooked in most previous con-
structions and these only addressed security against honest-but-curious servers. In
reality, besides its curiosity, a cloud server may malfunction or even be malicious itself.
Even if the server is honest, a virus, worm, trojan horse or a software bug may delete,
forge or swap some encrypted files. Therefore, users need a result verification mech-
anism to detect the potential misbehavior in this computation outsourcing model.

In order to cope with this problem, the first verifiable SSE is proposed by Kurosawa
and Ohtaki in [16]. Based on SSE-2, they designed a verification scheme for single
keyword search by using RSA accumulator. But their solution is inefficient, the sear-
ches or update overhead is linear in the number of documents in the database. The
verification complexity there is linear in the problem size O(tn).

Sun et al. [17] propose to build the search index based on term frequency and the
vector space model with cosine similarity measure to achieve higher search result
accuracy. They devise a scheme upon the proposed index tree structure to sign the root
of the index tree to enable authenticity check over the returned search results. Later,
they propose a UC-secure verifiable SSE based on bilinear Accumulation Tree [18].
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Cheng et al. [19] propose a verifiable SSE based on secure indistinguishability
obfuscation (iO). Zheng et al. [20] propose a verifiable SSE based on attribute-based
encryption and bloom filter. Wang et al. propose two verifiable fuzzy keyword search
schemes based on Bloom filter [21] and symbol-tree [22] respectively. Fu et al. [23]
propose a smart semantic search scheme, which returns not only the result of
keyword-based exact match, but also the result of keyword-based semantic match. At
the same time, the proposed scheme supports the verifiability of search result. Stefanov
et al. [24] gave a dynamic encrypted data search scheme with small search privacy
leakage, which enables result verification for single keyword search.

In this paper, we present an efficient verifiable multi-user searchable symmetric
encryption (VMSSE) scheme, which takes into account searching verification in the
dishonest-and-curious server model based on SSE-1 [4]. The difference lies in that only
the indispensable keys are sent to the authorized user, other than all the secrets in
SSE-1. This is done to avoid collusion.

3 Symbol Definition

First, two pseudo-random functions (PRF) and three pseudo-random permutations
(PRP) that will be used are given as follows. f(•) and g(•) are PRF and the others are
PRP with the following parameters, here k and l are security parameters, m is the total
size of the encrypted document collection in “min-units”, where a min-unit is the
smallest possible size for a keyword (e.g., one byte). n is the number of documents in
the document collection, p is the bit length of the keyword. They are polynomial-time
commutable functions that cannot be distinguished from random functions by any
probabilistic polynomial-time adversary.

f : 0; 1f gj�f0; 1gp ! f0; 1glþ log2ðmÞ:

g : 0; 1f gj�f0; 1gn�log2ðnÞ ! f0; 1glþ log2ðmÞ:

u : 0; 1f gj�f0; 1glog2ðmÞ ! f0; 1glog2ðmÞ:
p : 0; 1f gj�f0; 1gp ! f0; 1gp:
q : 0; 1f gj�f0; 1gpþ log2ðmÞþ l ! f0; 1gpþ log2ðmÞþ l:

BE = (Gen, Enc, Add, Revoke, Dec) is a broadcast encryption scheme [25], which
is a tuple of five polynomial-time algorithms that work as follows. Let N be BE’s user
space, i.e., the set of all possible user identifiers. Gen is a probabilistic algorithm that
takes as input a security parameter k and outputs a master key mk. Enc is a probabilistic
algorithm that takes as input a master key mk, a set of users G � N and a message m,
and outputs a ciphertext c. Add is a probabilistic algorithm that takes as input a master
key mk and a user identifier U2N, and outputs a user key ukU. Revoke is a deterministic
algorithm that takes as input a user key ukU and a user identifier U2N, and outputs
R = R[ {U}, G = G\{U}. Finally, Dec is a deterministic algorithm that takes as input
a user key ukU and a ciphertext c and outputs either a message m or the failure symbol
⊥. Informally, a broadcast encryption scheme is secure if its ciphertexts leak no useful
information about the message to any user not in G.
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D = {D1, D2, …, Dn} is a collection of n documents. s = (sw1, sw2, …, swd) is the
verifiable tags. D = {w1, w2, …, wd} is a dictionary of d words, and 2D be the set of all
possible documents. We assume that words in D can be represented using at most
p bits. D0�D, be the set of distinct words that exist in the document collection D.

D(w) is the set of identifiers of documents in D that contain word w ordered in
lexicographic order. id(D) is the identifier of document D, where the identifier can be
any string that uniquely identifies a document, such as a memory location.

4 The VMSSE Scheme

4.1 VMSSE Formal Definition

We begin by reviewing the definition of a VMSSE scheme.

Definition 4.1. A VMSSE scheme is a collection of seven polynomial-time algorithms
VMSSE = (Keygen, BuildIndex, GenToken, Search, Verify, AddUser, RevokeUser)
such that:

K ← Keygen(1 k): is a probabilistic key generation algorithm that is run by the user
to setup the scheme. It takes a security parameter k, and returns a secret key K such
that the length of K is polynomially bounded in k.
(I, s) ← BuildIndex(K, D): is a (possibly probabilistic) algorithm run by the user to
generate indexes. It takes a secret key K and a polynomially bounded in k document
collection D as inputs, and returns an index I and the verifiable tag s.
(TU,w, sw) ← GenToken(K, w, U): is run by the owner to generate a token for a
given word and an authorized user. It takes a secret key K, a word w and the
authorized user U as inputs, and returns a trapdoor TU,w and the verifiable tag sw.
D(w) ← Search(I, TU,w): is run by the server S in order to search for the docu-
ments in D that contain word w. It takes an index I for a collection D and a trapdoor
TU,w for word w as inputs, and returns D(w), the set of identifiers of documents
containing w.
(1, 0) ← Verify(D(w), sw): is run by the user to check whether S returns the
complete list. It takes D(w) and the verifiable tag sw as inputs, and outputs 1, if it is
true, otherwise, outputs 0.
KU ← AddUser(K, U): is run by the owner to add a user to the authorized user set.
It takes a secret key K and the authorized user U as inputs, and returns KU to the
authorized user.
(r’, EncN\R(r’)) ← RevokeUser(K, U): is run by the owner to revoke a user from
the authorized user set. It takes a secret key K and the authorized user U as inputs,
and returns r’ and EncN\R(r’) to the server.

4.2 The Scheme Construction

We describe the details of the construction as follows. In VMSSE, a single index I is
associated with a document collection D. It consists of two data structures for each
word w 2 D0. The first one is an array A, which stores the encrypted D(w) and a
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look-up table T. We start with a collection of linked lists Li, where the nodes of each Li
are the identifiers of documents in D(wi) for each wi 2 D0. Before encryption, the j-th
node of Li is augmented with information about the index in A of the (j + 1)-th node of
Li, together with the key used to encrypt it. We then write the nodes of all lists Li in a
random order and encrypted with randomly generated keys into the array A.

The other is the look-up table T, which contains information that enables one to
locate and decrypt the appropriate elements from A. It is managed using indirect
addressing. We now build a look-up table T that allows one to locate and decrypt the
first element of each list Li. Each entry in T corresponds to a word wi 2 D0 and consists
of a pair <address,value>. The field value contains the index in A and the decryption
key for the first element of Li. value is itself encrypted using the output of a
pseudo-random function. The field address is simply used to locate an entry in T.

The owner computes both A and T based on the unencrypted D, and stores them on
the server together with the encrypted D. When the user wants to retrieve the docu-
ments that contain word wi, it computes the decryption key and the address for the
corresponding entry in T and sends them to the server. The server locates and decrypts
the given entry of T, and gets the index in A and the decryption key for the first node of
Li. Since each element of Li contains information about the next element of Li, the
server can locate and decrypt all the nodes of Li, which gives the identifiers in D(wi). As
the server is dishonest, it may execute only a fraction of search operations honestly and
return a fraction of search results. To ensure the completeness and correctness of search
results, it allows the user to verify whether the server execute search operations hon-
estly. The detail of the scheme is descried in Fig. 1.

In BE scheme, the long-lived secrets are the session keys between the users and the
server. The long-lived secrets are distinct for each user. Given an encrypted message,
the long-lived secrets allow a user to decrypt it only if the user was non-revoked at the
time the message was encrypted. Different from SSE-1, the key r currently used for q is
not sent to the authorized user. Each time the authorized user wants to search, he need
to request a token from the file owner. Each time a user is revoked, the owner picks a
new r and stores it on the server in encrypted form. As the revoked user have to request
search token from the owner for each keyword he wants to search, if he is revoked, the
owner will not issue token to him. So even though a revoked user which has been
re-authorized to search could recover (old) values of r that were used while he was
revoked, these values are no longer of interest.

5 The Security and Performance Analysis

This Section gives the security and performance analysis of the proposed scheme.

5.1 The Security Analysis

Since in practice the encrypted documents will also be stored on the server, we can
assume that the document sizes and identifiers will also be leaked. If we wish not to
disclose the size of the documents, this can be easily achieved by “padding” each
plaintext document such that all documents have a fixed size. So the VMSSE scheme
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reveals only the access pattern, the search pattern, the total size of the encrypted
document collection, and the number of documents it contains. There maybe exist
some security threat as follows.

Colluding. Server may collude with the users not to revoke them. However, if the
server doesn’t revoke some users in time, they can only search keywords which have

Fig. 1. The description of the VMSSE scheme.
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been searched before. As the revoked user have to request search token from the owner
for each keyword he wants to search, if he is revoked, the owner will not issue token to
him. So even though a revoked user could recover (old) values of r that were used
while he was revoked, these values are no longer of interest.

Revealing verifiable tags and public verification. As the user requests search token,
the owner will send the verifiable tag to him. Then the verifiable tags is leaked to him.
However, it will not lead to adverse consequences. As the user have to generate the tag
based on the search results returned from the server each time, it doesn’t help even the
attacker gets the verifiable tags. The proposed verification mechanism is efficient and
flexible, which can be either delegated to a public trusted authority (TA) or be executed
privately by data users.

As VMSSE is extended based on SSE-1, there are several theorems and claims
about the security of SSE-1.

Definition 5.1. (Non-Adaptive Indistinguishability Security for SSE) A SSE scheme is
secure in the sense of non-adaptive indistinguishability if for any two adversarially
constructed histories with equal length and trace, no (probabilistic polynomial-time)
adversary can distinguish the view of one from the view of the other with probability
non-negligibly better than 1/2. (see Definition 3.2 [1]).

Theorem 5.2. Non-adaptive indistinguishability security of SSE is equivalent to
non-adaptive semantic security of SSE. (see Theorem 3.4 [1]).

Theorem 5.3. SSE-1 is a non-adaptively semantic secure SSE scheme. (see Theo-
rem 4.1 [1]).

Theorem 5.4. If SSE-1 is a non-adaptive semantic secure SSE scheme, then the
VMSSE is a non-adaptive semantic secure SSE scheme.

Proof. Compared to SSE-1, we have added the verification mechanism and issued
TU,w as trapdoor in the VMSSE scheme. In the step of Initialization, the verifiable tags
are generated as sw = gx(D(w)) � fy(w), and s = (sw1, sw2,…swd). Here g(•) and f(•) are
pseudo-random functions (PRF), their pseudo-randomness guarantees that each ele-
ment of the verifiable tags is indistinguishable from any random counterpart. In the step
of GenToken, the token for authorized user U is generated as Tw = (pz(w), fy(w)) and
TU,w = qr(Tw), and send (TU,w, sw) to the user. Here f(•) is pseudo-random functions,
p(•) and q(•) are pseudo-random permutations (PRP), their pseudo-randomness guar-
antees that the token is indistinguishable from any random counterpart.

The security of a multi-user scheme can be defined similarly to the security of a
single-user scheme, as the server should not learn anything about the documents and
queries beyond what can be inferred from the access and search patterns. When the
owner of a document collection D gives a user U permission to search through D, it
sends to U all the secret information needed to perform searches in a single-user
context in SSE-1. While in VMSSE, in the step of AddUser, only the indispensable
keys are sent to authorized user, other than all the secret in SSE-1. □
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5.2 The Performance Analysis

To make the comparison easier, we assume that each document in the collection has the
same size. Compared to the other schemes, our scheme is as efficient as the others while
it is more simple and easy to understand, which is also more appropriate utilized in
cloud storage. The multi-user construction is very efficient on the server side during a
query: when given a trapdoor, the server only needs to evaluate a PRP in order to
determine if the user is revoked. If access control mechanisms were used instead for
this step, a more expensive authentication protocol would be required for each search
query in order to establish the identity of the querier.

The experiment is running on one PC configured with Intel Core i5 CPU 1.6 GHz
and 4 GB RAM. The experimental result is an average of 10 trials. We implement the
hash function with SHA-256 and the PRP with AES-256.

A. Computing Overhead
To generate array A, there are two PRP operations for each file that includes the
keyword. To generate T, there are one PRP and one PRF operations for each keyword.
The rest is XOR and filling operations which are very efficient. We set |D| = 10,000
and evaluate the overhead of index generation with |D(w)| from 10 to 100. As shown in
Fig. 2(a), for |D(w)| = 40, the overhead of index generation is 1646 s. As the process
of index generation is only performed in setup phase, it is considered to be a reasonable
overhead.

The search efficiency is related to the number of files including the queried key-
word. There is one PRP operation for each file. We evaluate the overhead of search
operation with |D(w)| from 10 to 300. As shown in Fig. 2(b), for |D(w)| = 100, the
overhead of search operation is 204 ms which is very efficient in practice.

To generate a search token, there are two PRP and one PRF operations. It is about
6.6 ms to generate a token.

Fig. 2. (a) the overhead of index generation with |D| = 10,000. (b) The search efficiency.
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B. Verification Efficiency
The verification mechanism is very efficient. It only needs two PRF operations for each
verification. In [16], Kurosawa et al. designed a verification scheme using RSA
accumulator. We compare the scheme of Kurosawa et al. with our scheme. As shown
in Fig. 3, our scheme can be orders of magnitude faster than their scheme.

From the above analysis, we can know that our scheme is very efficient and is very
suitable for a large data set environment such as cloud storage.

Regarding the efficiency of multi-user, the main part of the overhead is the ini-
tialization phase, which requires each user to negotiate a session key with the server.
The subsequent operations are highly efficient.

6 Conclusions

Searchable encryption is an important cryptographic primitive that is motivated by the
popularity of cloud storage services like Google Desktop, Microsoft Skydrive etc. In
the untrusted cloud storage server security model, we propose an efficient verifiable
multi-user searchable symmetric encryption (VMSSE) scheme. The verification cost is
efficient enough for practical use, i.e., it only depends on the corresponding search
operation, regardless of the file collection size. Experimental result shows the efficiency
and practicality of our scheme. The evaluation of the scheme on the real-world dataset
is the future work.
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Abstract. With networking became prevalent, the amount of data to
be stored and managed on networked servers rapidly increases. Mean-
while, with the improvement of awareness of data privacy, the user’s
sensitive data is usually encrypted before uploading them to the cloud
server. The searchable public-key encryption provides an efficient mech-
anism to achieve data retrieval in encrypted storage. Therefore, it is a
critical technique on promoting secure and efficient cloud storage. Unfor-
tunately, only few the existing schemes are secure to resist outside key-
word guessing attacks. In this paper, we propose two efficient search-
able public-key encryption schemes with a designated tester (dPEKS).
One is a basic dPEKS, where the dPEKS ciphertext indistinguishability
is proved without the random oracle. Meanwhile, the basic scheme is
secure to resist the outside KGA since it satisfies the property of trap-
door indistinguishability. Comparing with the existing dPEKS schemes
which use expensive pairing computation, our scheme is more efficient
since we only need multi-exponentiation. Another is an enhanced dPEKS
scheme. With the sender’s identity is kept secret from server, this scheme
can provide stronger security.

Keywords: Searchable encryption · Trapdoor indistinguishability ·
Keywords guessing attacks · Cloud storage · Security analysis

1 Introduction

With ubiquitous network, the cloud storage offers great convenience to users.
More and more users enjoy the benefits of cloud storage services by outsourcing
their data into the cloud server. To protect data privacy, a user has to encrypt the
sensitive data before uploading them into the server. However, this incurs a new
problem that the network server cannot perform searches over encrypted data.
When users want to retrieve the encrypted data, he has two straight options:
downloading the entire encrypted data or sending his private keys to the cloud
server. Obviously, the first approach requires high consumption of bandwidth and
the second approach deviates original intention (namely protect data privacy).
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In 2000, Song et al. first introduced the concept of searchable encryption [1].
The searchable encryption allows the network server to search over encrypted
data without decryption. It does not leak any information about the data and
query. Therefore, searchable encryption is a critical technique promoting efficient
and secure cloud storage. The searchable encryption has been developed into
two different types. The first type is the symmetric searchable encryption (SSE
in short) which requires that a sender is securely granted a secret key from
the intended receiver. It suffers from risks of key leakage in management and
distribution [1]. The second type is the searchable public-key encryption with
keyword search (PEKS in short), which allows any one seeing the receiver’s
public key to encrypt documents.

The PEKS provides an efficient mechanism to achieve data retrieval in
encrypted storage. In a PEKS scheme, the sender generates the searchable
ciphertext of keywords with receiver’s public key and stores it to server. To
retrieval the encrypted data associated with a given keyword, the receiver cre-
ates a search request (trapdoor) with the keyword and his private key. Receiving
a trapdoor, the cloud server can perform a test whether some encrypted data
matches the trapdoor and returns corresponding encrypted data to receiver.

In 2004, Boneh et al. proposed the first searchable public-key encryption
with keyword search scheme [2]. Their scheme requires constructing the secure
transport channel to protect trapdoors. Since building a secure channel is usu-
ally expensive, this requirement limits applications of the searchable public-key
encryption scheme.

To overcome this obstacle, in 2008, Baek et al. proposed secure Channel Free
Public Key Encryption with Keyword Search scheme [3](SCF-PEKS in short),
which removes the secure channel requirement. Nevertheless, Yau et al. showed
that this scheme is insecure [4] for the following reason. With outside keyword-
guessing attacks (outside KGA), an outside adversary can reveal encrypted key-
words if he obtains a trapdoor in channel.

Hereafter, in [15], the searchable public key encryption with keyword search
scheme with a designated tester (dPEKS in short) is proposed. In this scheme,
only a designated server can test whether given trapdoor matches the ciphertext.

Until now, most of the dPEKS schemes pay more attention to improving the
security against this attacks [5–11]. Only a few schemes [12–15] can effectively
resist outside KGA.

In addition, the KGA launched by a server is called inside KGA. Since the
correct requirement of scheme and small keyword space, it is impossible to
construct a searchable public-key encryption(dPEKS or PEKS) scheme secure
against inside KGA under the original framework [2]. Very recently, based on a
new framework, Peng et. al. proposed a online/offline ciphertext retrieval scheme
[16] is secure against inside KGA.

In this paper, based on the IBE [17], we propose two efficient dPEKS schemes,
namely a basic dPEKS scheme (BdPEKS) and an enhanced dPEKS (EdPEKS).
For the basic scheme, we prove that our construction satisfies ciphertext indistin-
guishability under q-ABDHE assumption. Meanwhile, we prove that it satisfies
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trapdoor indistinguishability. Therefore, our BdPEKS scheme is secure against
outside keyword guessing attacks. Comparing with the existing dPEKS schemes
which use expensive pairing computation, our basic scheme is more efficient since
we only need multi-exponentiation. For our enhanced dPEKS scheme (EdPEKS),
we analysis its security. In EdPEKS, if a server wants to launch the KGA, it must
guess both the sender’s identity and keywords. Therefore, the EdPEKS scheme
has stronger security to resist the inside KGA. Lastly, we show a comparison
between the other PEKS (dPEKS) schemes and our schemes in terms of func-
tionalities and performances.

2 Preliminaries

In this section, we review the construction of dPEKS, which is defined in [15].
Meanwhile, we also describe the definition of dPEKS ciphertexts indistinguisha-
bility and trapdoor indistinguishability with game between the adversary F and
the challenger G. Here, the dPEKS ciphertext is an encrypted list of keywords.

2.1 Definition of dPEKS and Security Model

2.1.1 Definition of dPEKS
As stated in the previous section, the dPEKS is a mechanism which can achieve
efficient ciphertext retrieval. Specially, a dPEKS scheme can be defined as
follows.

Definition 1. A dPEKS scheme consists of the following four PPT (proba-
bility polynomial-time) algorithms, (Setup, KeyGen, dPEKS, dTrapdoor,
dTest).

Setup: Let n be a security parameter. This algorithm takes n as input, then it
outputs a set public parameter PP.

KeyGen: Taking the public parameter PP as input, this algorithm creates the
receiver’s a public/private key pair (Pr, Kr) and the server’s a public/private
key pair (Ps, Ks).

dPEKS: Taking the public parameter PP, the receiver’s public key Pr, the
server’s public key Ps and a keyword w as input, this algorithm returns a
dPEKS ciphertext Cw corresponding to w.

Trapdoor: Taking PP, the receiver’s public/private key (Pr,Kr), the server’s
public key Ps and a keyword w′ as input, this algorithm generates a trapdoor
Tw of w.

dTest: Taking a dPEKS ciphertext Cw of keyword w, PP, a trapdoor Tw′ and
the server’s private key Ks as input, this algorithm returns ’yes’ if w′ = w,
and otherwise outputs ‘no’.
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2.1.2 Security Model
Security of dPEKS ciphertext
As described in [15], in dPEKS, the security for a dPEKS ciphertext requires
that a dPEKS ciphertext satisfies indistinguishability against a chosen plaintext
attack (C-IND-CPA in short). Specially, the C-IND-CPA guarantees that (1)
a server cannot distinguish between the dPEKS ciphertexts of two challenge
keywords w0 and w1 its choice if he has not obtained their trapdoor. (2) an
outside adversary (including a receiver) who can generate the trapdoors of any
keyword (excluding challenge keywords) cannot distinguish between the dPEKS
ciphertext of w0 and w1 its choice if he has not obtained the server’s private key.
Formalized, the C-IND-CPA can be defined with the following two games.

Game1. Here, G is a challenger and F1 is a malicious server.

Setup: F1 generates (Ps, Ks) as his public/private key pair. G generates (Pr,
Kr) as receiver’s public/private key pair. The tuples (Ps, Ks, Pr) are given
to F1, and the tuples (Pr, Kr, Ps) are given to G.

Phase 1 Trapdoor queries: F1 queries many keywords w ∈ {0, 1}∗ to obtain
trapdoors Tw from G. G adaptively responses F1 with Tw as trapdoor gen-
eration oracle.

Challenge: F1 chooses the keywords pair (w0, w1) as a challenge. Here, the
restriction is that w0 and w1 have not been queried to obtain the trapdoors
Tw0 and Tw1 . Receiving w0 and w1, G chooses an random b ∈ {0, 1} and
generates the ciphertext Cwb

of wb, and returns it to F1.
Phase 2 Trapdoor queries: In this phase, F1 can still queries w to obtain its

trapdoor as phase 1. If the w �= w0, w1, G adaptively responses F1 with Tw

as phase 1, otherwise stop.
Outputs: F1 outputs c′ ∈ {0, 1}. If c′ = c, then F1 wins Game1.

Let advC−ind−cpa
F1

= |Pr(c′ = c) − 1
2 | denote the advantage probability that

F1 wins the game1.

Game2. Here, G is a challenger and F2 an outside adversary (including receiver).

Setup: F2 is given Pr and Kr as receiver’s public and private key, respectively.
G (as server) generates (Ps, Ks) as his public/private key pair. The tuples
(Pr, Kr, Ps) are given to F2 , the tuples (Ps, Ks, Pr ) are given to G. Here,
F2 can generate the trapdoor of any keyword since he holds Kr.

Challenge: F2 chooses the keywords pair (w0, w1) as the challenges. Here,
the restrictions is that F2 did not previously ask the dTest oracle for the
trapdoors of w0 and w1. Receiving w0 and w1, G chooses c ∈ {0, 1} and
generates the ciphertext Cwc

of wc, and returns it to F2.
Output: F2 outputs c′ ∈ {0, 1}. If c′ = c, then F2 wins Game2.

Let advC−ind−cpa
F2

= |Pr(c′ = c)− 1
2 | denotes the advantage probability that

F2 wins the Game2.

Definition 2. For the polynomial-time F1 and F2, a dPEKS scheme is said to
be C-IND-CPA secure if advC−ind−cpa

F1,2
= |Pr(c′ = c) − 1

2 | is negligible.
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Remark. In the Game2, the adversary is considered to be an receiver who can
generate the trapdoor of keywords. If the outside adversary is not an receiver,
we only need to the Game1 to define the C-IND-CPA. In fact, receiver’s ability
to discriminate between the dPEKS ciphertexts of keywords won’t arise harm-
ful effects, since the dPEKS ciphertexts should be send to receiver. Based on
this reason, the adversaries are considered to be server and outside attacker
(excluding receicer) when we prove the C-IND-CPA of BdPEKS.

Security of Trapdoor
As stated [15], in a dPEKS scheme, if the adversary (excluding the receiver and
the server) cannot distinguish between the trapdoors of w0 and w1, it is said
that a dPEKS scheme satisfies trapdoor indistinguishability against an adaptive
chosen plaintext attack (T-IND-CPA). The dPEKS scheme can stand against
outside keyword-guessing attacks successfully if it is T-IND-CPAT secure. The
trapdoor indistinguishability can be defined with the following Game3.

Game3. Here, G is a challenger and F3 is an outside adversary.
Setup: Running Setup and KeyGen, the public parameter PP, the receiver’s

key pair (Pr, Kr) and the server’s key pair (Ps, Ks) are generated. PP, Pr

and Ps are given to F3 while Ks and Kr are kept secret from F3.
Phase 1 Trapdoor queries: F3 queries many keywords w ∈ {0, 1}∗ to obtain

trapdoors Tw from G. G adaptively responses F3 with trapdoor Tw of w.
Challenge: F3 chooses (w0, w1) as challenge keywords and send them to G.

Here, the restriction is that w0 and w1 have not been queried to obtain the
trapdoors Tw0 and Tw1 , and that F3 did not previously ask for Tw0 and Tw1

in phase 1. Receiving (w0, w1), G chooses an random c ∈ {0, 1} and generates
its trapdoor Twc

, and returns it to F3.
Phase 2 Trapdoor queries: In this phase, F3 can still query the trapdoor of

w as phase 1, where w �= w0, w1. G can adaptively response F3 with Tw as
oracle.

Outputs: F3 outputs b′ ∈ {0, 1}. If c′ = c, then F3 wins Game3
Let advT−ind−cpa

F3
= |Pr(c′ = c) − 1

2 | denote the advantage probability that
F3 wins the Game3.

Definition 3. For the polynomial-time F3, it is said to be T-IND-CPA if
advT−ind−cpa

F3
= |Pr(c′ = c) − 1

2 | is negligible.

2.1.3 Complexity Assumptions
Let G, GT be multiplicative cyclic groups of prime order p.

The security of our system is based on the decisional augmented
bilinear Diffie-Hellman exponent assumption (decisional ABDHE)[17]. First,
we review the q-ABDHE problem, which is defined as follows. Let
e be a bilinear map: G × G → GT . Given a tuple in G2q+2:
L′ =

(
g̃, g̃γq+2

, g, gγ , gγ2
, . . . , gγq

, gγq+2
, . . . , gγ2q)

as input, required to output
e(g, g̃)γq+1

.
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Following the q-ABDHE problem, the truncated version of q-ABDHE prob-
lem is defined as: Given a tuple L =

(
g̃, g̃q+2, g, g1, . . . , gq

)
, required to output

e(g, g̃)γq+1
, where g̃i = g̃γi

and gi = gγi

.
Clearly, the truncated q-ABDHE problem is hard if the q-ABDHE problem

is hard. Corresponding to the truncated q-ABDHE problem, the decisional trun-
cated q-ABDHE is introduced as follow.

An algorithm G outputs b ∈ {0, 1} with the advantages ε in solving the
truncated decision q-ABDHE if |Pr[G(L, e(gq+1, g̃)] − Pr[G(L, E)]| ≥ ε, where
the probability is over the random choice of γ in Zp, the random choice of
generators g, g̃ in G, the random choice of E ∈ GT the random bits consumed
by G.

Meanwhile, we also assume the discrete logarithm problem (DLP) assumption
holds over G and GT .

3 Our Construction

3.1 Basic dPEKS Scheme (BdPEKS)

In this section, we construct a basic searchable public-key encryption scheme
with a designated tester (BdPEKS). With the G, GT as specified above, let H0:
{0, 1}∗ → Z∗

p be a hash function. Our scheme is built as follows.

– Setup: Taking two multiplicative cyclic groups G, GT with prime order
p, a bilinear map e, this algorithm generates public parameters PP =
(p,G,GT , g, β, e,H0), where g, β ∈ G and g is a generator of G.

– KeyGen (PP ): Taking a, b and g ∈ PP as input, this algorithm outputs the
receiver’s public key and private key Pr = ga and Kr = a, and the server’s
public key and private key Ps = gb and Ks = b.

– dPEKS (Pr, w): Taking PP, Pr and a keyword w (denote H(w) = h) as
input, the sender chooses a random u ∈ Z∗

p computes the dPEKS ciphertext
as follows:
C = (C1, C2, C3) =

(
e(β, g)u, e(g, g)u, Pu

r · g−uh
)

– Trapdoor(Kr, Ps, w′): Taking Kr = a, Ps ,a keyword w′ (denote H(w′) =
h′) and a random v ∈ Z∗

p as input, the receiver computes the trapdoor of w′

as follows:
T = (T1, T2) =

(
P v

s , T2 = gv · (βP−1
s )

1
a−h′

)
.

– dTest: Given a dPEKS ciphertext C and a trapdoor T , the server performs
searching operation by checking C1 = Cb

2 · e(C3, T2T
−(b−1)
1 ). If the equation

holds, it returns 1; Otherwise returns 0;

3.1.1 Correctness of BdPEKS
The BdPEKS scheme is correct if the trapdoor T = (T1, T2) is valid for w′ and
the dPEKS ciphertext C = (C1, C2, C3) is valid for w.

With T = (T1, T2)=
(
P v

s , gv · (βP−1
s )

1
a−h′

)
and C = (C1, C2, C3) =(

e(β, g)u, e(g, g)u, Pu
r · g−uh

)
, the correctness of the dTest algorithm
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is verified as follows: T2 · T−b−1

1 = (βP−1
s )

1
a−h′ , e(C3, T2T

−b−1

1 ) =
e(gu(a−h), β

1
a−h′ )e(gu(a−h), g

−b
a−h′ ) = e(gu, β)e(gu, g−b).

Therefore, if w = w′, then the equation C1 = Cb
2 · e(C3, T2T

−b−1

1 ) is holds.

3.1.2 Security of BdPEKS
Security of dPEKS Ciphertext
As stated in Remark of Sect. 2.1, the adversaries are considered to be a server
or an outside attacker (excluding receiver).

Theorem 1. For a server or an outside attacker (excluding receiver), if the
truncated decision assumption holds over (G,GT , e), the BdPEKS scheme is
C-IND-CPA secure.

Proof: We assume that the adversary F1 is the malicious server or an out-
side attacker, with an advantages ε breaking our scheme. We can construct an
algorithm G which can solve the decisional truncated q-ABDHE problem on
(G,GT , e) with the advantage (ε − 2/p).

Denote gi = gαi

and g̃i = g̃αi

, G is given a random decision q-ABDHE
challenge (g̃, g̃q+2, g, g1, · · · , gq, E), where E is e(gq+1, g̃) or a random element of
GT .

– Setup: G generates a random polynomial d(x) ∈ Zp[x] of degree q. Then G
can compute β = gd(α) since (g, gα, · · · , gαq

). Then the public parameters
are PP = (q, p, e,G,GT , g, β,H), where H:{0, 1}∗ → Z∗

p is a hash function
(not as oracle). Let Pr = g1 be G’s public key. Choose b ∈ Z∗

p uniformly at
random, then let F1’s public key and private key be Ps = gb and Ks = b.

– Phase 1 Trapdoor queries: The F1 makes queries of keywords w ∈ {0, 1}∗

to obtain trapdoors Tw from G. If F1 query the trapdoor of w (h = H(w)),
G responds as follows. G computes the (q − 1)-degree polynomial DT (x) =
(d(x)−d(h))/(x−h). Taking two random r′, r′′ ∈ Z∗

p , he computes T1 = P r′
s

and T2 = gr′′
gDT (α). As an result, he sets T = (T1, T2). Clearly, there is a

unknown random r such that r′ = r
α−h and r′′ = r′+ d(h)−b

α−h . Thus T1 = P
r

α−h
s

and T2 = gr′′
gDT (α) = g

r
α−h (βg−b)

1
α−h appears to F1 be correctly distributed.

– Challenge: F1 chooses the keywords pair (w0, w1) as the challenge and send
to G. Denote hc = H(wc) (c ∈ {0, 1}). Here, the restriction is that w0 and w1

have not been queried to obtain the trapdoors Tw0 and Tw1 .
Taking the polynomial DT (x), d(x) and d′(x) = xq+2, G computes D′(x) =

(d′(x) − d′(hc))/(x − hc), where the form of D′(x) is D′(x) = xq+1 + D(x).
Then G picks c ∈ {0, 1} and computes the ciphertext as follows.
Let C = (C1, C2, C3), then C2 = E · e(g̃, gD′(α)), C3 = g̃(d

′(α)−d′(hc))

C1 = e(C3, g
DT (α)) · C

d(hc)
2

Let u = (logg g̃)D′(α), if E = e(gq+1, g̃) then
C1 = e(β, g)u, C2 = (g, g)u, C3 = gu(α−hc). Since g, g̃ are uniformly random,
the u = (logg g̃)D′(α) is uniformly random. As an result, the C = (C1, C2, C3)
is a valid dPEKS ciphertext.
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– Phase 2 Trapdoor queries: F1 makes trapdoor queries, for any keyword
w �= w0, w1, G responds as in Phase 1.

– Guess: Finally, F1 outputs it’s result c′. If c′ = c, G outputs 1(indicating
E = e(gq+1, g̃)), otherwise outputs 0.

Clearly, if E = e(gq+1, g̃), F1 can guess c correctly with the probability
1/2 + ε. When E is uniformly random and independent element of GT , the
probability that F1 guesses c correctly is 2/p. Meanwhile, the probability that
G solves the truncated decision q-ABDHE correctly without F1’s help is 1/2. As
an result, G solves the truncated decision q-ABDHE with 1/2 + ε − 2/p − 1/2 =
ε − 2/p. This completes the proof of C-IND-CPA secure.

Security of Trapdoor

Theorem 2. Our BdPEKS scheme is T-IND-CAP secure.

Proof: The adversary F2 is assumed to be a malicious outside attacker. We
show that F2 can not distinguish Whether two trapdoors were created by the
same keyword.

Firstly, in our scheme, the trapdoor is T1 = P v
s , T2 = gv · (βP−1

s )
1

a−h′ (h′ =
H(w′)) where v is an random element in Z∗

p . The trapdoor is updated every time
due to the difference of v we selected.

Due to the Kr = a is kept secret from F2, the F2 can not known (βP−1
s )

1
a−h′ .

In fact, let β = gk (k ∈ Z∗
p is some unknown value), then T2 = gv ·(βP−1

s )
1

a−h′ =

g
k−b

a−h′ +v. With v is randomly selected from Z∗
p , T2 is an random element in G.

Thus T2 is independent of keyword w′ from F2’s view. As an result, our scheme
satisfies the trapdoor indistinguishability.

3.2 Our Enhanced dPEKS Scheme (EdPEKS)

Base on the BdPEKS scheme, we construct an enhanced dPEKS scheme
(EdPEKS). Our EdPEKS scheme has stronger security. Especially, the EdPEKS
scheme can resist inside keyword guessing attacks from the untrusted server if
the sender’s identities are kept secret from cloud server. The EdPEKS scheme
is constructed as follows.

Let G, GT be multiplicative cyclic groups of prime order p. Let H0: {0, 1}∗ →
Z∗

p and H1: {0, 1}∗ → G be two hash function.

– Setup: Take two multiplicative cyclic groups G, GT with prime order
p, a bilinear map e, this algorithm generates public parameters PP =
(p,G,GT , g, e,H0,H1), where g ∈ G is a generator of G. Additionally, let
Sid ∈ {0, 1}∗ be the sender’s identity.

– KeyGen (PP): Taking a, b and g ∈ PP as input, this algorithm outputs the
receiver’s public key and private key Pr = ga and Kr = a, and the server’s
public key and private key Ps = gb and Ks = b.

– dPEKS (Pr, Ps, Sid, w): Taking PP, Pr, Ps, Sid and a keyword w as input,
the sender chooses a random u ∈ Z∗

p computes the dPEKS ciphertext as
follows:
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C=(C1, C2, C3)=
(
e(Hid, Ps)u, e(Ps, Ps)u, Pu

r · g−uh
)

where Hid = H1(Sid) and h = H0(w).
– Trapdoor (Kr, Ps, S′

id, w′): Taking Kr = a, Ps, S′
id, a keyword w′ and a

random v ∈ Z∗
p as input, the receiver computes the trapdoor of w′ as follows:

T = (T1, T2) = (P v
s , gv(H ′

idP
−1
s )

1
a−h′ ), where H ′

id = H1(S′
id) and h′ = H0(w′)

– dTest: Taking the dPEKS ciphertext C and trapdoor T , the server performs
searching operation by checking C1 = C2 · e(C3, T

b
2T−1

1 ). If this equation
holds, it returns 1; Otherwise returns 0;

3.2.1 Correctness
The correctness of the EdPEKS scheme can be verified by the following equation.

With the trapdoor T1 = P v
s , T2 = gv(H ′

idP
−1
s )

1
a−h′ and the dPEKS cipher-

text C1 = e(Hid, Ps)u, C2 = e(Ps, Ps)u, C3 = Pu
r ·g−uh, the server can compute:

e(C3, T
b
2T−1

1 ) = e(Pu
r g−uh, (H ′

idP
−1
s )

b
a−h′ ) = e

(
gu(a−h),H

′ b
a−h′

id

)
e
(
gu(a−h),

g
−b2

a−h′
)

Clearly, if H ′
id = Hid and w′ = w, the equation C1 = C2 ·e(C3, T

b
2T−1

1 ) holds.

3.2.2 Seacurity Analysis
In this section, we analysis the security of EdPEKS scheme.

Theorem 3. Our EdPEKS scheme is the dPEKS ciphertext indistinguishable
secure.

Proof: Firstly, in EdPEKS scheme, the dPEKS ciphertext C3 = Pu
r · g−uH0(w).

Clearly, it is identical with the C3 of Basic dPEKS scheme. If the adversary (the
server or a outside attacker) can break the C-IND-CPA security of EdPEKS
scheme, there exist an adversary can break the C-IND-CPA security of BdPEKS
scheme.

Secondly, although the receiver may generate a trapdoor T , P
1

a−H0(w′)
s and

g
1

a−H0(w′) , he cannot perform a test since the server’s private key Ks is kept
secret from him. Therefore, the EdPEKS scheme is C-IND-CPA secure even if
the adversary is receiver.

Theorem 4. Our EdPEKS scheme is trapdoor indistinguishable secure.

Proof: In EdPEKS scheme, the trapdoor T = (P v
s , gv(H ′

idP
−1
s )

1
a−H0(w′) ).

Clearly, the only difference between the trapdoor of EdPEKS scheme and the
trapdoor of Basic scheme is that the β is replaced by H ′

id. With the same analy-
sis of theorem 3.2, it’s easy to see that the EdPEKS scheme is also T-IND-CPA
secure.

3.2.3 Inside KGA Analysis
As stated in [14], the inside KGA works as follows. Given a valid trapdoor,
the server chooses an appropriate keyword from the keyword space and then
uses it generate a dPEKS ciphertext. With his private key, the server can test
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whether the keyword matches the trapdoor. Since the keyword space is small,
the guessing-then-testing procedure is efficient to find a correct keyword.

In our EdPEKS scheme, the dPEKS ciphertext is
(
e(Hid, Ps)u, e(Ps, Ps)u,

Pu
r · g−uH(w)

)
. The EdPEKS scheme is secure against inside KGA due to the

following reasons.

(1) It is easy to see that the server cannot obtain the sender’s identity Hid from
e(Hid, Ps)u even if he holds Ks and the trapdoor T .

(2) The server cannot obtain Hid from T2 = gv · (H ′
idP

−1
s )

1
a−H(w′) since the

receive’s Kr is kept secret from him.
(3) The server cannot perform a test for a valid trapdoor if he has not the

dPEKS ciphertext.

As a result, to launch KGA, he must guess the appropriate keyword and identity
to computes a dPEKS ciphertext. With the space (including the identity space
and the keyword space) becoming larger, the guessing-then-testing procedure is
inefficient.

4 Performance Analysis

We analyze the performance of our schemes in terms of dPEKS ciphertext, the
trapdoor and computation cost. This analysis includes a comparison between
the other schemes.

Let Pt and Et be the computational cost of a bilinear pairing operation and
an exponentiation (or multi-exponentiation) over a bilinear group, respectively.
Let lG, lGT

, lp and lH be the size of an element in G, GT , Z∗
p and the hash value,

respectively. Briefly, the size of dPEKS ciphertext and trapdoor denote ZC, ZT.
In addition, the computation cost of trapdoor, ciphertext and test denote TrC,
CiC and TeC.

In the Basic dPEKS scheme, by caching e(β, g), e(g, g), generating dPEKS
ciphertext (C1, C2, C3) does not need the pairing operation. Thus generating
(C1, C2, C3) only needs two exponentiations in GT and one multi-exponentiation
in G. Similar, in EdPEKS scheme, generating (C1, C2, C3) need one pairing oper-
ation, one exponentiation in GT and one multi-exponentiation in G. In Basic
dPEKS scheme and EdPEKS scheme, generating the trapdoor need one expo-
nentiation and one multi-exponentiation in G.

The Table 1 shows that only [16] and our EdPEKS scheme can resist inside
KGA. Compared with others, our schemes are efficient.

Table 1. A comparison of various schemes

Schemes ZC ZT TrC TeC CiC Outside KGA Inside KGA

[15] lG + lH 2lG 2Et Pt + 2Et Pt + 2Et Yes No

[3] lG + lH lG Et Pt + Et Pt + Et No No

[16] 2lG 2lG + 2lp 2Et 2Pt + 2Et 2Et Yes Yes

[14] 3lG + 2lGT
+ ls lG + lp Et 4Pt + 3Et + tv 3Pt + 6Et + ts Yes No

[13] 2lG + lGT
2lG Et 3Pt + Et Pt + 4Et Yes No

BdPEKS lG + 2lGT
2lG 2Et Pt + Et 3Et Yes No

EdPEKS lG + 2lGT
2lG 2Et Pt + Et Pt + 3Et Yes Yes
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5 Conclusion

In this paper, we proposed two dPEKS scheme, namely BdPEKS scheme and
EdPEKS scheme. In BdPEKS scheme, we prove that the dPEKS ciphertext is C-
IND-CAP secure without random oracle. Our BdPEKS scheme is secure against
outside keyword-guessing attacks. The BdPEKS scheme is efficient because it
only need multiplication and exponentiation to create a dPEKS ciphertext or a
trapdoor. Under the original framework of [2], it is not possible to construct an
dPEKS (PEKS) secure against inside KGA. To solve this problem, we proposed
an enhanced dPEKS scheme (EdPEKS). With the sender’s identity are kept
secret from server, the EdPEKS scheme is secure resist inside KGA. In our
EdPEKS, the trusted third party is removed. Both security analysis and compare
results showed that the EdPEKS scheme is secure and efficient.
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Abstract. This paper presents an adaptive reversible information hiding algo-
rithm that can maintain thee JPEG file sizes by using RLC (Run Length Coding)
AC coefficient coded for embedding, the key point is to choose the appropriate
number of participation to hide information. By calculating the maximum
storage capacity of the image at different system, select the appropriate RLC
pairs to rotate and embed data. In the extraction stage, by calculating the
sequence of the original RLC pairs status, then consult the mapping relation-
ships between the current sequence and the original RLC pairs sequence, we
extract the secret message and recover the original image. Test results proved
that the proposed method can improve the rate-distortion performance to some
extent.

Keywords: JPEG � Reversible information hiding � Run length coding RLC �
Adaptive

1 Introduction

Information Hiding [1–3] is the method of using images, audio, video, text and other
data carriers to embed additional information, and does not affect the original carrier.
Reversible information hiding (RDH) refers to the receiving terminal can completely
recover the original carrier after extracting the embedded information. For some special
scenarios, such as telemedicine, military image communication, requiring that the
original image must be accurately recovered after data extraction. So far, a large
number of RDH method has been proposed. However, most methods are based on
spatial image.

Today, JPEG is the most widely used image format in daily life, which makes the
study of reversible information hiding method of JPEG images has more practical
significance [4]. Redundant information in JPEG images has been compressed seri-
ously, which made JPEG images reversible information hiding research more chal-
lenging, because not only the amount of embedded information and the quality of the
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image with secret information, as two performance indicators, but also the need of
controlling the post-embedded JPEG image file size should be focused on.

The quantitative coefficient tables, Huffman tables in the header files of JPEG
images can also be used to hide data. For example, in the literature [5], some quan-
tization steps in quantization table are divided by an integer, and the corresponding
DCT coefficients are multiplied by the same integer, then the additional data are added
on the modified DCT coefficients. This method can obtain high embedding capacity,
but with increment of the file size. In the literature [6], data are embedded according to
the mapping relationship between the method used Huffman codes and the method
didn’t use Huffman codes. The literature [7] optimized the mapping relationship in [6].
These two methods are lossless and of course can preserve the file size, but both with
relatively low embedding capacity. The embedding capacity in [5] are relatively high,
but the file size is not controlled well. In worse cases, the file size increment is up to
10,000 bytes, which is collided with the original purpose of JPEG images that is to
compress the image file size for economizing resources. In this paper, we proposed an
adaptive algorithm based on a reversible data hiding method for JPEG. With the same
length of the secret information, we get the best quality image encryption by deter-
mining the best secret information storage format and the most suitable number for the
logarithm used in rotating storage secret information RLC, at the same time, we keep
the file size and embed data by rotating RLC. In the data extraction stage, by deter-
mining the mapping relationships between the states with secret information and the
original states, the original image is recovered completely after extracting the secret
information completely. Compared with [10], this method performs better in
rate-distortion to some extent.

2 Proposed Scheme

In this part, how to hide secret information in the carrier images, receive terminal
extract the secret information and recover the original image will be described in detail.
By choosing appropriate number of RLC pairs, we can determine the storing format of
secret information and the receiver use reverse process to extract information and
recover the image. The JPEG encoding [9] and RLC pairs rotation [10] will be
described in Sects. 2.1 and 2.2 firstly. Then the procedure of data embedding, data
extraction and image recovery are presented in Sects. 2.3 and 2.4.

2.1 The JPEG Encoding

In JPEG encoding, the key that data can be compressed is that DCT coefficients have
been quantized. After quantization, many high frequency AC coefficients will be
quantized to zero. For the DC coefficients, because there’s a great correlation between
the adjacent blocks of quantized DC coefficient, so we use the Differential Pulse Code
Modulation (DPCM) to the sequence of quantized DC coefficient first. For the AC
coefficients, each piece contains many zero-valued coefficients, and many of them are
continuous, so we use the Run Length Coding (RLC) to the AC coefficients: first,
convert the AC coefficients into one-dimension sequence in Zigzag order, then encode
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it into a RLC pairs sequence, as formula (1) shown. Finally, we obtain the final code
stream by using Huffman encoding.

Pk ¼ rk; vk
� �� �L

k¼1 ð1Þ

where L is the number of the nonzero AC coefficients in a block, which means the
number of RCLP. vk is the value of the kth nonzero AC coefficient and rk is the zero run
before vk .

The RLC pairs sequence of most image blocks will present an obvious law: with
the low-frequency RLC pairs, the zero range r is small and the amplitude v is large;
with the high-frequency RLC pairs, the zero range r is large and the amplitude v is
small.

2.2 RLC Pairs Rotation

The RLC Pairs Rotation mainly use the two characteristics of the RLC pairs sequence
mentioned in Sect. 2.1: with the low-frequency RLC pairs, the zero range r is small and
the amplitude v is large; with the high-frequency RLC pairs, the zero range r is large
and the amplitude v is small.

Specific operation is: suppose there is a RLC pairs sequence in certain length,
donate its last four pairs of continuous sequence p1p2p3p4 as the original sequence state
S0, which S0 is shown as Table 1. Then S0 is rotated right once by a pair, generating
other three sequence states S0 � S3. Next, S4, reversed from S0, is rotated in the same
way to generate the RLC sequence states S5 � S7. There will be 8 different sequence
states S0 � S7 including original sequence state.

For each sequence state si 0 � i � 7ð Þ, the value of r, v in the first two RLC pairs
r1; v1ð Þ, r2; v2ð Þ and last two RLC pairs r3; v3ð Þ, r4; v4ð Þ are put into Eq. (2) [8] to
calculate. Calculate ai and bi, then subtract ai from bi and we have Di. There will be 8
different Di 0 � i � 8ð Þ generate by 8 different rotating states. Because of the RLC pairs
features mentioned above: the value of v1j j; v2j j; r3 ; r4 will be relatively large, and the
value of v3j j; v4j j; r1; r2 will be relatively small. In every ai 0 � i � 7ð Þ and
bi 0 � i � 7ð Þ, the a in initial status will tend to the maximum, and the b in initial
status will tend to the minimum, then the D0 in initial status will be the largest among
all Di 0 � i � 7ð Þ. So, when extracting information, confirm the status of
Dmax ¼ max Dif g7i¼ 0, then we can extract the secret information and restore the
original image successfully.

Table 1. The 8 kinds of states of RLC pair

States Sequences Data States Sequences Data

S0 P1P2P3P4 000 S4 P4P3P2P1 100
S1 P4P1P2P3 001 S5 P1P4P3P2 101
S2 P3P4P1P2 010 S6 P2P1P4P3 110
S3 P2P3P4P1 011 S7 P3P2P1P4 111
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ai ¼ v1j j þ v2j jð Þ � r3 þ r4 þ 2ð Þ
bi ¼ v3j j þ v4j jð Þ � r1 þ r2 þ 2ð Þ

Di ¼ ai � bi

8
<
: ð2Þ

2.3 Data Embedding

First, we need to determine an appropriate value of nr, based on the length of the secret
information. Parameter nr represents the number of RLC pairs being used to hide in
each block, and parameter na represents the length of binary bits can be embedded in
each block. This method calculates the maximum storage capacity of the image in the
quaternary system, octal number system and hexadecimal system (which means
rotating 3, 4 and 8 pairs of RLC pairs), and then choose the most suitable system.

When calculating the maximum capacity, the first step in this phase is to pick out
the blocks with L � th. These blocks are defined as Bc blocks. (th is a parameter to
decide which block can be chose to be th blocks, and it must be larger than or equal to
nrþ 1 because the first RLC pair of every block will be used to embed mark infor-
mation and will not be rotating to store secret information. So we can’t hide 7 binary
number in one block which need 64 RLC pairs rotate) Then we can get the maximum
capacity in different na.

For selected na, choose the minimum nr in this na, and th ¼ nr þ 1. Generally
speaking, the current capacity value is the maximum value, but sometimes there will be
fluctuations, so after recording the current capacity, expanding nr to get maximum
capacity, and choose the maximum of nawith principle, this time the maximum capacity
will be longer than the length of the cipher text, change the value of nr again to make the
capacity slightly longer than the length of the cipher text, we choose to reduce nr.

After determining the nr, we improve the value of th constantly, and finally we get
the maximum capacity, which is most closed to the length of the cipher text. This is the
nr and th used in the data embedding. Then we confirm the Bc block we need by
L � th.

Second, the last nr RLC pairs on each Bc block are rotated. For instance, when
nr ¼ 4, whose rotation states are shown in Table 1.

There are eight sequence we got according to the method mentioned previously.
For each Di 0 � i � 2nr � 1ð Þ we can calculate an unique Dmax and then those blocks
with Dmax can be picked out as Bm blocks. Among these Bm blocks, we use flag-bit 1 to
mark the blocks whose Dmax is in the original states Dmax ¼ D0ð Þ, and these blocks can
be chose to embed secret information. Other blocks, meanwhile, are marked with 0
Dmax 6¼ D0ð Þ. FB is the array to store these flag-bits in order, and LF is the length of
FB. Obviously LF equals to the number of Bm blocks.

Third, a data hiding key K (which is the seed chosen manually to generate random
number) can be used to generate LF positions randomly to decide the Bc blocks to hide
information. The flag-bits in array FB are used to replace the LSBs of variable length
integer (VLI) on the first RLC pairs in these LF blocks. Then the needless data in LF
array are converted into sequence Ld . Ld is divided into many units with 4 bits in each
unit to embed information.
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Fourth, according to Table 1, the blocks we got in the second step are rotated
according to d. For example, if d ¼ 010; S0 is rotated to S2, and is rotated to S5 if
d ¼ 101.

2.4 Data Extraction and Image Recovery

In this part, we will elaborate on the specific data extraction and image restoration
steps.

First: Get the Bc blocks and Bm blocks in the same way described in Sect. 2.3.
Second: By the same data hiding key K, array FB0 can be taken from the Bc blocks,

then the embedding blocks containing embedded data can be picked out from the FB0

array.
Third, for these embedding blocks, each Di 0 � i � 2nr � 1ð Þ should be calcu-

lated and compared to find the position of Dmax, represented as M. Then M is exactly
the decimal form of secret information. For example, as shown in Table 1, if the SM of
a marked block is P1P4P3P2, and the Dmax is in the state of S2 : P1P2P3P4, then the
embedded data is 2 in decimal, and is 010 in binary. If the SM of a marked block is
P1P4P3P2, then the embedded data is 5 in decimal, and is 101 in binary. All the
extracted data units in binary are concatenated as L0d .

Finally, the original LSBs of VLI on the first RLC pairs are obtained from L0d , and
put back to the original position. Then the images are recovered perfectly.

It must be said that, the position change of the RLC pairs would not generate any
negative effects on encoding and decoding of JPEG image, for we only change the
order of RLC sequence, this will not affect the result of Hoffman coding.

3 Experiment Result

The test JPEG pictures are compressed from the standard 512 � 512-pixel gray picture
according to different QF (80). In this paper, we try to analysis the performance of this
method from the quality of the picture with secret information, the embedding capacity
and the change of the picture before and after the information embedding.

First is the quality of the picture with secret information. Figure 1 shows the
original pictures and the pictures with secret information of Lena, Barbara, Baboon and
Crowd with PSNR of each picture marked below the picture when QF ¼ 80 and the
length of secret information ls ¼ 800 bits. As is shown in the Fig. 1, the pictures with
secret information perform well in visually, and all the picture with secret information
can be recovered in this method. Figure 2 shows the comparison of the performance of
rate-distortion between the experimental result in the method this paper proposed and
the experimental result literature [10] obtained. Figure 3 shows change of file size in
different embedding capacity of four different pictures.

Finally, comparing the method in this paper with literature [10], shown in Fig. 2,
the method has obvious advantages with lower embedded capacity. Since the cipher
text is converted into high system to store information, the total amount of blocks has
more influence on picture. When embedded capacity is high, this method can get the
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Fig. 1. (a) Lena (original) (b) Baboon (original) (c) Bridge (original) (d) Crowd (original)
(e) Lena (with secret information) (f) Baboon (with secret information) (g) Bridge (with secret
information) (h) Crowd (with secret information)

Fig. 2. The comparison of the performance of rate-distortion
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same result as literature [10] does, while it can get larger capacity, for the method in
this paper can choose more RLC pairs to rotate.

The greatest advantage of this method is that it can keep the size gap between the
original picture and the picture with secret information. As is shown in Fig. 3, with
different secret information length of different picture, the size change of these pictures
is close to zero. It is because in the embedding stage, only the order of the RLC pair is
changed, there is no influence on the Huffman coding unit. With the change of flag-bit
in the recoding stage, the size change cannot be control to zero, but the change is so
small that can be ignored.

At the same time, the security of the picture can be ensured. In the recovery stage,
without the hiding key, we cannot got the position of the hiding blocks, even though
someone knew the way of extracting, he still cannot got the secret information in the
picture.

4 Conclusion

This paper gives a reversible data hiding method based on the adaptive algorithm
which can keep the size of the result file in an appropriate range. By converting the
binary information into the secret message in appropriate system and embedding it into
a series of blocks in the picture. The key point of this method is to find the maximum

Fig. 3. Change of file size in different embedding capacity of different pictures
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capacity of storage in different system first, then choose the best number of RLC pairs
used to embed information. When the system and the number of the pairs need to be
rotate is determined, raise the requirement of the RLC pairs in these blocks can used to
embed the secret information gradually to decrease the number of Bc blocks to decrease
the capacity of embedding and make it approach the final result. Finally, choose
appropriate parameters and finish the secret information hiding.

Acknowledgments. This research work is supported by National Science Fund for Distin-
guished Young Scholars under Grant No. 61525203, National Natural Science Foundation of
China (61502009, 61472235, 61572308).

References

1. Zhang, X., Wang, S.: Efficient steganographic embedding by exploiting modification
direction. IEEE Commun. Lett. 10(11), 781–783 (2006)

2. Filler, T., Judas, J., Fridrich, J.: Minimizing additive distortion in steganography using
syndrome-trellis codes. IEEE Trans. Inf. Forensics Secur. 6(3), 920–935 (2011)

3. Atawneh, S., Almomani, A., Sumari, P.: Steganography in digital images: common
approaches and tools. IETE Tech. Rev. 30(4), 344–358 (2013)

4. Wang, H., Laio, C.: JPEG images authentication with discrimination of tampers on the
image content or watermark. IETE Tech. Rev. 27(3), 244–251 (2010)

5. Wang, K., Lu, Z.-M., Hu, Y.-J.: A high capacity lossless data hiding scheme for JPEG
images. J. Syst. Softw. 86(7), 1965–1975 (2013)

6. Mobasseri, B.G., Berger, R.J., Marcinak, M.P., NaikRaikar, Y.J.: Data embedding in JPEG
bitstream by code mapping. IEEE Trans. Image Process. 19(4), 958–966 (2010)

7. Qian, Z., Zhang, X.: Lossless data hiding in JPEG bitstream. J. Syst. Softw. 85(2), 309–313
(2012)

8. Ong, S., Wong, K.: Rotational based rewritable data hiding in JPEG. In: Visual
Communications and Image Processing (VCIP), pp. 1–6. IEEE (2013)

9. Wallace, G.K.: The JPEG still picture compression standard. Commun. ACM 34(4), 30–44
(1991)

10. Long, J., Yin, Z., Lv, J., Zhang, X.: Rotation based reversible data hiding for JPEG images.
IETE Tech. Rev. 33(6), 607–614 (2016). https://doi.org/10.1080/02564602.2015.1132014

Adaptive Algorithm Based on Reversible Data Hiding Method for JPEG Images 203

https://doi.org/10.1080/02564602.2015.1132014


Efficient Authenticated Key Exchange
Protocols for Large-Scale Mobile

Communication Networks

Run-hua Shi(&) and Shun Zhang

School of Computer Science and Technology, Anhui University,
Hefei City 230601, China

shirh@ahu.edu.cn, shzhang27@163.com

Abstract. For secure communications in mobile communication networks,
various authenticated key exchange schemes are proposed to provide the remote
client authentication and the session key establishment. In these schemes, more
considerations are to reduce the costs of remote mobile clients, but not those of
the server. However, the server has become a bottleneck in large-scale mobile
communication networks. In this paper, in order to relieve the server’s load, we
presented an efficient authentication protocol with key exchange between the
remote client and the server, and then generalized it to a three-party case, in
which two remote clients can authenticate each other with the server’s help and
share a secure session key. Compared with the relevant protocols, the proposed
protocols require lower computation and communication costs, and above all,
dramatically reduce those of the server. Therefore, the proposed protocols are
more practical and suitable for large-scale mobile communication networks.

Keywords: Elliptic curve cryptography � Authentication � Key exchange �
Client-server network

1 Introduction

Secure remote client authentication with key exchange over insecure communication
channel is an important issue for many applications in client-server networks, espe-
cially electronic transactions (e.g., on-line shopping, Internet banking and pay-TV). On
the other hand, Mobile communication recently has become more pervasive with the
popularity of mobile devices, such as smart phones, handheld game consoles, personal
digital assistants, and mobile internet devices, etc. Therefore, client authentication with
key exchange for mobile communication environments is becoming the focus of
widely attentions.

For mobile devices, to reduce the computation loads, some authenticated key
exchange schemes based on elliptic curve cryptosystem (ECC) were proposed [1–3].
As we know, security of ECC is based upon the difficulty of elliptic curve discrete
logarithm problem (ECDLP) and elliptic curve Diffie-Hellman problem (ECDHP)
[4, 5]. Compared with traditional public key cryptosystems (e.g., RSA [6] and EIGamal
[7]), ECC offers a better performance because it achieves the same security with a
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smaller key size. For example, 160-bit ECC and 1024-bit RSA have the same security
level in practice [8].

However, early remote client authentication schemes on ECC are based on
public-key cryptosystem, in which the public key in the system requires the associated
certificate to prove its validity and thus clients need additional computations to verify
the other’s certificate. To avoid the weakness, in 2009, Yang and Chang [9] proposed
an identity-based remote user mutual authentication scheme for mobile users using
elliptic curve cryptography. However, Yoon and Yoo [10] demonstrated that Yang and
Chang’s protocol is vulnerable to the impersonation attack and does not provide perfect
forward secrecy, and then proposed an improved protocol. Later, He et al. [11] again
confirmed that Yoon and Yoo’s protocol does not provide perfect forward secrecy yet
and fails to achieve forward secrecy. In addition, they also pointed out that a special
hash function called MapToPoint function which is used to map an identity information
into a point on elliptic curve is required in the previous protocols. To improve the
efficiency, they presented a new remote user authentication protocol without the
MapToPoint function [11]. Subsequently, there appeared more improved protocols of
authenticated key establishment for client-server networks [12–16].

The above two-party authenticated key exchange (2PAKE for short) schemes can
achieve two secure goals of mutual authentication and key exchange between the
remote client and the server. However, these schemes are infeasible to establish a
secure session key between any two remote clients in client-server networks. For this,
there appeared some three-party authenticated key exchange (3PAKE for short)
schemes to provide mutual authentication and key establishment between two remote
clients with the help of the server. In 2009, Yang and Chang [17] proposed an efficient
identity-based 3PAKE scheme to improve the security of Chen et al.’s scheme [18]. In
2010, Tan [19] demonstrated that Yang and Chang’s 3PAKE protocol is vulnerable to
the impersonation and parallel attacks, and proposed an improved scheme. However,
Nose [20] pointed that Tan’s scheme suffers from the impersonation attack and the
man-in-the-middle attack. Later, He et al. [21] pointed out that Yang et al.’s scheme
and Tan’s scheme are also based on the public key infrastructure (PKI), and then the
users need additional computations to verify the other’s certificate. Therefore, He et al.
proposed an improved identity-based 3PAKE scheme to improve these drawbacks.
Furthermore, Chou et al. [22] again pointed out that a user cannot verify the correctness
for his/her private key in these schemes mentioned above, and then proposed two
authenticated key exchange schemes with private key confirmation. However, Farash
and Attari [23] showed that Chou et al.’s 2PAKE scheme is vulnerable to the
impersonation attack and the key-compromise impersonation attack, and their 3PAKE
scheme is also insecure against the impersonation attack. To overcome the weaknesses,
Farash and Attari presented an improved identity-based 2PAKE protocol using elliptic
curves [23]. However, we found that there is still a serious security flaw in the user
registration phase of the two schemes [24]: any authorized user can impersonate the
server to generate the effective private key of any other unauthorized user.

In existing 2PAKE and 3PAKE schemes for mobile communication environments,
the authors always find ways to reduce the computation and communication costs of
the remote client/user, such that their respective schemes are feasible to mobile users
with limited resources. However, when hundreds of thousands of remote users
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simultaneously request the server to authenticate their identities and establish the secure
session keys, the server’s load is very heavy. In fact, the server has becomes a bot-
tleneck in many practical applications for large-scale client-server networks. Therefore,
how to reduce the server’s load in authenticated key exchange schemes is a practical
and important issue.

Most current 2PAKE and 3PAKE schemes are various generalizations of Diffie-
Hellman Key Exchange [25], in which two parties fair complete the same computations
and communications. However, in the client-server networks, the remote client/user
and the server are not peer entities, where the server is trustable. Therefore, there are
redundant computations in these authentication schemes. In this paper, we exploited
new methods to construct an efficient identity-based 2PAKE protocol, which is espe-
cially suitable for large-scale client-server networks. In addition, we extended the
2PAKE protocol to develop a 3PAKE protocol, which allows two remote users to share
a secure session key with the server’s help. Compared with other relevant protocols,
our proposed protocols need lower computation and communication costs, and espe-
cially relieve the server’s load.

2 Proposed Protocols

2.1 The Proposed 2PAKE Protocol

The proposed 2PAKE protocol includes three phases: Initialization, User Registration,
and Mutual Authentication with Key Exchange.

Initialization
The server S generates system parameters as follows:

1. S chooses an elliptic curve equation Epða; bÞ [26] defined on finite field Fp, where p
be a large prime.

2. S selects a base point P with the order q over Ep a; bð Þ, where q is a large prime for
the security considerations.

3. S random generates its private key kS 2R Z
�
q and computes the corresponding public

key QS ¼ kSP.
4. In addition, the server chooses a secure hash function, H : f0; 1g� ! Z

�
q:

Then the server publishes these system parameters: {p;Ep a; bð Þ; q;P;QS;Hð�Þ}.

User Registration

1. The user U sends his identity, IDU , to the server S. Then S checks the authenticity
and legality of his identity.

2. After confirming the authenticity and legality of the user, S computes U’s private
key kU ¼ ðH IDUð Þ � kSÞþH IDUð Þ½kS þðH IDUð Þ � kSÞ�.

3. S computes QIDU ¼ ðH IDUð Þ � kSÞP and sends {kU ;QIDU} to U.
4. After receiving {kU ;QIDU}, U verifies if kUP ¼ QIDU þH IDUð ÞðQS þQIDU Þ. If the

equation holds, U keeps kU in secret as his private key.
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Mutual Authentication with Key Exchange
In this phase, a user U and the server S authenticate each other and establish a common
session key for the later communications. This phase is divided into two rounds which
are shown as follows.

Round 1

1. U randomly chooses rU 2 Z
�
q and SU 2 Z

�
p, and computes RU ¼ rUP, VU ¼

SU � fxðrUkUQSÞ and hU ¼ HðIDU j SUj jjtUÞ, where tU is a timestamp that denotes
the current time. Please note that fxðQÞ and fyðQÞ denote the x and y coordinates of
the point Q, respectively.

2. U sends {IDU , RU , VU , hU , tU} to the server S.

Round 2

1. After receiving {IDU , RU , VU , hU , tU}, S verifies if tU is valid. If tU is not fresh,
S aborts the process and sends the failed messages to U; otherwise, he continues to
execute the next step.

2. S computes kU ¼ ðH IDUð Þ � kSÞþH IDUð Þ½kS þðH IDUð Þ � kSÞ� and S
0
U ¼ VU �

fxðkUkSRUÞ, where kS is S’s private key.
3. S verifies if hU ¼ HðIDU jjS0

U jjtUÞ. If it is true, S confirms that U is an authorized
user; otherwise, he aborts the process.

4. S computes the session key kSU ¼ HðS0
U jjtUÞ.

5. S computes MACkSU ðtUÞ as the response and sends MACkSU ðtUÞ to U, where
MACkSU ðtUÞ denotes Message Authentication Code of the timestamp tU by the
session key kSU .

6. After receivingMACkSU ðtUÞ, U computes the session key kUS ¼ HðSU jjtUÞ, and then
checks the integrity of MACkSU ðtUÞ by the session key kUS. U will quit the current
session if the check produces a negative result; otherwise, U authenticates the server
S and uses kUS as the session key with S in future communications.

2.2 The Proposed 3PAKE Protocol

Similarly, the proposed protocol includes three phases: Initialization, User Registration,
and Mutual Authentication with Key Agreement. The first two phases are similar to
those of the proposed 2PAKE protocol, accordingly. Here, we mainly describe the last
phase as follows:

Mutual Authentication with Key Agreement
In this phase, two users A and B authenticate each other with the server S’s help and
negotiate a common session key for the later communications. Suppose that A and B have
obtained their respective private keys, kA ¼ H IDAð Þ � kSð ÞþH IDAð Þ ½kS þðHðIDAÞ �
kSÞ� and kB ¼ H IDBð Þ � kSð ÞþH IDBð Þ½kS þ H IDBð Þ � kSð Þ�. This phase is divided into
three rounds which are described in detail as follows.
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Round 1

1. A randomly chooses rA 2 Z
�
q, and computes RA ¼ rAP, VA ¼ fxðrAkAQSÞ and

hA ¼ HðIDAj VAj jjtAÞ, where tA is a timestamp that denotes the current time.
2. A sends {IDA, request} and {IDA, IDB, RA, hA, tA} to B and S, respectively. The

message request denotes a request that A asks B to agree on a session key.

Round 2

1. After receiving {IDA, request}, B randomly selects rB 2 Z
�
q, and computes

RB ¼ rBP, VB ¼ fxðrBkBQSÞ and hB ¼ HðIDBjjVBjjtBÞ, where tB is the current
timestamp.

2. B sends {IDB, response} and {IDB, IDA, RB, hB, tB} to A and S, respectively. The
message response denotes a response that B accepts A’s request.

Round 3

1. After receiving {IDA, IDB, RA, hA, tA} and {IDB, IDA, RB, hB, tB}, S verifies if both
tA and tB are valid. If tA or tB is not fresh, S aborts the process and sends the failed
messages to the users; otherwise, he continues to perform the next step.

2. S computes kA ¼ H IDAð Þ � kSð ÞþH IDAð Þ½kS þ H IDAð Þ � kSð Þ� and kB ¼ ðH IDBð Þ
� kSÞþH IDBð Þ½kS þðH IDBð Þ � kSÞ�. Furthermore, S computes V

0
A ¼ fxðkAkSRAÞ

and V
0
B ¼ fxðkBkSRBÞ.

3. S verifies if hA ¼ HðIDAjjV 0
AjjtAÞ and hB ¼ HðIDB V

0
B

�
�

�
�

�
�

�
�tBÞ. If both of them are

true, S confirms that A and B are all authorized users; otherwise, he/she aborts the
process.

4. S computes hSA ¼ HðIDAjjIDBjjfx RBð Þjjfy RBð ÞjjV 0
AjjtSÞ and hSB ¼ HðIDBj IDAj jj

fxðRAÞjjfy RAð ÞjjV 0
BjjtSÞ, where tS is the current timestamp. S sends {RB, hSA, tS} and

{RA, hSB, tS} to A and B, respectively.
5. After receiving {RB, hSA, tS}, A verifies if tS is valid. If tS is not fresh, A aborts the

processes; otherwise, A performs the next step.
6. A computes h

0
SA ¼ HðIDAjjIDBjjfx RBð Þjjfy RBð ÞjjVAjjtSÞ.

7. A verifies if the equation of h
0
SA ¼ hSA holds. If it holds, A believes that S is the

authentic server, and further confirms that B is authenticated by S. Then he/she
can obtain the session key shared between A and B by computing kAB ¼
HðfxðrARBÞjjfy rARBð ÞÞ; otherwise, A rejects the transaction.

8. Similarly, after receiving {RA, hSB, tS}, B verifies if tS is valid. If tS is not fresh,
B aborts the processes; otherwise, B continues to execute the next step.

9. B computes h
0
SB ¼ HðIDBjjIDAjjfx RAð Þjjfy RAð ÞjjVBjjtSÞ.

10. B verifies if the equation of h
0
SB ¼ hSB holds. If it holds, B believes that S is the

authentic server, and further confirms that A is authenticated by S. Then he/she can
obtain the session key shared between B and A by computing kBA ¼ HðfxðrBRAÞjj
fyðrBRAÞÞ; otherwise, B rejects the transaction.
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3 Analysis

We first analyze the security of the proposed protocols against various known cryp-
tographic attacks. The security of our protocols relies on the difficulties of solving
Elliptic Curve Discrete Logarithm (ECDL) problem (Given two points P and Q over an
elliptic curve Epða; bÞ, it is computationally infeasible to find an integer k such that
Q ¼ k � P) and Elliptic Curve Computational Diffie-Hellman (ECCDH) problem
(Given three points P, a � P and b � P over Epða; bÞ, it is computationally infeasible to
compute a point W such that W ¼ ab � P). Then, we give Performance comparisons of
some related protocols.

3.1 Security Analysis

In this section, we mainly analyze that the proposed protocols can withstand various
related security attacks. In our scheme, since the server is trusted and further all privates
are generated by the server’s private key, we assume that the server’s private key is
secure. Otherwise, the whole system will be controlled by the attacker and thus it will
not make any sense to again discuss the system security.

Theorem 1 (Replay Attack Resistance). The proposed 2PAKE and 3PAKE protocols
can resist the replay attack.

Proof. In the proposed protocols, the receiver can always verify the freshness of the
received messages by the freshness of the timestamp t. Furthermore, the timestamp t is
embedded in the hashed message (e.g., hU ¼ HðIDU j SUj jjtUÞ) by the sender, such that
it can guarantee the integrity of the timestamp. Therefore, the proposed scheme can
resist the replay attack.

Theorem 2 (Known-key security). The proposed 2PAKE and 3PAKE protocols sat-
isfy the known key security. That is, an outsider cannot compute the current session
key even he knows some previous session keys.

Proof. In our 2PAKE/3PAKE protocol, the session key kUS ¼ HðSU jjtUÞ/kAB ¼
HðfxðrArBPÞjjfyðrArBPÞÞ is obtained by computing a secure hash function. Obviously,
the session key depends on the short-term secret SU /(rA, rB), instead of the long-term
secret kU /(kA, kB). Furthermore, each session has different short-term secret SU /(rA, rB),
which is/are randomly generated. Thus the current session key is independent of the
previous session. That is, an outsider cannot compute the current session key even he
knows some previous session keys. Therefore, the known-key attack is infeasible for
the proposed protocols.

Theorem 3 (Perfect forward secrecy). The proposed 2PAKE and 3PAKE protocols
achieve perfect forward security. That is, the compromise of the long-term private keys
of both the participating users does not affect the security of the previous session keys.

Proof. In our 2PAKE protocol, in order to successfully compute the session key
kUS ¼ HðSU jjtUÞ, the most critical step is to obtain kUkSrUP and then compute SU ¼
VU � fxðkUkSrUPÞ rightly. If U’s private key kU is compromised to an attacker, it is still
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computationally hard for the attacker to compute kUkSrUP based on the difficulty of
solving ECCDH Problem since he does not know kS and rU . Similarly, in our 3PAKE
protocol, even if the private keys, kA and kB, of users A and B, are compromised to an
attacker, it is also computationally hard for the attacker to compute rArBP based on the
difficulty of solving ECCDH Problem since he does not know rA and rB. Therefore, the
proposed protocols can provide perfect forward secrecy.

Theorem 4 (Key-compromise impersonation resistance). The proposed 2PAKE and
3PAKE protocols provide resistance to key-compromise impersonation attack. That is,
even though the remote user’s long-term private key is compromised, an adversary,
who obtained the private key, cannot masquerade the other user or the server and
obtain the resulting session key.

Proof. In our proposed protocols, the participant authentication mainly depends on if
the sender/receiver can compute kUkSrUP rightly. Even if the remote user U’s private
key kU is compromised to an attacker, it is still computationally hard for the attacker to
compute kU0 kSrU0P or kUkSrUP without knowing {kS; kU0 } or {kS, rU}, where kU0 and
kS are the private keys of the other user U

0
and the server, respectively. That is, even

though the remote user U’s long-term private key is compromised, the attacker cannot
masquerade the other user U

0
or the server to obtain the resulting session key.

Therefore, the proposed protocols can resist key-compromise impersonation attack.

Theorem 5 (Unknown key-share resistance). The proposed 2PAKE and 3PAKE
protocols provide resistance to unknown-key share attack.

Proof. A party A believes the key is shared with another party B, and a party C be-
lieves the key is shared with A. The above condition is called unknown key share. Our
proposed 2PAKE/3PAKE schemes can obviously withstand the unknown-key share
attack because the user’s identity is authenticated by the server S.

Theorem 6 (Mutual authentication). The proposed 2PAKE and 3PAKE protocols
achieve the property of mutual authentication.

Proof. In our 2PAKE protocol, the server S authenticates the remote user U by
computing S

0
U ¼ VU � fxðkUkSRUÞ and verifying if hU ¼ HðIDU jjS0

U jjtUÞ holds, that is,
the server S authenticates the user U by checking if he/she knows the private
key,kU ¼ H IDUð Þ � kSð ÞþH IDUð Þ½kS þ H IDUð Þ � kSð Þ�. In turn, the user U authenti-
cates the server S by comparing the received MACkSU ðtUÞ to the result computed by
him/herself, because the server S is the only one who can recover SU from VU and then
computes the session key kSU and MACkSU ðtUÞ. Similarly, in our 3PAKE protocol, two
users A and B authenticate the server S by checking if he can rightly compute
fxðkAkSRAÞ and fxðkBkSRBÞ from their respective sent messages, and then authenticate
each other by the help of the trusted server S who authenticates A and B by verifying
their respective private keys.

In addition, our proposed protocols can provide the confirmation of the user’s
private key, which doesn’t rely on the digital signature technology. Though the authors
in References [22, 23] claimed that their protocols could provide the confirmation of
the user’s private key, there is a serious security flaw in their respective protocols [24]:
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any authorized user can impersonate the server to generate the effective private key of
any other unauthorized user, because it can’t guarantee the integrity of the public
information, QIDU . In our protocol, we do not embed QIDU into a hash function to
ensure its integrity. Otherwise, it will increase the costs of the server, because he has to
again compute QIDU (QIDU ¼ ðH IDUð Þ � kSÞP) to obtain the user’s private key in the
mutual authentication phase. Here, we introduce two items of H IDUð Þ � kS in the
equation of generating the user’s private key, and ensure the equation has obvious
architectural features, such that it is infeasible to modify QIDU and successfully pass the
user’s check. To sum up, the good features in these two schemes are still hold in our
scheme, and further we can cover the shortage of the impersonation attack.

3.2 Performance Comparisons

We have analyzed the security of the proposed protocols in the above section. Fur-
thermore, we give security comparisons of our protocols and other related works, as
shown in Tables 1 and 2.

In addition, we evaluate the performance of our proposed protocols in terms of the
computation and communication costs, and list performance comparisons for 2PAKE
protocols and 3PAKE protocols in Tables 3 and 4, respectively. Same as References
[22, 23] we assume the timestamp length is 16-bit, the size of p used in the ECC is
160-bit, the digest message size of hash function (e.g., SHA-1) or message authentication

Table 1. Security comparisons for 2PAKE protocols

He et al.’s
protocol
[11]

Islam and
Biswas’s
protocol
[15]

Yoon
et al.’s
protocol
[12]

Chou
et al.’s
protocol
[22]

Farash and
Attari’s
protocol
[23]

Our
2PAKE
protocol

Mutual
authentication

Provided Provided Provided Provided Provided Provided

Known-key
security

Provided Provided Provided Provided Provided Provided

Forward secrecy Provided Provided Not
provided

Provided Provided Provided

Private key
confirmation

Not
provided

Not
provided

Not
provided

Insecure Insecure Secure

Impersonation
attack

Insecure Secure Secure Insecure Secure Secure

Key-compromise
impersonation
attack

Secure Secure Secure Insecure Secure Secure

Unknown-key
share attack

Secure Secure Secure Secure Secure Secure

User registration Secure Secure Secure Insecure Insecure Secure
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code is 160-bit, and the identity size is 80-bit. Please note that there are some wrong
evaluations in References [22, 23]: the size of a point on the ECC is 320-bit, not 160-bit,
since the size of p used in the ECC is 160-bit; the size of the cipher text of the symmetric
encryption/decryption is the same size of the plain text, not 128-bit. To estimate and
compare the computation costs, we define the following notations: PM, PA,H,MAC,Hp,
I, E(n) and D(n) are the time complexity of elliptic curve scalar point multiplication,
elliptic curve point addition, one-way hash function, message authentication code,
map-to-point hash function, modular inversion, symmetric encryption for n-bit plain text
and symmetric decryption for n-bit cipher text, respectively.

According to Tables 1, 2, 3 and 4, the proposed protocols have some good
advantages as follows:

(1) The proposed protocols can withstand all related security attacks.
(2) The proposed protocols are identity-based authentication protocols with key

exchange using ECC.
(3) The proposed protocols can provide the confirmation of the user’s private key,

where the cost of the private-key confirmation is lower than that of general digital
signature.

(4) The proposed protocols require lower costs in both communication and compu-
tation complexity. Especially, the costs of the server in proposed protocols are
lowest in all relevant protocols.

Therefore, the proposed protocols are more practical and suitable for large-scale
mobile communication networks.

Table 2. Security comparisons for 3PAKE protocols

He et al.’s
protocol
[21]

Tan’s
protocol
[19]

Yang and
Chang’s
protocol [17]

Chou
et al.’s
protocol
[22]

Our
3PAKE
protocol

Known-key
security

Provided Provided Provided Provided Provided

Forward secrecy Provided Provided Provided Provided Provided
Private key
confirmation

Not
provided

Not
provided

Not provided Insecure Secure

Impersonation
attack

Secure Insecure Insecure Insecure Secure

Key-compromise
impersonation
attack

Secure Secure Secure Insecure Secure

Unknown-key
share attack

Secure Secure Secure Secure Secure

Parallel attack Secure Secure Insecure Secure Secure
User registration Secure Secure Secure Insecure Secure
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4 Conclusion

In this paper, we presented two efficient authentication protocols in client-server net-
works, where one provides mutual authentication and key exchange between the
remote user and the server, and the other achieves mutual authentication and key
exchange between any two remote users with the help of the server. Compared with the
relevant protocols, the proposed protocols obtain higher efficiencies, and especially
relieve the burden of the server. Therefore, the proposed protocols are more practical
and more suitable for large-scale mobile communication networks.

Acknowledgement. This work was supported in part by the National Natural Science Foun-
dation of China (61173187, 11301002), Natural Science Foundation of Anhui Province
(1408085QF107), Talents Youth Fund of Anhui Province Universities (2013SQRL006ZD), 211
Project of Anhui University (17110099).

Table 3. Performance comparison for 2PAKE protocols

Communication
costs

Computation costs
User Server

He et al.’s
protocol [11]

1152 bits 3PM + 2H + 2MAC 3PM + 3H + 2MAC + 1I

Islam and
Biswas’s protocol
[15]

1440 bits 3PM + 2PA + 4H 4PM + 2PA + 1Hp + 4H

Yoon et al.’s
protocol [12]

1072 bits 3PM + 2PA + 5H 4PM + 2PA + 1HP + 5H

Chou et al.’s
protocol [22]

1232 bits 3PM + 3H 3PM + 5H

Farash and
Attari’s protocol
[23]

1232 bits 3PM + 4H 3PM + 6H

Our 2PAKE
protocol

896 bits 2PM + 2H + 1MAC 1PM + 3H + 1MAC

Table 4. Performance comparison for 3PAKE protocols

Communication
costs

Computation costs
User Server

He et al.’s protocol [21] 2464 bits 3PM + 3H 2PM + 6H + 2I
Tan’s protocol [19] 4224 bits 4PM + 1E

(816) + 1D(816)
2PM + 2E
(816) + 2D(816)

Yang and Chang’s protocol
[17]

3680 bits 5PM + 1E
(640) + 1D(640)

2PM + 2E
(640) + 2D(640)

Chou et al.’s protocol [22] 2464 bits 3PM + 2H 2PM + 8H
Our 3PAKE protocol 2464 bits 3PM + 3H 2PM + 6H
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Abstract. The traditional data masking systems cannot provide reversible
operations for database, and they will destroy the referential integrity of data-
base. To solve the problems above, we provide a new data masking system
based on format-preserving encryption (DMSD-FPE). This paper presents the
model of it and highlights the appropriate masking algorithms for different
databases. DMSD-FPE could guarantee that the format of cipher text is the same
as plain text, and provides reversible operations for databases. Besides, the
referential integrity is also kept. Furthermore, the experiments demonstrates that
the system is efficient enough to adapt to practical uses.

Keywords: Data masking � Data privacy � Format-preserving encryption

1 Introduction

Nowadays, we all expect the precise mining result from the massive data accumulated
in the database. But how to protect the privacy of data becomes a new challenge. As we
know, data masking is one of the solutions to this problem, which is a method to
protect the privacy of desensitized data for the producing and testing environment.
Currently, the public pay more attention on data masking and the application area
becomes more than ever before, including the data mining based on privacy- protection
in different test environments. For example, the hospital wants to dig out the depen-
dencies between medicines and symptoms from the patient information database for a
better treatment. In case of data loss or data leaks when the data is sent to a mining
institution, the effective data mining method is needed.

With the increasing demand, requirements for data masking are becoming stricter
and stricter. Databases contain much more sensitive information, such as ID number
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and address. Thus if the data was not masked in time, serious consequences like data
leaks would be caused. Therefore, we must not only protect the sensitive information,
ensuring the security of private data, but also meet the test environment and data
availability requirements (data mining, statistical analysis, etc.). Meanwhile, for the
particularity of data from database, the masking process should also guarantee the
referential integrity.

As we know, the method of data masking is similar to that of data publishing, but
there are some defects for traditional methods [9, 10]. One method requires to remove
the sensitive attributes beforehand, which is unable to fully hold the original infor-
mation. Another method needs to add redundant data to make it chaos, but the
information could never be used as before. These methods are mostly one-way and
irreversible masking strategy, which will break the referential integrity of database and
can’t meet the need for data privacy protection.

In addition to the foregoing methods, encryption is the most effective strategy for
the protection of privacy. But encryption usually extends the data, such as AES and
3DES, which will output the ciphertext with the length of specified block size and
make the ciphertext not to be stored in the original database anymore. Besides, the
readability and usability of data become worse, which means, the data mining algo-
rithms based on these data couldn’t be used. Meanwhile, encryption will bring chal-
lenges to the database operation for ciphertext. It will destroy some of the operating
characteristics of the plaintext, so that common queries and gathering operation are not
allowed.

However, the format-preserving encryption (FPE [1–4, 11]) brings a new life to
data masking for databases. It is necessary to encrypt the sensitive information of them,
without breaking the referential integrity. The ideal way is to ensure that the ciphertext
and plaintext have the same format (in the same domain), which is the method of FPE.
Our data masking system based on FPE could easily protect data in case of data leaks,
and it retains the available characteristic of data. Besides, the masking progress of the
system is reversible.

1.1 Contribution

In this paper, we present a data masking system named “DMSD-FPE”, which is based
on format-preserving encryption (FPE). It adopts some data masking algorithms
according to the needs of users. Compared with the traditional data masking methods,
our system could keep the formation for different types of data and the referential
integrity among data tables in the given database.

2 Our Proposed System

In this section, we will introduce where our system is applied to and how it works.
Besides, in the second part, we will detail the system modules and explain the work
principle of each module.
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2.1 Application Scenarios

In practice, the data masking system is mainly applied in two areas, database backups
and data mining.

Database backups: With the development of informatization in productive compa-
nies, the formal management of database is needed, such as database backups. If the
backup database was stored in the form of plaintext, it would cause the information
disclosure, so that data needs to be pre-masked before backing up. However, the data of
the Shadow Database (the masked database) need to be decrypted sometimes. Then it
requires the data masking process be reversible. Our DMSD-FPE system will be able to
meet these needs.

Data mining: When the database holders want to send it to the public for data mining
analysis, the important private information may be gotten by the third-party. In case of
it, the holders could use DMSD-FPE system to mask the key attributes in advance.

2.2 System Model

The model of DMSD-FPE is shown in Fig. 1. It mainly works between the original
database and the shadow one. This system could mask all information in the data tables
of original database according to the users’ decision, and insert the masked information
to both new databases (Shadow Database) and new text files (Shadow Text). The
information of shadow database is also available for analyzing and adopting in some
types of data mining algorithms. We can get effective mining results both from the
original database to the shadow one.

As shown in Fig. 2, DMSD-FPE includes three modules. Because there are three
phases in the data masking system. We describe them with three modules in details as
follows:

Setup Module: This module includes Source Database, Target Database and Infor-
mation of Connection. We can choose the type of database, create target database,
select the storage path of target database, and so on.

Rules Module: This module is the core operation part of the system, which sets all the
rules for the data masking process. We could set key and algorithm for each data type
in it, according to the table name and the attribute name. It mainly includes two
components as follows:

Fig. 1. System model
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(1) Key dispersion: The DBMS-FPE only assigns one master key, and the encryption
key for each column is dispersed via the key dispersal algorithm. This algorithm
takes the table name and column name as input, with the dispersal one as output.
In order to keep the referential integrity, we need to ensure that the key used for
the primary key column and the foreign one is the same. So we must judge the
relationship of all the tables first and generate the same key for them if necessary.

(2) Masking algorithms: DBMS-FPE will provide the corresponding masking algo-
rithm according to the default data type or the user-chosen one. We will introduce
each kind of algorithm in detail in Sect. 3.

Transform Module: In this module, we can start up the data masking process. And
the system works in another thread with the masking algorithms chosen by us. After all
work is done, the derived data will be imported into the target database via this module.

2.3 Work Flow

Overview. Data masking can be described as applying various basic methods and
mixed ones to generate the similar data in the premise of satisfying the data constraints,
through analyzing the raw data. Our system implements this process. To further
describe this system, we introduce its work flows here:

Database Connecting: According to the type of databases provided by the provider,
DMSD-FPE could connect to several common databases, such as SQL Server, Oracle,
etc.

Data Analysis and Pre-processing: In order to obtain the structural information and
constraints of databases, we should analyze the databases and find out the irrespective
disturb. Then we can remove it via data pre-processing, as is called “Denoising”. And
during the pre-processing, the system could generate the dictionary for the special data
masking method (mentioned in Sect. 3.2).

Rules Specifying: This module is to set default masking rules for each column,
according to original data types in the database. And also, the users could select the

Fig. 2. Module structure of DMSD-FPE.
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rules (ID_ENC, FFX_INT_ENC, DATE_ENC, etc.) by their own. Finally, DMSD-
FPE determines the corresponding data masking algorithms by the decided rules. It
requires that the input data be read one tuple to another, so as the output.

Keys Selecting: During the key dispersing process, we’ll get various keys for different
columns. Therefore, the users may select different keys to mask the columns in one
table. Each column to be masked could obtain one unique key. After that, the users
need to save those keys in a file, so we could use the same keys to decrypt the data of
the masking database directly.

Data Generating: The sub-procedure is to start masking the designated sensitive
information tuple by tuple and generate the ciphertext. Then DMSD-FPE will import
each ciphertext to a newly-build database (Shadow Database) and a text file (Shadow
Text). It’s much more convenient to publish or minethe Shadow Database and Shadow
Text for effective results.

3 Data Masking Algorithms

In a DMSD-FPE, the core algorithm type is FPE. It mainly includes six kinds of
algorithm. In this section, we will focus on the existing data masking algorithms, and
introduce some new algorithms for special requirements.

3.1 Data Types and Corresponding Algorithms

In Table 1, there are some common data types and the masking algorithms adopted.
We will introduce them in detail as follows.

Traditional Data Type: For example, the integer [5] adopts FFX_INT_ENC to
guarantee that the ciphertext value is within the specified range. The character string [3]
stored in the database adopts FFX_CHAR_ENC, and the format of it is the length and
storage size.

Expansion Data Type: Some data types, such as ID number, E-mail, Datetime [6] and
so on, need to preserve the segment characteristic. So the masking process should base
on corresponding algorithm for each of the segments. For instance, an e-mail number

Table 1. FPE for data types in database.

Data type FPE schema

Integer FFX_INT_ENC
Character FFX_CHAR_ENC
ID number ID_ENC
E-mail EMAIL_ENC
Date DATE_ENC
Items Mixed schema
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consists of a customized string, a symbol “@”, a domain name and the suffix. In order
to preserve the formation of e-mail number, we could only operate the customized
string. Based on the above, we adopt the ID_ENC, EMAIL_ENC and DATE_ENC
severally for them.

As for the other special data types of the masking dataset, we call them items,
which adopts ITEM_ENC algorithm to do the masking job. This algorithm takes the
mixed masking mode, including FFX_INT_ENC and other method for the traditional
data type. Let’s take the medical data as an example, the ITEM_ENC for it is just an
inner substitution method. To preserve the item’s format, we should only ensure that
the ciphertext belongs to the same dataset as cleartext.

3.2 Implementation Details

To preserve the association rules of the original database and to meet the need of
masking sensitive properties, DMSD-FPE mainly adopts six masking methods intro-
duced in 3.1. Here we will introduce the pseudo-code of the main masking algorithms:

(1) Algorithm for Integer
The pseudocode of this algorithm is shown in Table 2. Before masking the integer data,
we need to preprocess it. Firstly, we’ve to check the ASCII table to find out the value of
each integer character, and transform the input string into a decimal integer. Secondly,
the integer should be divided into two. The right part(R) is transferred to the left. Then
we should deal with R through AES algorithm and XOR the result with the left one
(L) as the new R’.

The process above is based on cycle-walking [8], which will be executed for six
times all in all. And if the result larger than the maximum value, the transformation will
be repeated until it is less than the maximum value.

Table 2. Pseudocode of FFX_INT_ENC

Input:OriginalData, Maxvalue 
1: For  i=1 to 6 do 
2:OriginalData left || right 
3:right Dest_left
4: AES_KEY (right) left Dest_right
5: Dest_left   || Dest_right OriginalData
6: End for
7: OriginalData EncryptData
8: If  EncryptData<Maxvalue 
9:    FFX_INT_ENC(EncryptData , Maxvalue) 
10: End If
Output:  EncryptData 
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(2) Algorithm for Character String
The pseudocode of this algorithm is shown in Table 3. In the process of masking the
character data, we need to set up a character type dictionary (covering all possible
characters). When inputting a string, the program would check up the dictionary to find
out the index of each letter and transform the input string into a decimal integer. The
rest of the process is similar to FFX_INT_ENC, but the difference is that there is no
need to do the cycle-walking.

(3) Special methods
The pseudocode of this algorithm is shown in Table 4. Usually, some special data set
has a fixed property, and the masking process can’t change the characteristic to the
original dataset. It is only the substitution of the existing dataset elements. For example,
one product’s name should be masked to another product’s name.

Flow: In the process of implementing this algorithm, we need to get all the ele-
ments of an attribute A and generate a dictionary (Dictionary) of attributes to be
queried. Check up the index of element E in the dictionary, and then mask the index to
get an index’ in a specified range via FFX_INT_ENC. The element in Dictionary
whose subscript is index’ is the ciphertext A’.

(4) Summary
All of the data masking algorithms mentioned above can preserve the formation of
data, and won’t influence the availability of data. When we implement different
algorithms, we can get different keys through dispersing MK, so that the results are
decentralized and the difficulty of cracking is also increased. When returning the
mining results, we can also decrypt the data via MK or the key dispersion algorithm.

Table 3. Pseudocode of FFX_CHAR_ENC

Input: OriginalData 
1 CharToNumber(OriginalData) original
2: For i=1 to 6 do 
3:    original left || right 
4:    right Dest_left
5:    AES_KEY (right) left Dest_right 
6:   Dest_left || Dest_right original
7: End For
8:  NumberToChar(original) EncryptData
Output: EncryptData 
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4 Experiment

In this section, we will focus on some details of implementing our data masking
system. And also, we’ll consider the data analysis, such that evaluate the efficiency of
the data masking algorithms.

4.1 Implementation Details

We implement our DMSD-FPE system by Windows C#, an object-oriented pro-
gramming language. And we implement all of the algorithms through an open kernel
API of C++ DLL, called “FPEDLL”. As a shared DLL file, it can be invoked by the
system program to mask the data. Developers could build other data masking systems
based on this DLL with the public interface.

In our Windows Forms application (FPE), we encapsulate five classes totally,
including DBFactory, DBOperation, EncryptSelect, DecSelect, ThreadMethod and so
on. The functions are as follows:

• DBFactory class: it is used to select the type of database, such as SQL
Server, MySql, etc.

• DBOperation class: it contains the operation code of various types of
database, including Create, Read, Update and Delete (CRUD).

• EncryptSelect class: it is used to select the encryption method, which calls
the encryption algorithms in FPEDLL.

• DecSelectSelect class: it is used to select the decrypting method, which calls
the encryption algorithms in FPEDLL.

• ThreadMethod class: it is a class of thread, used to display the progress of
encryption and decryption. It contains some data masking process and
database operation.

Table 4. Pseudocode of ITEM_ENC

Input: Atrribute A, Originallist 
1: Foreach (Table in DataBase)
2:   GetDictionary(Table, A) Dictionary
3: End foreach
4: For i=1 to Originallist.count do 
5: If Originallist[i]==Dictionary[j] then 
6:     k=FFX_INT_ENC(j,length, 

encryptone,maxIndex);
7:     EncryptList.Add(Dictionary[k]); 
8: Else
9:     EncryptList.Add(Dictionary[j]); 
10: End if
11:End for
Output: EncryptList 
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4.1.1 User Interface
The following pictures are the main interfaces of our data masking system, DMSD-
FPE, which are shown in Fig. 3.

The function of the modules in the interface were introduced in detail in Sect. 2.2,
and at the bottom of each interface there are some notes to explain the usage of them.

When the users click the Next-Step Button, they should choose whether or not to
save the alteration of the current page, which ensures that each action is always right.

What’s more, when clicking on the Start Button, the progress bar will show the
current processes.

4.2 Efficiency

We performed all of the experiments on Computer of Inter(R) Core(TM) i7-4510U
CPU @ 2.00 GHz with Windows10 OS. The efficiency of general data masking
algorithms mentioned in Sect. 3 is shown as the follow one (Table 5).

As shown in Table 5, for the first two encryption algorithm, the execute time has
linear relationship with the number of records, which increases exponentially with the
number.

However, there is not distinct regularity of execute time for ITEM_ENC algorithm.
Because in the process of masking with this algorithm, we need to traverse the items
dictionary to find out the index of each item, and the time for each one is actually
different according to different location.

Fig. 3. Interface of DMSD-FPE

Table 5. Execute time of algorithms

Records number 10 100 500 1000 5000 10000

FFX_INT_ENC 0.0426 ms 0.39420 ms 1.6679 ms 3.3731 ms 17.2152 ms 35.2001 ms
FFX_CHAR_ENC 0.1580 ms 1.4971 ms 6.3412 ms 14.1846 ms 74.9092 ms 137.5970 ms

ITEM_ENC 0.0031 ms 0.1445 ms 3.1749 ms 9.4949 ms 11.7808 ms 13.0087 ms
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As shown in Table 6, the time of data masking is almost not affected by the number
of the tables. It only depends on the number of records in the source database, which
shows a linear relationship. In addition, the time to create different databases is basi-
cally equal, and only becomes more when the number of tables increases.

5 Conclusion

In this article, we put forward data masking system for database based on FPE. For
different types of database we provide suitable masking algorithm according to their
shelter needs. We can keep data formats and referential integrity of the database
without removing sensitive information at the same time. We implemented this system
through experiments. Experiments show that efficiency can meet the needs of practical
applications and encryption, moreover, decryption process is reversible.

In order to verify the correctness of this masking system, we still need to use the
existing association rule mining and other data mining algorithms to do mining analysis
of information for masking database. We look forward to coming to a conclusion,
which is the same as the mining result from the original database, to guarantee the
correctness of this system.
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Abstract. The Internet has been a great success but its architecture
need relatively complete infrastructure construction to implement and
operate. Especially, the situation worsens on resource-limited devices, so
delay-tolerant network was proposed to overcome these disadvantages.
The development of delay-tolerant network provides a new approach to
transmit data but its confidentiality and integrity cannot be guaran-
teed well. The public-key cryptography provides a feasible mechanism to
protect data. However, the maintenance cost of certificate authorities is
large. Identity-based cryptography allows users to encrypt message with
their identity information. Based on the above-mentioned technologies,
we proposed a secure transmission system based on delay-tolerant net-
work and identity-based cryptography, which does not rely on traditional
key distribution mechanism and simplifies identity verification.

Keywords: Delay-tolerant network · Identity-based cryptography ·
Identity-based encryption · Secure transmission system

1 Introduction

The Internet has been a highly successful architecture and protocol at inter-
connecting communication while operating poorly environments characterized
by long delay path and distributed network location. In addition, the resource
usage for end nodes is unfriendly. Delay-tolerant network (DTN) is an overlay on
top of special-purpose networks including the Internet which can accommodate
long distributions and delays among those networks so that it is fit for embedded
devices communication. Since communications are supposed to store and trans-
mit data among lots of nodes, malicious nodes constructed intentionally may
catch and modify data packets that are not belong to them.

Public-key cryptography (PKC) is a cryptographic system using pairs of keys
which public key may be disseminated widely and private key is only known to
the owner. Certification authority (CA) is introduced for issuing public and
private keys. However, it is almost infeasible to establish such CAs at DTN
due to frequent network partitions and high latency so that the confidentiality
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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and integrity of data cannot be guaranteed. To handle this problem, we choose
identity-based cryptography (IBC) which allows a sender to encrypt a message
to an identity without access to a public key certificate.

We designed a secure transmission system by applying DTN and IBC which
can deploy on embedded devices to communicate in Internet of Things, Internet
of Cars, etc.

2 Related Work

DTN was proposed by Fall [1]. Internet Research Task Force (IRTF) founded
Delay Tolerant Networking Research Group (DTNRG)[2] that formulated DTN
architecture [3] and bundle protocol specification [4].

In 1984, Shamir proposed a concept of identity-based cryptography [5]. In
this theory, users’ email or IP address can be used as public key for encryption
and signature scheme without managing public key infrastructure. Certificateless
public key cryptography (CL-PKC) was proposed by Al-Riyami and Paterson [6]
to overcome the disadvantages associated with public key infrastructure (PKI)
and identity-based public key cryptography (ID-PKC) which does not require
the use of certificates and built-in key escrow of ID-PKC.

Current identity-based encryption schemes are based on bilinear group, but
its computational efficiency limits real-world applications. Guo and others [7]
proposed Online/Offline IBE (OO-IBE) to reduce encryption time. The applica-
tion of identity-based cryptography in wireless networks is comprehensive. Shim
et al. [8] proposed EIBAS: An efficient identity-based broadcast authentication
scheme. A fuzzy identity-based encryption (FIBE) scheme [9] is used for resolv-
ing data transmission security problem in Internet of Things (IoT).

3 System Architecture

Our work is based on DTN and IBC. Due to the latency and unstable connection
status of point-to-point communication in delay-tolerant network, public key
infrastructure is almost unavailable so that we use identity-based cryptography
to implement identification of endpoints.

3.1 The Implementation of Delay-Tolerant Network

We implement a simple delay-tolerant network model with libevent, a library
that provides asynchronous communication. How to figure the path from source
node to destination node aka routing in delay-tolerant network is a critical prob-
lem. Traditional routing algorithms cannot accommodate, so modified Dijkstra
algorithm using time-varying edge costs [10] is recommended.

Algorithm 1 shows the logic. s is the source node. T is the start time. L is
the array returning the cost of the shortest path for all nodes. G(V,E) is the
map of DTN. w(e, t) is the cost function. e is an edge from node u to node v.



Delay-Tolerant Network Based Secure Transmission System Design 229

Algorithm 1. Dijkstra’s Algorithm modified to use time-varying edge costs.
Require: G=(V, E), s: source node; t : start time; W(e, t)
Ensure: L;
1: Q ← {V }
2: L[s] ← 0, L[v] ← ∞ ∀ v ∈ V s.t v �= s
3: while Q �= {} do
4: Let u ∈ Q be the node s.t L[u] = minx∈Q L[x ]
5: Q = Q ← {u}
6: for each edge e ∈ E, s.t. e = (u, v) do
7: if L[v ] > (L[u] + w(e, L[u] + T )) then
8: L[v ] ∈ L[u] + w(e,L[u] + T )
9: end if

10: end for
11: end while

The DTN architecture implements store-and-forward message by overlaying
a new transmission protocol called the bundle protocol. When a node receive
information, it should judge whether it is receiver or it shall transmit it.

3.2 Key Distribution

We deploy key generation center (KGC) and key privacy authority (KPA) to
maintain user register information and issue key (Fig. 1 shows the system). KGC
records secret parameter B. KPA provides key distribution and query user infor-
mation form KGC according to user requests. Calculate key encrypted with
secret parameter s and public parameter P, Ppub,H1,H2,H3 to send to users if
identity confirmed as following. The encryption of key and signature is based on
type A of pair of curves from PBC library.

K = H3(A · B · P ) (1)

DID = s · H1(ID) (2)

D = DESk(DID) (3)

Users can get private key DID as following after receiving encrypted key from
KPA.

K = H3(B · A · P ) (4)

DID = DESk(D) (5)

3.3 Signature Scheme

User generates a random number K ∈ Zq and calculates signature R of mes-
sage M.

R = K−1(H2(M) · P + H3 · (R) · DID) (6)

Receiver should calculate ê(U, V) and compare with to verify signature. If (R,S)
is a available signature on message M , we will get

ê(R,S) = ê(P, P )H2(M) · ê(Ppub, QID)H3(R) (7)
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Fig. 1. Key distribution system

3.4 Identity-Based Encryption

An Identity-Based Encryption system (IBE) consists of four algorithms: Setup,
Extract, Encrypt and Decrypt. The Setup algorithm generates system para-
meters and a master key by PKG one time for initializing IBE environment.
The Extract algorithm uses the master key to extract a private key when PKG
respond a request form users. The encryption algorithm encrypts messages with
given identity and system parameters outputting cipher texts. In the end, the
decryption algorithm decrypts encoded data using the private key.

4 Evaluation

With the development of IoT, there need a new and secure approach to transmit
data. TCP/IP protocol suite, ZigBee and Bluetooth are alternative but their dis-
advantages are also obvious. ZigBee and Bluetooth are used for short-distance
wireless data exchange while TCP/IP performs well at traditional scenes. Our
work accommodate distance-varying and frequent network partitions without
additional channel resource requirement. We use IBC to ensure the security of
data and identities of nodes without construction of PKI reducing the require-
ment of networks and devices, which keeps DTN light and effective. Therefore,
the security of data is also guaranteed.

The system can be applied to anonymity networks like Tor and temporary
communication at disaster-affected area. Our system allows users to improve
privacy and security with a new architecture avoiding existing monitoring mea-
sures. The communication at earthquake zone will break off and the top priority
is to recover communication to coordinate rescue efforts. Rescuers can use mobile
devices like cellphone to set up simple and secure communication network with
our system.
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5 Conclusion

DTN is a new type wireless network accommodating asynchronous network to
provide interoperable communications between a wide range of networks which
may have exceptionally poor and disparate performance characteristics. Our
work provides an effective and secure approach to transmit information. How-
ever, DTN cannot afford large traffic transmission so it can be only used at
discrete and small data exchange. Due to the unstable connection path and
status, data delivery speed may be low.
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Abstract. As internal wave is a universal geophysical phenomenon in stratified
fluids, study of internal wave features in the coastal ocean is one of the most
important tasks in physical oceanography. Traditionally, various internal wave
detection methods, such as acoustic, optical, electrical based techniques and
SAR based technique have been proposed. However, those methods need
expensive measuring devices and often face the difficulties of the installation
when deployed in the ocean. With the development of machine learning
recently, internal wave detection based on computer vision and machine
learning becomes a hot topic. In this paper, a framework for internal waves
detection based on PCANet which is a feature learning deep network is pro-
posed. First, we collect simulated internal wave images and non-internal wave
images, then we give a label to each image to indicate whether it includes
internal waves or not. Finally, we train a discrimination model with PCANet and
predict new images at the test stage. Experiment results demonstrated the fea-
sibility of the technique for internal wave detection.

1 Introduction

As a significant ocean interior wave phenomenon, internal wave is widespread in the
ocean [1]. Internal wave and its side effects have been studied in various aspects since it
can significantly affect oceanic current measurements, undersea navigation and
antisubmarine warfare operation [2]. It could also affect offshore oil exploration and
development. Internal wave is a tough research field in marine areas due to the com-
plexity of its generation mechanisms and the randomness of its space-time character-
istic [3].

Traditional internal wave detection methods usually obtain data from the synthetic
aperture radar. Internal wave can be mapped on the SAR image due to the sensitivity of
SAR data that changes with the small-scale surface roughness [4–6]. It provides users
data over a wide range of area. However, practically it is impossible to repeatedly
observe the same wave packet over a short period of time.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In this paper, we introduce a new method based on machine learning for internal
wave detection. A simple and effective deep learning network PCANet is conducted to
train a single frame internal wave detection model. There are five sections in this paper.
After the introduction section, the near surface internal waves was introduced in
Sect. 2. In Sect. 3, features of learning algorithm with PCANet. In Sect. 4, perfor-
mance of the model was evaluated by an original dataset collected in the lab. Final
conclusions were addressed in Sect. 5.

2 Near-Surface Internal Waves

Internal wave is widely observed in the ocean, particularly in the relatively shallow
waters such as Yellow Sea [7]. Internal wave occurs within subsurface layers of marine
waters that are stratified due to temperature and salinity variations. Disturbance created
within the ocean give rise to these waves, which represent a significant mechanism for
transport of momentum and energy within the ocean [8].

Internal wave plays a significant role in maintaining the ocean circulation and
global climate. Moreover, internal wave has certain impacts on human activities, such
as platform drillings in industry and submarine voyages in military field [9]. Sea water
would have strong inertia wave and stress force induced by the massive energy of
internal wave, thus could influence human being activities significantly.

3 Internal Wave Features Extraction with PCANet

PCANet is a relatively simple deep learning network, which is easy to train and can be
applied in different tasks in computer vision such as face classification and optical
character recognition. The basic architecture of PCANet shown in Fig. 1. The training
of PCANet has three stages: the first two stages based on PCA and in the last stage,
hashing (in order to produce nonlinear output) and histogram used to demonstrate the
results [10].

Fig. 1. The structure of the two-stage PCANet
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Consider an image with m� n pixels in size – there are N images in the training set.
In each image, a patch of size k1 � k2 around each pixel was taken. All the patches
were collected, vectored and combined into a matrix of k1 � k2 rows and
m� k1 þ 1ð Þ � n� k2 þ 1ð Þ columns.

For example, the i th image Ii, a matrix Xi was obtained, thus the patch mean from
each patch was subtracted and get:

X ¼ X1;X2; . . .;½ � 2 Rk1k2�Nc ð1Þ

where c indicates the number of rows of Xi. Then, the eigenvectors of XXT was
obtained, and the ones corresponding to the L1 maximum eigenvalues as the PCA
filters was saved, which can be expressed as:

W1
l ¼ q1 XXT

� � 2 RK1K2 ; l ¼ 1; 2; . . .; L1 ð2Þ

The leading principal eigenvectors capture the main variation of all the
men-removed training patches. The first stage was finished at this stage.

At the second stage, a similar process with stage 1 was applied. The input images Ili
of stage 2 should be:

Ili ¼ Ii �W1
l ; i ¼ 1; 2; . . .;N ð3Þ

the boundary of Ii is zero-padded so that Ili have the same size of Ii, all the patches of Ili
was collected, and patch mean from each patch was subtracted thus get:

Yl ¼ Yl
1; Y

l
2; . . .; Y

l
N

� � 2 Rk1k2�Nc ; l ¼ 1; 2; . . .; L1 ð4Þ

in which, the Yl was combined together as a matrix:

Y ¼ Y1; Y2; . . .; YL1
� � 2 Rk1k2�L1Nc ð5Þ

After that, the eigenvectors of YYT , was obtained and the ones corresponding to the
L2 largest eigenvalues as the PCA filters of the second stage was saved.

W2
‘ ¼ q‘ YYT

� � 2 Rk1k2 ; ‘ ¼ 1; 2; . . .; L2 ð6Þ

At the final stage, for each input image of stage2, the following expression was
obtained:

Tl
i ¼

XL2

‘¼1

2‘�1H Ili �W2
‘

� �
; l ¼ 1; 2; . . .L1 ð7Þ

The function H �ð Þ binaries output results, i.e. the value of the function is 1 for
positive inputs and 0 otherwise. For each of the L1 images Tl

i , l ¼ 1; 2; . . .; L1 were
partitioned it into B blocks, with size of k1k2 � B, and the 2L2 � B histogram matrix in
each block ranging from 0; 2L2 � 1½ � was computed, followed by vectorizing the matrix
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into a row vector Bhist Tl
i

� �
. Finally, the BhistðTl

i Þ of Tl
i , l ¼ 1; 2; 3. . .; L1 was con-

catenate as the feature

fi ¼ Bhist Tl
i

� �
; . . .;Bhist TL1

i

� �� �T2 R 2L2ð ÞL1B ð8Þ

As we use the PCANet was used to extract the features of the images of internal
waves, and label the normal water surface pictures with 0 and waves pictures with 1.
The model parameters of PCANet include the patch size k1; k2, the filters number L1;L2,
the number of stages and the block size for histograms. In the experiments, we resize
image into 60� 60, patch size 7� 7, stage number 2, L1 ¼ L2 ¼ 8, and the block size
7� 7 was set. We extract features from PCANet, and then put it into a linear SVM for
classification with the attached labels.

4 Experiments

To verify the feasibility of the technique for internal waves detection, the model was
applied on an original dataset collected in the lab. The dataset includes 214 images
which are taken by the DJI Drone. During the shooting process, the camera took photos
by looking straight down from the belly of the drone over the water surface. First, the
drone was hovering over the water surface and photos of clam water surface were taken
based on regular intervals. Then the production of waves was simulated and pictures
were taken to track the waves. Table 1 shows the sample images of two kinds of sates
in different conditions in our dataset. The two states are “Clam water surface” and
“simulating the production of waves” with corresponding labels of 0 and 1.

Table 1. Image samples of two kinds of states in different conditions in our dataset

State
Label

Condition 1 Condition 2

Clam 
water 

surface
0

Simulating
the 

production
of waves

1
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Then the images were normalized to a resolution of 60*60 pixels to extract features
with PCANet model, and training linear SVM classifier to detect the waves. Experi-
ment results indicates that the proposed method has achieved reliable results to detect
internal wave. Table 2 shows the accuracy rate of the proposed approach based on the
dataset collected by the DJI Drone. Result in the dataset achieves 89% accuracy of
detection in gray image on average, and 86.645% accuracy of detection in color image
on average.

5 Conclusions

In this paper, a framework for internal waves detection based on feature learning
methods was proposed. The internal wave can be detected successfully by using the
PCANet. The experiments demonstrated the feasibility of the technique for internal
waves feature detection. Additionally, the result shows that accuracy rate improves
with the sample size increasing. It was believed that the experiment can be further
improved when larger scale dataset is used.
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