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Chapter 1

NOMA schemes for 5G green mobile networks

S.M. Riazul Islam, Anish P. Shrestha, Farman Ali
and K.S. Kwak

The nonorthogonal multiple access (NOMA) is one of the fledging paradigms that
the next generation radio access technologies sprouting toward. The NOMA with
superposition coding (SC) in the transmitter and successive interference cancelation
(SIC) at the receiver comes with many desirable features and benefits over ortho-
gonal multiple access such as orthogonal frequency division multiple access adopted
by long-term evolution. Various studies reveal that the NOMA is a noble spectrum-
efficient technique, which can also be designed in the light of energy efficiency.
In this chapter, we study the recent progresses of NOMA in fifth-generation (5G)
systems. We discuss the basic concepts of NOMA and explain its aspects of
importance for future radio access. Then, we provide a survey of the state of the art
in NOMA solutions for 5G systems with numerical performances and provide some
avenues for future research on NOMA on a set of open issues and challenges.

1.1 Introduction

In order to continue to ensure the sustainability of mobile communication services
over the next decade and to meet the business and consumer demands, fifth genera-
tion (5G) mobile communication services is expected to be rolled out by 2020. One of
the major requirements for 5G networks is the significant spectral efficiency (SE)
enhancement compared to fourth generation (4G) as the anticipated exponential
increase in the volume of mobile data traffic is huge, for example, at least 1,000-fold
in the 2020s compared to 2010. In particular, the peak data rate in 5G should be 10–20
Gbps that is 10–20 times the peak data rate in 4G, and the user experienced data rate
should be 1 Gbps (100 times the user experienced data rate in 4G). In addition, the
rapid development of Mobile Internet and the Internet of Things (IoT) exponentially
accelerates the demands for high data rate applications, including high-quality video
streaming, social networking, and machine-to-machine communications.

In cellular network, the design of radio access technology, in general, and
multiple access technique, in particular, are one of the most important aspects in
improving the system capacity. Multiple access techniques are usually categorized
into two orthogonal and nonorthogonal approaches [1]. In orthogonal approaches,



signals from different users are orthogonal to each other, that is, their cross
correlation is zero (the available resources such as the system bandwidth (BW), and
time is divided among users). Nonorthogonal schemes such as code division multiple
access (CDMA) allow nonzero cross correlation among the signals from different
users. Second and third generation cellular systems such as IS-95, CDMA2000,
and wideband-CDMA (WCDMA) have adopted nonorthogonal multiple access
(NOMA) techniques. CDMA is usually more robust against fading and cross-cell
interference, but is susceptible to intracell interference. With careful cell planning,
orthogonal multiple access (OMA) can avoid intracell interference. On that, most of
the first and second generation cellular systems adopted orthogonal MA approaches.
Even, orthogonal frequency division multiple access–based OMA has been adopted
in 4G systems such as long-term evolution (LTE) and LTE-advanced.

Despite a practical advantage of intracell interference avoidance capability,
CDMA has limited data rate due to its spread-spectrum nature. OMA is a realistic
choice for achieving good performance in terms of system-level throughput.
However, due to the aforementioned upcoming wave, 5G networks require further
enhancement in the system efficacy. Then again, to get the facilities of on-demand
resource processing, delay-aware storage, and high network capacity, the cloud
computing–based radio access infrastructure is a possible solution. And, advanced
baseband computation and radio frequency communication are required to enable
large-scale cooperative signal processing in the physical layer and adapted to new
air interfaces in 5G systems. In this regard, researchers over the globe have started
investigating NOMA as a promising multiple access scheme for future radio access.
NOMA achieves superior spectral efficiencies by combining superposition coding
(SC) at the transmitter with successive interference cancelation (SIC) at the recei-
vers [2,3]. On the top of that, the evolution of wireless networks into 5G poses new
challenges on energy efficiency (EE), as the entire network will be ultradense. With
an extreme increase in number of infrastructure nodes, the total energy consump-
tion may simply surpass an acceptable level. Although the substantial energy is
basically consumed by the hardware, the NOMA has an inherent ability to adapt the
transmission strategy according to the traffic and users channel state information
(CSI). Thus, it can achieve a good operating point where both the spectrum
efficiency and EE become optimum. In view of the fact that the IoT is expected to be
widely used in our everyday life, the fog computing is growing in popularity. One of
the primary objectives of fog networking is minimizing the use of BW. Although fog
computing is implemented by handing some application services at edge devices and
in a remote data center, some physical and medium access control layer issues can
help to achieve its efficient spectrum utilization intention. In this regard, NOMA is
important, as its target is also the efficient utilization of available spectrum.

Over the past few years, NOMA has attracted huge attention of researchers to
meet the 5G requirements. As a consequence, many research efforts on this field
already exist. Research trends in NOMA include diverse topics, for example,
performance analysis, cooperative communications, and fairness analysis. However,
NOMA in 5G is still in its infancy. At this stage, a comprehensive knowledge on the
up-to-date research status of NOMA in 5G systems is extremely useful to researchers
to do more research in this area. In this chapter, we appraise the state of the art of
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NOMA research trends and disclose various issues that need to be addressed to
transform radio access techniques through NOMA innovation.

1.2 Basic concepts of NOMA

First, we present a brief note about SC and SIC as these two techniques play
important roles in NOMA and will then describe a typical NOMA scheme.

1.2.1 Superposition coding
The SC which was first proposed by Cover [4] is a technique of communicating
information to several receivers by a single source simultaneously. In other words, it
allows the transmitter to transmit multiple users’ information at the same time.
Examples of communications in a superposition fashion include broadcasting TV
information to multiple receivers, giving a lecture to a group of different back-
grounds, and aptitudes such as a lecture in a class room. To delineate the thought of
superposition, we will present a simple example [3] of a speaker who can speak both
English and Korean. There are two audience members: one understands only English
and the other only Korean. Assume the speaker can transmit R1 ¼ 20 bits of infor-
mation per second to listener 1 by speaking to her continually; in this case, he sends
no information to listener 2. Likewise, he can send R2 ¼ 20 bits per second (bps) to
listener 2 without sending any information to listener 1. Thus, he can accomplish any
rate pair with R1 þ R2 ¼ 20 by simple time-sharing. But, is it possible to send more
information? Recall that the English listener, even though he does not understand
Korean, can distinguish when the word is Korean. Moreover, the Korean listener can
identify when English occurs. The speaker can exploit this to convey information.
For example, if the speaker delivers a sequence of 100 words with 50% time-sharing
to each listener, there are about 100C50 ways to order the English and Korean words.
Information to both listeners can be sent through one of these orderings. This tech-
nique enables the speaker to convey information at a rate of 10 bps to the English
listener, 10 bps to the Korean listener, and 1 bps of common information to both of
them. Thus, a total rate of 21 bps (more than that achievable by simple time-sharing)
is achieved, which is more than that achievable by simple time-sharing. This can be
thought as an example of superposition of information. To make SC practical, the
transmitter must encode information relevant to each user. For example, for two-user
case, the transmitter will have to contain two point-to-point encoders that map their
respective inputs to complex-valued sequences of two users’ signal. It can be men-
tioned that the SC is a recognized nonorthogonal scheme that attains the capacity on
a scalar Gaussian broadcast channel. Some good strategies for SC and proposes a
design technique for SC by using off-the-shelf single-user coding and decoding
blocks are available in [5].

1.2.2 Successive interference cancelation
To decode the superposition coded information at each receiver, Cover [4] first
proposed the SIC technique. The SIC is conceivable by exploiting the knowledge of
the differences in signal strength among the signals of interest. The basic idea of

NOMA schemes for 5G green mobile networks 3



SIC is that users are successively decoded. After one user is decoded, its signal is
subtracted from the combined signal before the next user is decoded. When SIC is
applied, one of the users is decoded treating the other user as interferer, but the latter
is decoded with the benefit of the signal of the former already removed. However,
prior to SIC, users are ordered according to their signal strengths so that the receiver
may be able to decode the stronger signal first, subtract it from the combined signal
and remove the weaker one from the residue. Note that, each user is decoded treating
the other interfering users as noise in using signal reception. To gain a deeper
understanding of how SIC performs in wireless communications, in general, and in
orthogonal frequency division multiple access (OFDM), and multiple input multiple
output (MIMO) systems, in particular, interested readers are referred to [6].

1.2.3 A typical NOMA scheme
Let us consider a single-cell downlink scenario where there is single base station
(BS), B, and N users Ui, with i 2 N ¼ 1; 2; . . . ;Nf g, and all terminals are equipped
with single antenna. It can be noted that a similar uplink scenario can also be
described and NOMA scheme can equally be utilized there. The BS always sends
data to all users simultaneously with the constraint of total power P. We assume the
wireless links experience independent and identically distributed (i.i.d.) block
Rayleigh fading and additive white Gaussian noise (AWGN). The channels are
sorted as 0 < h1j j2 � h2j j2 � � � � � hij j2 � � � � hNj j2 which indicates that the user Ui

always holds the ith weakest instantaneous channel. The NOMA scheme allows
simultaneous serving all users by using the entire system BW to transmit data by
with the help of a SC at the BS and SIC techniques at the users. Here, user multi-
plexing is performed in the power domain. The BS transmits a linear superposition
of N users’ data by allocating a fraction bi of the total power to each Ui that is, the
power allocated for ith user is Pi ¼ biP. In the receiving side, each user decodes the
signals of the weaker users that is, the Ui can decode the signals for each Um with
m < i. The signals for weaker users are then subtracted from the received signal to
decode the signal of the user Ui itself treating the signals for the stronger users Um

with m > i as interferences. The received signal at the user Ui can be represented as

yi ¼ hix þ wi (1.1)

here x ¼PN
i¼1

ffiffiffiffiffiffiffi
Pbi

p
Si is the superposition coded signal transmitted by B with Si be

the signal for the user Ui. Also, wi is the AWGN at the user Ui with zero mean and
variance s2

n. If signal superposition at B and SIC at Ui are carried out perfectly, the
data rate achievable to user Ui for 1 Hz system BW is given by

Ri ¼ log 1 þ biP hij j2

P hij j2
XN

k¼iþ1

bk þ s2
n

0
BBBB@

1
CCCCA (1.2)

Note that, the data rate of user UN is RN ¼ log 1 þ biP hij j2=s2
n

� �
.
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Note that, a strong user means it experiences a better channel condition but
does not mean that its signal strength is stronger. In fact, the less transmit power is
assigned with a strong user, and the weak user is assigned with more power. Thus,
the weak user’s signal is the strongest one. Therefore, the NOMA does not con-
tradict with the basic concept of SIC that decoding of the strongest signal should be
performed first.

Figure 1.1 represents the aforementioned NOMA scheme with two users.
This figure also represents the OMA scheme to disclose the particular advantage
of NOMA scheme over OMA one. In case of NOMA, the entire 1 Hz BW is
simultaneously used by two users. However, in case of OMA, user 1 uses a Hz
and the remaining 1 � a Hz is assigned to user 2. In NOMA, the user 1 first
performs SIC to decode the signal for user 2 as the channel gain of user 1 is higher
than that of user 2. The decoded signal is then subtracted from the received signal
of user 1. This resultant signal is eventually used for decoding the signal for the
user 1 herself. At user 2, no SIC is performed and its signal is directly decoded.
Thus, the achievable data rate to users 1 and 2 are given by (1.3) and (1.4),
respectively.

R1 ¼ log 1 þ P1 h1j j2
s2

n

 !
(1.3)

R2 ¼ log 1 þ P2 h2j j2
P1 h2j j2 þ s2

n

 !
(1.4)
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Figure 1.1 NOMA and OMA schemes with spectrum usage comparison for
two users’ case
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In case of OMA, the achievable data rate to users 1 and 2 are given by (1.5) and
(1.6), respectively.

R1 ¼ a log 1 þ P1 h1j j2
s2

n

 !
(1.5)

R2 ¼ 1 � að Þlog 1 þ P2 h2j j2
s2

n

 !
(1.6)

It is clear from (1.3) and (1.4) that the NOMA scheme controls the throughput of
each user by adjusting the power allocation ratio P1=P2. Thus, the overall through-
put, and user fairness are closely related to the power allocation scheme. If we
consider an asymmetric channel (signal-to-noise ratios (SNRs) of the two users are
different), we can numerically show that the values of R1 and R2 calculated from
(1.3) and (1.4), respectively, are considerably much higher than those of R1 and R2

calculated from (1.5) and (1.6), respectively. This numerical comparison is basically
a special case of the multi-user channel capacity analysis in [3]. Figure 1.2 gives us
the idea of a generalized capacity comparison of NOMA and OMA for two users. It
shows that the boundary of achievable rate pairs of NOMA is outside of the OMA
capacity region in general. Therefore, NOMA is highly effective in terms of system-
level throughput when the channels are different for two users. On that, NOMA is
being considered as a promising multiple access technique for future radio access.

1.3 Potential NOMA solutions

In this section, we will present some concurrent works on NOMA which can be
considered as potential solutions to problems or issues associated with the inte-
gration of NOMA in 5G. We will avoid the detail explanations and mathematical
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Figure 1.2 Capacity comparison of NOMA and OMA with two users
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derivations of the techniques, since our major focus is to get some primary ideas of
the state of art of NOMA research in 5G systems. Interested readers are referred to
original articles for this purpose.

1.3.1 NOMA performances in 5G
A substantial number of researches have investigated the performances of NOMA
schemes to study the feasibility of adopting this technique as a multiple access
scheme for 5G systems. The survey [7] and references therein demonstrate that
NOMA can be a promising power domain user multiplexing scheme for future radio
access. In a cellular network with randomly deployed users, the performance of
NOMA can be evaluated under two situations. In first case, each user has a targeted
data rate determined by its assigned quality of service (QoS). Here, the outage
probability is an ideal performance metric as it measures the capability of NOMA to
supply the users’ QoS requirements. In the other case, users’ rates are opportunisti-
cally allocated according to their channel conditions. In this situation, the achievable
ergodic sum rate can be investigated to evaluate the NOMA performances. According
to Ding et al. [8], if users’ data rate and assigned power are chosen properly, NOMA
can offer better outage performance than the OMA techniques. This study also shows
that NOMA can achieve a superior ergodic sum rate. If the SNR is high, the outage
probability of ith user in a typical disk-shaped cell with radius RD can be given by:

Pout
i ¼ ti

i
hi y�

i

� �i
(1.7)

where ti ¼ N != i � 1ð Þ! N � ið Þ!ð Þ and h ¼ 1=RD
PL

l¼1 bl with bl ¼ p=l
ffiffiffiffiffiffiffiffiffiffiffiffi
1� q2

l

q
RD=2ð Þql þ RD=2ð Þð Þ 1 þ RD=2ð Þql þ RD=2ð Þð Það Þ and ql ¼ cos 2n � 1=2Lð Þpð Þ. In

addition, L, a, and y�
i represent complexity trade-off parameter, path-loss factor,

and maximum SNR corresponding to data rate of ith user, respectively. Also, with
sufficient number of users, N , and adequate transmit SNR, r, the NOMA can
achieve the following ergodic sum rate:

Rerg ¼ log r log log Nð Þ (1.8)

In [9], Xiaohang et al. focus on the impact of rank optimization on the performance
of NOMA with single user (SU)-MIMO. They show the way of how NOMA
combined with SU-MIMO techniques can achieve further system performance
improvement by adjusting rank of channel matrix.

Based on (1.7), Figure 1.3 compares the outage performances of NOMA schemes
with that of OMA scheme for a cellular network with randomly deployed users with
N ¼ 2; L ¼ 10;a ¼ 2; and RD ¼ 3m. The users are uniformly located. We use the
target data rates of 0.1 bit per channel use (BPCU) and 0.5 BPCU for weak user and
strong user (user 2 here) respectively. As the conventional orthogonal scheme has
been considered for benchmarking, its target rate is 0.6 BPCU (the addition of two
users’ data rate). Also, it is to be noted that the numerical results are based on the
normalized SNR model. As can be observed from this figure, the NOMA outperforms
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the comparable scheme, and the diversity order of the users is a function of their
channel conditions. Note that, in this case, the ratio of the power assigned to strong
user to the power assigned to weak user is 1:4. The outage probability given by (1.7) is
basically valid at high SNR condition. On that, in order to recognize the comparative
outage performance, we need to focus on high SNR regions where both users out-
perform the OMA scheme. As the assigned power to the strong user is proportionally
lower, the outage performance at low SNR region is poor. However, as the SNR
becomes high enough, the power-domain multiplexing becomes dominant and
thereby shows the best performance with superior diversity order.

1.3.2 Cooperative NOMA
In wireless networks, cooperative communications have gained huge attention due
to its ability to offer spatial diversity for mitigating fading, while resolving the
difficulties of mounting multiple antennas on small communication terminals [10].
In cooperative communication, several relay nodes are assigned to assist a source in
forwarding its information to the respective destination. Therefore, the integration
of cooperative communication with NOMA can further improve the system effi-
ciency in terms of capacity and reliability. The cooperative NOMA (C-NOMA)
scheme proposed in [11] exploits prior information available in NOMA systems. In
this scheme, users with better channel conditions decode the messages for the
others, and therefore, these users act as relays to improve the reception reliability
for the users with poor connections to the B. The cooperative communication from
the users with better channel conditions to the ones with poor channel conditions
can be done by using short range communication techniques, such as ultra-wide-
band and BT. It is demonstrated that C-NOMA can achieve the maximum diversity
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Figure 1.3 Outage performance of NOMA in 5G systems with random users
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gain for all the users. The overall outage probability of cooperative is defined in the
following equation [11]:

Pout ¼D 1 �
YN
i¼1

1 � Pout
i

� �
(1.9)

The cooperative NOMA scheme ensures that the ith best user experiences a
diversity of order of N conditioned on a specific power allocation ratio. However,
C-NOMA is expensive in terms of additional time-slots, as its cooperative phase
requires messages retransmission from each user acting as relay in a serial manner.
To reduce system complexity, C-NOMA performs user pairing based on distinctive
channel gains. The performance of C-NOMA can be further enhanced by adopting
optimal power allocation schemes [12,13]. The direct derivation of theoretical
achievable rate in NOMA is quite difficult. However, if we compare the rates of
conventional time division multiple access (TDMA) with that of noncooperative
NOMA, we can observe that the performance difference is not a function of power
allocation coefficients but rather depends on how disparate two users’ channels are.
And the similar observation can also be noted to C-NOMA.

With the same number of users and power allocation ratio as we used in case of
Figure 1.3, Figure 1.4 presents the outage probability, based on (1.9), achieved by
the noncooperative NOMA, and cooperative NOMA as a function of SNR. It shows
that cooperative NOMA transcends the comparable scheme as it ensures that the
maximum diversity gain is achievable to all the users. This high diversity gain can
be explained as below. Under C-NOMA, a user with the worst channel condition
gets assistance from the other N � 1 users along with its own direct link to the
source, whereas noncooperative NOMA can attain only a diversity order of i for the
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Figure 1.4 Outage performance of cooperative NOMA
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ith ordered user, C-NOMA ensures that a diversity order of N is achievable by all
users by exploiting user cooperation.

1.3.3 Fairness in NOMA
The investigation of the impact of power allocation on the fairness performance of
the NOMA scheme has been studied in [14]. Therein, authors study the power
allocation problem from a fairness viewpoint under two assumptions: (i) BS has
perfect CSI, and hence, users’ data rates are adopted to the channel conditions and
(ii) when users have fixed targeted data rates under an average CSI. They provide
low-complexity algorithms that yield globally optimal solutions. This study con-
firms that the NOMA scheme outperforms conventional MA approaches by sig-
nificantly improving the performances of the users with worst channel conditions.
If instantaneous CSIs are available at BS, fairness among users can be ensured by
maximizing the minimum achievable user rate, that is,

max
b

min
i�N

Ri bð Þ (1.10a)

s:t:
XN

j¼1

bj ¼ 1 (1.10b)

0 � bj; for j � N (1.10c)

As the problem (1.10a)–(1.10c) is not convex, it needs to be converted into a
sequence of linear programming first. Eventually, the optimal solution to (1.10a)–
(1.10c) can be given by the following equation:

bi ¼
2t � 1

P hij j2 P hij j2
XN

k¼iþ1

bk þ s2
n

 !
i ¼ N ;N � 1; . . . ; 1: (1.11)

where t represents the minimum data rate. If instantaneous CSIs are not available,
we should optimize the outage probability with the knowledge of average CSI. In
this case, the fairness among users can be ensured by minimizing the maximum
outage probability as minb maxi�N Pout

i bð Þ conditioned on (1.10b) and (1.10c).
Unfortunately, this fairness study suffers from the inadequate performance com-
parison. It does not graphically demonstrate the achievable maximum fairness rate
and does not provide a visual comparison between NOMA and TDMA. Also, this
chapter does not explicitly explain what it means by fixed NOMA.

1.3.4 NOMA with beamforming
As a representative chapter for NOMA with multiuser beamforming (NOMA-BF),
we focus on the research work reported in [13]. The proposed NOMA-BF technique
allows two users to share a single beamforming vector. To reduce the interbeam
interferences (from users of other beams) and intrabeam interferences (from users
sharing the same beamforming vector), the NOMA-BF comes with a clustering and
power allocation algorithm based on correlation among users and channel gain
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difference, respectively. The NOMA-BF system improves the sum capacity, com-
pared to the conventional multiuser beamforming system. The NOMA-BF also
guarantees the weak users’ capacity to ensure user fairness. A power allocation
scheme for nth cluster of two-users NOMA-BF consisting of N clusters with 2 users
in each cluster that maximizes the sum capacity while keeping the weak user’s
capacity at least equal to that of the conventional multiuser beamforming system can
be formulated as below conditioned on (1.10b) and (1.10c):

bn
1 ¼ arg max

bn
1

R1 þ R2ð Þ (1.12a)

s:t: R2 � 1
2

R2;conv�BF (1.12b)

where R1 and R2 are the capacities of the strong and the weak users, respectively.
R2;conv�BF is the capacity of the weak user if the weak user would be supported by
conventional beamforming. bn

1 and 1 – bn
1 ¼ bn

2 are the power fractions of strong,
and weak user, respectably in the nth cluster. The optimal solution to (1.12a) and
(1.12b) can be obtained by using the Karush–Kuhn–Tucker condition as below:

bn
1 ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h2;n

�� ��2r� �r �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ h2;n

�� ��2r� �r
� 1

� 	 XN

i¼1;i 6¼n

h2;iwi

�� ��2rþ 1

( )

r h2;iwi

�� ��2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h2;n

�� ��2r� �r (1.13)

Figure 1.5 shows the sum capacities of the NOMA-BF and the conventional mul-
tiuser beamforming with correlation threshold r ¼ 0:75, system BW 4.32 MHz,
maximum transmission power per cluster 43 dBm, and noise density –169 dBm/Hz.
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Figure 1.5 Sum capacity performance of NOMA beamforming
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As can be observed, the NOMA-BF improves the sum capacity. Here, the users are
randomly located with uniform distribution in a cell of radius 500 m. The NOMA-
BF is better in terms of sum capacity compare to conventional multiuser beam-
forming as correlation-based clustering with effective power allocation reduces the
interbeam and intrabeam interferences. As two users share a single beamforming
vector, the number of supportable users can easily be increased by utilizing the
NOMA-BF.

1.3.5 NOMA in coordinated system
In cellular systems, a cell-edge user usually experiences lower data rate compare to
that experienced by a user near to a BS. The coordinated multipoint (CoMP)
transmission (and reception) techniques, where multiple BSs support cell-edge
users together are usually employed to increase transmission rates to cell-edge
users. And the associated BSs for CoMP need to allocate the same channel to a cell-
edge user. As a result, the SE of the system becomes worse as the number of cell-
edge users increases. To avoid this problem, Choi [15] employs NOMA and thus
proposes coordinated SC (CSC)-based NOMA scheme by considering SC for
downlink transmissions to a group of cell-edge user and user near to a BS simul-
taneously with a common access channel [16]. In other words, BSs transmit Ala-
mouti (space-time) [17] coded signals to user c (a cell-edge user), while each BS
also transmits signals to a user near to the BS. The CSC-NOMA scheme with the
Alamouti code provides a cell-edge user with reasonable transmission rate without
demeaning the rates to near users and increases the SE. If Rc1, Rc2, and Rc are the
rates to user (U1) near to BS 1, user (U2) near to BS 2, and coordinated user (Uc),
the sum rate becomes Rc1 þ Rc2 þ Rc with

Rc1 ¼ E log2 1 þ h1;1

�� ��2P1

E h1;2

�� ��2h i
P2 þ s2

n

0
@

1
A

2
4

3
5 (1.14)

Rc2 ¼ E log2 1 þ h2;2

�� ��2P2

E h2;1

�� ��2h i
P1 þ s2

n

0
@

1
A

2
4

3
5 (1.15)

Rc ¼ min Z1; Z2; Zcf g (1.16)

where Z1 ¼ E log2 1 þ SINR1ð Þ½ �, Z2 ¼ E log2 1 þ SINR2ð Þ½ �, and Zc ¼ E log2 1þð½
SINRcÞ�. And SINRi be the signal-to-interference-plus-noise ratio at user Ui in
decoding the signal of Uc. Note that, hi;j denotes the channel coefficient from BS j
to user i. Because of the use of Alamouti code for CoMP communications, it does
not require the exchanges of instantaneous CSI. This is a significant advantage over
coherent transmission schemes that require instantaneous CSI exchange, which
results in an excessive backhaul overhead for high mobility cell-edge users.

Figure 1.6 compares the sum rate performances of CSC-based NOMA with
that of non-CSC-based NOMA under symmetric channel conditions with the path
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loss exponent of 3. Note that a non-CSC-based NOMA considers only one BS,
either one, to employ SC to serve a pair of cell-edge and near users simultaneously.
We observe that the sum rate of CSC-based system exponentially increases with
SNR and is higher than that of non-CSC-based system.

1.3.6 Network NOMA
Let us consider a simple two-cell scenario of a cellular system (Figure 1.7), where
U3 and U4 are served by BS 1, whereas U1 and U2 are served by BS 2. Also, we
assume that a two-user NOMA scheme is adopted so that U3 is paired with U4, and
U1 is paired with U2. In this situation, cell edge user U4 at cell 1 and cell edge user
U1 at cell 2 may experience strong interferences from BS 2 and BS 1, respectively,
as the power allocation by each transmitter may be biased to the distant user. To
deal with the problems, for example, intercell interference associated with the
employment of NOMA in multi-cell scenario, the straightforward application of
single-cell NOMA solutions will not be appropriate; the single-cell NOMA need to
be extended to the network NOMA. One possible solution to mitigate the intercell
interference in Network NOMA is to utilize joint procoding of users’ signals across
the neighboring cells. However, the design of an optimal precoder is difficult as
each BS should know all users’ data and CSI. The correlation-based precoder
design needs dynamic user selection for each NOMA pair [13]. Moreover, the
multi-user precoding applicable for a single-cell NOMA may not be realistic in
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network NOMA as a beam generated via geographically separated BS does not
support more than one spatially separated user for intrabeam NOMA. A low
complexity precoding scheme for network NOMA has been proposed in [18] based
on the fact that large-scale fading would be very disparate between the links to
different cells. Here, the joint precoder is applied only to cell edge users (e.g., U4

and U1 in Figure 1.7) and the resulting SINR of each user Ui of power Pi can be
found in the following equation:

SINR1 ¼
H41 H41ð ÞH
� ��1
� 	

1;1

" #�1

P1

h11j j2P0 þ h12j j2P2 þ N0B
(1.17a)

SINR2 ¼ h22j j2P2

h21j j2 P0 þ w0;0

�� ��2P1 þ w0;1

�� ��2P3

� �
þ N0B

(1.17b)

SINR3 ¼ h30j j2P3

h32j j2 P2 þ w1;0

�� ��2P1 þ w1;1

�� ��2P3

� �
þ N0B

(1.17c)

SINR4 ¼
H41 H41ð ÞH
� ��1
� 	

0;0

" #�1

P4

h41j j2P0 þ h42j j2P2 þ N0B
(1.17d)

where H41 ¼ h4; h1½ �T with the channel vector of ith user, hi ¼ hi1; hi2½ � and hij

(i 2 1; 2; 3; 4f g and j 2 1; 2f g) being the channel response between the jth BS and
ith user. The zero-forcing precoder, W , is the normalized pseudo-inverse of H41, that
is, W ¼ H41ð ÞHðH41 H41ð ÞHÞ�1, B is the system BW and N0 is the noise density.

1.3.7 NOMA in MIMO systems
As we discussed in Section 1.3.4, the random opportunistic beamforming is first
proposed in [13] for the MIMO NOMA systems under the assumption of perfect
CSI at transmitter. It becomes evident that, with relatively large number of users,
the combination of NOMA and MIMO can achieve a sufficient throughput gain
[19]. In case of unavailability of perfect CSI at transmitter due to limited feedback,

Cell 1 Cell 2

BS 1 BS 2

U4 U1

Ui – User i

U2
U3

Figure 1.7 NOMA in a two-cell scenario
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statistical CSI can be utilized for long-term power allocation to maximize the
ergodic capacity of MIMO NOMA systems. Both optimal and low complexity
suboptimal power allocation schemes are proposed in [20] to maximize the ergodic
capacity with total transmit power constraint. The proposed MIMO NOMA system
outperforms the conventional OMA scheme. It is also intuitive that the extension of
NOMA in massive MIMO systems can further enhance the SE.

It is well known that relaying in wireless communications is very effective in
terms of extended service coverage and increased system capacity. NOMA for
multiple-antenna relaying network is studied in [21]. This chapter analyzes the
outage behavior of the mobile users and derives the closed-form expressions for the
exact outage probability. If NOMA is combined with multiple-antenna amplify-
and-forward relaying network, where the BS and the mobile users are equipped
with multiple antennas, the relay locations have a substantial impact on the outage
performance. When the relay location is close to the BS, NOMA outperforms
conventional OMA. However, conventional OMA attains better outage perfor-
mance when the relay location is close to the users. In either case, NOMA offers
better performances in terms of SE and user fairness.

1.3.8 Energy-efficient NOMA
NOMA employs some controllable interference by nonorthogonal resource allocation
and realizes overloading at the cost of slightly increased receiver complexity.
Consequently, higher SE can be achieved by NOMA for 5G. Although SE shows how
efficiently a limited spectrum resource is utilized, it fails to provide any insight on
how efficiently energy is utilized. With the rise of green communication in the recent
years, reducing energy consumption has become a prime importance for researchers.
5G has also targeted EE as one of the major parameters to be achieved. Nonetheless,
Shannon’s capacity theorem illustrates that the two objectives of minimizing the
consumed energy and maximizing the SE are not achievable simultaneously and calls
for a trade-off. It can be noted that with circuit power under consideration, there
always exists an optimal point in EE–SE curve. An energy efficient two-user single-
cell NOMA is studied in [18]. Under fixed total power consumption, the EE–SE
relationship is found to be linear with positive slope. Appropriate power allocation
between two users allows achieving any point in the EE–SE curve. For given SE for
each user, the maximal EE performance can be achieved. The degree of efficiency
can be adjusted by varying the total power using power control schemes. If the sum
rate capacity of the cell is Rsum with the total power consumption Pcell, the EE can be
written as hE ¼ Rsum=Pcell ¼ BhS=Pcell, where hS is the spectrum efficiency.

1.3.9 Other NOMA solutions
1.3.9.1 NOMA in light communication
One of the major downsides of visible light communication (VLC) systems is the
narrow modulation BW of the light sources, which results in a barrier to attain
the competent data rates. Like wireless communications, optical wireless commu-
nications also consider various signal processing techniques and multicarrier and
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multi-antenna systems for achieving higher data-rates in VLC systems. As the
NOMA is now a potential candidate for next generation wireless communications,
the feasibility of NOMA in VLC can also be a subject of interest. In [22], Marshoud
et al. apply NOMA scheme to enhance the achievable throughput in high-rate VLC.
This study reveals that NOMA is a promising MA scheme for the downlink of
VLC networks.

1.3.9.2 NOMA with Raptors codes
For a given integer, k, and a real �, Raptor codes, which was first proposed in [23],
encode a message of k symbols into a potentially limitless sequence of encoding
symbols such that any subset of k 1 þ �ð Þ encoding symbols allows the message to
be recovered with high probability. Raptor codes have recently been found effec-
tive in several cooperative communication scenarios. The integration of Raptor
codes with NOMA has been studied in [24], where an interfering channel with
Raptor code has been added to an existing main nonorthogonal wireless channel. It
is demonstrated that the coded interference does not affect the performance of the
main channel, whereas the interfering signal itself can successfully be decoded with
high probability.

1.3.9.3 NOMA with network coding
Random linear network coding (RLNC) is a good encoding scheme which allows
data retransmission. In RLNC scheme, the source does not need to be aware of the
packets lost by intended receivers. To date, various RLNC techniques have been
proposed to improve the transmission efficiency in the case of both multicast and
broadcast services. The performances of multicast services in downlink networks
can be furthered enhanced by integrating RLNC with the NOMA. The NOMA with
RLNC has been studied in [25]. In conventional NOMA, the power domain
multiplexing of multiple receivers is considered for unicast services, whereas
NOMA-RLNC utilizes power domain multiplexing of multiple reception groups of
receivers for multicast services. It is found that the NOMA-RLNC improves the
packet success probability to provide multicast services where a source superposes
multiple-coded packets before transmitting.

1.3.9.4 Coexistence of NOMA and OMA
In terms of capacity enhancement, which is a major goal of 5G, NOMA is a
potential candidate for future radio access. Conversely, this does not mean that
OMA schemes will be entirely replaced by NOMA. For example, OMA might be
preferred over NOMA in case of small cells if the number of users is small and the
near-far effect is not important. It can be concluded that both OMA and NOMA
will coexist to fulfill varied requirements of different services and applications in
future 5G. As a matter of fact, the long-term coexistence of different radio access
technologies is, in general, an import feature of 5G networks. In [26], Dai et al. talk
on some NOMA schemes for 5G and analyze their basic principles, key features,
and receiver complexity. They also conclude that the concept of software defined
multiple access can offer us various services and applications with different
requirements.

16 Cloud and fog computing in 5G mobile networks



1.4 NOMA challenges

We are now familiar with the fact that there exist many research efforts to design
and implement NOMA scheme. In addition to these research concerns, there are
several other challenges and open issues which should also be addressed with
utmost efforts. In this section, we will briefly provide some research directions to
the researchers interested to investigate NOMA in a larger scale.

1.4.1 Distortion analysis
The transmission of source information, for example, voice and video, over com-
munication channels is generally considered lossy. The transmitted data always
experience distortion while it propagates to receiver. To deal with this lossy
transmission, considerable theoretical attention in assessing source fidelity over
fading channels has been paid up-to-date. Different source coding and channel
coding diversities have been framed for minimizing the end-to-end distortion.
However, source coding diversity and channel coding diversity provide conflicting
situations over preferring amount of distortion, cost, and complexity. Choudhury
and Gibson [27] compare the source distortion for two definitions of channel
capacity, namely, ergodic capacity and outage capacity. Both information capacity
and distortion depends on outage probability. It is evident that outage probability
that maximizes outage rate may not provide the minimum expected distortion. An
investigation can be carried out to optimize the outage probability for which
NOMA scheme can provide the maximum outage rate with acceptable distortion.

1.4.2 Interference analysis
Although interference analysis is a generic term in wireless communications, we
focus on cooperative NOMA suggested in [11]. This chapter proposes Bluetooth
(BT)-like short-range communication in cooperative phase. However, the uses of
BT radio in cellular communication will face an extreme interference scenario from
the existing wireless personal area network operations. The BT interference
decreases the coverage, and throughput; causes intermittent or complete loss of the
connectivity; and results in difficult paring during user’s discovery phase. In fact,
interference of deployed environment, payload size and distance between coop-
erative users affects the deployment of channel allocation. Also, self-organizing
scatternet to manage BT nodes need to be reformulated to make it functional with
NOMA, as the users in NOMA are paired according to their CSIs. In addition, a
robust scatternet should offer valid routes between nodes with high probability,
even though users’ mobility causes the complete loss of some of the wireless links.
Furthermore, due to the mobility of users, the interference becomes dynamic.
Therefore, the performance analysis of a cooperative NOMA scheme in this
dynamic interfering environment will be an interesting task.

1.4.3 Resource allocation
In order to accommodate a diverse set of traffic requirements, 5G systems should
be capable of supporting high data rates at very low latency and in reliable ways.
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However, this is very difficult job, as the resources are limited. So, resource man-
agement has to get involved to assist with effective utilization. Wireless resource
management is a series of processes required to determine the timing and amount
of related resources to be allocated to each user [28]. It also depends on the type of
resources. According to Shannon’s Information-theoretical capacity, BW is one
of the wireless resources. As a part of effective management of system BW in a
communication system, the total BW is first divided into several chunks. Each
chunk is then assigned to a particular user or a group of users as in case of NOMA.
Also, number of packets in each user varies over time. Therefore, user-pairing and
optimum power allocation among users in NOMA requires a sophisticated algo-
rithm to provide best performances with the usages of minimum resources.

1.4.4 Heterogeneous networks
A heterogeneous network (HetNet) is a wireless network consisting of nodes with
diverse transmission powers and coverage sizes. The HetNet is potential enough for
next generation wireless network in terms of capacity and coverage with reduced
energy consumption. The infrastructure featuring a high density deployment of low
power nodes can also significantly increase EE compared to the one with a low
density deployment of fewer high power nodes. There are several research works in
HetNets, for example, node cooperation, optimal load balancing, and enhanced
intercell interference coordination [29]. A system framework of cooperative Het-
Net for 5G has recently been studied in [30] with the aim of both spectrum effi-
ciency and EE. As the objective of NOMA coincides with that of HetNet, the
specific utilization of NOMA in a particular HetNet can offer extended benefits.
Also, the nonuniform spatial distribution of mobile users will preassembly affect
the performance of NOMA. Therefore, investigation of outage performance,
ergodic capacity, and user fairness of NOMA schemes with spatial user distribution
can be a worth work.

1.4.5 Beamforming outage
We learned that NOMA-BF system improves the sum capacity, compared to the
conventional multiuser BF system [13]. When NOMA comes with beamforming,
outage probability of users will be changed. On that, outage performance analysis
of NOMA-BF can be investigated.

1.4.6 Practical channel model
To support the ever-growing consumer data, next generation wireless networks
requires not only an efficient radio access technique but also the spectrum avail-
ability. For this time being, it is obvious that the 5G will use spectrum allocations at
unused millimeter wave (mmW) frequency bands. Also, the backbone networks of
5G are expected to move from copper and fiber to mmW wireless connections,
allowing rapid deployment and mesh-like connectivity. The mmW frequencies
between 30 and 300 GHz are a new frontier for cellular networks that offers
huge amount of BWs. The understanding of the challenges of mmW cellular
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communications, in general, and channel behavior, in particular, is therefore extre-
mely important and is a fundamental requirement to develop 5G mobile systems as
well as backhaul techniques [31]. The existing studies on NOMA assume the wireless
links between transmitter and receiver exhibits Rayleigh fading channel with AWGN.
A more realistic analysis would be revealed if we could consider the measured path
loss and delay spread values [32] to reflect exact radio channel for 5G cellular.

1.4.7 Uniform fairness
In mmW cellular, at locations at distance greater than 175 m, most locations
experience a signal outage [31]. As outage is highly dependent on environment,
actual outage may be more significant if there were more local obstacles. Deriving
a NOMA scheme which provides users (especially located at distance greater than
150 m up to cell boundary in case of mmW cellular), uniform outages experiences
would be an excellent work.

1.4.8 Other challenges
There are also some other challenges need to be addressed before NOMA becomes
a part of 5G in future. In a downlink scenario, for example, the transmitter allocates
the transmit power to the users based on the respective CSIs. Therefore, a proper
mechanism for CSI feedback, a suitable channel estimation scheme with proper
reference signal design is important for achieving the robust performances. In
multicarrier communications, the peak to average power ratio (PAPR) can cause
the transmitter’s power amplifier (PA) to run within a nonlinear operating region.
This causes significant signal distortion at the output of the PA. The effect of PAPR
is thus critical to determine what techniques to use for achieving the best NOMA
performances. To adopt NOMA in 5G, NOMA should also be made robust in terms
of system scalability, since the 5G must support heterogeneous traffic and diverse
radio environments.

1.5 NOMA implementation issues

In this section, we discuss a number of implementation issues regarding NOMA,
including computational complexity, and error propagation.

1.5.1 Decoding complexity
The signal decoding by using SIC requires additional implementation complexity
compare to orthogonal scheme as the receiver has to decode other users’ informa-
tion prior to decoding its own information [3]. Also, this complexity increases as
the number of users in the cell of interest increases. However, the users can be
clustered into a number of groups, where each cluster contains a small number of
users with bad channels. The SC/SIC can then be performed within each group.
This group-wise SC and SIC operation does basically provide a trade-off between
performance gain and implementation complexity.
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1.5.2 Error propagation
It is intuitive that once an error happens for a user, all the other users’ information
subsequently will likely be decoded erroneously. However, this error can easily be
compensated by using a slightly stronger code. Specially, it is evident that error
propagation has almost no impact on NOMA performance [2] as a user with bad
channel gain is assigned with another user with good channel gain during NOMA
scheduling. In case of the degradation of the performances of some users, some
nonlinear detection techniques can be considered to suppress the error propagation.

1.5.3 Quantization error
When the received signals strengths of the users are very disparate, the analog-to-
digital converter needs to support a very large full-scale input voltage range and
requires high resolution to accurately quantize the weak signal as the more levels
the ADC uses for quantization, the lower is its quantization noise power. However,
there is a limitation placed on arbitrarily high resolution ADC due to its cost,
conversation time, and hardware complexity. This constraint eventually leads to a
trade-off between the quantization error, and SIC gain.

1.5.4 Power allocation complexity
The achievable throughput of a user is affected by the transmit power allocation to
that user. This particular power allocation also affects the achievable capacity of
other users, since the basis of NOMA is power-domain user multiplexing. To
achieve the best throughput performances of NOMA, a brute-force searching over
the possible user pairs with dynamic power allocation is required. However, this
kind of exhaustive searching is computationally expensive.

1.5.5 Signaling and processing overhead
There are several sources of additional signaling and processing overhead in
NOMA compare to orthogonal counterparts. For example, to collect the CSIs from
different receivers and to inform the receivers the SIC order, some time slots need
to be elapsed. This causes rate degradation in NOMA. Also, with dynamic power
allocation and encoding and decoding for SC and SIC, the NOMA signal proces-
sing requires additional energy overhead.
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Chapter 2

Fog computing in 5G networks:
an application perspective

Harshit Gupta1, Sandip Chakraborty2, Soumya K. Ghosh2

and Rajkumar Buyya3

Abstract

Fifth generation (5G) cellular network promises to offer to its users sub-millisecond
latency and 1 Gbit/s transmission speed. However, the current cloud-based com-
putation and data delivery model do not allow these quality of service guarantees to
be efficiently harnessed, due to the number of hops of wired networks between the
5G-base stations and the cloud, that leads to a significant increase in latency.
Forwarding all the data generated by devices directly to the cloud may devour the
bandwidth and lead to congestion. Therefore, it is necessary that processing be
hosted near the devices, close to the source of the data, so that the high speed
transmission of 5G can be utilized and data can be processed and filtered out by the
time it reaches the cloud. This bringing down of computation, storage, and net-
working services to the network edge opens up many new research areas of
applying fog computing over cellular network architecture. This chapter discusses
the advantages of extending the cloud services to the edge by presenting use-cases
that can be realized by fog computing over 5G networks.

2.1 An introduction to fog computing

The Internet has been evolving from the time it was conceived, and is now going
beyond traditional desktop computers. The proliferation of the Internet of Things
(IoT) has brought about a transformation in the way the world interacts on the
Internet. The World Wide Web connected computers together, smartphones
brought humans into the fold of the Internet, and now IoT is poised to connect
devices, people, environments, virtual objects, and machines in ways that the
world has never known. IoT deployments like smart cities, smart homes, and the

1School of Computer Science, Georgia Institute of Technology, Atlanta, GA 30332, USA
2Department of Computer Science and Engineering, IIT Kharagpur, Kharagpur, West Bengal, India
3CLOUDS Laboratory, The University of Melbourne, Melbourne, VIC, Australia



like – things that were more of fiction – are now becoming a reality, and are
projected to affect as many aspects of human life as possible.

Internet of things

● The number of ‘things’ connected to the Internet surpassed people in
2008. By 2020, the population of Internet-connected things will reach
50 billion, garnering profit and cost savings worth $19 trillion over the
next decade [4].

● General Electric predicts that amalgamation of machines, data, and
analytics will become a global industry worth $200 billion in a period of
3 years [6].

● A whopping 94% of all businesses have seen a return on their IoT
investments [7].

Typical IoT systems consist of a myriad of devices, ranging from sensors
embedded in roads to mobile devices like cars and trains. With such a large number
of things involved in an IoT deployment, the number of devices connected to the
Internet is growing by leaps and bounds. At present, the number of endpoints
(typically smart phones and laptops) has been estimated to be around 3–4 billion
and is expected to grow to a trillion in a few years. Such a lot of devices will
generate gigantic volumes of data, in a phenomenon that has been attributed the
term data tsunami. The applications and the network infrastructure will have to
adapt accordingly to such a massive increase in the amount of data that they will
have to handle given the constraint of the amount of bandwidth available.

The IoT brings a data Tsunami
Development in IoT has brought about the proliferation of cheap, distributed
sensors resulting in a huge volume of data in a short amount of time. Virgin
Atlantic’s new fleet of highly connected planes is expected to create over half
a terabyte of data per flight [1]. According to Cisco Systems most recent
visual networking index, mobile data traffic will grow 10-fold globally
between 2014 and 2019, reaching 24.3 exabytes per month worldwide in
2019 [5].

Development in engineering has always aimed at designing systems that can
function with as low human intervention as possible. The IoTs is a perfect platform
for designing such applications, particularly because connecting every device to
the Internet gives every device the power to make decisions on its own, thus
reducing the need of human intervention. Research on such autonomous systems
has revealed that they heavily rely on low response time of the application. IoT
systems like smart grids, collaborative object detection and others require latency
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of sub-millisecond order – requirements that the Internet will have to provide for
the application to work in the desired manner, failing to do that may defeat the
entire purpose of the application.

This change in the nature of devices connected to the Internet and the con-
comitant increase in the amount of data generated demands an evolution in the
network infrastructure as well. The present cloud-model of execution will prove to
be inefficient, if at all feasible, for the futuristic applications that development in
IoT brings to vision.

2.1.1 Limitations of the current computation paradigm
The current computation paradigm has cloud datacentres as the only point for
execution after the basic processing available at the devices. However, such a large
number of IoT devices continuously sending data to the cloud for analysis would
lead to scalability issues in the core network. Levels of congestion in the backbone
network will increase manifold and may lead to aggravated packet loss and delay,
spoiling the user experience. Furthermore, sending lots of data to the cloud for
processing may lead to the cloud becoming a bottleneck, again leading to increase
in response time.

A lot of IoT applications, typically those that run in industrial settings like
smart grids, need their devices to react very quickly to an impulse. In such a case,
sending the data related to the impulse to the cloud and then getting the response
back may not be desired due to the high communication latency involved in the
network in between. This latency is unavoidable due to the large number of hops
that a packet has to travel through to reach the cloud. Therefore, the do-it-on-cloud
paradigm of computation will become disruptive with the advent of latency-critical
applications for IoT systems. Such a scenario poses the requirement of distributed
computation, storage, and networking services that are close to the source of data,
or, in other words, fog computing.

2.1.2 Fog computing
Fog computing [10] is a term coined by professor Salvatore J. Stolfo [32], that
has recently been picked up by Cisco [3]. Fog computing is a paradigm that
extends cloud computing and services to the edge of the network allowing appli-
cations to run in close proximity of users, be highly geo-distributed and support
user mobility. Due to such characteristics, fog cuts down latency of service
requests, and improves quality of service (QoS), resulting in superior user-
experience. Fog computing is a necessity for emerging Internet of Everything
applications (like industrial automation, transportation, etc.) that demand real-time/
predictable latency. Owing to its wide and dense geographical distribution, the fog
paradigm is well-positioned for real-time big data analytics. The data collection
points in fog computing are densely distributed, hence adding a fourth axis –
geo-distribution – to the often mentioned big data dimensions (volume, variety,
velocity, and veracity).
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Fog computing
Fog computing is a non-trivial extension of cloud computing – by providing
compute, storage and networking services near the edge of an enterprise’s
network. The peculiar characteristics of the fog are its proximity to end-users,
its dense geographical distribution, and its support for mobility.

Fog provides the same services as the cloud (compute, storage and networking)
and shares the same mechanisms (virtualization, multi-tenancy, etc.). These com-
mon attributes of the cloud and the fog makes it possible for developers to build
applications that utilize the interplay between the fog and the cloud. According to
Bonomi et al. [12], fog computing was conceived to support applications whose
requirements don’t quite match the QoS guarantees provided by the cloud. Such
applications include (as illustrated in Figure 2.1) the following:
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Figure 2.1 Applications supported by fog computing
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● Applications having stringent latency requirements, for example mobile gam-
ing, video conferencing and others. Running these applications on the cloud
can mar user experience due to the unreliability of QoS offered by the cloud.

● Geo-distributed applications where the data collection points are distributed
over a wide area, for instance, pipeline monitoring or sensor networks to
monitor the environment.

● Fast mobile applications involving high mobile users smart connected vehicle
(SCV), connected rail.

● Large-scale distributed control systems consisting of a vast number of sensors
and actuators working in a coordinated manner to improve user experience.
For example smart grid, connected rail and smart traffic light systems (STLSs).

It is important to note that the fog is not a substitute for the existing cloud
computing paradigm, instead, fog is an extension to the cloud, and application built
for the fog should be able to exploit both the flexibility and power of the cloud and
the real-time capabilities of the fog.

2.2 Fog computing on 5G networks

Fog computing and fifth-generation (5G) networks are two concepts having
different origins but will soon converge as the promises made by the vision of
5G networks makes it necessary to bring processing down to the edge.

2.2.1 Fog computing – a requirement of 5G networks
5G mobile networks, though not a reality at present, is expected to hit the market by
2020. Communication in 5G networks will be based on high-frequency signals – in
the millimetre-wave frequency band – that can allocate more bandwidth to deliver
faster, higher-quality video, and multimedia content. 5G networks promise to
provide millisecond and sub-millisecond latency while offering a data rate of more
than 1 Gbit/s [30]. This latency is so small that it eliminates the possibility of
the radio interface being the bottleneck. Next generation mobile networks are
designed in a way that can handle communications not restricted to humans (where
one can possibly mask the latency) – they are built to support reliable and fast
machine-to-machine communication as well, a use-case that needs low latency to
be effective.

For 5G to be successful, it has to support fog computing; otherwise, the low
latency radio interfaces will be of no avail. A typical 5G network have mobile users
connecting to a base station, which would in turn be connected to the core network
through wired links. Requests to a cloud-based application would go through the
base station and the core network to finally reach the cloud servers. In such a
deployment, even though the low latency radio interfaces enable sub-millisecond
communication between the mobile device and base station, but sending the request
from the base station to the cloud will lead to a delay increase in orders of
magnitude.
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The true value of 5G cannot be harnessed by running applications having the
cloud as the only processing unit, and it is required to enable the deployment
of application code at devices in close proximity to the users [9].

It is imperative for the 5G networks to be more than just a communication
infrastructure. Computation and storage services, if supplied by the network, close
to the devices, will allow applications to take benefit of low latency radio to pro-
vide very fast end-to-end response time. This will highly benefit both the customers
(by giving timely responses) and the provider (by alleviating the load on the
backbone network). This descent of processing from the cloud to the edge forms the
definition of fog computing, and it would not be wrong to say that 5G networks
cannot fulfil its promises without fog computing. Fog computing is not a feature, as
most view it, but a necessary requirement for 5G networks to be able to succeed.

A key element of 5G networks that enables fog computing is small cell (pico
and femto cells), also known as micro-cells. Small cells can alleviate the burden
on roof-top base stations (macro-cells) by allowing end points to connect to them.
A device can connect either to the macro-cell or to a micro-cell. This makes the
architecture of 5G networks a hierarchical one – with the core network (cloud) at
the apex, followed by macro-cell base stations and micro-cell base stations, and
finally end devices. Hence, from the perspective of fog computing, both macro- and
micro-cell base stations form the fog nodes, that is networking nodes providing
computation and storage as well. Packets sent uplink by the devices will be ana-
lysed at the micro-cell or macro-cell base stations before reaching the core network.

Another major advancement in communications that 5G brings along is effi-
cient device-to-device communication. Application data sent will be sent from the
sender device directly to the receiver device, with the base station handling only
control information of this transfer. This allows inter-device communication to take
place without burdening the base station, thus beatifying fog systems with scal-
ability of handling numerous devices interacting with each other. This will be
categorically useful for applications that involve numerous connected points and
continuous communication between these points, for example smart homes.

The rest of this section discusses the network architecture of 5G networks and
how they will realize fog computing. In addition to this, the architecture of fog
applications is also described – a segregation of application logic into components
that can harness the services provided by fog computing.

2.2.2 Physical network architecture
The physical network architecture of a fog network over 5G will extend the
architecture of the state-of-the-art heterogeneous cloud radio access networks
(HCRANs) [28]. In the traditional HCRAN architecture, all application processing
tasks are performed on the cloud inside the core network, which requires billions of
end devices to communicate their data to the core network. Such a massive amount
of communication may vitiate the fronthaul capacity and may overburden the core
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network, which will have a detrimental impact on the QoS experienced by the
end-users.

An intuitive solution to this problem is to bring down computation and storage
capabilities from the cloud near the edge, so that the need to send all the data
generated by end-devices to the cloud is done way with, hence alleviating the
fronthaul and the core network of the immense traffic surge. Figure 2.2 depicts
the various locations where this offload of computation and storage can be done.
The fog network architecture consists of three logical layers that are shown in
Figure 2.2. The devices in each layer are capable of hosting computation and
providing storage, hence making it possible for creating complex processing off-
load policies.

● Device layer: The device layer subsumes all the end-devices connected to the
fog network. The devices include IoT devices like sensors, gateways and
others and also mobile devices like smartphones, tablets and others. These
devices may be exchanging data directly with the network, or may be per-
forming peer-to-peer communication among themselves. Being the source of
all data entering the network and the prime actuators performing tasks, these
devices are the lowest tier of fog devices. The device layer hosts computation
either by embedded coding (for low-end devices like sensors) or as a software
running on the operating system of the device.

● Fog layer: The fog layer consists of intermediate network devices located
between the end-devices in the device layer and the cloud layer. The first point

BackhaulFronthaul

Fronthaul

Virtual machines

Cloud layer

Fog layer

Device layer

Macro-cell

Base band unit Mobile traffic 
switching

RRH RRH

Figure 2.2 Architecture of 5G network with fog computing – a three-layered
architecture
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of offload in this layer are the remote radio heads (RRHs) and small cells that
are connected by fibre fronthaul to the core network. Processing incoming data
here will considerably reduce the burden on fronthaul. Macro cells also form a
point of offloading processing that send the processed data to the core network
through backhaul links. Both fronthaul and backhaul is realized by Ethernet
links and the intermediate devices like router and switches in the path from the
radio heads to the core also form potential places where computation and
storage tasks can be offloaded.

Deploying applications on these devices is made possible by advances in
virtualization technology. Each application is packaged in the form of a virtual
machine and is launched on the appropriate device. The application virtual
machines run alongside the host OS virtual machine (which performs the ori-
ginal network operations) over a hypervisor on the fog device.

● Cloud layer: This layer forms the apex of the hierarchical architecture, with
cloud virtual machines being the computation offload points. The theoretically
infinite scalability and high-end infrastructure of the cloud makes it possible to
handle processing that requires intensive computation and large storage – which
cannot be done at the edge devices. In addition to application layer processing,
the cloud layer contains baseband units which process data coming from RRHs
and small cells via fronthauls and route processed data to application servers.

2.2.3 Application architecture
For an application to be called fog-ready, it must be designed to harness the full
potential of the fog. Typically, an application built for execution on fog infra-
structure would have three components—device, fog and cloud components—as
shown in Figure 2.3 [12].

● Device component: The device component is bound to the end devices. It
performs device level operations, mostly, power management, redundancy
elimination and others. At times, when the end-device is not just a light client,
it also hosts application logic demanding very low latency responses as this
component is executed on the device itself. However, due to the resource
constraints of the underlying device, this component should not contain heavy
processing tasks.

● Fog component: The fog component of an application performs tasks that are
critical in terms of latency and require such processing power that cannot be
provided by end-devices. Furthermore, as the fog component is meant to run
on fog devices close to the edge, the coverage of this component is not global.
Thus, this component should host logic that requires only local state infor-
mation to execute.

The fog component is not bound to a particular kind of device. It is free to
reside in any kind of device between the edge (consisting of end-devices) and
the cloud. The mapping of the fog components to devices depends on the
points of offload in the path from the edge to the cloud. Depending on the
geographical coverage and latency requirements of the application, the fog
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component can be hosted on any of these points of offload. In fact, placement
of fog component on appropriate fog nodes forms an interesting and important
area for research.

● Cloud component: Cloud component is bounded to the cloud servers in the
core network. It contains logic for long-term analytics of the data collected
from the lower layers and for operations that don’t have any sort of latency
constraints per se. Application tasks requiring large processing power and
storage are suitable to be placed in the cloud component, so that they can
harness the infinite resources of the cloud. Moreover, as the cloud layer is
located at the apex of the network, it receives information from all devices and
hence has a global knowledge of the entire system. Thus, application logic
requiring knowledge of the global state of the system should be placed in the
cloud component of the application.

Coding logic into the various layers of the a fog-ready application determines
the performance of the application. Incorrect placement of logic can cripple an
application and makes it unable to use the benefits that fog computing has to offer.
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Figure 2.3 Application architecture

Fog computing in 5G networks: an application perspective 31



The following sections discuss several use-cases whose requirements can be
satisfied by the unique QoS provided by fog computing when deployed over a
5G cellular network. For each use-case, we also present a suitable mapping of
application logic to application layers for each use-case.

2.3 Smart traffic light system [use case 1]

A STLS is a network of connected traffic lights which intelligently, and in a
coordinated fashion, takes decisions that prevent accidents, reduce traffic conges-
tion, minimize noise and fuel consumption and gives the drivers a better experience
by long-term monitoring. The STLS is but a component of the larger vision of SCV
and Advanced Transportation Systems, but it is rich enough to drive some key
requirements for fog computing.

2.3.1 Requirements
An STLS needs to take full control of the traffic in an area and perform a broad
spectrum of tasks – more than what a traffic policeman would have to – right from
accident prevention to flow control. The various use-cases of an STLS have been
listed in the following sections.

2.3.1.1 Accident prevention
The most important concern of any automated system directly affecting humans is
user safety. Given the number of traffic accidents that occur daily, accident pre-
vention is one of the key requirements of an STLS, failing to do which can have
serious repercussions involving loss of life and property. The STLS should be able
to detect vehicles not following traffic rules – for instance, not stopping at a red
signal – and should inform vehicles that can potentially be affected by this rogue
vehicle (typically those on an orthogonal street). This information can be conveyed
by communication between traffic lights on adjacent streets. The orthogonal streets
can ask their vehicles too to stop for some time. Also, in the event of a pedestrian
crossing a road when he/she should not, and there is a vehicle coming her way, the
STLS will calculate, from factors like speed of approaching vehicle and pedestrian,
whether an accident may take place and take suitable action. In addition to this,
over-speeding vehicles can be asked to stop by these traffic lights in order to avoid
accidents [40]. The traffic lights may also determine whether the over-speeding
vehicle is an emergency vehicle, like an ambulance and accordingly decide whether
to make it stop or let it go.

2.3.1.2 Re-synchronization and flow control
Activation of accident prevention mechanism causes the traffic light cycles in the
affected area to go out of synchronization. To dampen this perturbation in traffic
light cycles, few neighbouring traffic lights need to re-adjust their cycle. This task
is not very critical in terms of latency, since at the most it may lead to prolonged red
lights on few lanes causing vehicles to stop more than required. Moreover, this
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use-case is of a slightly global nature, that is, the actors involved are spread across a
few streets.

Flow control is essential to ensure a smooth movement of traffic without
having to make the drivers stop too often. An STLS can collect information about
the level of traffic in each lane of the city from sensors and based on a routing
policy route vehicles to reduce congestion. Traffic lights can coordinate and
maintain a green wave, reducing the number of times a vehicle would have to stop
at traffic signals. By doing this, the STLS can reduce noise and fuel consumption,
since vehicles would not have to accelerate often. This will be especially useful for
emergency vehicles like ambulances or fire engines, for which the STLS can create
green waves on demand, so that they do not have to stop at traffic signals and can
reach their destination as soon as possible.

2.3.1.3 Long-term monitoring
This use-case is required for monitoring the entire traffic light system over a large
time scale and looking at ways to enhance the performance of the system. The
STLS can improve its congestion-aware traffic routing policy continuously based
on analytics on data collected over a long time. Through long-term analysis on
observed pedestrian movement, the STLS would be able to decide the optimal time
for which pedestrians should be allowed to cross roads. Policymakers will be able
to make decisions such as whether creation of alternate routes is required with the
help of long-term analysis of traffic congestion data. The main actors involved in
this use-case are policymakers that analyse the road traffic over a long-time period
and come up with changes to improve driver experience.

Design requirements
The use-cases entailed by a STLS highlight the following design requirements of
the application:

● Low-latency response: Accident prevention requires a very low-response time
to alert the involved person in a timely manner, failing to do which will mar the
very purpose of the accident prevention mechanism. Furthermore, detecting a
rogue vehicle (based on his movement) and alerting the rest of the drivers also
requires a quick response, so that the chances of a mishap can be minimized.

● Handling large volume of data: An STLS contains a large number of sensors
deployed on roads throughout the city – generating data at a high rate. Due to
the large volume of data that needs to be analysed, the network should be
scalable and robust enough to handle large traffic. Poor network architecture
can be a victim of bandwidth over-utilization and become congested, leading
to further delay in responses.

● Heavy processing power and global coverage: The tuning of traffic routing
algorithm and analysis for policymaking requires processing a large amount of
data, that too on a large time-scale, which is a computationally intensive task.
Moreover, the analysis has to be done on a city level – and thus requires to be
done on a device with global coverage.
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2.3.2 Deployment details
It is worth noting that the requirements of an STLS showcase a variety of
requirements, both in terms of response time and geographical area affected. We
now discuss a model deployment of an STLS on fog infrastructure – that utilizes
services provided both by the edge and the cloud.

2.3.2.1 Physical deployment
The data collection points in an STLS are primarily sensors that are deployed on
the roads, like induction loop sensors which can detect a crossing vehicle and speed
detection sensors. CCTV cameras installed at intersections also fall under the data
collection points of the STLS. Traffic lights are the actuators of the system, as any
action performed by the STLS is reflected by a change of traffic lights. Consider a
traffic intersection, having a set of traffic lights and two intersecting roads as shown
in Figure 2.4.

Each intersection will be equipped with a 5G small cell which would connect
the devices on that intersection together, allowing real-time device-to-device
communication among them. The small cell is equipped with compute and storage
facilities which will be utilized by the STLS application. The small cell is in turn
connected by a high bandwidth connection to the cloud through intermediate net-
work devices (typically belonging to the Internet Service Provider (ISP)). These
network devices in the STLS deployment are also fog-enabled, meaning that they
too are points for offloading application logic. These intermediate devices will be
used for communicating between devices belonging to neighbouring intersections.

2.3.2.2 Application architecture
The application logic of STLS has been broken down into components that can be
mapped to the three-layered architecture of a fog application. This partitioning of
application tasks has been described in the following sections.

Device component
As the devices in this system include only sensors, CCTV cameras and traffic lights,
the device component of the application is not complicated. For sensors, they need to
be able to send updates to the small cell over a 5G network. The logic running in the
CCTV cameras should process the recorded video stream in real time to detect events
of interest, such as a human crossing the road or an approaching emergency vehicle,
and convey this to the small cell in such a case. As concerns traffic lights, they are the
only actuators in the system, as all control decisions taken by the system are ultimately
realized via changes in traffic light sequences. The application component running on
a traffic light should be able to receive messages from the small cell on the intersection
and change light sequence accordingly.

Fog component
The fog component of the application runs on the small cell at each intersection as
well as on the intermediate network devices connecting the small cells to the
Internet. The application logic running in these devices handles most of the
requirements of an STLS.
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For accident prevention, the fog component needs to handle the event of
human-crossing-road sent by those CCTV cameras that surveil the lane through
which traffic is flowing. In case an accident is possible, the application will send a
message to the traffic lights on that lane to change to red immediately so that traffic
stops and also blow a horn to alert the human. This task should take place in real-
time; hence, it is handled on small cell itself – that is the place which directly
receives the human crossing event from the CCTV cameras. This proximal place-
ment of application logic, coupled with the sub-millisecond latency of 5G trans-
mission, allows the accident prevention mechanism to happen with a very small
delay, hence minimizing the risk of a human getting injured.

For re-synchronization of traffic lights to dampen a sudden change in light
sequence due to activation of the accident prevention mechanism, there has to be a
communication between nearby traffic lights so that they may run a distributed
algorithm and re-synchronize their light cycles. The STLS allows smooth traffic
flow and maintains green waves by coordinating between multiple traffic lights and
maintaining an appropriate traffic light sequence. Research works like [21,24,41]
have explored the possibilities of improving the traffic flow and minimizing con-
gestion by running a distributed algorithm on multiple traffic lights based on
information collected by sensors. The fog component of the STLS also receives
events of an approaching emergency vehicle from the CCTV cameras, to which the
system will respond by triggering the traffic light on the vehicle’s path green and
inform the next neighbouring intersection of the approaching emergency vehicle so
that it may take necessary actions. This component requires swift communication
between neighbouring traffic lights, however, the latency requirement is not as
critical as the accident prevention use-case. Moreover, this use-case requires the
knowledge of the state of traffic lights at more than one intersection, a coverage
which is more global in nature than accident prevention. Hence, this component is
hosted on the intermediate network devices connecting the small cells at intersec-
tions to the Internet. Being hosted on a device just a few hops away from the small
cells, the small cells are able to send messages to each other with a very low delay,
and hence are able to control traffic lights in other intersections. In addition to the
low delay, running this component in the fog reduces the amount of raw sensor data
sent to the cloud, thus alleviating the core network of the risks of congestion and
minimizing the consumption of bandwidth.

Cloud component
The cloud component receives data from the small cells about the traffic conditions
and events at regular intervals. Small cells aggregate information over a period of
time and send it to the cloud, which reduces the volume of data sent. The cloud
component of the STLS performs long-term analysis on the incoming data, based
on the results of which, experts can infer whether to create a new route for reducing
load on existing roads, or whether the crossing time for pedestrians needs to
change. Several studies have been conducted on such analysis of traffic data
[27,38,39]. Through long-term analysis on congestions levels in the city, the STLS
can improve the traffic routing policy that runs in the fog component to reduce
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traffic congestion. This analysis may require heavy processing since it needs to
analyse data related to a large time-scale. Moreover, this component needs to know
the traffic state on a global scale, and does not require any guarantee on response
time. Due to these characteristics of the application logic in the cloud component, it
is appropriate for hosting it on the cloud.

2.4 Mobile gaming [use case 2]

Cloud gaming, sometimes called gaming on-demand, is a new kind of gaming plat-
form made possible by the proliferation of cloud technologies, allowing physically
distant users to play together. Cloud gaming is an efficient and cost-effective way to
deliver high-quality gaming experience and has opened up a lot of business oppor-
tunities. In a cloud gaming system, computer games run on powerful game servers on
the cloud, while gamers interact with the games using thin clients connected to the
Internet. The thin clients are light-weight applications and can be hosted on resource-
constrained devices, such as mobile devices. Cloud gaming is ubiquitous, allowing
gamers to play a game from anywhere and at any point of time, while the game
developers can optimize their games for a particular machine configuration.

A cloud gaming system essentially renders a gaming application on cloud
servers and streams the scenes of the application as a video sequence back to the
player. A player of the game interacts with the game through a thin client, which is
responsible for displaying the video received from the cloud server as well as
sending the interactions of the player with the game to the cloud. Cloud gaming
is one of those applications requiring a strict latency guarantee, failing to provide
which will lead to detrimental impact on the user experience. In addition, cloud
gamers are also particular about the video quality that is rendered on their light
clients. Thus the implementation of a cloud gaming system needs to take resource
allocation, scalability, and fault tolerance into account as well apart from meeting
the gamers’ needs.

The traditional implementation of mobile gaming involves hosting all the
computation and storage in the cloud, hence making mobile gaming synonymous to
cloud gaming. However, communicating with the cloud for every request may not
always be the best practice, especially when latency requirements are stringent. Choy
et al. [14] have shown through a large-scale empirical study that contemporary cloud
infrastructure cannot meet the stringent latency requirements necessary for
acceptable game play for many end-users, thus imposing a limit on the number of
potential users for an on-demand gaming service. Based on empirical results, they
have concluded that augmenting the cloud infrastructure with edge-servers can sig-
nificantly increase the feasibility of on-demand gaming or cloud gaming. Hence, it
makes sense to offload some computation involved in the cloud-based game to the
edge. They have described three computation approaches: cloud-only, edge-only and
a hybrid approach in [15]. Experiments show that the percentage of users served
increased from 70% in an only-cloud deployment to 90% in a hybrid-deployment
that used both cloud and edge-servers.
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The future of cloud games
‘Lets say our industry had never done consoles or consumer clients. Even if
we just started out with cloud gaming, you’d actually go in the direction of
pushing intelligence out to the edge of the network, simply because its a great
way of caching and saving you on network resources.’ – Gabe Newell,
co-founder and managing director of video game development and online
distribution company Valve Corporation [8].

These studies give ample support to the fact that fog computing is an efficient
platform for deploying on-demand games, and in this section, we discuss the
deployment of a cloud-game on fog infrastructure.

2.4.1 Requirements
Cloud gaming is a highly interactive application posing stringent requirements in
terms of latency and video quality, failing to do which can directly affect user
experience. The typical requirements of an on-demand game are discussed in the
following sections.

2.4.1.1 Interaction delay
The authors of [33] have performed a categorical analysis of state-of-the-art cloud
gaming platforms, and brought out the novelty in their framework design. They
have highlighted interaction latency and streaming quality as the two QoS
requirements of cloud gaming. As for the interaction latency, Table 2.1 lists out the
maximum delay allowed for different types of traditional games before the user
experience begins to degrade.

However, the latency requirements in cloud gaming are more stringent. Tra-
ditional online games can perform the rendering on the local machine and then
update the game state in the game server in some time. Hence, the player of a
traditional online game does not feel the effects of interaction delay. But in case of
cloud gaming, the rendering is offloaded to the cloud, thus the thin client does not
have the ability to hide the interaction delay from the user. This makes cloud
gaming less delay tolerant than traditional online gaming systems. The maximum
interaction delay for all cloud-based games should be at most 200 ms. Other games,
specifically such action-based games as first person shooting games, likely require

Table 2.1 Delay tolerance in traditional gaming

Example game type Perspective Delay threshold (ms)

First person shooter (FPS) First person 100
Role playing game (RPG) Third person 500
Real-time strategy (RTS) Omnipresent 1,000
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less than 100 ms interaction delay so that players’ quality of experience is not
affected.

2.4.1.2 Video streaming and encoding
When a player of a cloud-based game issues a command, the command has to
traverse the Internet to the game server in the cloud, be processed by the gaming
logic, rendered by the processing unit, compressed by video encoder and streamed
back to the player. This encoding/compression and distribution to end users has to
take place in a very timely manner in order to prevent degradation of users’ quality
of experience (QoE). In addition to timeliness in encoding, the quality of the video
being streamed is also an important factor in determining user-experience.

Design requirements
● Low-latency response: User experience will be hampered in case of high

response time, hence making low-latency response a critical requirement of
mobile gaming. For guaranteeing low-response time, the infrastructure should
be strong enough that the user inputs reach the game server, be processed by
the game logic, and the audio/video be captured, encoded and sent in a timely
manner.

● High bandwidth: Transferring video streams constitutes most of the data
exchanged in a cloud-game. For transferring such a huge amount of data, that
too in real time, requires a high bandwidth connection between the game
server and client.

● Global coverage: To be able to support users from multiple geographical
regions, the cloud-game application needs to be accessible from anywhere.
Hence, it is imperative for such an application to have a global coverage.

2.4.2 Deployment details
Bharambe et al., in [11], have presented Colyseus, a distributed architecture for
hosting interactive multiplayer games on the internet. Colyseus distributes dynamic
game-play state and computation to multiple nodes across the Internet, adhering to
stringent latency constraints and maintaining communication costs at the same time.

Properties of multiplayer games

● Games can tolerate weak consistency in the game state. Present client-
server implementations cut down interaction delay by presenting the
player with a weakly consistent view of the game world.

● Game-play is generally driven by a rule-set that makes it easy to predict
reads/writes of the shared game state. For instance, most reads and writes
of a player relate to objects which are located physically close to the
player.
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Using Colyseus [11], the game state concerning a player can be located in a
node very close to her, so that the interaction delay is minimized for a smooth
gaming experience. Each game is described as a collection of game objects – where
each object can be a player’s avatar or the user’s representation in the game (e.g. a
car in a racing game as shown in Figure 2.5). Colyseus maintains a primary copy
and several replicas of each object, with each device holding primary copies of user
objects that are directly connected to it, and replicas of other objects which primary
objects interact with. Figure 2.5 elucidates the concept of primary and secondary
objects. Distributed objects in Colyseus follow a single-copy consistency model,
that is all writes to an object are serialized through exactly one node in the system –
the one containing the primary copy of it. This allows low-latency reads and writes
at the cost of weak consistency, since most of the communication is made to the
player’s own object (which is present right at the edge).

Furthermore, Colyseus utilizes the locality and predictability in the movement
patterns of players to pre-fetch objects needed for driving game logic computation.
This pre-fetching of objects hides the delay in communicating with the node con-
taining the primary copy of required object, hence giving a smooth user experience
without any lags.

Secondary
object

Immutable game map

Primary object

Bronze any time trial
Use a repair shop

Deplate the nitrous meter

Figure 2.5 Game play showing primary and secondary objects. The game
player owns the left car and interacts with the right car. The device
closest to the owner of the left car would contain the primary copy of
the left car object and a replica of the right car object (courtesy:
http://www.metacritic.com).
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For a successful implementation of a cloud-game on fog infrastructure, the
game service provider will have to incorporate a Colyseus-like system that dis-
tributes game state across multiple nodes based on proximity to user. In the
absence of such a mechanism, communication with the cloud for every request
will severely hamper user experience, especially for highly interactive games. In
the next subsections, we discuss a model deployment of a cloud-game on fog over
a 5G network.

2.4.2.1 Physical deployment
Gaming clients running on mobile devices host the device component of the game
application. They are connected to 5G base stations, which have the ability to host
computation and storage. These base stations host the fog component of the gaming
application as virtual machines. Base stations are connected to the cloud via high
speed Ethernet links. Virtual machines in the cloud are responsible for carrying out
the logic described in the cloud component of the application.

2.4.2.2 Application architecture
To discuss effectively the deployment of a cloud-based game on a fog computing
infrastructure, we need to host the aforementioned components of a typical
cloud-based game on the three different kinds of computation offload points
available. Figure 2.6 shows the mapping of application components to fog
infrastructure.

Device component
The device component, that is the application logic running on game clients, hosts
the real time streaming protocol (RTSP) reception module for receiving incoming
video and audio frames. In addition to this, the component needs to have input
handler modules for capturing inputs from users’ consoles and sending them to the
server.

Fog component
The fog component of the application holds most of the computation and storage
involved in the distributed game system. This computation hosting is realized by
virtualization technology on fog-enabled edge devices. The application component
of a particular game runs on the fog devices inside a virtual machine.

The gaming virtual machine contains, as any cloud-gaming server would, an
input handling module for receiving events from users and applying them to the
gaming logic, and an output module that captures the rendered audio and video,
encodes them and sends them to the clients via RTSP. The purpose of these
modules is to allow a basic game to function (the way it did on a cloud-based
deployment) and is agnostic to the gaming application. In addition to these mod-
ules, a fog game server hosts a distributed game state mechanism (Figure 2.6 shows
Colyseus), so that game-play state and computation is distributed among all such
fog nodes in the network. This module makes the gaming experience look trans-
parent to the number and geographical distribution of users, by pre-fetching game
objects in the area of interest, making users get the impression of a single gaming
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server while being able to overcome the concomitant latency and scalability issues
of a single-server implementation.

The majority of data transfer in the gaming application takes place between the
fog component and the device component, since the fog needs to stream the video
to the game client. To be able to effectively harness the gigabit speed and sub-
millisecond latency of 5G transmission, it is necessary that these components are
separated by no more than one hop in 5G. Hence, hosting the fog component on the
base stations – to which a game client directly connects – is a requirement. Other
communications are not heavy, and mostly pertain to game events – which can be
sent on fibre links without considerable delay and bandwidth consumption.

Cloud component
The cloud layer hosts logic that are not required to work under strict latency
constraints – like game initiation and hosting static game-maps. The cloud can also
assist the gaming virtual machines running on fog devices by learning the optimal
control strategy through long-term analytics on the decisions taken by them in
the past. Furthermore, to assist communication between edge servers running the
fog component of the gaming application, the cloud component will provide a
message-passing interface – like a publish–subscribe protocol.

2.5 Smart homes [use case 3]

The proliferation of the IoT has given a great boost to smart home automation
systems. The smart home market is presaged to cross $44 billion in 5 years from
now [23], bringing with it new opportunities for mobile network operators and the
rest of the mobile ecosystem. The omnipresence of mobile networks makes them
indispensable for connecting smart home devices and home energy management
gateways, just as mobile phones are emerging as the main interface for home
energy management applications.

2.5.1 Requirements
Smart home is an amalgamation of various technologies which collectively
improve the lifestyle and experience of the user through coordinated functional-
ities. A typical smart home applications should fulfil the following requirements.
Because of the large number of devices participating in a smart home and the
concomitant large volume of data generated, it poses a number of requirements that
any deployment will have to cater to, the most common of which are discussed in
the following sections.

2.5.1.1 Energy efficiency
A smart home environment contains a lot of different kinds of devices apart from
the appliances normally found in homes. Such devices consume a considerable
amount of energy, thus making energy minimization one of the key objectives of an
efficient smart home design.
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Average American home electrical usage [22]
Heating and cooling accounts for 54% of a household’s electricity bill while
lighting consumes 25% of the total use. Standby power leaked by devices
accounts for 10% of total electrical use.

‘Little changes can make a big difference in a home’s energy consumption.
And with modern technology, it’s so easy to automate energy use, so you don’t
even have to think about it,’ – Adam Justice, founder of ConnectSense, a
wireless, cloud-based home automation device.

Occupancy sensors installed in smart homes can detect the absence of any
activity in an area and turn the lights of that location off in order to save electricity.
The same can be done for air conditioners, geysers, and room heaters to cut down
the expenses incurred on heating and others. Another way to save power is by
eliminating phantom energy loss from devices like microwaves even though they
are switched off but plugged into the socket. Studies like [25,31] have shown the
potential of reducing power consumption of a house by cutting down standby
power loss. Data about power consumption of a device – detected by power sensors
– coupled with the knowledge of whether the device is on or off can be used to
detect the phantom energy loss and the outlet powering the device can be switched
off. This requirement is not complex in terms of implementation and can save a
large amount of electricity, thus making it one of the most popular requirements of
a smart home.

2.5.1.2 Safety
User safety is one of the key concerns of any system in general, and smart homes in
particular. A smart home application should be able to detect intruders or any
suspicious activity happening around the house. CCTV cameras installed outside
the house can detect suspicious activity and send an alert message to the smart
home application, which can take action by activating an alarm and turning on the
lights of the area. Glass-breakage systems can detect an intruder, whereas motion
sensors can detect movement in the house when the owner is away and inform the
owner and also call the police in case the situation demands it. Products offering
these services like Canary [2] make use of the computation on both the cloud and
edge-devices, but these products use a separate hardware and form a different
ecosystem that is difficult to tie with the complete smart home fog ecosystem.

2.5.1.3 Maintaining home environment
The most important purpose of a smart home is to improve the experience of the
house owner by maintaining optimal physical conditions like temperature and
humidity inside the home and providing assistance for daily tasks, like preparing
coffee on waking up, maintaining optimal lighting by drawing curtains based on
time of day and weather. Such application logic works by processing streams of
data generated by sensors that sense the physical conditions and detect the activities
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of the user. The volume of data from a single smart home can be huge, left alone
the volume from a colony or a city of smart homes. Smart home applications need
to handle voluminous data and yet respond in a timely manner so as not to mar user
experience.

2.5.1.4 Mobile dashboard and long-term analysis
A smart home application should have a mobile dashboard using which a user can
check the state of his house even from a remote location. The user can use the
dashboard to even control objects in the house, like opening/closing doors, talking
to people who visit in his absence, or informing the police in case of an emergency.
This use-case requires analysis of data generated by the smart home and a user-
friendly presentation of information extracted from this analysis. It also demands
global coverage since the smart home application may have to communicate with a
user at a remote location.

Design requirements
● High-speed communication: Due to the number of devices connected in a

smart home ecosystem, there is a need for an efficient machine-to-machine
(M2M) communication mechanism that incurs a very small delay. For a
smooth user experience, it is necessary for the devices coordinate and perform
in real time – thus requiring high speed M2M communication.

● Handling high data volume: Smart homes generate massive volumes of data,
particularly due to the number of devices connected. Hence, the device pro-
cessing the data as well as the connecting network should be able to handle
such an immense volume of data.

2.5.2 Deployment details
The requirements of a smart-home system are peculiarly handled by fog computing
owing to its near-the-edge processing and resultant low-latency. A schematic of the
smart home use-case on fog computing infrastructure has been shown in Figure 2.7.
The deployment of a smart-home system on fog infrastructure over a 5G network is
described in the following sections.

2.5.2.1 Physical deployment
A smart home system consists of a myriad of connected devices serving a variety of
functions, ranging from sensors measuring temperature, humidity or detecting
presence or fire to high-level appliances like smart air-conditioners and CCTV
cameras. These devices need to communicate with each other and perform coor-
dinated functions to serve the requirements of a smart home, requiring an efficient
and reliable M2M communication. The M2M communication facility provided by
5G mobile networks and its ability to support a huge number of connected devices
makes it an enabling technology for smart home automation systems. Smart devi-
ces are connected to a small cell hosted inside the house, that in turn is connected to
the core network via a high-speed broadband connection. This small cell acts as the
smart home gateway for the devices in the smart home and serves as a point for
offloading computation and storage of smart home applications (Figure 2.7).
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The intermediate network devices (typically belonging to the ISP) connecting
a group of smart homes to the Internet also serve as offload points for the smart
home application. Owners of smart homes connect to the smart home application
through high-speed 5G mobile network using their smartphone application and can
access the smart home dashboard to view/modify the status of the smart home.

2.5.2.2 Application architecture
Efficient use of the services provided by fog computing is possible only when the
smart-home application logic is partitioned into the three components of a fog
application. This partitioning is elucidated in the following sections.

Device component
The data collection points of a smart home are mainly sensors, which need to send
the sensed data to the smart home gateway in a timely manner. The application
logic deployed in CCTV cameras should process the captured video and detect
events of interest in real time and inform the smart home gateway.

The application component running on actuators – like air-conditioners, fire
alarm and others – in a smart home should be able to receive commands from the
smart home gateway and implement those in real time.

Fog component: smart home gateway
The smart home gateway is the seat of control of the smart home and is responsible
for running applications that coordinate the activities of various smart devices to
create a holistic smart home experience. In order to fulfil the requirements of a
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smart home system (as described earlier), the smart home gateway needs to provide
the following services: such applications leverage the following services provided
by the smart home gateway.

● Efficient M2M communication: The smart home gateway needs to provide
interface to an M2M communication interface for the smart home devices to
communicate with each other. Energy management requires communication
between the sensors and electrical appliances, so that they may be turned off
when sensors detect absence of activity. For ensuring safety of the home,
CCTV cameras and motion sensors should be able to communicate with the
smart home gateway in a timely manner, thus requiring efficient communica-
tion between smart home devices. The devices in a smart home are generally
resource constrained, and using standard protocols like hyper text transfer
protocol (HTTP) for message passing will be inefficient.

In recent years, a lot of effort has been made towards developing protocols for
M2M communication between resource constrained devices, some of that have
yielded popular outcomes like Message Queue Telemetry Transport (MQTT),
Constrained Application Protocol (COAP) and Session Initiation Protocol (SIP).

MQ Telemetry Transport (MQTT)
MQTT works on an asynchronous publish–subscribe architecture and is
realized by sending control packets. MQTT packet headers are kept as small
as possible, making this protocol apt for IoT by lowering the amount of data
transmitted. Hence, this protocol is suitable for constrained networks (low
bandwidth, high latency and fragile connections).

Daş et al. [19] have demonstrated an example implementation of a smart home
application using M2M communication between resource-constrained sensors and
home appliances. In their implementation, communication between devices and
sensors was enabled by a SIP server in the smart home. Drawing parallels from the
proposed implementation, the smart home gateway will support a number of such
protocols which can be used by application developers to build useful smart home
applications.

● Real-time data analysis: The smart home application needs to process events,
especially those related to safety and energy management, in real time. Works
like [13,43] have shown how real-time analysis of data can benefit smart
homes in terms of energy management and security respectively.

Processing offload could not get any closer to the appliances than the smart
home gateway. Such a close vicinity to the device reduces the communication
delay of between the gateway and the sensors and appliances, allowing smart
home applications to make real-time decisions. In cloud-based smart homes,
the control system used to reside in the cloud, giving rise to a high latency
between the devices and the control system.
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● Network traffic reduction: Devices in a smart home generate a lot of data,
typically because of continuously sensing the environment. In fact, a large
portion of the data is redundant or not useful. Smart home applications analyse
this little big data to extract valuable information. However, the volume of this
data, from a group if not from a single house, can be too huge to be con-
tinuously sent to the cloud for processing. The presence of a control system
right at the gateway solves this problem by performing the data cleaning and
analysis to generate control signals for the appliances. Being located at the
very edge, the analysis happens in real time.

Cloud component
A typical smart home application should allow its users to view and control the
status of the smart home from any remote location. Such a use-case requires a
global coverage of the smart home application, thus justifying the deployment of
this logic in the cloud. This component of the application will receive aggregated
summaries of the smart home’s status at regular intervals as well as notifications of
events requiring immediate attention from the smart home gateway and inform the
owner of the house.

This component will also perform long-term analytics on data collected from a
smart home as well as data from multiple smart homes to detect any kind of usage
patterns that it may leverage to improve the services provided in smart homes.

2.6 Distributed camera networks [use case 4]

Distributed system of cameras surveilling an area has garnered a lot of attention in
recent years particularly by enabling a broad spectrum of interdisciplinary applications
in areas of the likes of public safety and security, manufacturing, transportation and
healthcare. The widespread use of these systems has been made possible by the pro-
liferation of economical cameras and the availability of high-speed wired and wireless
networks. Such a large number of cameras makes these systems generate data at very
high rates. Monitoring these video streams manually is not practical, if at all feasible,
thus engendering the need for tools that automatically analyse data coming from
cameras and summarize the results in a way that is beneficial to the end-user.

Centralized tools for analysing camera-generated data are not desirable in a lot
of cases primarily because of the huge amount of data that needs to be sent to the
central processing machine. This would not only lead to a high latency in the
system, but would also devour the bandwidth. Hence, processing the video streams
in a decentralized fashion is a more advisable method of analysis. A number of
research works have explored distributed camera networks [20,29]. The require-
ments of such a system have been listed in the following sections.

2.6.1 Requirements
Distributed camera network involves communication between devices only, and
thus poses unique requirements, that have been discussed in [34].
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2.6.1.1 Real-time consensus among cameras
Decisions taken by cameras need to be coordinated in order to attain a consensus
about the task they are performing (e.g. activity recognition). Hence, there is a need
for communication, that too one with a low delay, between cameras covering
overlapping or adjacent regions. Furthermore, arriving at a consensus in real-time
demands that the processing of video streams be done in a latency-critical manner.
Sending all video streams to the cloud will be inefficient in this case due to the high
delay incurred in communicating with the cloud.

2.6.1.2 Real-time PTZ tuning
In case of fixed cameras, video analysis becomes difficult because the fixed reso-
lution or viewpoint may not be able to capture the target. The distributed camera
network should support active sensing allowing cameras’ parameters such as pan-tilt-
zoom (PTZ) and resolution to be controlled by the video analysis system. This tuning
of camera parameters has to be done in real time in order to effectively capture the
target. Apart from functioning in real time, the parameter tuning of cameras needs to
be adaptive, being able to learn from previous decisions and improve.

2.6.1.3 Event notification
The distributed camera network should inform the security personnel monitoring
the area about the occurrence of an event. This use-case requires a global coverage,
since the user may be present at a remote location.

Design requirements
● Low-latency communication: For effective object coverage, the PTZ para-

meters of multiple cameras need to be tuned in real-time based on the captured
image. This requires ultra-low latency communication between the cameras
and the seat of camera control strategy.

● Handling voluminous data: Video cameras continuously send captured video
frames for processing, which amounts to a huge traffic, especially when all
cameras in a system are taken into account. It is necessary to handle such a
large amount of data without burdening the network into a state of congestion.

● Heavy long-term processing: The camera control strategy needs to be updated
constantly so that it learns the optimal PTZ parameter calculation strategy. This
requires analysis of the decisions taken by the control strategy over a long-period
of time, which makes this analysis computationally intensive.

2.6.2 Deployment details
There have been several studies like [20,29] that cover distributed sensing in
camera networks. Of particular relevance to fog computing is the work by Peng
et al. [29] in which they have proposed the use of camera servers physically close
to the cameras for processing real-time queries on networks of distributed camera
networks. Based on the concept presented by Peng et al., we discuss a typical
deployment of distributed camera analysis system on fog infrastructure in the
following sections.
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2.6.2.1 Physical deployment
The data generation points in a distributed camera network are the numerous sur-
veillance cameras that generate data in the form of captured frames at a constant
rate. Cameras are also the prime actuators in this system as they need to constantly
change the PTZ parameters in order to get the best coverage of the target. Cameras
in a DCN are connected via high bandwidth 5G connection to a small cell located
in physical proximity of the cameras. The small cell connects the DCN to the cloud
via high-speed Ethernet.

2.6.2.2 Application architecture
Figure 2.8 shows the necessary components in a smart distributed surveillance
system and the interactions between them. We now discuss the application archi-
tecture, that is the placement of application logic into components that can be
deployed at different offload points in the fog network, as shown in Figure 2.9.

Device component
The device component of a distributed camera network application runs on a
camera and contains the code for handling it. It essentially consists of two modules –
video sender and command receiver. The video sender module sends the recorded
frames to the associated small cell at a constant rate. The command receiver module
receives instructions to change the camera parameters from the small cell and applies
them to get a better coverage of the target. The encoding of video and sending it
should take place in real time, as well as the PTZ change commands received from
small cells should be applied in real time so as to bring down the response time of the
DCN to real-time domain.

Fog component
The fog component of the application is responsible for detecting events based on
spatio-temporal relations between objects across video streams coming from dif-
ferent cameras. The application logic first filters out objects of interest from the live
camera feeds by using image processing techniques. It then uses the spatio-
temporal relations between the detected objects to detect if an event has occurred.
Works like [18,29,42] have proposed techniques performing event detection in
real time from live camera feeds. In case an event is detected, the fog component
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Figure 2.8 Schematic diagram of a distributed camera analysis system
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informs the cloud component of the application so that users of the system, even at
remote locations, can get notified of the occurrence of the event.

The fog component of a DCN application is also responsible for the camera
control strategy, that is tuning the parameters of the cameras in order to optimize
the scene acquisition capabilities of the cameras. Based on the camera feeds, the
application calculates the optimal PTZ parameters for each camera. In addition to
the PTZ parameters, the application also responds to scene complexity by deter-
mining the optimal resolution for the camera to capture, for example to capture a
higher resolution video when the scene is relatively empty and lower the resolution
as the number of objects in the scene increases. Starzyk et al. [35,36] has elucidated
on optimal camera parameter calculation in, the calculation being based on images
captured by the cameras. These optimal parameters are sent to the cameras in real-
time which apply them to improve the quality of the captured scene. The control
strategy hosted by the fog component is adaptive and tries to improve itself based
on previous decisions. For this, the fog component sends an aggregate of camera
control decisions taken in the past to the cloud component for determining the
optimal control strategy, which is then communicated back to the fog component.

In centralized systems, video streams had to be sent to the cloud for processing,
and cameras would receive instructions for tuning camera parameters from the
cloud, both these communications exhibiting an unpredictable delay that could mar
the purpose of the system. Furthermore, sending live video streams to the cloud at
all times would devour the bandwidth and may lead to congestion, further delaying
frame delivery. In a fog setting, it is apt to place the fog component (which takes
video streams as input) on the small cells connecting a group of cameras. Placing
this component at the very edge, close to the source of data and actuators, greatly
cuts down the delay. The only communication between the small cells and the
cloud takes place when an object of interest is detected or when the control strategy
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Figure 2.9 Deployment of a distributed camera network on fog over 5G network
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of the fog component needs to be updated – which is relatively inexpensive in terms
of bandwidth consumed.

Cloud component
Research works like [35] suggest that the control strategies of cameras can be learnt
using online learning algorithms. Since the latency requirement of updating the control
strategies is not that stringent, the cloud component can perform the learning based on
the information about previous decisions taken by the fog component. The cloud
component uses advanced learning tools to determine the optimal control strategy at
every time and updates the control strategy currently running on the fog component.
This task is computationally intensive, hence making it a good fit to be run on the cloud.

The cloud component of a DCN application enables security personnel present
at remote locations to monitor the activities in the area surveilled by the DCN by
sending notifications pertaining to events of interest to the security personnel, who
can respond accordingly. In special cases, the cloud component may also stream
video related to the event so that security personnel may have a look at the actual
situation. This part of the application demands a wide coverage as the users mon-
itoring the activity in the surveilled region may not be located in vicinity of the
cameras or small cells. Hence, it makes a lot of sense to deploy this application
logic to the cloud which has a global coverage.

2.7 Open challenges and future trends

Fog computing and 5G networks are the enabling technologies for futuristic
applications, especially in the realm of the IoT. 5G mobile networks need to have
inherent support for fog computing in order to be efficient and successful. The
amalgamation of these two concepts will enable the developers to come up with
applications that solve large problems faced by the masses. However, large-scale
successful deployment of fog computing systems on 5G mobile networks is bound
by research in a number of domains. Fog computing in 5G networks is as much of a
vision today as 5G networks itself and a plethora of challenges need to be addressed
to make it a reality. These challenges are described as follows:

● Computation offloading in network base stations: Fog applications run in the form
of virtual machines (or containers) on virtualized fog-devices. This would require
shifting the network functions – originally implemented in dedicated hardware – to
software (a concept called network function virtualization (NFV)). However,
implementing NFV on such a heterogeneous network as a fog-enabled 5G network
is still not lucid. Works like [16,17] have explored into the implementation of
network virtualization on mobile networks. Further advancements need to be made
in this domain for efficiently realizing fog computing on 5G networks.

● Energy efficiency: Fog computing on 5G network requires the base stations to
be enabled with virtualization for running applications. Running applications
on a hypervisor a higher energy requirement due to the heavier processing
involved in virtualization. This carbon footprint would be amplified to a great
extent by the numerous fog-devices in a network with a dense geographical
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distribution. Minimizing energy consumption is a key challenge that needs to
be addressed for successful commercialization of fog computing on 5G.

● Pricing policies: A fog ecosystem will consist of two kinds of stakeholders:
(1) internet service providers who construct the fog infrastructure and (2) the
application service providers who want to extend their applications to the edge.
Thus for enabling pay-as-you-go pricing model, it is necessary to decide the
price for resources and the division of payment for different parties. This will
be difficult given the widely distributed network of fog devices. For realizing
this utilization-based pricing policy, accounting and management systems
working at a very fine granularity of the network are required.

● Resource management: Efficient resource provisioning and management has
been a strong reason for the success of cloud computing – and will continue to
be so for fog computing as well. However, the problem of resource manage-
ment is even tougher, because of the added dimension of network latency
involved. Besides, the vast number of heterogeneous devices in the network
further complicates resource management. Ottenwälder et al. [26] have pro-
posed MigCEP and operator migration policy for fog infrastructure so as to
optimize on end-to-end latencies as well as bandwidth consumption and their
work is one of the few contributions to resource management on fog.

● Privacy and security: Fog computing virtualizes the network and decouples net-
work functionality from the hardware provider. Hence, fog applications process
application data on third-party hardware, which poses strong concerns about visi-
bility of data to the third-party. 5G networks handle voice and data packets in the
same manner which may lead to leakage of sensitive voice data. This makes privacy
measures even more necessary for fog computing on 5G networks. Stojmenovic
et al. [37] have discussed the security issues in fog computing in their work.

Addressing these challenges are necessary to make fog computing on 5G
networks commercially viable. One can then envision the development of services
like IaaS, PaaS and SaaS on the fog environment as well, which would be a major
milestone for the road to a future with fog-enabled applications.

2.8 Conclusion

Fog computing is a recently emerging computing paradigm that offers facilities like
low latency and dense geographical distribution, which is essential for a number of
applications. This chapter looks at a few peculiar use-cases apt for fog computing on
5G mobile networks, each of the use-cases being contingent on a specific offering of
the Fog. The necessity of an inherent support for fog computing in 5G networks has
been presented and the deployment of use-cases (applications on the Fog) – on a model
5G network have been shown. Each use-case has been broken down into components
meant for execution in the devices, the fog and the cloud, and the interplay between
these components has been shown. Both 5G networking and fog computing technolo-
gies are compatible with each other and their amalgamation will be the enabler
for future Internet applications. Due to its close affinity for applications on IoT, fog
computing facilitate in developing green and sustainable future IoT applications.
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Chapter 3

The in-band full duplexing wireless exploiting
self-interference cancellation techniques:

algorithms, methods and emerging applications

Geili T. A. El Sanousi1 and Mohammed A. H. Abbas2

Abstract

The most significant recent evolution in the wireless communication theory (WCT)
is Full Duplexing of channel; that is, communicating a transmission simultaneously
with reception. This has full impact on the communication system and the overall
constituents of the WCT. This chapter aims at highlighting the developments in the
in-band full duplexing (IBFD) access technique and its impact on the whole system
linking the information source to termination channel.

In this chapter, all techniques, algorithms and emerging applications are related
to the reader to provide an updated starting point for the fresher and a comprehensive
review of the current state of the art, for the experienced professional. The flow of the
chapter started by relating the origins of the concept through to different evolved
forms and finalizing with the emerging applications. The technique variants are
presented in a categorized approach, providing the foundations of the concepts, how
these progressed and how the older techniques have been incorporated into the newer
context. The categorization was system based – that is relating the system block
where the associated technique is exploited- and network based, that is relating how
these fit into different communication networks’ topologies and applications. The
categorization was well-related integrability and hybridization of the techniques, as
well as presenting the reader with useful reviews and referencing to further readings.

The impact of the IBFD is significant, and the pace of associated developments is
extremely huge and fast; this art here presents a useful guide which is only relating the
current state of art in the immediate temporal zone. IBFD field impacts every detail of
the wireless communication system, so it is fair to anticipate the forthcoming decade
to lay emphasis on the technique and its exploitations. Pertaining to the current
temporal frame, this chapter covered mostly every foundation point in the concept.

1Assistant Professor, Self Based Researcher.
2Associate Professor, Faculty of Engineering, University of Khartoum.
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3.1 Introduction

The wireless communication theory (WCT) is witnessing tremendous growth in this era.
New concepts are envisioned every day and new ways of solving problems are devised.
What was at a time a demerit is treated in newer systems as a merit for example multi
input multi output (MIMO) theory where the multipath became the merit which provides
for bandwidth and signal power gains. And as new merits are exploited new demerits are
discovered and new challenges are defined. The theory is hence always evolving around
a compromise between merits and demerits. Of recent the most evolving area of the
communication system has been the link [1], particularly the wireless link, whereas
remaining blocks of the system are passing through a revolution to accommodate
developments in the link theory rather than an evolution in most of its aspects.

Variants of exploitations of communications theory and systems are many and part
of every aspect of modern life; but the most thriving field with the major impact on our
human lives is so far the networking field, in particular the personal communication
networks and the associated parallel data networks; the most recent development of
which is the 5G networks and the Internet of Things (IoTs). These networks naturally
depend on the communication theory and directly exploit its’ variants. As a matter of
fact, networking entities are gradually integrating to cooperate as a unified large scale
system units rather than separated communication entities, for example, Cooperation of
Multiple Points (CoMPs) and cooperative relaying. Thus the focus in this chapter is
subjected to in-band link techniques as applied in system level but which as well have
huge impact on the networking frames, architectures and topologies.

This chapter starts by reviewing the theoretical background of the technique,
relating current theory to older existing literature, explaining the variants of the
theory and pointing out the challenges and technical limitations it faces. The variants
of the technique are all RF wireless link (passband) located but are complemented
with system (baseband) techniques; these will also be elucidated as well. Based on
the current state of the art, as would be highlighted; the technique has progressed well
enough that it is sufficiently sensible to envision insights on the opportunities the
technique can provide and possibilities to incorporate the in-band full duplexing
(IBFD) in the forthcoming systems, designs and protocols. This would be the
ensuing and wrapping up work to this chapter.

3.2 The in-band full duplexing communications: the concept
and the background

IBFD communications refer to a link system whereby the communication system
transmits and receives in the same frequency simultaneously. This definition might
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also be extended to distinguish and include both wireless links that propagate in the
same source/destination spatial channel (same physical route); and/or those wireless
channels that link using more than one different source/destination spatial channels
(or diverse routes).

The heritage of WCT avoided full duplexing (FD) in the same band. It
has been considered inapplicable throughout decades because of the strong self-
Interference (SI). Usually the far-field signal travels a long way and reaches the
receiver after being annihilated by convolution with channel and unwanted noise.
The most common metrics used for describing these channel effects are the signal-
to-noise ratio (SNR) and signal-to-interference plus noise ratio (SINR). At the
receiver, transmitting in-band simultaneously with reception provides a very strong
loop of self-interfering signal compared to the received weak far-field signal and
the SINR drops severely as a result of this strong SI. Receiver front end amplifiers
are thus driven into saturation resulting in receiver desensitization. Ambiguity
between sent and received signals becomes very difficult or impossible to resolve,
even for receivers with very high sensitivity. The WCT therefore resorted to means
to separate the sent/received signals in domains.

Conventional WCT favoured time division duplexing (TDD) whereby the timing
of the bursts differs for receive and transmit processes (time domain). The other older
alternative has been the frequency division duplexing (FDD) where the transmission is
achieved in a different band to the reception, with a guard band, the duplex frequency
spacing, separating the two bands (frequency domain). Each of the two methods has
merits and demerits that are very well known in the literature. Later developments
introduced hybrid systems of TDD and FDD and then the code division duplexing
which is essentially a hybrid scheme of TDD and FDD through time–frequency coding
of the sequence of bursts. Of recent, one of the aspects of the space–time premise [1]
was the introduction of a new domain, the spatial domain which differentiates signals
based on the spatial signatures, that is the channels’ responses based on the physical
coordinates of the space linking the receiving and transmitting elements. This defines
the spatial division duplexing (SDD) which can be used to separate transmission and
reception processes based on spatial geometry.

The last variant here, the SDD; could be considered as an IBFD communication
technique [2], if the definition was extended to include the link exploiting different
spatial routes. This however is said with conservative reservations about the detail that
these channels are not identical in their response. Classifying SDD as an IBFD is
sensible though, when considering in effect the overall information source/destination
to the information destination/source duplex communication link. The performance
delivered is that of a FD. Figure 3.1 depicts these topologies for these link techniques.

These concepts above, including the SDD; have been founded on relatively
inaccurate assumptions such as channel reciprocity, wide sense stationarity,
uncorrelated signals etc. as part of the WCT heritage. The problem with these lies
in that, as the size of information (and consequently size of bursts in signalling
domain) increases these concepts become impractical. Sought has been to find
means to reduce the size of burst as compared to channel coherency in both time
and frequency domains. For example many coding techniques aimed at increasing
the per signal information content of a message, some exploited partial approaches,
for example quasi-stationary channel quality indicator (CQI) in advanced long-term
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evolution (A-LTE). In this quasi-stationary CQI, the channel is digitized into a
sequence of generalized response states that are a compromise delivering averages
of the channel responses, but not the exact signatures of the channel.

The IBFD provides a practical solution to these and other challenges. The most
obvious and immediate advantage of IBFD is that it provides immediate halving of
the required channel bandwidth (in other words doubling the effective bandwidth
and hence capacity). This in effect provides for fewer constraints on time coher-
ency and bandwidth/frequency coherency of the channel, that is, it provides
instantaneousness and mitigates the latency and delay problems. The IBFD has
opened avenues for many flexible designs. The freeing of half the link time indeed
has the potential to reshape the whole WCT. In the following, the feasible IBFD
techniques and associated methodologies are closely examined.

3.2.1 The basic IBFD techniques
The most prominent IBFD technique was introduced in 2010/11 through
researchers from University of Stanford [3,4]. The nomenclature used there was
single-channel frequency duplexing. Full duplexing in the same bandwidth and
through the same spatial channel (route) was achieved. The idea was based on a
sequence of SI cancellation stages. The objective is to annihilate the self-signal as
heard by the transceiver and reduce its strength compared to the received signal in
the same band. This eluded the need for domain division in resources.

The original art’s philosophy exploits antenna cancellation on the signalling
domain to reduce the received power of the transmitted signal (SI) when seen on the
transceiver front end. This is performed using phase difference through geometrical
asymmetry (in the near field) of two antenna elements a placed at distances d and
d plus half a wavelength from the receiving point, that is 180 degrees phase shift
(see Figure 3.2).

In [4] a BALUN transformer was used instead to introduce the 180 degrees
phase difference. In either case, the objective is taking advantage of the local
destructive self-interference at the receiving element without influencing the
far-field transmission, that is, the transceiver does not hear its own signals in its RF
front-end. The indigenous art further exploited a combination of RF cancellation,

RX antenna

TX feed Rx

dd + 2
λ

TX antenna 1TX antenna 2

Figure 3.2 The antenna cancellation arrangement
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analogue cancellation and digital cancellation techniques. These techniques have
been advanced on and improved in later literature in combinations with RF sup-
pression. The philosophy behind these techniques will be highlighted accordingly.

3.2.2 Antenna cancellation techniques (ACT)
These techniques are applied at the most front end of the transceiver unit, at the
signalling domain in the EM emission stage. The concept depends on placing
antenna elements in certain electro magnetic geometry so as to cause phase dif-
ferences in the near-field zone. This phase difference when superimposed, effects a
self-cancellation or nulling at the intended receiving point. The self-interference
cancellation (SIC) happens in the near-field zone and exhibits minimal effect on the
far-field pattern. Thus the transmission objective is not forfeited.

The antenna cancellation technique (ACT) are generally frequency sensitive
since the superposition of phase differences critically depends on the wavelengths
by default and these are based on the arrival time according to the geometrical
positioning. In its indigenous art, only two transmitting antenna (Tx) and one
receiving antenna (Rx) elements were used. The two transmitting elements are
treated as main and auxiliary transmit points in the far field.

The following points summarize the features of the technique and the short-
comings in its indigenous form.

● It depends on semi-symmetrical geometries based on arrangement of antenna
elements.

● The far-field effect is not influentially affected by such geometries.
● Although the original art assumed linear orientation of elements, using vector

analysis the null can result as cancellation of components of two (or more)
vectors summed at more than one null point in the vicinity; given the differ-
ence in wavelengths should always be a resultant of l=2 (in the case of two
vectors) and resolved to zero (in general) to cause destructive addition.

● In terms of size it requires at least half lambda plus the normal antenna
separation.

● As this geometrical structure is based on the size of lambda, the behaviour is
frequency dependent and therefore the application is not efficient when
bandwidth is big.

● The errors in placement and phase delays are a mapped function of l and
frequency. Also the corresponding mismatches in amplitudes superimpose on
the centre and reduce the effectiveness or accuracy of cancellation.

3.2.2.1 Extension of the indigenous art mathematical model to (N)
antenna elements [5]

The multi-element antenna (MEA) theory has established itself a great deal in
concurrent literature. Basically the use of more than one transmitting elements
qualifies the technique to the MEA category of systems. The above model may then
be extended to analyse the case of N transmit elements and possibilities of M null
points for receiving. Below is an extended form of the model of [3] presented in [5].
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The following variables can be defined:
Indexed number of antenna elements: i ¼ 1, 2, 3, . . . , N
Amplitude of signal from ith antenna is Ai

Attenuation of the Ai is ai

The mismatch in amplitude of ith antenna compared to reference antenna 1 is eAi

(the ratio Ai=ai is ideally supposed to be constant but as it is not then
A1=a1 ¼ Aat such that Ai=ai ¼ eAi þ Aat) where eAi is a metric of the resultant
amplitude mismatch added to the supposed constant ratio, that is the ratio of the
amplitude to attenuation (how much loss in received signal) is equal to the constant
ratio plus mismatch error.

The error in placement of elements causes error in phase; this phase error
compared to phase of reference signal 1 is ef1i . (In general form, ef1i can be bor-
rowed to represent the phase shifts of antenna elements inclusive of error and
inclusive of (p-difference) for the pair cancellation.)

The phase of the signal from ith antenna: fi

And the phase constant f1 of the input reference signal 1 is stated as
y ¼ wct þ f1.

Analysis
Considering the target receiving point (the null); signals from ith antennas are
supposed to arrive in different phases

The phase difference with reference to signal 1 is f1 � f2 ¼ ef12 that is the
phase error between signals 1 and 2.

Similarly f1 � f3 ¼ ef13

Rearranging we get
f1 ¼ f2 � ef12 ¼ f3 � ef13 ¼ fi � ef1i

i:e: ef1i ¼ f1 � fi (3.1)

Thus expressing the received near-field signal seen at any point in the field; we get:

RðtÞ ¼ ðAat � X ðtÞ � e jyÞ þ ðfAat þ eA2g � X ðtÞ � e jy � e jðef12 ÞÞ þ ðfAat þ eA3g��
X ðtÞ � e jy � e jðef13 ÞÞ þ � � � þ ðfAat þ eANg � X ðtÞ � e jy � e jðef1N ÞÞ�:

The first term is obtained by substituting e j ef11ð Þ ¼ e j 0ð Þ ¼ 1 and eA1 ¼ 0

RðtÞ ¼ ðX ðtÞ � ejyÞ �
Aatf gþfðAat � ejðef12 ÞÞ þ ðeA2 � ejðef12 ÞÞgþ fðAat � ejðef13 ÞÞ

þ ðeA3 � ejðef13 ÞÞgþ � � � þ fðAat � ejðef1N ÞÞ þ ðeAN � ejðef1N ÞÞg

2
4

3
5:

¼ ðX ðtÞ � ejyÞ � Aat þ
XN

i¼2

Aat � ejðef1i Þ
 !

þðX ðtÞ � ejyÞ �
XN

i¼2

eAi � ejðef1i Þ
 !

:

¼ ðAat �X ðtÞ � ejyÞ � 1þ
XN

i¼2

ejðef1i Þ
 !

þðX ðtÞ � ejyÞ �
XN

i¼2

eAi � ejðef1i Þ
 !

(3.2)
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Knowing that phase error ef1�1 ¼ 0 and amplitude mismatch eA1 ¼ 0 the above
expression can be restated as

RðtÞ ¼ Aat �X tð Þ � ejy� � � XN

i¼1

ej ef1ið Þ
 !

þ X tð Þ � ejy� � � XN

i¼1

eAi � ej ef1ið Þ
 !

(3.3)

This reduces to

R tð Þ ¼ X tð Þ � e jy� � � XN

i¼1

Aat þ eAi
� � � e j ef1ið Þ

!) (
(3.4)

And the complex conjugate of R(t) is

R� tð Þ ¼ X tð Þ � e�jy� � � XN

k¼1

Aat þ eAk
� � � e�j ef1kð Þ

!) (
(3.5)

R tð Þ �R� tð Þ ¼ X tð Þ2 � 1 �
XN

i¼1

Aat þ eAi
� � � e j ef1ið Þ

! (

�
XN

k¼1

Aat þ eAk
� � � e�j ef1kð Þ

!) 
(3.6)

The product in parenthesis {} can be reduced to

XN

i¼1

XN

k¼1

Aat þ eAi
� � � Aat þ eAk

� � � e j ef1ið Þ� ef1kð ÞÞ...ð

¼
XN

i¼1

Xi�1

k¼1

ðAat þ eAkÞ � ðAat þ eAi Þ � e jððef1i Þ�ðef1k ÞÞ þ
XN

i¼1

�
ðAat þ eAiÞ2

�

þ
XN

i¼1

XN

k¼iþ1

ðAat þ eAk Þ � ðAat þ eAiÞ � e jððef1i Þ�ðef1k ÞÞ (3.7)

Using symmetry of conjugate sums

¼
XN

i¼1

�
ðAat þ eAiÞ2

�
þ 2 �

XN�1

i¼1

XN

k¼iþ1

ðAat þ eAk Þ � ðAatþ eAiÞ � cos
�
ðef1iÞ � ðef1k Þ

�
(3.8)

R tð Þ�R� tð Þ ¼ X tð Þ2 �
XN

i¼1

�
ðAat þ eAiÞ2

�
þ 2 �

XN�1

i¼1

XN

k¼iþ1

ðAat þ eAk Þ
(

� ðAat þ eAiÞ � cos
�
ðef1iÞ � ðef1k Þ

�)
(3.9)
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where this expression can be equal to zero at locations where this power metric
function (PMF) is equal to zero

XN

i¼1

�
ðAat þ eAiÞ2

�
þ 2 �

XN�1

i¼1

XN

k¼iþ1

ðAat þ eAk Þ � ðAat þ eAiÞ

� cos
�
ðef1iÞ � ðef1k Þ

�
¼ 0

(3.10)

XN
i¼1

�
ðAat þ eAiÞ2

�
¼ �2 �

XN�1

i¼1

XN
k¼iþ1

ðAat þ eAkÞ � ðAat þ eAiÞ

� cos
�
ðef1iÞ � ðef1kÞ

� (3.11)

Equation (3.11) defines the null function for an antenna array it is a PMF
explaining the geometry conditions that produce nulls regardless of the time-
varying amplitude of the transmitted signal. The number of possible nulls M is less
than or equal to number of elements N. The importance and applications of this
function would be revisited later.

Verification
When substituting N ¼ 2 and ef1k ¼ pþ ef1�k

� �
in (3.10) the result is obtaining the

same power analysis for two elements in the appendix of [3]. This also means this
generalized form can also incorporate pairs of p-phase differenced elements in
symmetrical order.

Analysis of the power metric function (PMF) [6]
On the left hand side (LHS) of the nulling function (PMF) of (3.11), the minimum value
of the coefficients sum ðAat þ eAiÞ2 is realized when the amplitude mismatch is zero
for elements, that is when eAi ¼ 0 for all i, and for which the value of lower boundary
(UL1) of LHS is UL1 ¼ N�ðAatÞ2 and the maximum boundary (UL2) is obviously
UL2 ¼ N � ðAat þ eAmaxÞ2, where eAmax is the maximum mismatch coefficient.

On the right hand side (RHS) of (3.11); for zik ¼ ef1ið Þ � ef1kð Þ, the cosine
function fluctuates between �1 through zero to þ1, that is the value fluctuates
between the negative and positive of the maximum value which is
N�ðAat þ eAmaxÞ2. However, since the LHS is a positive function, all negative
values of RHS will be discarded and lower boundary of RHS becomes same as that
of LHS [N�ðAatÞ2� for the equality to hold.

In essence, the solution is in finding the suitable phase perturbations of zik , for
N degrees of freedom. Since cosine is an even function, the positive boundaries
imply these phases’ perturbations must be fluctuating in sign, that is, include a
number of (p-plus) phase shift differences; and converges to a negative product
such that the overall LHS is negated to a positive value. Also these phase pertur-
bations are reasonably assumed small in magnitude. Finally, since zik depends on d,
this objective can either be attained through proper allocation of antenna elements
in the space (static null positioning) or alternatively by controlling the amplitudes
and phases to impose the nulls in a predetermined manner (adaptive).
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3.2.2.2 Grating nulls against pattern nulls
In this technique, the radiations of concern are all in the very near-field region.
Thus the nulls obtained are rather grating nulls, not to be mistaken for far-field and
Fresnel near-field pattern nulls. The grating nulls are those that result from phase
additions of fields propagating in more than one direction [7]. Grating lobes
are experienced when inter-elements spacing is very large thus increasing the aperture
dimensions and thus increasing the span of near-field zone. Alternatively as in this
case, these exist by exploiting radiation cancellation in the very near-field zone

(condition d þ l < 0:62
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d þ lð Þ3=l

q
) [7, page 34]. In a way it can be simplified that

grating nulls are created in the vicinity of the confinement zone of the array aperture.
The pattern nulls however are attributed to the diffraction pattern.

It is established in literature that the relationship between Fourier transforms of
radiating electric field and aperture distribution is exact [8,9]. This result is inferred
from Parseval’s theorem. This implies that the coefficients of the nulling function
are the same for the radiating signal electric field strength and for the resultant
pattern. This explains the ambiguity of the close similarity between the mathe-
matics of the PMF and that of the far-field pattern.

3.2.2.3 Theoretical aspects: challenges and limitations
Like all the WCT aspects, it is always a compromise between merits and demerits
and solutions to challenges. The most notable limitation of this technique is that it
cannot stand on its own. The amount of annihilation in the self-signal power is
quite small compared to usual weakness of reception through long-range commu-
nication links. In the very ideal situation of a very small antenna placement
mismatch, the average reduction in self-signal strength is 30 dB [3,10]. However,
the reduction in self-signal strength must be sufficient to avoid receiver front-end
desensitization. Therefore, the technique is by default, complemented by other
stages of SIC. These stages include variants comprising the RF suppression, RF
cancellation, Analogue cancellation and the digital baseband cancellation. In terms
of bandwidth, the technique by default is very sensitive to antenna placement and
thus to frequency changes. In its original form, it cannot function in wide band
mode. And the required antenna aperture of at least (2d þ l=2) implies need for big
surface area. Yet more, the covering range of the technique is poor. This is easy to
infer, since more transmission power means restoring the ambiguity between the
self-signal (stronger) and the received signal (weak and attenuated). A lot of
research has been carried out to improve the performance parameters and to answer
to the challenges as stated. The authors in [4,5,11] include different novel
approaches to answer to challenges of the antenna cancellation challenges.

3.2.2.4 Technical implementations: challenges and limitations
On technical bases, there are yet physical challenges relating the physics of antenna
theory. Strictly speaking, working in very near-field region has cost in issues such
as mutual coupling and dielectric materials selection and the casting of elements. It
is important to comprehend the nature of the antenna physics. When d is very small,
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and the aperture is small the wave nature assumed here becomes obsolete. The
point is, magnetic and electric fields need space to be converted to waves. Before
the wave emission process happens, these act as normal fields obeying EM
induction principles, thus induces currents and magnetic fields to all points in the
vicinity. In other words, a minimum space is required to enable all elements to
resonate for this analysis to be valid.

The mutual coupling in the intended null points with implanted receiving
nodes (elements) is an advantage, since it implies less attenuation and more exact
signal images received (as these cancel in the null point perfectly). Mismatch in
antenna placement and in amplitudes of signals is inevitable in the casting process.
The more antenna elements are incorporated into the system, the heavier are these
costs. Yet the progress of this technique is so quick that it has earned accom-
modation to protocols of the forthcoming 5G technologies. The boost in the
research area is attributed to the tremendous potential and promise it entails; that is
to re-shape the whole WCT a new.

3.2.3 Passive RF suppression techniques
RF suppression is a means to attain IBFD, through use of different channel routes
or different polarizations that take place in the RF (EM radiation) domain. It is a
subject of overlap with the alternative nomenclature; spatial division and polar-
ization diversity division. Isolating the transmitted RF signals from the received RF
signals at same frequency band using different routes or polarities makes the two
terminal nodes communicate in actual effect, in a practically Full Duplex link.
Separation here, does not mean directly annihilating the transmitted signal but
eluding it in the receive channel. In concurrent literature, there have been four
major lines relating RF suppression-IBFD that received more focus [10]. The phi-
losophy behind these techniques is briefly delineated below. Further interest in
detailed research works exploiting these approaches can be pursued in these
References [12–15].

3.2.3.1 Directional and polarization isolation
The directional isolation in relation to IBFD in an early literature has been defined
by Everett et al. in [2] as the positioning whereby: ‘the direction in which the base
station (transceiver) transmits is (in general) different from the direction from
which it receives’. This could be achieved dynamically through selective or
directional antennas; or simply by physical placement in a directionally isolated
manner.

On the other hand, polarity diversification is about transmitting information
signals in different polarity to the information receiving interface, that is orienting
the transmit elements and receive elements in different polarizations (orientations).
Practically speaking, it has been reported that a maximum of six polarities can be
accommodated in one single physical channel. It is also possible to combine the
two techniques in a hybrid platform whereby each isolated direction entertains both
polarization and isolation benefits. The two concepts are illustrated in Figure 3.3.
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Further readings
Ma et al. [10] reported another directional/polarization diversity art [12] which is
adjoined to complementary stages to attain IBFD. The technique there is used in
relaying context where the system consisted of a compact antenna relaying unit
entertaining both directional isolation and polarization isolation. The relay re-routes
repeated base station signals to a domestic unit (user equipment (UE)) and vice versa.
The results showed up to 48-dB suppression of transmitted signals in both relaying
links.

3.2.3.2 Adaptive isolation techniques
These are, as the name suggests, techniques that are adaptively controlled to effect
isolation. The most commons include antenna and beam selections as dynamic
ways (adaptive) to isolate the channel directions. Alternatively, the null space
projection offers the opposite effect of the beam selection concept. A projected null
space isolates or rejects the signal in the projection direction, whereas beam selection
links the signal in the selected beam direction. Antenna selection is usually attained
using switching techniques which have known demerits such as high insertion loss
and the switching time latency where the angular spread is limited. The beam
selection is usually attained using a network of adaptively controlled beamforming
weights. With less insertion loss and better beam switching fluency, it outperforms
the antenna selection. Both techniques select a direction over others and switch the
RF receiving chain to incoming signals through switching to the corresponding
selected antenna/beam. Null space projection is effected through use of filters
(e.g. minimum mean square error (MMSE)) to prescribe nulls in the wanted or
selected-to-reject direction. The effect is that receiving chains will null-out incoming
signal is the prescribed direction and listen to sources in other directions [16,17].

Further readings
These techniques in complement to a natural suppression (directional isolation)
stage have been the accomplishment of [13]. There the authors brought together
this collection of techniques; in a practical implementation in a network relaying
context. The natural isolation was attained through pre-design of spatial placement
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of elements. In a way, this is similar in approach to the art presented in [11]. This
directional isolation in combination with the above techniques provided about 40-dB
suppression. The dependence on the channel rank to make antenna and beam selec-
tion choices is a potential drawback for the technique. This is because it implies need
for perfect channel state information (CSI) knowledge and this, as follows later, is
supposedly an earning from IBFD not a cost as becomes the case here.

3.2.3.3 Beamforming using time domain waveforms
Herein, the beamforming is carried out using weights and waveforms developed in
time domain. The indigenous terminology for this method is time-domain transmit
beamforming introduced in the art of [14]. It is meant to differentiate this procedure
from the conventional frequency domain transmit beamforming techniques
(FDTB), another terminology used in the same art. FDTB is nothing but the usual
beamforming techniques described in frequency domain mathematics. The differ-
ence is about the signalling system design and implications associated with engi-
neering the system in the frequency domain as against time domain. The need for
this arises from the fact that in conventional FDTB designs, the guard prefixes
usually go un-cancelled in all antennas SIC schemes. These residuals leak as noise
into the receiver chain and decrease the SINR. Thus, design of waveforms in time
domain answers to this perspective and improves SIC performance.

Further readings
Hua et al. [14] treat in detail one such time-domain approach and provides results
conforming better SIC performance. The technique is very similar to other sup-
pression techniques except for the use of temporal waveform designs. The attained
suppression goes up to 50 dB for a carrier.

3.2.3.4 Balanced feed networks in RF isolation context
Balanced feed networks are basically a cancellation method, not a suppression
method. They are usually consisted of an organization of combinations of balanced
phase shifters, attenuators, couplers, power dividers and/or circulators in a control
loop feed network. The attenuators and phase shifters adjust the cancelling feed-
back whereas couplers, power dividers and circulators control the directions of RF
signal flow. These are conventional in RF circuitry designs and are basically
designed on principles of guided wave theory. They have demerits including
associated insertion losses, leakages, and signal distortions. The circulators in
general suffer more leakage than couplers. Despite the demerit of leakage, because
of their lowest insertion loss, the circulators are practically the best of the possible
alternatives, compared to the directional couplers or the power dividers.

Couplers, power dividers and circulators, all bring about isolation of paths
(suppression) when properly organized. However, their organization is defined
according to the related function. In the IBFD context, these are used to isolate
(suppress) RF paths. This is complemented by the phase shifters and attenuators
producing negating images that cancels out the transmitted signals in the receive
chain simultaneously.
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Further readings
The use of RF balanced feed network as isolation between RF chains lead to the
introduction of a class of single-element antennas which performs both transmit/
receive functions simultaneously that is it radiates and gets illuminated simulta-
neously. For example, the arrangement of [15] provides isolation between trans-
mitting and receiving RF chains through use of a pair of three legs (directions)
circulators. In addition, these are complemented with phase shifts effecting SIC in
the receive RF chain. The antenna reflections of the transmitted wave and asso-
ciated leakages from the receiving path are also self-cancelled in the arrangement.

The beauty of the technique is that it exploits only one-single antenna element,
an important solution to compact sizes. The obvious deficiency of the technique
is implementation cost as it embodies too many components. Knox [15] reported
suppression values in 40–45-dB range. Related approaches are also found in [18–20].

3.2.4 Active RF cancellation techniques
In general, all cancellation techniques exploit images of the unwanted SI signals
(and additive noise, also to be mitigated) and control their phase shifts to create
destructive (phase reversed) images which when added to the interfering signals
end up cancelling each other. The ‘RF cancellations’ are designated so, since they
are executed in RF front end of the system that is, after up-conversion, in wave
guiding and the signalling domain. In the following, four recent technical approa-
ches in concurrency with developments in the IBFD theory are reviewed.

3.2.4.1 Echo image cancelling using baseband to RF up-conversion
This is an explicit logic of replica production. In this mechanism, a copy of the base-
band signal is used to regenerate an image of the SI signal. This image is then reversed
in phase by a 180-degree phase shifter (inverter), thus forming the cancelling signal
which is passed through a different radio chain, up-converted and destructively added
to the reception stream at the receiving terminal, for example [21]. In theory, this is
supposed to completely eliminate the SI. This however does not happen because of
many channel factors, for example deformations in SI signal, non-linearities in the RF
chain, path attenuations, mismatch of antenna elements, amplitudes mismatch, delay,
temporal delays etc. The technique is observed to attain around 30-dB SI cancelation
and involves extra cost for the parallel radio chain [21].

3.2.4.2 Feed-forward networks
Feed-forward networks are basically a class of control networks where the feed is
pre-calculated and added externally in the forward direction of the source/sink flow
stream. These are similar to the balanced feed networks except that the associated
phase-shifter network is not a ‘balanced’ network. The phrase ‘balanced’ refers to
the effect of using balanced phase shifters units which generate streams that have
exact and balanced phase shifts, for example quadrature hybrids used in [15]. These
are replaced here by attenuator and ordinary phase shifters, plus couplers instead of
circulators.
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In feed-forward looping, the weights of parameters of concern (amplitudes and
phases here) are generated on the basis of a control parameter or a comparative
reference, for example a metric of the achieved SIC. The attenuator attenuates the
amplitudes to a desired match. The phase shifters generate adaptively prescribed
phase shifts on the cancelling image signal. The couplers replicate the self-signal,
then route it forward – after passing through the attenuator/phase-shifters’ network –
to the received stream (feeding forward). This results in cancelling SI off the received
signal. Figure 3.4 illustrates the general feed-forward control loop block diagram for
the SIC where phase shifts here could be in quadrature as suggested in [15].

The adaptiveness of the attenuator and phase shifters units enables outside
control to be imposed on the circuitry and excellent power handling capabilities.
This marks a main difference between this feeding forward and the static balanced
feed networks. It is also obvious this is a pure cancellation arrangement with no
suppression involved. The technique is cited to offer up-to 75-dB cancellation, but
this varies with bandwidth [22]. The main disadvantage is the cost of slotting in
extra components.

3.2.4.3 RF analogue canceller variables’ computations
Computing the RF analogue canceller variables is an essential processing algo-
rithm. Feed networks, attenuators and phase shifters depend on these to adapt
accordingly. An analogue canceller is about creating a perfect analogue negative
image of the actual signal to be used to cancel it. The degrees of freedom of
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Figure 3.4 Feed-forward loop in the reception stream (‘a’ and ‘b’ are images
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concern in the signals are their amplitudes and phases. Amplitudes get attenuated in
the channel response, whereas phase shifts are function of a delay per channel and
different paths. This delay is an implicit function of the path distance from emitting
sources to the target illuminated sink points. Both of these could be modelled as
tapped-inputs to channels. Since there are no constraints on the possible paths,
phase perturbations and attenuations these formulate a non-convex problem pre-
senting many possibilities of nulls and a computational challenge.

Multivariate analysis and advanced matrix algebra techniques come into call
here; for example reformulation as a convex problem and using complex Wiener
technique to solve for the global set of parameters as suggested in [23].

The computed weights are used to perfectly cancel the analogue signal; this
implies the sensitivity of the algorithm choice and implementation. A complex
algorithm may result in computational processing delays, whereas reduced com-
plexity comes at a cost of less accurate estimates of cancelling variables.

McMichael and Kolodziej [23] reported a performance range of 49–65-dB SIC
through the convex reformulation approach. The main drawback of this is the
dependency on the CSI, which is necessary for a valid estimation of the attenua-
tions and phase errors.

Similar algorithms flood the existing art. Alternative algorithms such as gra-
dient descent algorithm which delivers sub optimal estimates and others are cited
for example sake in [24–26].

3.2.4.4 Adaptive phase inversion cancellers
Like the feed networks, these exercise a control mechanism to optimize the can-
cellation. Although static phase shift circuits such as quadrature hybrids suffer from
uneven bandwidth response, dynamic phase inversion, for example using BALUN
transformers, is insensitive to bandwidth and power. The dynamic nature of the
BALUN provides 180-degree phase shifts regardless of the frequency in use (and
theoretically of power used too). For example, in [4], one of the indigenous arts,
instead of exploiting spatial geometry to effect cancellation, a BALUN was used.
Another example is the use of the electric balanced duplexers [27] providing
relevant dynamicity in phase inversions.

The 180-degree (or related values of) phase shifts in essence generate streams
of in-phase and anti-phase negating images which when superimposed at a target
point or stream, cancel out perfectly. Usually, these require a control loop to add
attenuations and time delay to the signal to compensate the transmitted air signal’s
naturally experienced attenuations and delays. The control loop is locked up using
residual energy (received signal strength indicator) or the left over after cancella-
tions, to adjust the amount of attenuations and estimate weights of phase shifters.

Advantages of these designs include eluding the frequency dependency and
hence alleviating the bandwidth limitation. The number of required antenna elements
is reduced, since no auxiliary elements or generators are needed to effect cancella-
tion by placement. And theoretically these designs provide for better transmitted
power cancellations, therefore a higher transmitted power and an improved range.
The cancellations are more efficient since the phase shifts are also experienced by
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associated impairments and distortions, so bad images also cancel out. The technique
is cited to offer at least 45-dB cancellation [4]. Arrangements of static quadrant
hybrids can do the same inversions, although cost-wise they require more compo-
nents, and they suffer higher insertion losses and less bandwidth efficiency.

3.2.5 Analogue cancellations
This method is carried out in the baseband before the analogue to digital converter
(ADC) process. The analogue signal is cancelled by destructive addition to its reverse
phase image. Relevant estimated attenuations and phase shifts are introduced to the
cancellation image to improve the performance. The technique comes after many
stages of RF amplification and additional system noise which undermines its effi-
ciency. The brilliancy about antenna cancellations and RF cancellations over this is that
it comes at the most front end of the system; thus, minimal noise is introduced and
cancelation of only the unwanted Tx signals is more efficient. Brett et al. [28] present
one implementation of this technique. The technique preceded the IBFD long ago to
mitigate self-noise but could be readily incorporated as an additional annihilation
technique in IBFD systems. The offered cancellation in [28] is about 10 dB only.

3.2.6 Digital baseband cancellations
These techniques have very well founded base in WCT. They have been used
extensively as a baseband technique to eliminate Inter Symbol Interference. Here in
IBFD context, it used for SIC where the cancellations take place at baseband after
ADC process. It is important to note that these techniques are used as complementary
techniques, not a stand-alone class of techniques. If the self-signal is not annihilated,
it will surpass the dynamic range of the ADC and result in quantization noise much
stronger than the weak far-field signal. The ambiguity of such far-field signal will not
be resolved using digital band cancellations, since the cancellations do not suppress
the resultant quantization noise. The received baseband signal can be expressed as a
sum of original far-field signal, added far-field channel noise, added near-field self-
interfering signal and channel noise added to the self-interfering signal. Of all these,
the signal of interest is the far-field signal. For this to be decoded, the other signals
must be removed. The power of the self-signal as said is much more than that of the
strongly attenuated far-field signal, and to attain the IBFD means are focused on
annihilating this self-signal to values efficiently lower than the wanted far-field
signal. In digital terms, this is about nulling out or minimizing the power per mes-
sage/frame, power per symbol, power per sample/bit; of those messages/symbols/bits
decoded from the self-signal transmission and those erroneous noise bits convolved
with them so as to obtain the pure far-field received stream of bits.

This objective, however, adds further constraints on the design. These include
RF impairments, ADC resolution, power amplifier (PA) non-linearity, local oscillator
(LO) phase noise, in-phase/quadratic-phase (I/Q) imbalance, jitter of ADC/DAC
(digital to analogue converter), channel variations and channel delay profiles as main
paradigms of radio chain impairments. The PA and I/Q impairments can be eluded by
taking the reference signal feedback from the output of the PA, before up-conversion
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where these impairments take place. Alternatively, pre-distortion in the transmitter
can be used to compensate these. Variations in near-field channel are considered of
negligible effect if the frame length during processing is made small enough main-
taining in concept the channel temporal coherency. However, LO phase noise, ADC
resolution and ADC jitter are usually difficult to compensate and directly reduces the
overall possible SI suppression. These three impairments in effect result in random
phase distortions and ambiguities with respect to decoder reference phase. Their
combined effect can be simplified as additive white Gaussian noise (AWGN).
Remains the frequency offset caused by difference in oscillators timings; this is
readily predictable in existing applied WCT [29,30].

3.2.6.1 Modelling the received digital signal in IBFD context

The expected receive signal is r tð Þ ¼ r 0ð Þ; r 1ð Þ; r 2ð Þ; . . . ; r N�1ð Þ
� 
T

where the vector
represents the received signal samples, and N is the number of samples contained
in the frame. The self-signal (near-field signal) can be similarly represented as

X where X tð Þ ¼ x 0ð Þ; x 1ð Þ; x 2ð Þ; . . . ; x N�1ð Þ
� 
T

. If the associated channel response to
the near-field signal is represented as h, then the convolved self-signal seen in the

RF chain would be Xh. Similarly, YðtÞ ¼ y 0ð Þ; y 1ð Þ; y 2ð Þ; . . . ; y N�1ð Þ
� 
T

represents
the intended received far-field signal, and g represents the associated channel
response to the far-field signal both convolved as Yg. Since offset in far-field signal
frequency is translational to the symbol components, it has been modelled
over many existing arts as a diagonal frequency offset multiplier that is

f ¼ diag 1; ej2pw; e2j2pw; . . . ; e Nf �1ð Þ j2pw
� �h i

. Thus, if AWGN noise Z is used to

model the convolved noise and phase impairments due to the LO phase noise, ADC
resolution and Jitter, and I stands for effect of all other impairments mentioned
above, then the received signal can therefore explicitly be modelled as

r tð Þ ¼ Xhþ fYgþ zþ I (3.12)

where

I ¼ PA þ I
Q

þ ADC quantization errors þ channel variations

þ other system units and device impairments:

If I is neglected then

r tð Þ ffi Xhþ fYgþ z (3.13)

The following headings are a review of readings in arts treating the variants of (3.12).

3.2.6.2 Recent techniques relating digital self-signal
(Echo) cancellations

Echo cancellation is a terminology defining SIC in digital and analogue in-system
zone. Basically it is similar in concept to the image up-conversion to RF in
Section 3.2.4. In a similar manner, an exact image of the near-field (self-signal)
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baseband signal (without up-conversion) is negated and used to cancel out the
positive image passing through the radio chain.

In (3.12), for any IBFD digital cancellation system; to recover Y ; then
Xh;F; g; z and I should be removed from r tð Þ. In practice, this has been a founded
art, removing echo and surrounding noise. In IBFD, the receiver possesses prior
knowledge of the X vector components and has ready access to accurate estimates
of h. This prior knowledge can be appropriately exploited to bring about a good
suppression of the self-signal. Traditional methods are adjusted to accommodate
this objective. The following briefly highlights current research works that related
existing art to the IBFD theory.

In [29], two stages of iterative echo canceller are proposed. The first estimates
the near-field channel response h through use of least squares (LSs) algorithm and
uses this to create and finite impulse response (FIR) filter of L steps to remove
negative image of Xh. The second stage exploits traditional system designs to
decode Y out of ‘fYgþ z’. The art reported an increase in capacity performance
(system efficiency) by 1.4–1.8 factor. This implies that impairments induced errors
which caused the drop from the expected factor of 2.0. The art however omitted to
report the exact range of self-signal suppression attained.

Li et al. [30] suggested the use of an adaptive least mean square (LMS) techni-
que as a core digital cancellation technique. LMS is complemented with an adap-
tively controlled FIR filter that dynamically adjusts the negating image parameters to
enhance the self-signal suppression. The technique is reported to provide a 20-dB
suppression estimates.

Ahmed et al. [31] treated the problem of LO phase noise; basically it is an
enhancement of existing literature which focuses on removing receiving RF chain
LO phase noise using MMSE filters. The enhancement is in combining the LO
phase noise mitigation in both transmission and reception RF chains through MMSE
filters and cancelling out the local (transmitter) LO phase noise. This process is
carried simultaneously with an LS digital self-signal image cancellation process.
The technique is reported to provide 9-dB improvement over only self-signal (echo)
cancellations.

In a similar dedicated impairment treatment, the authors in [32–34] focus on a
different impairment each and integrate their solutions to these impairments into a
digital cancellation scheme. Anttila et al. [32] tackle the non-linearities of PA(s)
using parallel Hammerstein structure to suppress estimated non-linearities. The
reported performance showed 10-dB higher transmit power. Ahmed et al. [33] on
the other hand treated the non-linearities inclusive of those associated with PA and
those associated with low noise amplifier, the phase noise and the ADC quantiza-
tion noise in one model. These are eliminated using joint iterative channel estimates
and successive iterative estimation of each of these non-linearities. The metric used
to assess the technique was comparing it with the simulated ideal linear system; the
reported results reflected a just 0.5-dB shortage of ideal performance. Another
merit of this work is that it considered an OFDM signal. The art however is limited
to the digital baseband performance only, without consideration of complementary
prior to digital IBFD methods, and how they would relate to OFDM.
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Korpi et al. [34] provided a unique pioneer modelling of computations for all
associated impairments and parameters with stress on I/Q impairments. It proposed
a set of wide-linear least-squares algorithms for complete impairments parameters’
estimation and cancellations. The approach is featured by sharp decline in perfor-
mance after median-high transmit power and is reported to offer about 15-dB
transmit power increase. Reference [35] is closely associated with the art of [34]. It
is additionally featured by impairment compensation methods, inclusion of thermal
noise effects and a joint augmented cancellation algorithm that combines the
widely linear scheme of [34] and a conjugate SIC algorithm. The reported perfor-
mance cites a 15-dB higher transmit power but also featured a slow decline in
performance after median-high transmit power, that is more stability in cancellation
even when transmit power exceeds the design ranges.

These techniques and cited references above are among the frontiers of the
known research works on the topic that have been published so far. This field
however is versatile for many thoughts. For example, successive cancellation
schemes that use more than one image in the SIC chain is an unvisited topic in
IBFD context. Having worked-out to the bottom of the system, next will be the
study of the possibilities of hybrid combinations of the above schemes and algo-
rithms at different stages of the RF (passband) and baseband chains.

3.2.7 Hybrid combinations of techniques
As clearly pointed out, the incoming signals are much stronger than the received
signals. For a Wi-Fi indoor link, this difference is on the range of 100–120 dB. As
seen from the reviewed techniques above, at most the performance delivered does
not exceed 75 dB for a singled out technique. The practical implementations of
IBFD require careful matching of a sequence of annihilating techniques to max-
imize the resulting suppression/cancellation. It also requires a compromise between
merits and demerits of these techniques. Most of the literature above exploited
more than one technique at a time. Although some of these techniques are estab-
lished in the prior WCT literature, for example analogue and digital SIC methods,
for example successive interference cancellation, MMSE etc.; yet integrating these
to attain IBFD is a new emerging field. In the following, features relating the
integration of these techniques are considered. A further citation of two recently
proposed integrations is presented with a brief highlight of these.

3.2.7.1 A platform for integration of IBFD techniques
Table 3.1 summarizes the features of the IBFD techniques. The antenna cancella-
tions and the RF signalling cancellations share many similarities which in general
make them replacement alternatives for the designer; but for a higher efficiency,
integrating them would be a form of successive SIC in an iterative manner similar
to the philosophy used popularly in direct sequence code division multiplexing
baseband (digital) successive interference cancellation techniques [36]. The RF
suppression is a mutually exclusive alternative to the ACT; more feasible in net-
work applications and relatively longer distances whereas antenna cancellation is
feasible both in systems and networks’ designs. The digital baseband cancellations
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Table 3.1 Comparison of IBFD techniques

Technique System block Description Variants Integrate-ability

Antenna
cancellations

RF frontend; free
space propagated
EM waves

EM wave cancellation by
destructive phase difference
addition (free space)

1. Placement of
element’s spatial
coordinate

Design-isolated from other system
blocks i.e. integrate-able with other
techniques except the RF suppression
techniques

RF signalling
suppression

RF frontend; free
space propagated
EM waves

Isolation of EM waves 1. Spatial direction
2. Polarization

diversity

Design-isolated from other system
blocks i.e. integrate-able with other
techniques except the antenna
cancellation

RF signalling
cancellation

RF frontend;
guided EM wave
(before down
conversion)

EM wave cancellation by
destructive phase difference
additions in RF domain

1. RF phase
(inversion) shift
circuits

Design-linked to system blocks, suffers
insertion losses and reflected
leakages, integrate-able with design
complexity

Analogue baseband
cancellation

Baseband; before
ADC

Analogue electrical signals
cancelled by phase difference
destructively superimposed

1. Analogue phase
shift/attenuators
networks

Part of analogue base-band circuitry,
integrate-able, design complexity

Digital baseband
cancellation

Baseband; after
ADC

Digitally coded signals subtracted
(filtered) digitally using
conventional techniques such as
MMSE, LMS, CPE

1. MMSE
2. LMS
3. Common phase

error (CPE)
4. Others

Part of digital base-band circuitry,
integrate-able, less design
complexity



are the commonly incorporated techniques in almost every art of IBFD currently
presented. It is less costly in system design and more efficient than the analogue
baseband cancellations.

3.2.7.2 A review of recently proposed IBFD hybridized methods
The presented art of [37] exploits hybrid techniques to attain FD. It hybridizes
directional RF suppression with polarization RF suppression. Directional antennas
are used and shielded with absorptive shielding (use of lossy materials) to attenuate
the SI. The transmit and receive antennas operate in orthogonal polarization states,
thus experiencing another degree of isolation. This combination substantially
improved the SI suppression to a performance exceeding 70 dB, that without yet
exploiting a digital or other cancellation stages.

Similarly the art of [38] presents a method hybridizing RF suppression by
polarization with analogue cancellations. This presented a practical implementation
of a small form-factor design for a mobile handset. The embodiment consisted of
two dual polarization antennas (suppression by isolation) in addition to an analogue
cancellation stage using an electrically balanced network composed of a hybrid
transformer and the balanced network (a dummy load of resistors and capacitors).
The transformer functions in a manner similar to the BALUN, however in the
baseband domain. The transformer provides a 180-degree phase shifts to all the
transmitted images and its nonlinearity products and noise generated in the trans-
mitter. The balanced network reflects over the transformer to imitate the antenna
impedance. High precision tuning of this balanced network (reactance plus resis-
tance) will filter out the transmitted signal with a measured performance of more
than 50 dB for this stage. A complementary digital cancellation stage improves the
SI suppression to above 100 dB. One obvious drawback is the need for tuning, and
which also narrows the practical bandwidth.

3.2.7.3 The nulling function [5,6]: a recursive seed
to hybrid combinations

Rearranging the null function in (3.11)
PN

i¼1 ððAat þ eAiÞ2Þ � 2 �PN�1
i¼1

PN
k¼iþ1

ðAat þ eAk Þ � ðAat þ eAiÞ � cos
�
ðef1iÞ � ðef1k Þ

�
¼ 0. This function irrespective of

the value of X(t) is the theoretical frame for the antenna cancellation method and
also can be exploited in the RF cancellations as well (Figure 3.5).

This function can be restated as

fm
�
eAm fð Þ; ef1m fð Þ

�
¼
XN

i¼1

fi

�
eAi fð Þ; ef1i fð Þ

�
¼ 0 . . . for m ¼ 1; 2; 3; . . . ;M

where M¼index number of nulls. That is, for a prescribed null with known spatial
placements, the task would be to find the attenuation vector Ve and the phase errors
vector Vf that will produce a null (static positioning), or to have known values of
Ve and Vf and perturb these to satisfy a zero condition at a null whose spatial
placement is reverse computed from Vf (dynamic or adaptive nulling).
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The function is a series of tapped channels (Figure 3.5) and can be easily
implemented in a programmed unit. This can be directly implemented in an antenna
cancellation system or in an RF cancellations system or in a hybrid combination of
the two using same parameters and outputs. In static positioning, these vectors are
computed once in the launching of a system, since the variations in the channels in
confinement of the antenna elements experience negligible changes as long as the
zone of concern is in the vicinity of the elements. Thus, this null function is a strong
candidate for embodiment in hybrid IBFD systems.

3.3 The evolutionary impact of the IBFD techniques on WCT
and associated developments

The obvious advantages of the IBFD have been highlighted in the beginning of this
chapter. Henceforth, these are categorized according to their fields. Their impact is
put to focus to provide an envision into the evolutionary process and model chan-
ges; these will add to the existing WCT fields. The IBFD is a front-end system
technique; but its feasibility implies modifications in the physical layer protocols,
networking protocols, architectures and topologies. This is true for point-to-point
systems, intra-network, network-to-network and broadcast links. It is a technique
that touches the heart of everything in WCT body.

3.3.1 The IBFD in the 5G networks
The IBFD has been incorporated as a fundamental 5G air technology. It is cate-
gorized in the advanced transmission technologies, the enabling technologies and
included in the Radio Access Network (RAN) technologies. This considered a
primary element of technologies intended for 5G. The IBFD is not exactly mature
art but is vigorously developing. For example, a minimum value of 136-dB isola-
tion between transmit and received RF chains is required for an outdoor application
to function properly [39]. This has not yet been reported for IBFD techniques but
the Single Antenna Element IBFD designs of University of Stanford have reported
achieving 110 dB, so the gap is within reach. With respect to the field imple-
mentation of IBFD, of recent Kumu and the Deutsche Telekom executed realistic
FD 5G field trials (September 2015) [40].

These results and the current research rigour are focused on certain areas. The
most immediate exploitation is the Network Relaying where IBFD enhances the
network communications a great deal as will follow. Protocols’ design such as
medium access layer (MAC or address layer) and upper hierarchical layers [41], to
accommodate FD and the ability to opportunistically switch between FD and half
duplex (HD) modes is another thriving area [42]. Less however has been written
with respect to the CSI, even though it should have been the most immediate
exploitation. On the system level, single-antenna techniques have gained favour,
particularly for user equipment, although parallel work is carried in sought of
MIMO FD compliant designs [5,11,19]. The IBFD in 5G is expected to function in
almost every field, yet as an enabling technology it has an immediate impact on

80 Cloud and fog computing in 5G mobile networks



fields including network relaying, CSI, backhauling, cognitive networks, interlayer
protocols, energy harvesting techniques etc.

Categorizing the IBFD from the perspective of its being an enabling technique,
it entertains three link topologies which repeat themselves in different contexts, for
example those relating the fields marked above. These link topologies are the
relaying link, the bidirectional link and the multiple-access/broadcast link. In the
relaying link, a source and a destination communicate and the relay enhances
the communication according to the relaying protocol in use. In A-LTE (and
the 5G), this topology is exploited in relaying, backhauling and CoMP. The second
topology is the bidirectional topology where only two terminals exchange through a
direct mutual link. This is exploited in ad-hoc scenarios and in multiple hub
transparent relaying. The third topology, the multiple-access/broadcast link is a
multi-point to point/point to multi-point link and is exploited in Base Stations,
in the RAN architecture and global CSI frames in CoMP. In the following, the
possibilities and potentials of the IBFD are explored and highlighted.

3.3.1.1 IBFD in the network relaying techniques
The IBFD techniques have direct influence on the TDD relaying protocols and the
cooperative relaying (in-band, out-of-band, static, random, fixed and dynamic
architectures). Since cooperative relaying is quite related to CoMPs (in form), this
as well has direct influence on CoMP strategies and architectures.

Considering the three possible TDD relaying protocols relating the source/
relay destination communication link trilogy, the possible slot uses are shown in
Table 3.2.

In all the three TDD protocols, the second slot used in the main frame is called
the relaying slot and is used in the strategy of the protocols. For example in pro-
tocol P1, the source transmits in only one slot, whereas the relay receives in that
slot and transmits in the second slot. The destination receives in both slots. The
merit here is the destination benefits from diversity to improve sensitivity as the
combining of the two versions improves the SNR.

Focus has been subjected here on the TDD, since FDD by default forfeits the
IBFD philosophy. Evaluating IBFD, it is explicit and obvious; the implementation
of IBFD in relaying enhances the efficiency to almost a double since the function
can be achieved in one slot. However, this is just a point in an overwhelming flood
of possibilities. Enumerating some of these, the multi-hob relaying and isolation

Table 3.2 TDD in-band relaying protocols for type 1 relay

P1 Slot 1 Slot 2 P2 Slot 1 Slot 2 P3 Slot 1 Slot 2

Source Tx Source Tx Tx Source Tx Tx
Relay Rx Tx Relay Rx Tx Relay Rx Tx
Destination Rx Rx Destination Rx Destination Rx Rx
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through different hobs’ directions have been the subject of many recent researches,
for example [43–46]. These do not stand among the hot topics in relaying but when
examined in the perspective of feasibility of IBFD, their applications become vital.
It is direct to visualize this: for example, the complications of multi-hob designs
reduce into a single slot link design and minor latency concerns in the forwarding
process. Another area of practical implementations relates the interlayer and cross
layer optimization [41] in relaying as a group of nodes (network relaying) or an
individual node to node communication. On protocol level, the singularity of
channel simplifies the handshakes and related features a great deal. Alternatively,
decode and forward (DF) scheme of cooperation, between evolved Node B (eNB)
and Relay, may be exploited using the extra available slot for processing the cod-
ing. In general, this makes it possible to attain both the performance advantage of
IBFD, whereas SNR and cut bound capacity are likely to improve.

Considering capacity for example, whether the relay is static or random, fixed
or dynamic, the cut-set bound capacities are usually defined in terms of a time
variable t. If the time-slot for a source to destination link is expressed as 100% then
t is a variable between 0 and 100% whose value is determined by the HD slot
allocations. All known capacity equations relating the broadcast scenario of relay
link are optimized for optimized t. In IBFD this variable t is maximized to 100%
and implies maximum cut-set capacities. t is optimized to 100% since the commu-
nication is now FD. And the achievable rates, also dependent on this parameter t, are
both improved and reduced in complexity being a convex optimization problem for
that sake.

Another relevant application of IBFD would be realized in considering
hybridization of the protocols, for example in [47] it is mentioned that protocol P3
even though efficient with DF and code and forward strategies but is not efficient
when multiple relays are used. If IBFD is used in the first slot to communicate
between cooperative relays, the control signals, to attain joint transmission as a
MIMO frame, whereas in the second slot’s destination receives multiple trans-
missions from multiple relays but optimized to cancel inter-relay interference. Thus
the benefits of P3 are exploited even in the case of multiple relays.

The applications of the IBFD technique however are not limited to the full
realization of perfect IBFD; which is highly probable to come valid along the way.
An immediate application of the technique can lend itself to the problem of self-
interference in two-way relaying [48] where at least the minimum amount of SIC
may improve the performance of the two-way relays.

Yet another example, IBFD provides an inquisitive perspective about the
coding and precoding techniques. For example, in the up-link (UL) from UE to
relay (in MAC), saving the IBFD time slot, in combination with a network coding
technique (e.g. [48]) can help provide a transparent frame that makes all users
dependent on a relay node as a one-point link (issue of hidden nodes).

The IBFD has opened so many avenues indeed. In essence, the ongoing rapid
enhancements on the IBFD technology opens wide avenues to reshaping of existing
TDD-related protocols and the relaying theory as a whole.
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3.3.1.2 IBFD in the channel state information acquisition techniques
CSI is an essential backbone to cooperative and adaptive schemes such as relaying
and CoMP, likewise to its being essential in the per node context in the conven-
tional cells and adaptive coding and modulation techniques. The topic of CSI is of
enormous potential to many parameters and network applications such as Capacity,
CoMP, Relaying, Backhauling etc. Research has been carried in abundance on the
topic, for example [49–52]. The CSI requires separation in domains either as FDD or
TDD. FDD is usually associated with complexities in the nature of the feedback
signal such as the low correlation between the UL and DL responses and asymmetry
of the streams [53,54]. On the other hand, TDD CSI uses two time slots to send and
receive information on the same frequency channel and assume that principle of
channel reciprocity is valid within the transmission period. Efficient CSI is evaluated
by virtue of how fast it returns feedback before the channel condition changes. TDD
CSI is to a great extent of preference in CoMP and Cooperative relaying in 4G
and A-LTE since it is asymmetrical and which allows different CSI rates commu-
nicated on the basis of the hierarchy of the link. For example the UE gives less data
than would a relay than would an eNB. IBFD gives a promise of designing efficient
CSI schemes that react to network instantaneously.

Considering the current status of IBFD as a rising technique, the operation of
CSI functionality does not require as big bandwidth as would the control channels,
regenerative relaying links, backhaul and data traffic. It will likely require a less
complex design of dedicated IBFD receivers used only for CSI in cooperation with
the network. The idea here is that these can be used in the forbidden periods, for
example when relay is transmitting and the eNB is scheduled to receive. With
IBFD an eNB for an example can communicate CSI using a single module for this
purpose providing the relay its CSI during the transmission slot. The IBFD design
requirements are less for such a strategy, since the technique is new and it will be
more practical to consider using it with less constraints. It is worth remarking here
that it leads to huge unrealistic bandwidth requirements if sought is to deploy IBFD
in the direct networking communications considering the current state of the art.

The suggestion sought here is to design a complementary CSI architecture based
on IBFD to enhance the different levels of performance such as efficient regenerative
relaying, robust coding and precoding strategies, partial and full interference coordi-
nation, for example coordinated power control and/or coordinated beamforming etc.
which are known constraints for the relaying and CoMP technologies [55]. The focus of
this falls within the 5G frame of work and could be pursued with attention to the
backward compatibility to existing CSI architectures (e.g. working on pre-matrix code
indicator/CQI/rank indicator frames) that is the benefits of IBFD are to be utilized rather
without necessarily changing the existing architectures except where most necessary.

Scenarios for such applications are many. For say, a situation where two mes-
sages of CSI are coordinated such that during the original architecture CSI time slots,
a vector quantized [53] message is transmitted in the conventional transmission slots
(forward stream), whereas during the feedback reception slots instantaneous full CSI
is transmitted in the opposite direction (IBFD mode), and both CSI forwarded
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messages are correlated to give better estimates (something similar to Hybrid-
Automatic Repeat Request – H-ARQ – design philosophy in use with forward error
coding). Another scenario is in answering to the problem of sharing CSI between
relay nodes in cooperative mode. Unlike the eNB link to UE, where the overhead is
reduced by provisioning a ‘sounding zone’ [53], during which all UE(s) transmit
full message CSI and the eNB assumes TDD reciprocity, this cannot be achieved in
relaying context with multi-hops simply because TDD reciprocity is defeated. This
technique can be implemented here using the downlink (eNB to Relays) as a
‘sounding zone’’ implementing IBFD modules at relays and eNB.

Many avenues are fertile and valid here; another example yet is found in the
implementation of multi-hop relaying of CSI using amplify and forward; for
example in an ad-hoc like manner through different CSI links, when commu-
nicating global CSI in particular and the local CSI in general. And as for precoding,
perfect CSI within channel TDD reciprocity at transmitter side gives roads to
excellent precoding techniques and power allocation algorithms.

3.3.1.3 IBFD in the backhauling techniques
Backhauling is the parallel system that coordinates the exchange of network controls,
operational information such as beamforming weights, CSI, CoMP coordination
messages etc. The sensitivity of this system is measured on two factors; controls and
information that need to be instantaneously coordinated and the size of network
information communicated. Both factors have impact on influential parameters such
as network latency, network capacity, mobility parameters, congestions, slot size etc.
and which all influence the efficiency at the end user and over the whole network.
The IBFD provides the two needed features – instantaneousness and doubling of
bandwidth. Techniques like CoMP will be extremely enhanced when excellent
backhauling system is provided. Schemes, such as joint decoding, joint coding, joint
beamforming, etc., depend on the capacity of the backhaul and amount of shared
information and time coherency of the information received. Excellent CSI that is
instantaneous, detailed, full or almost full CSI, provides for enhanced time coherency
of the global channel. The IBFD provides means to replace the expensive wired/
optical backhaul structures with a more cost efficient, easier to deploy wireless
structures. A good research relating the topic in 5G contexts is presented in [56].

3.3.1.4 IBFD in cognitive networks
The IBFD provides extra time slot per link since it enables transmission and
reception at the same time slot. Thus during the UL and during the downlink the
IBFD units communicate in dual mode that is transmit while receiving or receive
while transmitting. Cognitive radio is an access technique enabling optimized
sharing between users, and this is different from IBFD, being an enabling techni-
que. Yet technology is about finding useful features to exploit. Cheng et al. [57]
illustrated such an approach. The sharing protocols are improved if the extra time
slots are used. The scheduling information such as availability of spectrum or
request for use of spectrum can be communicated in these slots. This is more or less

84 Cloud and fog computing in 5G mobile networks



a concept of opportunistic IBFD. Once again the IBFD illustrates potentials for
shaping all the WCT applications and the networking protocols and techniques.

3.3.1.5 IBFD and the energy harvesting techniques
The concept of energy harvesting is one of the thriving aspects of 5G, and which
falls within the category of energy aware communications and green communica-
tions in general. The focus is on reuse of energy. RF Energy Harvesting Networks
(‘RF-EHN’-in the 5G nomenclature) are those networks which capture and store
RF energy in the near field and those received through the far field. The objective is
reuse of the energy captured as a way of preserving resources. The RF domain
involves several energy conversion interfaces and processes (e.g. reception and
transmission), and these processes are dispersive in nature. Dispersive link is the
opposite of a deterministic link where in the deterministic link the energy flow has
definite routes and definite targets and specific design constraints, that is the exact
energy needed is consumed by the link entities. The reception process usually
comprises energy reception and information reception simultaneously. There is
intermittency in the information reception process during which the sought is to
harvest the dispersed far-field RF energy by means such as inductive coupling,
capacitive coupling, magneto dynamic coupling etc. Same means are utilized
during the transmission process in the near field to harvest self-looped energy.
However, the harvest can be also attained even when the communication process is
active. Harvest can be affected in the in-band spectrum (i.e. in the same RF fre-
quency) or the out of band spectrum (i.e. responsive to any EM frequency). The
dispersive nature of the communication link however does not cease when using
IBFD. Rather the energy crop is doubled by virtue of duplicity of the exchanged
energy and increase in number of auxiliary elements (when using antenna cancel-
lations); for example, Mohammadi et al. [58] examine a time switched harvest of
energy in an IBFD relayed MIMO design. Also the SIC involves near-field loops
which are excellent harvest resources, for example Maso et al. [59] add an energy
harvester circuit between circulators and receiver chain during the suppression/
cancellation algorithm. Once again IBFD illustrates leverage beyond just an
enabling technique.

3.3.1.6 IBFD and the shaping of protocols
In view of these enormous possibilities, the IBFD is a physical layer technique
whose impact influences all the protocol layers. In essence, time variable is a basic
constituent of all existing protocols, and IBFD provides a whole free time-slot all
around. A two-way hand shake principle becomes an immediate one way process in
IBFD perspective. An ARQ control receives immediate response and feedback in
the IBFD promise. Without IBFD only one link in each transmission in a neigh-
bourhood is possible, because there is a need for time slot to listen and avoid
collision. The IBFD allows many neighbours and links to coexist. It is a global
revolution in WCT with many degrees of freedom that can be leveraged to
manipulate existing protocols.
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The core concept of most of the previous headings related modifications in the
physical layer. The MAC protocols, however, are very sensitive and connected to
any modifications in the physical layer. The brilliant recent survey made in [60],
and which is an excellent starting point for a researcher, has reported a collection of
proposals for MAC protocol modifications in IBFD. Table II (page 23) of [60]
presents an excellent summary of these techniques and solutions and their char-
acterizing features. Issues of concern included centrality of MAC protocols for
network infrastructures and distributed MAC for ad-Hoc links and networks.

In network infrastructures, the backhaul network controls link the network
entities in many joint activities; that is, the functional units are not isolated in the
communication processes but exercise inter-dependency in functionalities. This
relates more to the IBFD multiple-access/broadcast topology and the relaying
topology where more than one user accesses an access point simultaneously. This
simultaneousness results in the known problem of inter-user interference in the
multiple access designs. The conventional HD resource allocation techniques
therefore need a reshape; that calls for the centralism of MAC protocols. Reference
[60] cited in References [4,61,62] to treat centralism issues in IBFD MAC proto-
cols. For the asymmetric traffic and the hidden node problems, busy tone signalling
is suggested in [4]. Continuous transmission in IBFD causes the phenomena of
node starvation whereby nonstop communication of connected nodes, consume the
resources which else could be leveraged during the cease of transmission/reception
in HD links. Riihonen et al. [61] propose an opportunistic three-element IBFD
scheme consisted of: shared random back-off, snooping to discover IBFD active
transmissions and virtual contention resolution. Fukumoto and Bandai [62]
enhanced a prior art optimized opportunistic IBFD scheme exploiting spatial
resources. These research works treated ideal situations of either a fully hidden
node or a fully conflicting node.

Kim et al. [63] related solutions to the practical situation of partial interference,
through scheduling a hybrid (FD/HD) transmission protocol. It proposed the ‘Janus’
protocol which reduces collisions by a control algorithm which controls the packets’
transmission rate and timing accordingly. In addition, The Janus proposal also covers
fairness issues and a policy to acknowledge received packets per cycle.

Scheduling issues and resource allocation in these IBFD link topologies have
been researched in [64–67] and partially in [63]. Di et al. [64] was cited to relate
the resource allocation as a joint optimization problem and a subcarrier matching
problem; the latter is solved by using the ‘matching theory’. On another hand,
Cheng et al. [65] researched optimum power allocations for a given quality of
service delay constraint, whereas Liu et al. [66,67] developed an energy-efficient
resource algorithm for orthogonal frequency division multiple access networks.

When considering ad-hoc networks, the link topology in use is the bidirectional
topology; since there is no multiple access to the same point and eluding in this
classification, the IBFD transparent ad-hoc inter-node communications which are
basically a relaying topology. The MAC protocols in HD convention are distributive
controls where each node is unaware of the transmission parameters and modes of
the neighbours. This lack of means for coordination call for a new class of distributed
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MAC protocols to accommodate IBFD. Challenges immediately rise in this sought,
for example fairness with respect to the existing collision avoidance (CA) protocols
such as the notorious carrier sensing multiple access/CA protocol. Kim et al. [60] cite
a collection of useful research works and developed solutions relating distributed
MAC protocols. To begin with, among others, the authors in [3,68,69] reported the
advantages of IBFD from the perspective of the distributed MAC protocols such as
solution to hidden node problem and eluding the handshaking process and associated
delays. Radunovic et al. [68] introduced the Contraflow protocol which preceded the
Janus proposal. It is an SIC-based solution that optimizes the spatial re-use. The
major difference of it with Janus is that it is designed for a symmetric a-centric
approach. Radunovic et al. [68] also explained the Contraflow-IBFD solution to the
‘exposed node problem’. The ‘exposed node problem’ relates the performance of two
nodes separated by long distance such that that incoherency and inconsistency of the
channel parameters obliterate the conventional handshaking algorithms and break
down the link.

Symmetric traffic environment is treated in [68,70,71]. A-symmetric traffic
environment is treated in the previous references and more focused in [72]. Goyal
et al. [73] treated the issue of inter-node interference when multiple nodes are
communicating together.

These cited above and more yet illustrate the extensive research and rigorous
developments in IBFD-compliant MAC layer protocols and solutions. Another
protocol area which can leverage the technique is security area. IBFD provides
excellent flexibility for security protocols; a one hot topic that will draw attention
immediately and is expected to present many useful researches. Considering phi-
losophies merging 5G with IoTs and the drift towards packet oriented commu-
nications, IBFD is a key technique towards a fully packet oriented networks as it
eludes collusion, network latency, higher layer routing choices etc. There is an
ongoing argument in the 5G as to whether IBFD should be transparent to upper
protocol layers and confined within the physical and MAC layers so as to provide
backward compatibility –OR– it should be extended to upper layers protocols to
enhance resource managements in every level. It is, however, definite the technique
impact is revolutionary and implies a reshape process to most protocols.

Further readings
In addition to the cited Reference [60], another parallel survey, though with more
inclination towards the relaying aspect, is found in [74].

3.3.1.7 IBFD and the cloud/fog network computing
With developments in the concept of IoT and its convergence with 5G platforms,
the decentralized programming techniques exploit the 5G architecture whether at
the edge of the network as Fog or as centralized distributed network processing as
in the cloud. Coordination of these with IBFD is direct to visualize since IBFD
influences the MAC and routing protocols and backhauling techniques and the
cloud access. Simeone et al. [75] related the Cloud Radio Access Networks
(C-RAN), a class of cloud-based architectures proposed for the 5G and illustrated
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improved performance when merged with IBFD technique. The IBFD provides cloud
with physical bandwidth, mitigated latency and more efficient and secure data
handling protocols. The incorporation of IBFD protocols also comes in powerfully in
the network virtualization protocols and provides an efficient security platform for
that cause. This feature lends itself directly to cloud computations [76].

3.3.2 The potentials and deficiencies of the single antenna IBFD
IBFD can be attained using a single-antenna element interface using RF isolation
techniques, whereby the transmission RF chain is isolated from the reception RF
chain. This approach has actually resulted in the highest reported results of SIC
techniques (up to 110 dB [15,19]). This approach has a collection of thrilling
advantages. First and most important is efficiency and higher performance. Then
the compactness of size, which readily gains favour in UE designs. The indepen-
dence of the antenna element as a compact unit calls for questioning the feasibility
of MIMO frame of work. This however is abstained by the cross-talk impairment
and which requires conventional digital cancellation techniques. Yet as the number
of antenna units increase the number of associated digital cancellation unit
increases quadratically. The cascaded cancellation designs suggested an answer to
this [19]. So in essence, both FD and MIMO benefits are feasible. The bandwidth of
the antenna unit depends on the isolation technique and the antenna design. But
even with an excellent antenna design and a relatively good range of bandwidth
isolation techniques (e.g. the Electric Balancers [27]), the IBFD performance
deteriorates for wideband applications. The sought therefore is for devising new
ways to integrate the isolation into multi-element structures so as to obtain MIMO
performance and IBFD in wide band and long-range design. The focus here on this
technique is due to the fact that it is practically the lead technique for implementing
IBFD with the best reported results.

3.4 Conclusion

The huge amounts of information transported over current and future wireless
networks, call for efficient use of the limited spectrum. Any method, traditional or
new, that provides a means of spectrum saving is certainly needed and will defi-
nitely help with this. Multi-level modulation, MIMO and IBFD techniques are
examples of methods of efficient spectrum utilization. IBFD is a new method that
waits to be applied in practical systems.

The merits of IBFD are immediate to observe. However, the attainment of IBFD
is expensive in cost. All IBFD techniques require complementary stages; non
(no stage) is a standalone technique that accomplishes the objective without further
complementary stages. Even the techniques that relatively stand on their own (e.g. the
single antenna element IBFD) face complications when trying to integrate their
implementation with other useful techniques (the MIMO for example). Compara-
tively, the IBFD on its own is not sufficient to replace other techniques, it is more
efficient to incorporate it in existing techniques rather than replace them. For example,
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if selection is to be made between MIMO and IBFD, MIMO would have the priority,
since it delivers N times the normal bandwidth (N orthogonal channels), whereas
IBFD at best doubles it. On the other hand, ability to integrate IBFD in MIMO frame
enhances the capacity, mitigates the delay and delivers flexible design criterion.
Hence, there is a compromise to make between the complexity associated with IBFD
designs, and the cost of many extra components as against the delivered performance,
cost effectiveness and cheaper and simpler alternatives.

IBFD has certain unique features that make it indispensable and irreplaceable in
certain applications. The instantaneous duality and exclusion of delays provide the
uniqueness when considering applications such as CSI and backhauling techniques.
Continuity of the link in transparent relay nodes is another unique feature that is very
promising in the relaying context. These unique features may justify the expensive
cost and design complexity in the associated scenarios.

What is not disputable is that, if practical limitations of IBFD are overcome,
the IBFD qualifies indisputably as the most influential technique on the con-
temporary WCT fundamentals. The technique is quickly developing and active
research work has revealed so many routes and yet more is coming forth.
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Chapter 4

Latency delay evaluation for cloudlet-based
architectures in mobile cloud computing

environments

Hayat Routaib, Essaid Sabir, Elarbi Badidi and
Mohammed Elkoutbi

The vision of ubiquitous computing in interactive mobile cloud applications and
Internet of Things (IoT) based systems is still difficult to achieve. The difficulty lies in
the use of cloud services in mobile devices, which impacts the issues of performance,
scalability, availability, and lack of resources in mobile computing environments.
Despite the astonishing advancement achieved in IoT technology, there is still much
to do. Some IoT-based systems, which rely on a variety of mobile devices, need to
work even when the connection is temporarily unavailable or under-degraded.
Besides, mobile cloud service providers can reduce network latency by moving some
of their services close to the user. To cope with this challenge, we propose in this
chapter the usage of small clouds known as cloudlets, and we describe two cloudlet-
based architectures, which allow leveraging the geographical proximity of cloud
services to mobile users. We model the network latency of the different components
of the two architectures using a continuous-time Markov chain (CTMC). These
components are essentially the user nodes, the cloudlets, and the principal cloud.
For each architecture, we simulate queries submitted by mobile users to a search
engine, and we estimate the incurred delay by using the CTMC state models.

4.1 Introduction

Accessing information at any moment and place was a dream for many years since
the emergence of computer science. With the current proliferation of wireless
broadband networks and the impressive progress in mobile computing and cloud
computing, mobile cloud computing (MCC) is being considered as the most pro-
mising technology for achieving this goal. Nowadays, users worldwide access their
e-mail, the web, and many other services while they are on the move using their
laptops, smartphones, tablets, and other mobile devices. Nevertheless, mobile
devices are facing many challenges as they lack required capabilities regarding



storage, battery life, and bandwidth [1]. Limited resources hamper the quality of
services (QoS) significantly.

The cloud computing paradigm is extensively known as the next generation
computing infrastructure. It allows users to employ computing resources (servers,
networks, and storage) as a utility, platforms that include middleware services and
operating systems, and software applications offered by cloud providers at low cost.
It enables the delivery of virtualized services that scale up and down dynamically.

Given the benefits of cloud computing and the widespread utilization of
Internet-enabled smartphones and tablets, the MCC paradigm is introduced as the
integration of various cloud computing services into the mobile environment. This
concept allows mobile users to access computationally intensive data processing
and storage services via wireless and cellular networks [2]. MCC leads to improved
battery life due to workload offloading, infinite storage, and high-speed data pro-
cessing capability on the cloud.

The increasing availability of Internet access on mobile devices is enabling
consumers to access a growing number of cloud applications while they are on the
move. The estimated amount of mobile data traffic that tablets will generate by
2017 is 1.3 EB/month, which is 1.5 times higher than the entire amount of mobile
data traffic in 2012 (885 PB/month) [3]. Mobile devices are rapidly becoming the
main computing platform. As a consequence, optimizing these devices to better
access cloud services is critical as the majority of MCC applications are still cre-
ated based on the standard web with extensions for mobility support. The access to
a cloud service requires from the mobile user to establish a connection to a cellular
network such as 3G, which results in high latency, high cost, and significant energy
consumption. Radio and battery technologies are continually improving. However,
it is expected that they will remain the bottleneck in future mobile systems [4].
To cope with this challenge, we consider small clouds known as cloudlets [5] to
which mobile users might connect using a 5G cellular network. This new tech-
nology has been proposed to enhance the communication latency, offer high-speed
access to services, use the Internet of Things (IoT) technologies, and provide high
frequencies to machine to machine connections used by devices in smart homes [6].

A cloudlet is a small scale cloud datacenter at the edge of the Internet that
allows caching data and program codes to permit mobile users to access powerful
computing resources with lower latency. A cloudlet has the capabilities of self-
management and faster access control [7].

In this chapter, we propose a hierarchical and a ring cloudlet-based archi-
tectures that can be configured to respond the needs of mobile users, and we
compare their performance concerning latency delay using a single and multiple
requests scenarios. The goal of this comparison is to identify the most efficient and
flexible architecture for data access and data synchronization between the cloudlets
and the mobile users.

The remainder of the chapter is organized as follows. Section 4.2 describes
related work on the issues of MCC and different cloudlet-based architectures.
Section 4.3 presents hierarchical and ring cloudlet-based architectures and describes
our proposed mathematical model of latency delay for single and multiple requests.
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Section 4.4 presents numerical results. Finally, Section 4.5 concludes the paper and
highlights future work.

4.2 Related work

Over the last few years, several researchers investigated the adoption of MCC.
Also, many research works proposed cloudlet-based architectures [8–10]. As dis-
cussed by Sakr et al. [11], a mobile cloud (MC) needs to scale the resource
requirements of different mobile devices with the demands of cloud-based mobile
applications dynamically and guarantee a minimum level of availability and QoS.
To take advantage of the cloud, mobile users need to define and specify their
acceptable levels of QoS. However, these requirements are not enough to satisfy
mobile cloud needs for additional aspects such as mobility, low connectivity, and
limited sources of power [12].

A cloudlet-based architecture can address and alleviate these issues. Soyata
et al. [12] implemented the Mobile Cloud Hybrid Architecture (MOCHA) cloudlet-
based architecture, which aims to improve the response time for face recognition
applications. However, the MOCHA architecture does not take into account the
possible failure of one or more cloudlets, which can hamper the execution of
applications. Verbelen et al. [13] proposed a more dynamic cloudlet-based scenario
where mobile devices in the cloudlet network could cooperate. They also presented
a new cloudlet-based architecture, which manages applications at the component
level by distributing the application components among the cloudlets of the archi-
tecture. The drawback of this work is that it lacks communication between cloudlets.
Yang et al. [14] proposed a new network architecture that integrates distributed and
local cloudlets to bring cloud resources much closer to end users. The proposed
system benefits from the advantages of wireless mesh networks regarding cost, effi-
ciency, rapid deployment, self-organization, and low-latency access to cloud services.

Fesehaye et al. [15] investigated the impact of cloudlets on interactive mobile
cloud applications by using services such as file editing, video streaming, and
collaborative chatting. Their simulation results show the data transfer delay and
system throughout through two cloudlet wireless hops for a single request of video
streaming, file editing, and collaborative chatting. Moreover, they used 99 cloudlets
forming peer-to-peer networks on 670 m � 670 m mobility region, which is good
for a small number of cloudlets. But for professional systems with sensitive data,
this type of architecture is not advisable as it cannot determine the whole accessi-
bility setting of the entire network.

Sarkar et al. [16] assessed the applicability of the newly proposed paradigm of
fog computing to IoT latency-sensitive applications. They specified a mathematical
model to represent the fog computing network regarding power consumption, ser-
vice latency, and cost. Then, they evaluated its performance by considering a high
number of Internet-connected mobile devices demanding real-time service.

Corsaro et al. [17] introduced cloud, fog, and mist computing architectures for
the IoT. They explained their applicability with real-world use cases, assessed their
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technological maturity, and highlighted the areas that should alleviate the
connectivity, bandwidth, and latency challenges faced by industrials demanding
consumer IoT applications.

As far as we know, the existing approaches don’t rely on the concept of
cloudlets and local clouds to leverage the geographical nearness of resources to
mobile users, enhance the mobile user experience, and improve data synchroniza-
tion among the cloudlets. In this work, we propose a hierarchical and a ring
cloudlet-based architectures that a cloud provider can configure according to the
geographical location of resources using new routing algorithms for mobile search
applications. We focus on the routing algorithm for multiple requests to assess the
performance and the efficiency of the two architectures.

4.3 Cloudlet architectures

In this section, we describe our proposed cloudlet-based architecture, which aims to
reduce the latency and facilitate access to data stored in the cloud by mobile users as
opposed to the classical architecture. The cloudlets play the role of intermediaries
between mobile users and the cloud. They facilitate communication and offloading
some tasks such as synchronization, on to the cloud in a transparent way for the
users. Mobile users do not need to know where their requests and tasks are executed.
Some tasks might be executed on the main cloud while others are partially executed
on the cloudlets. This partitioning depends on the availability of data and applica-
tions on the cloudlets. The mobile user might communicate with the cloudlet via 5G
connection. It is expected that the new 5G air interface and spectrum will be com-
bined with WiFi the long-term evolution to provide universal high-rate coverage and
a seamless user experience, provide about 1,000 times higher wireless area capacity,
and save up the entire of energy consumption per service.

To demonstrate and illustrate the importance and the advantages of cloudlets
with regards to latency and access to cloud services, we propose a hierarchical
cloudlet based architecture, which connects mobile users to their closest cloudlet(s)
through WiFi connections. Similarly, each cloudlet connects to other cloudlets
through WiFi connections.

In this work, we use continuous-time Markov chains (CTMC) to represent and
model the different states of mobile users and cloudlets as well as their interactions.
Nodes represent mobile users and cloudlets. Mobile users’ nodes might change
over time according to the information they receive. Cloudlet nodes might change
depending on their current state that can be ‘‘on’’ or ‘‘off.’’ Several factors such as
fast-fading, interferences, mobility pattern, and collisions might hamper wireless
communications. We model these factors with a parameter that simulates their
influence rate l on cloudlet communication. In addition, the model takes into
consideration sudden failures of cloudlet nodes.

Throughout the paper the following assumptions will hold for both architectures:

● Let N þ 1 be the total number of nodes (N � 1 cloudlets nodes, one cloud node
and one mobile node) in a communication scenario of a mobile user.

98 Cloud and fog computing in 5G mobile networks



● The Markov chain is in state i 2 ½0; 3� for hierarchical architecture where i is
the level of transmission request and i 2 1; 2; . . .;N � 1½ � for ring architecture.

● The processes NtðiÞ; t � 0f g are mutually independent homogeneous Poisson
processes with rate l � 0 which counts the number of arrival requests and the
time that these requests occur in a given time interval. NtðiÞ is a node at level i
at instant t for a given request, with Nði þ 1Þ ¼ NðiÞ þ 1 and Nð0Þ ¼ 1.

Indeed, when the cloudlet is in the operational status and goes off instantly; we
can describe this situation by a CTMC with two states as shown in Figure 4.1. The
first state is during the cloudlet’s operational status (value 1) and the second one is
when the cloudlet becomes inoperative (value 0). Therefore, the probability for the
cloudlet to be in the operational status is PFðtÞ ¼ 1=2ð Þ 1 þ e�2tð Þ and the prob-
ability to be in the inoperative status is PPðtÞ ¼ 1=2ð Þ 1 � e�2tð Þ, where t is the time
of the periodical update.

4.3.1 Hierarchical architecture
Figure 4.2 depicts our proposed integrated architecture, which is organized into a
hierarchical multi-tiered tree topology. Figure 4.2 illustrates a four-tier hierarchical
topology that we have used in our simulation experiments.

In Figure 4.3, cloudlet nodes are organized into a tree structure. The root or top
level is reserved for a designated cloudlet called the super-cloudlet. This cloudlet is
connected to several regional cloudlets. The regional cloudlets are the child nodes
of the super-cloudlet. Depending on the availability of resources and the size of the
covered geographical area, regional cloudlets can be organized into multiple levels
on the tree. In such cases, each region is managed by a designated regional cloudlet,
which in turn manages other cloudlets. Each regional cloudlet, at the lower level of
the tree structure, manages multiple mobile users. When mobile users connect to
the cloud their connection requests are automatically routed to an appropriate
regional cloudlet based on their geographical location. Cloud providers specify and
configure the different geographic partitions.

Consider a Markov chain is in state i ¼ 0; 1; 2; 3 where i is the level of
transmission request, and j 2 1; . . .;N � 3½ � is the occurrence number of the parallel
cloudlets at the third level. The central cloudlet is a major cloudlet that monitors all
its sub-cloudlets and is the only one that is connected to the general cloud. We
assume that the central cloudlet does not go off and the general cloud is at the same

1 – d

1 – d

d d
0 1

Figure 4.1 Markov chain of cloudlet states
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level as parallel cloudlets when j ¼ C (i.e., the occurrence number j is pointed on
the general cloud). Each other cloudlet may be in the operational state (value 1) or
the inoperative state (value 0). For that reason, we use a two-dimensional Markov
chain as shown in Figure 4.4.

Cloud

Super cloudlet

Regional cloudlets

Cloudlets

Figure 4.3 Tree topology for MC communication

Cloud

Mobile devices

Regional cloudlet

Cloudlets WiFi network
........

Figure 4.2 Hierarchical topology for MC communication
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4.3.1.1 Formulation of latency delay for one request
To simplify this Markov chain model, we introduce a system of equations. These
equations describe several transmission rates between the mobile user, the general
cloud, and every cloudlet which is in operative state.

R N ið Þ;að Þ; Nj iþ1ð Þ;bð Þ ¼

lPFðtÞ i ¼ j ¼ 0

a ¼ b ¼ 1

l2 i ¼ 1; j ¼ 0

a ¼ b ¼ 1

l3PFðtÞ i ¼ 2; j 2 1; . . .;N � 3½ �
a ¼ b ¼ 1

l3 i ¼ 2; j ¼ C

a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>>>><
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Figure 4.4 Markov chain model for the hierarchical architecture
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When the cloudlet selected by the mobile user goes off, the transmission rate
between nodes changes immediately and becomes

Q NðiÞ;að Þ; Njðiþ1Þ;bð Þ ¼

0 i ¼ j ¼ 0

a ¼ 1; b ¼ 0

l i ¼ 1; j ¼ 0

a ¼ 0; b ¼ 1

l2PFðtÞ i ¼ 2; j 2 1; . . .;N � 3½ �
a ¼ b ¼ 1

l2 i ¼ 2; j ¼ C

a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

(4.2)

Let li be the rate of the ith request transition from mobile node N 0½ � to destination
node N i½ �. The total rate of requests scattered with the only non-null one-step
transition probabilities is

Pr NðiÞ;að Þ; Njðiþ1Þ;bð Þ ¼

lð1�NÞ PFðtÞ
N � 2

; i ¼ j ¼ 0

a ¼ b ¼ 1

lð2�NÞ 1 � PFðtÞ
N � 2

� �
; i ¼ 1; j ¼ 0

a ¼ b ¼ 1

lð3�NÞ ~F; i ¼ 2; a ¼ b ¼ 1

j 2 1; . . .;N � 3½ �

lð3�NÞ �
F; i ¼ 2; j ¼ C

a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

(4.3)

We define Br as the transition probability when the first cloudlet selected by the
mobile user goes off.

Br NðiÞ;að Þ; Njðiþ1Þ;bð Þ ¼

0 i ¼ j ¼ 0

a ¼ 1; b ¼ 0

lð1�NÞ; i ¼ 1; j ¼ 0

a ¼ 0; b ¼ 1

lð2�NÞF; i ¼ 2; a ¼ b ¼ 1

j 2 1; . . .;N � 3½ �

lð2�NÞ �F; i ¼ 2; j ¼ C

a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

(4.4)
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where F ¼ 1 �QðN�3Þ�h
k¼1 ðk � 1ÞPFðtÞð Þ= N � 2ð Þð Þ

� �
, ~F ¼ 1 �QðN�3Þ�h

k¼1

�
kPFðtÞ= N � 2ð Þð Þ

�
,

�
F ¼ 1 �QðN�1Þ�h

k¼1 kPFðtÞ= N � 2ð Þð Þ
� �

, and �F ¼ 1�ðQðN�2Þ�h
k¼1 ðk � 1ÞPFðtÞ= N � 2ð Þð ÞÞ.

We know that

Pr Xc ¼ Nj;Fð3Þ
� � ¼ Pr Xc ¼ Nk;Fð3Þ

� �
; 8j 6¼ k; j; k 2 1; . . .;N � 3½ �

Finally, we define the probability that N i½ � is a destination node as follows:

Pr Xc ¼ NðiÞ½ � ¼
XðN�3Þ�h

j¼1

l2

lN Fþ l3

lN
~F

� �
þ l
lN

þ l3

lN F
� þ l2

lN 1 � PFðtÞ
ðN � 2Þ

� �

þ l2

lN
�F þ l

lN

PFðtÞ
ðN � 2Þ
� �

:

(4.5)

The node N i½ � receives request at time ti, define ti ¼ tiþ1 � ti where ti is exponen-
tially distributed with intensity lN and Tm1;c ¼

Pk
i¼1ti. Tm1;c is the delay message

of the hierarchical architecture. It represents the time needed to send the request from
the source node to N k½ � node. By assuming that the node N i½ � is the destination node
of the request, and using the Laplace–Setieljes transform (LST) of Tm1;c, the latency
delay is (for q � 0)

T�
m1;c ¼ E e�qTm1;c½ �

¼
XN

k¼1

E e�qTm1;c jXc ¼ k
� �

Pr Xc ¼ NðiÞ½ �

¼
XN

k¼1

E e
�q
Xk

i¼1

ti

jXc ¼ k

2
6664

3
7775Pr Xc ¼ NðiÞ½ �

¼
XN

k¼1

lN

lN þ q

� �k

Pr Xc ¼ NðiÞ½ �

(4.6)

Moreover, the results of the expected destination node and the expected latency
delay can be computed as follows:

@T�
m1;c

@q
jq¼0 ¼ @E e�qTm1;c½ �

@q
jq¼0 ¼ E

@e�qTm1;c

@q
jq¼0

� 	
¼ E �Tm1;c

� � ¼ �E Tm1;c

� �
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Therefore, the expected latency can be expressed as follows:

E Tm1;c

� � ¼ � @T�
m1;c

@q
jq¼0 ¼ N

lN Pr Xc ¼ NðiÞ½ � (4.7)

The expected destination node is given by

E Xc½ � ¼
XN

i¼1

iPr Xc ¼ NðiÞ½ � ¼ NPr Xc ¼ NðiÞ½ �

¼ lN E Tm1;c

� � (4.8)

4.3.1.2 Formulation of the latency delay for multiple requests
submission

● First scenario: sending multiple requests

This scenario happens when the cloudlet selected by the mobile user sends multiple
requests to its central cloudlet. This latter attempts to handle these requests and find
suitable responses. As shown in Figure 4.5, we consider the case with R ¼ 1;000
requests, and we model the latency delay as follows:

PR
r Xc ¼ NðiÞ½ � ¼

XR

l¼1

lPr Xc ¼ NðiÞ½ �

¼
XR

l¼1

l
XðN�3Þ�h

j¼1

l2

lN Fþ l3

lN
~F

� �
þ l
lN

 !

þ
XR

l¼1

l
l3

lN F
� þ l2

lN 1 � PFðtÞ
ðN � 2Þ

� �� �

þ
XR

l¼1

l
l2

lN
�F þ l

lN

PFðtÞ
ðN � 2Þ
� �� �

:

(4.9)

TR�
m1;c ¼

XN

k¼1

lN

lN þ q

� �k

PR
r Xc ¼ NðiÞ½ � (4.10)

● Second scenario: sending a single request

This scenario occurs when each cloudlet sends a single request to its central cloudlet.
If the sending cloudlet is in the operational state, then the central cloudlet will
receive r requests where r 2 1; . . .;N � 2½ � as depicted in Figure 4.6. Otherwise,
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Figure 4.6 Single request submission in the hierarchical architecture

Cloud

Central cloudlet

Regional
cloudlets

Mobile
devices

........................

Figure 4.5 Multiple requests submission in the hierarchical architecture
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the central cloudlet will receive r requests where r 2 1; . . .;N � 3½ �. Therefore, the
latency delay can be expressed as follows:

Pr NðiÞ;að Þ; Njðiþ1Þ;bð Þ ¼

lð1�NÞ PFðtÞ
N � 2

; i ¼ j ¼ 0

a ¼ b ¼ 1

lð2�NÞ 1 � PFðtÞ
N � 2

� �
; i ¼ 1; j ¼ 0

a ¼ b ¼ 1

rlð3�NÞ ~F; i ¼ 2; a ¼ b ¼ 1

j 2 1; . . .;N � 3½ �

ðr þ 1Þlð3�NÞ �
F; i ¼ 2; j ¼ C

a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>:

(4.11)

Br NðiÞ;að Þ; Njðiþ1Þ;bð Þ ¼

0 i ¼ j ¼ 0

a ¼ 1; b ¼ 0

lð1�NÞ; i ¼ 1; j ¼ 0

a ¼ 0; b ¼ 1

ðr þ 1Þlð2�NÞF; i ¼ 2; a ¼ b ¼ 1

j 2 1; . . .;N � 3½ �

ðr þ 1Þlð2�NÞ �F; i ¼ 2; j ¼ C

a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

(4.12)

Finally, we describe the probability that N[i] is a destination node for r requests as
follows:

Pr
r Xc ¼ NðiÞ½ � ¼

XðN�3Þ�h

r¼1

ðr þ 1Þl2

lN Fþ rl3

lN
~F

� �

þ
XðN�3Þ�h

r¼1

ðr þ 1Þl2

lN
�F

� �

þ
XðN�2Þ�h

r¼1

ðr þ 1Þl3

lN F
�

� �

þ l2

lN 1 � PFðtÞ
ðN � 2Þ

� �

þ l
lN 1 þ PFðtÞ

ðN � 2Þ
� �

:

(4.13)
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Tr�
m1;c ¼

XN

k¼1

lN

lN þ q

� �k

Pr
r Xc ¼ NðiÞ½ � (4.14)

4.3.2 Ring architecture
In the cloudlet-based ring architecture, each cloudlet is connected to two other
cloudlets, to a set of mobile nodes, and to the main cloud as shown in Figures 4.7 and
4.8. Data in the ring moves from one cloudlet to another, and each cloudlet treats
every data along the way. Furthermore, cloud provider specifies at the level of mobile
node a list of available cloudlets holding the primary, the left secondary, and the right
secondary cloudlet which are the neighbors of primary cloudlet. The nearest operating
cloudlet, that is connected to mobile node, is called the primary cloudlet. If the first
communication with the primary cannot be established due to its damage, then after
some time, mobile node tries to connect to other nearest cloudlets whether the left
secondary or the right one which will play the role of primary. In this case, to avoid
and limit the damages of network failures each cloudlet transfers requests to all its
sibling nodes. We suggest that the ring architecture will have a dual link.

We consider a Markov chain in state i ¼ 0; 1; 2; . . .; N � 1 where i is the level
of transmission of the request, knowing that the general cloud is at the same level as the
second cloudlet selected by the mobile user. If the primary cloudlet of mobile nodes
goes off, then there will be any assignments of transmission levels to the cloud and the
source will send directly to its left and right cloudlets. Let N be the total number of
ðN � 1Þ cloudlets adding the general cloud in the system. When mobile node which is
at 0 level of transmission, it sends a request to its primary cloudlet, we assume that this
primary cloudlet will send the request to their left and right neighbors with rate 50%,
but this request will be sending just to k cloudlet in one direction and to ðN � kÞ
cloudlets in other directions as depicted by Figure 4.7. Each cloudlet may be in the
operational state or a inoperative state. For that reason, we consider two-dimensional
Markov chain. We define lith as the rate of the request transition from mobile node
N 0½ � to destination node N i½ �, and lN as the total rate of request changes scattered in
the entire architecture. The only non-null one-step transition probabilities are

Pr ¼

lð1�ðNþ1ÞÞ PFðtÞ
N � 1

; i ¼ j ¼ 0

a ¼ b ¼ 1

1
3
lððiþ1Þ�ðNþ1ÞÞY; i � 1; j ¼ 0

a ¼ b ¼ 1

1
3
lð2�ðNþ1ÞÞ; i ¼ 1; j ¼ C

a ¼ b ¼ 1

1
3
lðððN�1Þ�kþ1Þ�ðNþ1ÞÞ Y

�
; i ¼ ðN � 1Þ � k þ 1

j ¼ 0; i þ 1 ¼ k; a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

(4.15)
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Figure 4.7 Markov chain model for the ring architecture



Br ¼

0 i ¼ j ¼ 0

a ¼ 1; b ¼ 0

1
3
lði�NÞ ~Y; i � 2; j ¼ 0

a ¼ 0; b ¼ 1

1
3
lð2�NÞ; i ¼ 2; j ¼ C

a ¼ 0; b ¼ 1

1
3
lððN�1Þ�kÞ�N �Y; i ¼ ðN � 1Þ � k; i þ 1 ¼ k

a ¼ b ¼ 1; j ¼ 0

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

(4.16)

where Y ¼ 1 �Qi
h¼1 hPFðtÞ= N � 1ð Þð Þ
 �

, ~Y ¼ 1 �Qi
h¼2 ðh � 1ÞPFðtÞð Þ=ð


N � 1ð ÞÞÞ, �
Y ¼ 1 �QðN�1Þ�kþ1

h¼1 hPFðtÞ= N � 1ð Þð Þ
� �

, and �Y ¼
�

1 �QðN�1Þ�kþ1
h¼2

ðh � 1ÞPFðtÞ= N � 1ð Þð Þ
�

.

Cloud

Regional cloudlets
WiFi network

WiFi network

Figure 4.8 Ring topology for MC communication
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Finally, we describe the probability that N i½ � is a destination node as follows:

Pr Xr ¼ NðiÞ½ � ¼
Xk�1

i¼1

lðiþ1Þ

3lðNþ1Þ Yþ
Xk�1

i¼2

li

3lN
~Y

þ
XðN�1Þ�k

i¼1

lðiþ1Þ

3lðNþ1Þ Yþ l
lðNþ1Þ

PFðtÞ
ðN � 1Þ
� �

þ
XðN�1Þ�k

i¼2

li

3lN
~Y þ lðN�1Þ�k

3lN
�Y

þ lðN�1Þ�kþ1

3lðNþ1Þ Y
� þ l2

3lN

lþ 1
l

� �

(4.17)

The node N i½ � receives request at time ti, we define ti ¼ tiþ1 � ti where ti is
exponentially distributed with intensity lN and Tm1;r ¼

Pk
i¼1 ti. Tm1;r is the delay of

cloud-based ring architecture. It is defined as the time needed to send the request
from the source node to the N k½ � node. By assuming that the node N i½ � is the
destination node of the request, and using the LST of Tm1;r, the latency delay can be
expressed for q � 0 as follows:

T�
m1;r ¼ E e�qTm1;r½ �

¼
XN

k¼1

E e�qTm1;r jXr ¼ k
� �

Pr Xr ¼ NðiÞ½ �

¼
XN

k¼1

E e
�q
Xk

i¼1

ti

jXr ¼ k

2
6664

3
7775Pr Xr ¼ NðiÞ½ �

¼
XN

k¼1

lN

lN þ q

� �k

Pr Xr ¼ NðiÞ½ �

(4.18)

Moreover, the expected latency delay can be computed as follows:

@T�
m1;r

@q
jq¼0 ¼ @E e�qTm1;r½ �

@q
jq¼0 ¼ E

@e�qTm1;r

@q
jq¼0

� 	

¼ E �Tm1;r

� � ¼ �E Tm1;r

� � (4.19)

Therefore, the expected latency delay has the following expression:

E Tm1;r

� � ¼ � @T�
m1;r

@q
jq¼0 ¼ N

lN Pr Xr ¼ NðiÞ½ � (4.20)
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The expected destination node is given by

E Xr½ � ¼
XN

i¼1

iPr Xr ¼ NðiÞ½ � ¼ NPr Xr ¼ NðiÞ½ �

¼ lN E Tm1;r

� � (4.21)

4.3.2.1 Formulation of the latency delay for multiple requests
submission

● First scenario: sending multiple requests

This scenario occurs when a cloudlet sends multiple requests R ¼ 1;000 at
the same time to its left and right neighbors cloudlets. Theses cloudlets attempt to
send received requests and their own requests to their respective neighbors as
shown in Figure 4.9. We model the latency delay in this case as follows:

PR
r Xr ¼ NðiÞ½ � ¼

XR

l¼1

lPr Xr ¼ NðiÞ½ �

¼
XR

l¼1

l
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3lðNþ1Þ Yþ
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 !

þ
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XðN�1Þ�k
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lðiþ1Þ

3lðNþ1Þ Y

 !

þ
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l
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3lN
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þ
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þ
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l¼1

l
l
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ðN � 1Þ
� �� �

þ
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l¼1

l
lðN�1Þ�kþ1

3lðNþ1Þ Y
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3lN

lþ 1
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(4.22)

TR�
m1;r ¼

XN

k¼1

lN

lN þ q

� �k

PR
r Xr ¼ NðiÞ½ � (4.23)

● Second scenario: sending a single request

This scenario happens when the primary cloudlet sends a single request to its left and
right neighbors cloudlets, which send the received request and their own requests to
their respective left and right neighbors sequentially. The process continues this way
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until the ððN � 1Þ � kÞth cloudlet receives r requests, where r 2 1; . . .; ðN � 1Þ � k½ �.
Similarly, the kth cloudlet receives r requests, where r 2 1; . . .; k½ � as depicted in
Figure 4.10. The latency delay can be expressed in this case as follows:

Pr ¼

lð1�ðNþ1ÞÞ PFðtÞ
N � 1

; i ¼ j ¼ 0

a ¼ b ¼ 1

i

3
lððiþ1Þ�ðNþ1ÞÞY; i � 1; j ¼ 0

a ¼ b ¼ 1

1
3
lð2�ðNþ1ÞÞ; i ¼ 1; j ¼ C

a ¼ b ¼ 1

ððN � 1Þ � kÞ
3lðN�1Þ lððN�1Þ�kþ1Þ Y

�
; i ¼ ðN � 1Þ � k þ 1

j ¼ 0; i þ 1 ¼ k; a ¼ b ¼ 1

8>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>:

(4.24)
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Figure 4.9 Multiple requests submission in the ring architecture
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Br ¼

0 i ¼ j ¼ 0
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lððN�1Þ�kÞ�N �Y; i ¼ ðN � 1Þ � k; i þ 1 ¼ k

a ¼ b ¼ 1; j ¼ 0

8>>>>>>>>>>>>>>>>>>>>>><
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(4.25)
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Figure 4.10 Single request submission in the ring architecture
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Finally, we describe the probability that N i½ � is a destination node for r requests as
follows:

Pr
r Xr ¼ NðiÞ½ � ¼

Xk�1

i¼1
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k¼1

lN

lN þ q

� �k

Pr
r Xr ¼ NðiÞ½ �

(4.26)

4.4 Numerical results

To simulate request transfer for each the above cloudlet-based architectures, we
consider scenarios where a mobile user uses a search application and sends requests
to different cloudlets, which may be in the operational or inoperative states. We
evaluate the latency delay of the user request using LST and a model of the prob-
ability of sending the request to the appropriate destination node. We assume that
the requests are sent according to a Poisson distribution with rate l. We use the
following values for l: 13%; 28%; 50%; and 75%.

As shown in Figure 4.11, we notice that the latency delay of one request for the
hierarchical architecture begins when the number of cloudlets N ¼ 3, as the major
elements of sending are: the selected cloudlet, the central cloudlet and the general
cloud. When q ¼ 0:3; we observe that the latency delay progressively increases
with l. In fact, when l gradually increases the latency delay also increases at the same
time, which means that the latency delay becomes more larger when the rate l of fast
fading and collisions grows gradually. For example: when l ¼ 75% the latency delay
increases from 400 to 600 ms for N ¼ 3. For N � 5, it becomes stationary with values
between 1,000 and 1,200 ms due to the structure of the hierarchical architecture.
Concerning the curves of q ¼ 0:5 and q ¼ 0:75, they have the same shape as the curve
mentioned above. However, when q ¼ 0:75 the latency delay begins approximatively
with 250 ms for l ¼ 75% and grows gradually until it becomes stable with a value
between 400 and 450 ms. When q ¼ 0:5, the latency delay begins with a value
between 300 and 400 ms for l ¼ 75% and increases gradually until it becomes
stable with a value between 400 and 450 ms. These results show that the latency delay
decreases gradually when q grows progressively, which means that the latency delay
becomes more smaller when the probability q of no interference interruptions raises
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slowly. Although the latency delay of one request for the ring architecture is higher
than the hierarchical architecture (as shown in Table 4.1 especially when q ¼ 0:3), it
increases gradually for l ¼ 75% until it becomes stationary with 1,600 ms as a value.
For other values of l, the latency delay of the ring architecture is smaller than the
hierarchical one. Likewise, for N ¼ 2, the latency delay of the ring architecture starts
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Figure 4.11 Latency delay for the hierarchical architecture

Latency delay evaluation for cloudlet-based architectures 115



with a value less than the corresponding value of the hierarchical architecture as
depicted in Figure 4.12. Therefore, the ring architecture is initially more efficient than
the hierarchical architecture because of the elements involved in sending the request
(i.e., the selected cloudlet by the mobile user and the general cloud). Moreover, we
notice that for each value of q, the latency delay increases progressively according to
the development of l values. Also, the latency delay becomes more smaller when the
probability q of no interference interruptions grows gradually. So, the comparison of
the latency delays in both architectures shows that the hierarchical architecture is
efficient when the number of cloudlets is significant, and the rate l of fast fading and
collisions is 75%. In contrast, the ring architecture is more responsive and more effi-
cient when the number of cloudlets is initially less than 9 and the rate l of fast fading
and collisions is between 13% and 50%.

The first scenario, mentioned above, occurs when the selected cloudlet by the
mobile user sends 1,000 requests to its central cloudlet, in the case of the hier-
archical architecture, or to its left and right secondary cloudlets in the case of the
ring architecture. As it is depicted in Figures 4.13 and 4.14, for the hierarchical
architecture, when q decreases progressively the latency delay grows rapidly. Also,
when l increases gradually, the latency delay raises at the same time. Therefore, the
latency delay becomes more higher when the rate l of fast fading and collisions is
high. It decreases rapidly when the rate q of no interference interruptions grows
gradually. For the ring architecture, the curves of the latency delay have the same
shape as the hierarchical one. However, when q ¼ 75% and l varies between 13%
and 50%, the latency delay in the ring architecture is smaller than in the hier-
archical one as it is depicted in Table 4.2. It means that when the rate l of fast
fading and collisions varies between 13% and 50% in the first scenario, the ring
architecture is more efficient than the hierarchical architecture.

Table 4.1 Simulation results of the hierarchical and ring cloudlet-based
architectures

Results (%) Hierarchical architecture Ring architecture

q ¼ 30% q ¼ 75% q ¼ 30% q ¼ 75%
l ¼ 75 L � 1;100 ms L � 450 ms L � 1;600 ms L � 640 ms
l ¼ 13 L � 80 ms L � 25 ms L � 90 ms L � 35 ms

L, the parameter of latency delay.

Table 4.2 Simulation results of the ring and hierarchical architecture in the first
scenario

Results (%) Hierarchical architecture Ring architecture

q ¼ 30% q ¼ 75% q ¼ 30% q ¼ 75%
l ¼ 75 L � 10;600 ms L � 4;350 ms L � 12;800 ms L � 5;100 ms
l ¼ 13 L � 6;000 ms L � 300 ms L � 800 ms L � 30 ms

L, the parameter of latency delay.
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In the second scenario, each cloudlet sends a single request to its central cloudlet
(for the hierarchical architecture) or its left and right secondary cloudlets (respec-
tively for the ring architecture). As shown in Figures 4.15 and 4.16, we notice that the
latency delay of the hierarchical architecture grows rapidly and is higher than
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the latency delay of the ring architecture, that can be shown in Table 4.3. Therefore,
the ring architecture is more flexible and more efficient while each cloudlet sends
request at the same time, whereas the hierarchical architecture is not efficient
because of the bottleneck of communicating requests to the central cloudlet.

4.5 Conclusion

In this paper, we have proposed two cloudlet-based architectures, hierarchical, and
ring, which exploit users’ proximity to improve the mobile user cloud experience.
We model the latency delay of the two cloudlet-based architectures using the bidi-
mensional Markov chain, and we implement two different scenarios of submitting
user requests. This work represents a proof of concept for the use of cloudlets and
compares the performance of the two architectures. In the first scenario of submitting
multiple requests, the performance of the two architectures changes according to the
fast fading variation. In the second scenario in which a single request is sent, the ring
architecture is more responsive and more efficient than the hierarchical architecture.
As a future work, we intend to study the use of hybrid architectures with multitiered
topologies consisting of multiple groups of cloudlets organized into rings. We also
plan to test the deployment of cloudlet architectures using the virtual machine
technology with different mobile applications.
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Chapter 5

Survey on software-defined networking
and network functions virtualisation in 5G

emerging mobile computing

Eugen Borcoci

5.1 Introduction

This chapter is a survey of significant and recent proposals, studies and trials,
concerning application of emergent software-defined networking (SDN) and net-
work functions virtualisation (NFV) technologies in the domain of 5G networking.

The 5G architectures and technologies are identified today as main wireless
network candidates [1] able to respond to novel and challenging requirements:
high-capacity, low-latency, good vertical and horizontal scalability, universal
support for data and media applications and services (in fixed and mobile envir-
onment). The domains include vehicular, that is vehicle-to-vehicle (V2V), vehicle-
to-infrastructure and vehicle–to-‘whatever’, and more general machine-to-machine
(M2M) and also Internet of Things (IoT) communications. The 5G networks should
be flexible and open, able to accommodate heterogeneous access technologies and
should provide open communication systems including cellular networks, clouds
and data centres, home networks and gateways (GWs), satellite systems and others.
The 5G networks should be adaptable to users’ and services’ changing needs to
handle application-driven networks. The management and control (M&C) in a
flexible way is a major requirement. The novel systems should also satisfy security,
privacy, resiliency, robustness and data integrity requirements.

SDN and NFV are currently seen as important complementary technologies to
implement the 5G architectures.

SDN separates the control plane (CPl) and data (forwarding) plane (DPl), thus
enabling external control of data flows through logical software entities, that is remote
vendor-neutral controllers. SDN abstracts the network components, their functions and
the protocol to manage the forwarding plane. The SDN-centralised up-to-date view
upon the network makes it suitable to perform network management, while allowing
flexible modification of the network behaviour through the CPl. SDN-type control
in 5G wireless networks is attractive, given its ability to support network virtualisation,
automating and creation of new services on top of the virtualised resources.
Routing and data processing functions of wireless infrastructure can be provided
by software packages running in general-purpose computers or even in the cloud.



SDN is useful in wireless-distributed networks, such as mobile ad-hoc, sensor, device-
to-device and vehicular networks. SDN will enable the management of heterogeneous
network (HetNet) nodes (i.e. macrocell, picocell, etc.) and heterogeneous backhaul
connectivity such as fibre, wireless and others.

NFV is a complementary technology to SDN; it can enhance and make the 5G
networking more flexible by virtualising many network functions (NFs) and
deploying them into software packages. Such functions can be dynamically assem-
bled and chained to implement legacy services or novel ones. This approach will
allow for higher flexibility and also resilience in operation and management of the
mobile networks. NFV allows transparent migration between either virtual machines
or real machines. Implementing mobile NFs in data centres provides more flexibility
in terms of resource management, assignment and scaling. NFV can be a candidate
for virtualising the core network as well as centralising some processing within radio
access networks (RANs). Cloud-based radio access network (CRAN) can use vir-
tualised software modules, running in different virtual machines. Combining NFV
with SDN may offload the centralised location within networks nodes which require
high-performance connections between radio access (RA) point and data centres.

This chapter will contain in the first part a summary of 5G requirements and
challenges, with emphasis on those supposed to be (partially) solved through SDN/
NFV control. Some relevant 5G use cases and services will be summarised. A short
presentation of SDN and NFV concepts and architectures is done related to layer-
ing, CPl and DPl issues, network operation systems (NOS) and software technol-
ogies, virtualisation, north-bound and south-bound interfaces, function chaining,
scalability and real-time issues and so on. The second part of the chapter will
explore various architectures and implementations based on SDN/NFV in 5G
environment; distribution versus centralisation; unified CPl concepts in 5G/SDN,
heterogeneous CRANs, cellular 5G with SDN control, SDN approach for mobile
cloud computing in 5G, backward compatibility and deployment issues. Some
future open directions of research will be presented in the conclusions.

Given the limited space of this chapter, several aspects related to 5G technol-
ogies and services have not been discussed: security and privacy, details on scal-
ability, reliability, mobility, IoT services, M2M and device-to-device (D2D)
communications and cognitive radio network (CRN) aspects.

5.2 Summary of 5G technology

5.2.1 Requirements and challenges
The 5G evolution of mobile broadband networks will bring new unique network and
service capabilities [1–4]. It will ensure user experience continuity in various situa-
tions like high mobility (e.g. in trains), dense or sparsely populated areas, or hetero-
geneous technologies. The application range is broad, targeting manufacturing,
automotive, energy, food and agriculture, education, city management, government,
healthcare, public transportation and so forth.

5G will support IoT, being capable to connect a massive number of sensors and
rendering devices and actuators with stringent energy and transmission constraints.
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Mission critical services can be served by 5G, due to its high reliability, global
coverage and/or very low latency (today these are still handled by specific net-
works) and public safety. 5G will integrate networking, computing and storage
resources into one programmable and unified infrastructure allowing optimised and
dynamic usage of all distributed resources, convergence of fixed, mobile and
broadcast services, support for multi-tenancy models, enabling players collabora-
tion and leveraging on the characteristic of current cloud computing, thus leading to
a single digital market. Additional 5G requirements are related to sustainability and
scalability, energy consumption reduction and energy harvesting.

The 5G technology exposes some disruptive capabilities such as an order of
magnitude improvement in performance (more capacity, mobility and accuracy of
terminal location, lower latency, increased reliability and availability); connection
of many devices simultaneously; help citizens to manage their personal data, tune
their exposure over the internet and protect their privacy; enhanced spectral effi-
ciency (SE) and high energy efficiency with respect to 4G; reduce service creation
time and facilitate the integration of various players delivering parts of a service; to
be built on more efficient hardware and inter-working in heterogeneous environ-
ments. The 5G key technological components include heterogeneous set of inte-
grated air interfaces, cellular and satellite solutions, seamless handover between
heterogeneous wireless access technologies, simultaneous use of different radio
access technologies (RAT) and ultra-dense networks with numerous small cells
(this require new interference mitigation, backhauling and installation techniques).

5G will be fully driven by software: a unified operating system is needed, in a
number of points of presence (PoPs), especially at the network edge. To achieve the
required performance, scalability and agility, the 5G can rely on technologies like
SDN, NFV, mobile edge computing and fog computing. The 5G networking con-
cepts will ease and optimise the network management based on cognitive features,
advanced automation capabilities of operation through algorithms that optimise
complex business objectives (e.g. end-to-end (E2E) energy consumption), data
analytics and big data techniques (monitor the users quality of experience (QoE)
through new metrics, combining network data and behavioural data while guaran-
teeing privacy).

According to summary figures of 5G, very ambitious goals/challenges are 1,000�
in mobile data volume per geographical area reaching a target �10 Tb/s/km2; 1,000�
in number of connected devices reaching a density �1 M terminals/km2; 100� in user
data rate reaching a peak terminal data rate �10 Gb/s; 1/10� in energy consumption
compared to year 2010; 1/5� in end-to-end latency reaching 5 ms, for example
tactile Internet and radio link latency reaching a target�1 ms for special use cases like
V2V communication; 1/5� in network management OPEX; 1/1,000� in service
deployment time reaching a complete deployment in�90 min.

5.2.2 Key enablers and general design principles for a 5G network
architecture

To solve the challenges presented in the previous sub-section, some key enablers
have been identified [2–4] as efficient spectrum utilisation, usage of massive/3D
multiple input multiple output (MIMO) and new air interfaces (e.g. new waveform,
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advanced multiple access), use of optical network technologies, simple access
points (APs), small cells and local offload, advanced traffic management, caching
and pre-fetching for content, control/data plane split, use of SDN/NFV/cloud
technologies, third parties and/or user deployment models, enable new business
models in a programmable manner, service-oriented network capabilities, appli-
cation programmers interfaces (APIs) should be available at different levels
(resources, connectivity and service enablers), energy-efficient hardware and
management techniques and big data-driven network intelligence (NI).

Several 5G design principles have been defined [2] to deliver the solutions:
design new air interface and new multiple access scheme and L1/L2 techniques
optimised for high frequencies, latency and massive connectivity; use high fre-
quencies and other spectrum options (e.g. pooling and aggregation); utilisation of
optical transmission and switching where possible (in fronthaul and backhaul);
bring communicating endpoints closer together in order to reduce E2E latencies;
apply virtualisation principles; address coverage and capacity issues separately;
minimise the number of network layers and pool resources; minimise functional-
ities performed by APs in order to make them more simple; maximise energy
efficiency across all network entities; use intelligent agents to manage QoE, rout-
ing, mobility and resource allocation; efficient design of the non-access stratum
(NAS) protocols (to reduce E2E latency), services and service complexity.

There are several types of architectures for 5G networks [4]: multi-tier, cloud-
based architectures [5], CRN-based and D2D communication based. They can be
combined in operation. In this chapter, only the first two are discussed. Commonly,
two-tier architectures are proposed in many studies, models and implementation,
where a macrocell base station (MBS) is in the top-tier and small-cell base stations
in the lower tier work under MBS supervision. A macrocell covers all the small
cells of different types, for example femtocell and picocell, while microcell and
both tiers share an identical frequency band. The small cell enhances the coverage
and services of a macrocell. In addition, D2D communication and CRN-based
communication may enhance a two-tier architecture to a multi-tier architecture.

Cloud computing principles, suppose an infrastructure providing on-demand,
easy and scalable access to a shared pool of configurable resources, while users do
not worry about the management of resources. The cloud-based architectures and
technologies are also attractive for 5G. The first approach has been to build CRANs
for 5G networks [4,5,29,30]. The basic CRAN idea is to execute most of the MBS
functions in the cloud, and hence divide the functionality of an MBS into a control
layer and a data layer. Here, the SDN principles will naturally apply. The functions
of the control and the data layers are executed in a cloud and in an MBS, respec-
tively. A CRAN can provide a dynamic service allocation scheme for scaling the
network without installing costly network devices.

5.3 Software-defined networking (SDN)

SDN [6–9] architecture is mainly focused on enhancing the network program-
mability in data centres and also in different types of networks. SDN clearly
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separates the CPl from DPl, by moving the CPl functions outside the traditional
network nodes (routers, switches – called also forwarders) to some external logical
software entity called controller (executed on general purpose computing hardware).
Thus, SDN decouples the control software from specific networking hardware pro-
duced by different vendors and makes the DPl programmable.

The controller communicates (via a secure channel) with several forwarders
and instructs them what actions to perform on the data plane flows (by filling in the
forwarders the so-called flow tables). The actions to be performed on a given flow
in a forwarder are determined by the match between the packet fields (one or more
fields match search can be enforced) and flow tables records. Inside a forwarder,
one or several flow tables may exist, assembled in a processing pipeline followed
by a data packet. The networking components and their functions are represented to
higher layers as abstractions, able to capture the requirements of the common
software switches and routers. Therefore, a controller creates a centralised unified
(and systematically updated) abstract view upon the network status and allows a
coherent and flexible modification of the DPl behaviour by modifying on-fly the
flow tables. Special communication protocols between the controller and for-
warders have been designed, a typical examples being the OpenFlow [6,7], devel-
oped by open networking foundation (ONF) [10]. Note that also, other protocols
have been proposed for the same purpose [8].

The SDN technology offers several important advantages [6] like high-per-
formance, granular traffic control across multiple vendors’ network devices; cen-
tralised M&C, common APIs abstracting the underlying networking details;
network programmability opportunities offered to operators, enterprises, indepen-
dent software vendors and users; network evolution into an extensible vendor-
independent service delivery platform; increased network reliability and security;
and better end-user experience. However, SDN technology has still problems under
study related to centralisation (the controller is actually a single point of failure) –
inducing issues about reliability, horizontal and vertical scalability, real-time cap-
ability of network control, backward compatibility and security [6,7].

5.3.1 SDN architecture
Figure 5.1 depicts the overall SDN architecture. The SDN CPl has two major
interfaces: northbound and southbound. The northbound interfaces provide higher
level abstractions to the applications. Several application examples are shown in
Figure 5.1 for network management/control: routing, traffic engineering and qual-
ity of services (QoS) control. However, other additional applications can be linked
at the northbound interface. The CPl southbound interface supports the commu-
nication with network devices (forwarding elements (FE), i.e. switches or routers).

A typical implementation of the southbound interface is the OpenFlow stan-
dard, which has been defined by ONF, in several versions 1.0–1.5 [10]. In large
networks, where several controllers are necessary, additional east–west interfaces
are defined to support inter-controller communications.

The CPl could be split into two sub-layers: abstraction/virtualisation sub-layer
and NOS sub-layer [6,8,9]. The NOS is a distributed system that creates a
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consistent, updated network view. It can be executed on servers (controllers) in the
network. There are many examples of NOS implementations: NOX, Onix, Hyper-
Flow, Floodlight, Trema, Kandoo, Beacon and Maestro [6]. The NOS uses for-
warding abstraction in order to collect state information from FEs and generates
commands to FEs. The virtualisation sub-layer creates an abstract network view for
the application plane.

The OpenFlow is the first SDN standard implementing the CPl–DPl interface.
It allows direct access to the DPl of network devices, that is FE, both physical and
virtual (hypervisor-based) and allows one to move CPl out of the FEs to logically
centralised control software. The OpenFlow specifies the basic primitives to be
used by an external software application to programme the DPl (similar to the
instruction set of a CPU). The flow concept identifies the network traffic based on
pre-defined match rules that can be statically or dynamically programmed by the
SDN control software. The DPl can be programmed on a per-flow basis (to provide –
if wanted – extremely granular control), or in aggregating mode, thus enabling the
network to respond to real-time changes at the application, user and session levels.
The IT administrator can define how the data traffic should flow through FEs,
based on parameters such as usage patterns, applications and cloud resources. The
FEs no longer need to understand and process the intelligent protocol standards but
simply accept instructions from their SDN controller. The management plane
(MPl) in Figure 5.1 serves to manage the service level agreements associated with
applications to configure and monitor the functionalities and performances of the
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CPl – under guidelines of the network provider policies. The MPl generates low-
level commands for network elements configurations.

SDN power consists in creating the possibility to manage the entire network
through orchestration and provisioning systems. More flexibility is achieved for vir-
tualised networking, self-service provisioning, dynamic (on-demand) various resource
allocation and secure services. SDN can be equally applied in cloud (data centres)
computing, in carrier wide area networks and more recently in wireless domain.

5.3.2 Benefits of SDN architecture for 5G
In 5G wireless networks environment, the SDN separation of the control logic from
vendor-specific hardware is valuable, allowing to build open and vendor-neutral
software controllers. SDN provides virtualisation capabilities, enabling automation
and creation of new services on top of the virtualised resources in secure and
trusted networks.

Historically, the CPl/DPl separation partially existed in the wireless networks.
The Internet Engineering Task Force (IETF) standardised the control and provi-
sioning of wireless access points (CAPWAP – RFC 5415) protocol which cen-
tralises the control in wireless networks. CAPWAP is technology-agnostic and
requires specific bindings for each considered access standard; however, for the
time being, only the binding for 802.11 has been defined. Radio configuration is
expressed in terms of management information base elements, for example oper-
ating channel or the transmission power, beacon interval or medium access control
(MAC) contention parameters. The control frames are delivered to a central con-
troller having MAC functions, in a way similar to OpenFlow interface.

However, SDN offers a more complete framework than CAPWAP, by possi-
bility of moving routing and data processing functions of wireless infrastructure
into software packages in general servers or in clouds. The CPl consists of network
management and optimisation tools implemented on the network servers. The DPl
can be composed by base stations (BSs) which are software-defined (SD-BSs)
[2,9], RAN controlled in SDN style and SDN forwarders (software switches) in the
cellular core network part. Their L1–L3 control functions can be implemented in
software on general-purpose computers and/or remote data centres. Several
important 5G objectives can be well supported by SDN control: convergence of
HetNets, evolution capability, adaptiveness, infrastructure-as-a-service (in cloud
computing – like environment) and energy savings.

5.4 Network functions virtualisation (NFV)

NFV [12–15,18] is a recent architectural development, aiming to reduce the time to
market of new services and improve network service (NS) provisioning flexibility.
NFV decouples the software implementation of NFs from the underlying hardware
by using virtualisation technologies and commercial off-the-shelf (COTS) pro-
grammable hardware (general-purpose servers, storage and switches). Therefore,
various network-related functions, for example traffic load balancing, network
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address translation, firewalling, intrusion detection, domain name service, caching
and others can be delivered in software and deployed on general-purpose servers.
Currently, NFV exposes also several challenges, such as the network performance
guarantees for virtual appliances, dynamic instantiation and migration and efficient
placement of virtual network functions (VNFs).

The NFV general objectives are to improve capital efficiencies versus dedi-
cated hardware implementation solutions by using COTS hardware to provide
VNFs, through software virtualisation; sharing of hardware and reducing the
number of different hardware (HW) architectures; improving the flexibility in
assigning VNFs to hardware – thus realising a better vertical and horizontal system
scalability, decoupling the networking functionalities from location, enabling time
of day reuse and enhancing resilience through virtualisation and facilitating
resource sharing; to support rapid service innovations through software-based ser-
vice deployment; automation and operating procedures to increase the operational
efficiency; reducing the power consumption by migrating workloads and powering
down unused hardware; defining standardised and open interfaces between VNFs
infrastructure and management entities.

The main actor involved in development of the NFV specifications is the
European Telecommunications Standards Institute (ETSI) NFV group global
(operators-initiated) industry specification group (ISG), under the auspices of
ETSI, having about 200 members (2014) and including 28 Tier-1 carriers (and
mobile operators), service providers (SPs) and cable industry entities.

ETSI [13] has defined the NFV framework as totality of all entities, reference
points, information models and other constructs defined by the specifications
published by the ETSI ISG NFV. In NFV, the NSs are provisioned differently with
respect to current networks practice. The software and hardware are decoupled;
therefore, a network element is no longer a collection of integrated hardware and
software modules, so they may evolve independently.

ETSI has defined several functional blocks (FBs) [15]. A network function
(NF) is defined as an FB within a network infrastructure having well-defined
external interfaces and well-defined functional behaviour (today an NF is often a
network node or physical appliance). NFV applies the principle of separating NFs
from the hardware they run on by using virtual hardware abstraction. Flexible NF
deployment is possible.

The software/hardware detachment allows to re-assign and share the infra-
structure resources. The hardware and software can perform different functions at
various times. The HW resources pool is already in place and installed at some
network function virtualisation infrastructure (NFVI) – PoPs; the immediate con-
sequence is that the actual NF software instantiation can be automated. A network
point of presence is a location where an NF is implemented as either a physical
network function (PNF) or a VNF. The NFVI is the totality of the hardware and
software components which build up the environment in which VNFs are deployed.
NFV can leverage the different cloud and network technologies currently available.
All these help network operators (NOs) to faster deploy new NSs over the same
physical platform.
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The NFV can support dynamic operations: the NFs are performed by instanti-
able SW components, which provide greater flexibility (in comparison to traditional
networking procedures) to scale the actual VNF performance in a more dynamic
way. A finer granularity can be obtained, for instance, according to the actual traffic.

Figure 5.2 shows the NFV reference architecture defined by ETSI [15], where
the main FBs and reference points (interfaces) can be seen. Several working
domains can be defined:

Operations and business support systems – VNF module contains the software
implementations of NFs and runs over the NFVI. This module contains different
element management entities and VNF.

NFV infrastructure (NFVI) includes all hardware and software components,
building up the environment in which VNFs are deployed, and it can span across
several locations, for example places where data centres reside. The network providing
connectivity between these locations is regarded to be part of the NFVI. An NFVI
component is an NFVI hardware resource that is not field replaceable, but is distin-
guishable as a COTS component at manufacturing time. The virtualisation layer (VL)
is an important component of the NFV. It abstracts the hardware HW resources
and decouples the VNF software from the underlying hardware, thus ensuring a
HW-independent lifecycle for the VNFs. The VL is responsible for abstracting and
logically partitioning physical (PHY) resources, commonly as a HW abstraction layer,
enabling the software that implements the VNF to use the underlying virtualised
infrastructure, providing virtualised resources to the VNF, so that the latter can be
executed. The VL allows the software of the VNFs to be deployed on different physical
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hardware resources. Typically, this type of functionality is provided for computing and
storage resources in the form of hypervisors and virtual machines (VMs).

NFV Management and orchestration (NFV-MANO) deals with orchestration
and lifecycle management of physical and/or software resources that support the
infrastructure virtualisation and the VNFs lifecycle management. NFV-MANO
focuses on all virtualisation-specific management tasks and includes the partial
managers for the data plane layers: virtualised infrastructure manager (VIM), vir-
tualised network function manager (VNFM) and NFV orchestrator (NFVO). The
NFVO optimises the resource allocation, that is manages the NS lifecycle, VNF
lifecycle (supported by the VNFM) and NFVI resources (supported by the VIM).

An NS is a composition of NFs defined by its functional and behavioural
specification. The NSs contribute to the behaviour of the higher layer service,
which is characterised by at least performance, dependability and security specifi-
cations. The individual NF behaviour plus a network infrastructure composition
mechanism determines the end-to-end (E2E) NS behaviour.

Many NFs existent in a legacy environment can be virtualised in the NFV fra-
mework: 3GPP evolved packet core (EPC) network elements, like mobility man-
agement (MM) entity (MME), serving gateway (SGW), packet data network
gateway (PGW); residential gateway in home networks and conventional NFs
(dynamic host configuration protocol servers, firewalls, etc.). The functional beha-
viour and the external operational interfaces of a PNF and a VNF are expected to be
the same. A VNF may have one or several internal components, for example one
VNF can be deployed over multiple VMs (each VM hosts a single VNF component).

The NFV technology is expected to provide strong support for several use
cases [13,14]. The NFVI supports several use cases and fields of application
already identified by the NFV ISG while providing a stable platform for the VNF
evolution. It also provides a multi-tenant infrastructure, leveraging standard IT
virtualisation technology that may support multiple use cases and fields of appli-
cation simultaneously. The cloud-related use cases are NFVI as a service, VNF as a
service and service chains (VNF forwarding graphs). The mobile use cases could
be virtualisation of the mobile core network and/or of the mobile BSs. Virtualisa-
tion of content delivery networks is also supported by NFV. For access and resi-
dential environment, one can mention virtualisation of the home environment and
virtualisation of the fixed access NFs.

5.5 SDN–NFV cooperation

While SDN separates the control and forwarding planes thus offering a centralised
network view, NFV is primarily focused on optimising and making more flexible the
NSs. Although NFV is intended to optimise the deployment of NFs (such as fire-
walls, DNS, load balancers, BSs, etc.), SDN is focused on optimising the underlying
networks.

The SDN/NFV cooperation is of high interest in order to obtain flexible
and programmable systems, taking benefits from both technologies [16–21].
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Both architectures are optimised for the dynamic cloud environment at carrier
scale. Several major standardisation organisations, forums and groups are active in
both NFV/SDN areas, and cooperation between them currently becomes stronger:
ETSI NFV ISG, the IETF and the ONF, as well as major industry-led open-source
projects as OpenStack [11] and OpenDaylight [17].

Note that NFV is complementary to SDN, but not dependent on it (or vice
versa). NFV can be implemented without an SDN, although the two concepts and
solutions can be combined with potentially greater value. NFV goals can be
achieved using non-SDN mechanisms, relying on the techniques currently in use in
many data centres, but SDN separation CPl/DPl can enhance the performance,
simplify compatibility with existing deployments and facilitate operation and
maintenance (O&M). NFV is able to support SDN by providing the infrastructure
upon which the SDN software can be run, while NFV aligns closely with the SDN
objectives to use commodity servers and switches.

Figure 5.3 shows a high-level view of the NFV/SDN map in the ONF vision [10].
Deployment of NFV requires large-scale dynamic network connectivity both in the
physical and virtual layers to inter-connect VNF endpoints. As Figure 5.3 shows, there
are many complementary industry efforts focused on establishing an open NFV/SDN
ecosystem.

The OpenDaylight project is a collaborative open-source project hosted by The
Linux Foundation having as objective to accelerate the adoption of SDN and to
create a foundation for NFV. It supports open standards, such as the OpenFlow, and
delivers a common open-source framework and platform for SDN across the
industry for customers, partners and developers. The first code from the Open-
Daylight Project, named Hydrogen, was released in February 2014 [8,9]. Expected
modules set include an open controller, a virtual overlay network, protocol plug-ins
and switch device enhancements.

Infrastructure layer  

Application layer

Appl. 1 Appl. n

Data
plane

Network services

Network 
element

Network 
element

Control layer 
components

API NFV

OpenFlow

Open daylight

Openstack

ETSINetwork 
functions

…

Figure 5.3 NFV and SDN industry map [10]

Survey on SDN and NFV in 5G emerging mobile computing 135



OpenStack is an open-source software supporting the deployment and man-
agement of a cloud (both private and public) infrastructure as a service (IaaS)
platform. It fulfils two main requirements: massive scalability and simplicity of
implementation. The software platform consists of inter-related components that
control hardware pools of processing, storage and networking resources throughout
a data centre. OpenStack is configurable – the user can choose whether or not to
implement several services offered by the software.

The components are user-configurable that can be made through the API.
Users either manage it through a web-based dashboard, through command-line
tools or through a restful API. The tool is flexible, able to cooperate with other
software. It supports different hypervisors (Xen, VMware or kernel-based VM
[KVM]) for instance and several virtualisation technologies. The OpenStack is
modular, offering a set of services (components). Some examples are the following
(a full list is in [11]): compute (code name: Nova) – a cloud computing fabric
controller; object storage (code name: Swift) – a scalable redundant storage system;
network management (code name: Neutron) enabling connectivity between VMs,
through virtual nodes. OpenStack is currently managed by the OpenStack Foun-
dation [11]. Figure 5.4 (adapted after [17]) shows an example of embedding SDN
modules inside NFV framework.

Note that both SDN controller and OpenFlow VNF switch can be realised
at VNF layer, while an OpenFlow pSwitch is placed at hardware resource layer.
At VL, special components are controlling the virtual network (VNet) and Open-
Flow vSwitch. The NFV M&O coordinates the configuration of the SDN-related
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components. A VNF utilises the virtualised resources and may use different VMs
connected via virtual network.

5.6 SDN- and NFV-based architectures in 5G

Several studies have been recently dedicated to SDN- [22–26] and NFV [27,29,30]-
based 5G architectures. However, part of them are high level (generic), lacking of
focus; key details on the novel enabling technologies are not provided and still
many open research issues are not yet covered. This sub-section attempts to present
some relevant approaches.

5.6.1 General requirements and framework
While SDN and NFV technologies are very promising with respect of 5G devel-
opment, several challenges, different from wire-line environment exist in the con-
text of wireless environment, mobile and cellular networks [26]. Specific issues
exist, such as management of the radio resources, interference problems, user
mobility, radio resources scarcity, real-time response of SDN-like control, scal-
ability related to the management of traffic coming from high number of users and
so on. The network M&C must keep a lot of states required for MM; it should
monitor the flows and detect if the user traffic exceeds its pre-assigned quota,
assure different level of QoS, enforce congestion control, optimise resource utili-
sation and to perform the billing.

5.6.1.1 End-to-end SDN in a wired-wireless scenario
Different virtualised domains, spanning the same geographical area, should be
inter-connected [27] and integrated to form a cloud infrastructure. The wireless
access virtualised domains will be integrated with the wire-line virtualised
domains, extending the cloud computing concept – network as a service (NaaS).
The physical infrastructure can contain three major components: data centres, core
networks and access networks. Virtualisation methods of hosts, core network and
access network are respectively applied, resulting in slices (virtual infrastructures)
that can offer to the users (fixed or mobile), virtualised servers, core network and
access wireless networks. The applications or services are no longer bounded to a
given domain or layer. However, open problems still exist, mainly in management
area. Orchestration of different protocols and standards used in different controllers
should be realised in order to achieve E2E manageability promised by the virtua-
lisation of technologies.

The SDN-like control and virtualisation of the underlying infrastructure (in
wireless domain, different RATs might exist) – allow multiple SPs to simulta-
neously control and configure the underlying infrastructure (each SP has its slice).
In this way, the service evolutions could be achieved by gradually applying chan-
ges in each network slice, thus lowering the backward compatibility issues.

An E2E integration scenario for 5G mobile systems needs to have radio high
data rates combined with advanced wireless/wired management functionalities.
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The backhaul/fronthaul segments should be integrated, flexible and programmable,
able to adapt to service requirements and traffic conditions. SDN separates the bearer
from control functions and allows centralised management and automatic config-
uration of several types of gateways: cell site gateway (CSG) and small cell site
gateway (SCSG) on the aggregation site gateway (ASG) [27]. Other scenarios inte-
grate WLANs – seen as a primary access method. Enhancements are expected having
as objective to provide the same responsiveness and SLA of wired connections.

A number of requirements and also expectations are related to SDN and NFV
approach applied in 5G integrated networks, as presented below.

Flexibility and network programmability due to SDN/NFV: wired/wireless
integration will be facilitated by SDN orchestration; one can realise more effective
adaptation strategies and dynamic capability to react in a coordinated way to
business and application needs, while offering the NaaS.

Wired and wireless network management: a unified common view and control
of the wired and wireless network can be performed by a single SDN orchestrator,
having different specific southbound interfaces. Unified control of both mobile/
backhaul/fronthaul access segments will be realised, expected to simplify network
operations, lowering the operational costs and increase the degree of management
actions automation.

Unified policy enforcement: due to unified management, policies can be
defined and enforced only once and applied across the whole network. Group-based
policy model will become a standard approach integrated within SDN solutions.

Independency of the operator from vendors: SDN southbound universal
interfaces will significantly facilitate inter-operability among different vendor
devices for an operator’s network. However, the problem of southbound interfaces
universality of the SDN forwarders is still open.

Performance improvement: the network throughput can be improved for users
located in overlapped service areas by enabling advanced programmability of
migration and handoff strategies. Download rates can be increased by activating
multiple parallel streams. The SDN control and NFV can implement power-saving
solutions (e.g. traffic migrations and sleep configurations) during high traffic peaks.

Flexible and customised applications: via its standard northbound and open
APIs, SDN may offer open programmable access to the wireless infrastructure,
adopting various controller modules, abstraction layers and enhanced northbound/
southbound interfaces able to be fully integrated within the open SDN-based
solutions designed and operated in wired networks.

5.6.1.2 Standardisation work
Important standardisation effort has been spent in the last years, related to SDN/
NFV, including aspects on wireless networks and devices. Usually, the standards are
more oriented on architectures, interfaces and management and less on technologies.
Several standardisation entities cooperates, aiming to specifications convergence.

The ONF [10] published several documents on SDN. The wireless networks are
addressed in the white paper ‘OpenFlow-Enabled Mobile and Wireless Networks’.
Use cases are discussed, including mobile traffic management and inter-cell
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interference management. Flexibility is shown to be a benefit in 4G technology
multi-vendor scenario.

ETSI works on NFV standardisation with its ISG for NFV (ETSI NFV SIG).
Currently, there are four working groups (WG), two expert groups (EGs) and four
root-level work items (WIs). Among them, one can mention WG1 – infrastructure
architecture, WG2 – management and orchestration, WG3 – software architecture,
WG4 – reliability and availability, EG1 – security and EG2 – performance. The
document of ETSI GS NFV-INF 001 is focused on wireless (and specifically mobile
BSs) as a possible domain for virtualisation, and specifies standard interfaces and use
cases; however, it does not specify how virtualisation is to be realised.

The International Telecommunications Union – Telecommunications Stan-
dardization Sector (ITU-T) elaborated standards for SDN applied in future net-
works. An example is ITU-T Rec. Y.3300 (2014) – Framework of SDN describing
the SDN framework (objectives, definitions, capabilities and architecture), but not
explicitly addressing the wireless case.

The IETF started work on SDN and network virtualisation. It introduced the
concept of service function chaining (SFC), SFC architecture (draft-ietf-sfc-archi-
tecture-01) and SFC use cases in mobile networks (draft-ietfsfc-use-case-mobility-01).
Architecture and related use cases are described for usage of SFC, that is a carrier-grade
process for continuous delivery of services based on NF associations in mobile
networks (e.g. in 3GPP).

The IEEE SDN initiative standardisation WG and research groups on virtua-
lisation in wireless networks are also active in the framework of the research group
on software defined and virtualised wireless access and the research group on SDN/
NFV – structured abstractions.

5.6.2 Examples of early SDN approaches in wireless networks
OpenRoads [22] is an early attempt/experiment to use SDN in wireless network
infrastructure based on WiMAX; it uses OpenFlow to separate control from the
data path through open APIs. By using FlowVisor software [14], isolated network
slices can be created. Therefore, multiple experiments can run simultaneously in a
production wireless network. The SNMPVisor mediates device configuration
access among different experiments. The architectural protocol stack contains in
the CPl: applications on top of FlowVisor and/or SNMPVisor and OpenFlow/
SNMP at lower layer of the CPl. The data plane contains OpenFlow switches and
BSs. Using the above components, one can virtualise the underlying infrastructure
in terms of decoupling mobility from physical network (OpenFlow) and allowing
multiple SPs to concurrently control (with FlowVisor) and configure (with
SNMPVisor) the underlying infrastructure. However, OpenRoads mainly targeted
to Wi-Fi networks with little support for cellular networks [34].

OpenRadio [23] proposes a novel programmable wireless data plane that pro-
vides modular programming capability for the entire wireless stack. The wireless
protocols are split into processing and decision planes. The OpenRadio system
can be built around a commodity multi-core hardware platform, while the core
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component is a software abstraction layer that exposes a modular and declarative
interface to programme the PHY (baseband) and MAC layers. This decoupling
provides a declarative interface to programme the platform while hiding all under-
lying complexity of execution. Such an approach assures flexibility at the PHY and
MAC layers and provides modular I/Fs able to process traffic subsets using Wi-Fi,
WiMAX, 3GPP long-term evolution (LTE)-Advanced and so on. The processing
plane includes algorithmic actions expressed as directed graphs of (e.g. data plane
processing for 54 Mbps OFDM Wi-Fi, FFT or special encoding and decoding for
video). The decision plane contains the logic which dictates which directed graph is
used for a particular packet (e.g. selection between data and video graphs).

The advantage of the approach is that an operator only defines decision plane
rules and therefore the corresponding processing plane action graphs to assemble a
protocol; the declarative interfaces allow the operator to programme the platform
while hiding all underlying complexity of execution. Rules are logical predicates
on parameters of packets such as header fields, received signal strength, channel
frequency and other fields that may be programmed. Actions describe behaviour
such as encoding/decoding of data and scheduling of traffic on the channel.

The system is capable of realising modern wireless protocols (Wi-Fi and LTE)
on off-the-shelf digital signal processing (DSP) chips, while providing flexibility to
modify the PHY and MAC layers to implement protocol optimisations. OpenRadio
can provide programmable BSs for cellular infrastructure (which are more flexible
than fixed-function hardware), for example ‘software-upgradable’ platforms for
HSPA/WCDMA/LTE. OpenRadio can be used to specify both the underlying
protocols as well as optimisations. Some use cases are cell-size-based optimisation,
co-existence of heterogeneous cells, application-specific wireless service and
evolving standards. However, OpenRadio does not provide any network controller
that takes advantage of its programmable data plane.

5.6.3 Integrated SDN/NFV architectures
This section presents several examples and proposals of architectures trying to
integrate SDN and NFV concepts. Emergent SDN and NFV technologies are
powerful means to develop and operate networks/services, reducing costs and
boosting performance. It is predicted [24,32] that transition from 4G to 5G and also
5G itself can benefit from SDN/NFV approach. Enhancements are proposed in 4G
long-term evolution/system architecture evolution (LTE/SAE) architectures, while
exploiting SDN and NFV in implementing network nodes. For instance, evolved
node Bs (eNBs), MME, S/P-GW, home subscriber server (HSS), etc. can be rea-
lised in a virtualised edge cloud environment. An example of implementation of
3GPP compliant EPC, OpenEPC is presented in [33], where upper layer NFs
(network applications) runs on SDN/OpenFlow protocol.

5.6.3.1 CellSDN: a software-defined cellular core network
CellSDN [24] aims to achieve a centralised CPl for cellular core networks. The work
proposes four main extensions to controllers, switches and BSs: (1) flexible policies
on subscriber attributes: the controller, application apply policies based on the
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properties of cellular subscribers (network provider, device and subscriber type and
recent usage). The controller translates policies based on subscriber attributes; (2)
scalability through local switch agents: in order to reduce the signalling between the
switches and controllers, switches run software agents performing simple local
actions (such as polling traffic counters and comparing against thresholds), at the
controller request; (3) flexible switch patterns and actions: cellular networks would
benefit from support for deep packet inspection (DPI), header compression and
message-based control protocols (e.g. stream control transmission protocol); (4)
remote control of virtualised BS resources: virtualising the BS by time slot and
subcarriers. The open API between the controller and BS can enable remote control
of radio resource allocation, admission control (AC), handoff and paging.

The CellSDN solution has some limitations: Actually there is no concrete
solution for an SD architecture but only some ideas for core network (CN) without
the incorporation of RAN. Some topics are only partially discussed or even not
touched, for example: network virtualisation functionalities, scalability design for
software-defined core network (SD-CN), specific and concrete SD traffic engi-
neering solutions. The authors in [24] focus mainly on radio virtualisation to pro-
vide effective resource virtualisation; the approach can compromise overall system
performance.

5.6.3.2 A generic 5G architecture based on cloud and SDN/NFV
A major challenge in defining a 5G architecture, while taking advantages from
modern cloud concepts and SDN/NFV architectures and technologies, is how to
split the functionalities between core and access part, between hardware and soft-
ware and how to separate CPl and DPl as to finally meet the strong requirements
summarised at the beginning of this chapter.

Several works [2,29,34] propose generic architectures, consisting from a RAN
part coupled with a core part, where the core could be seen as a cloud.

A general architecture is presented in [2], based on two logical network layers –
a network cloud performing higher layer functionalities and a radio network (RN)
performing a minimum set of lower layers L1/L2 functionalities. Three main design
concepts are considered and integrated: NFV and SDN with control/user plane split,
to provide flexible deployment and operation; ultra-dense small cell deployments on
licensed and unlicensed spectrum, to support high capacity and data rate challenges;
the network data are intelligently used in the cloud, to optimise network resources
usage and for QoS provisioning and planning. Within the network cloud, different
functions could be dynamically instantiated and scaled on the basis of SDN/NFV
approach. A redesigned protocol stack eliminates the redundant functionalities and
integrates the access stratum (AS) and NAS. The architecture enables provisioning
of required capacity and coverage based on splitting the control/user (data) planes
and using different frequency bands for coverage and capacity. Relaying and nesting
configuration are used in order to support multiple devices, group mobility and
nomadic hotspots. The NI is data-driven, allowing optimisation of the network
resource planning and usage. Connectionless and contention-based access is
proposed with new waveforms for asynchronous access of massive numbers of
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machine-type communications (MTC) devices like connected cars, connected
homes, moving robots, and sensors. Figure 5.5 presents a simplified high level view
of this architecture.

The NFV-based network cloud is split into CPl and DPl (following the SDN
principle) and a NI layer could be put on top of them. The CPl can perform
tasks as MM, radio resource control, NAS–AS integration and security functions
(e.g. authentication, etc.). The DPl (user plane) assures the data flow paths between
different RANs and to/from Internet. Specifically, the DPl contains gateway functions,
data processing functions, mobility anchors, security control on the air interface, etc.
The NI performs the services orchestration, that is, makes traffic optimisation, QoS
provisioning, caching control, and so on. In addition, the NI can analyse the big data
collected from the different components (core, RAN) and infer appropriate actions.

In Figure 5.5, the RAN might have macrocells, covering cells and small cells.
The SDN principle of CPl/DPl (or C/U) split is also applied in the RAN. All ele-
ments in RAN may have a set of lower layers L1/L2 functions. In addition, the main
BS may have low carrier frequencies (CF) for respectively non-orthogonal multiple
access – as fall back for coverage and high CF for Massive MIMO wireless back-
haul. The small cells stations may have high CF and/or unlicensed spectrum for local
capacity and switch-on-demand capabilities. The remote radio units (RRU) have
allocated high CF with massive MIMO for capacity. Network-controlled direct
communication D2D is possible, between terminals, while applying different D2D
variants: inband or outband, in underlay or overlay style, thus saving significant
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Figure 5.5 Example of 5G network generic architecture [2]. RRU – remote radio
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radio resources [28]. The mobile terminals may have dual connectivity and inde-
pendent DPl/CPl mobility.

The proposed architecture allows a flexible deployment and management. The
network cloud realisation could be also flexible; CPl and DPl instances can be seen
as ‘data centres’ having high amount of resources. Each data centre can control one
or several macrocells and/or RRUs. The DPl and CPL entities could be located
close to BSs and also to RRUs, if some latency-critical services requirements
should be met. Therefore, the operator can deploy both large and small data centres
to support specific service needs. On the other hand, BSs are simpler and more
efficient in energy consumption than in conventional 4G case. The network cloud
allows for resource pooling, reducing over-provisioning and under-utilisation of
network resources. By employing SDN and NFV, the architecture allows a
dynamic deployment and scaling on demand of NFs. The local data centres can
borrow resources from each other, should the traffic load conditions require this;
they also can be enriched (installing new software) to support other applications.
The cloud-computing model flexibility is present in the network cloud: when the
traffic demand is low, the available cloud resources can be lent out, whereas
additional resources can be rented through IaaS when the demand is high.

The business model supported by the generic architecture described above can
be enriched to provide specific network functionalities as a service (i.e. Everything
as a Service, XaaS) to customers (e.g. NOs, over the top (OTT) players, enterprises)
having some specific requirements. Examples of such services are ‘mobile NaaS’,
‘radio NaaS’ and even CPl or DPl entities can be offered as a service. Third parties
(e.g. like OTT players) might rent defined parts of the platform, for example, to
serve applications having low latency requirements.

The proposed architecture has been preliminary evaluated [2], by using a real-
time simulator to assess the system-level gains, when part of the candidate 5G
technologies are considered for downlink transmission. The results demonstrate, as
an example, the gains from the hybrid usage of macrocells at lower frequency
bands and small cells at higher frequency bands, together with mMIMO. The
authors considered a combination of dense deployment of small cells, using large
bandwidths at higher frequency bands and employing massive MIMO techniques at
small cells. Promising results show more than 1,000 times throughput gain, com-
pared to a macro-only 3GPP Release 8 LTE.

However, when considering detail functioning of the proposed system, some
mutual conflicts of the conceptual components have been identified [2]. Further
work is necessary to decide on balancing between different allocation of functions
and specifically how to incorporate small cells with NFV and SDN in a cost
effective manner use in small cells in different frequency regimes. The problem of
constructing intelligent algorithms is open, to better use the available network
resources and provide a consistent end-user QoS/QoE.

5.6.3.3 Industrial 5G SDN/NFV platform – examples
SK telecom proposes [25], as an industrial solution, a software-based 5G platform,
providing a software-oriented framework Telco-oriented. Both software defined
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RAN (SD-RAN) and SD-CN are considered, where CPl and DPl are decoupled. The
architecture can provide NaaS, where a core function in software framework allows
configuration/change of telecommunication and service functions. The platform
also provides Telco API for service utilisation, enabling implementation of analy-
tics-based services, that is multi-service carrier Ethernet 2.0 and MPLS edge
solution. SD-RAN contains basically radio hardware units and antennas, whereas
data plane in SD-CN contains SDN switches with flow tables. A single coherent
CPl is proposed.

The platform makes use of three important technologies based on SDN/NFV:
NFV-based virtualisation CN operation, virtualised RAN and SDN enriched with
integrated orchestration. The platform builds a cloud by virtualising the hardware
and operate a range of network/service functions on the software-based network. It
centralises and virtualises the digital units of a BS into a standard hardware-based
cloud and processes RAN signals in real time. It also provides the life-cycle man-
agement of the software-based networks services from a centralised and unified NS
orchestrator. The network infrastructure considered in the SK Telecom platform
contains the radio hardware, an edge cloud, transport network and centralised
cloud. The latter can be connected to Internet. The general functional architecture
contains the hardware resources (computing, storage and network). On top of these,
there is the software of CPl and data plane including an abstraction and middleware
at the bottom part, then virtualised Telco functions (network-related and IT-related).
These are virtualised in order to build NaaS. Abstract Telco APIs can offer NaaS to
the service layer containing different applications.

While considering an integrated solution (i.e. comprising both RAN and CN),
the platform has some limitations [34,35] related to the coarse-grained BS decou-
pling as CRAN and control traffic unbalancing. It does not carry details for control
and data plane decoupling and is supposed to support a high amount of I–Q
transmissions related to radio processes. The network virtualisation should be still
developed in a way related to wireless resource slicing scheme.

SoftRAN [38] starts from the observation that in RAN a major problem is how
to use and manage limited spectrum in the best way, as to achieve a good con-
nectivity. In a dense wireless deployment with mobile nodes and limited spectrum,
several difficult tasks should be solved, that is to allocate radio resources, imple-
ment handover, manage interference, balance load between cells, etc. Therefore,
SoftRAN proposes a SDN-like CPl for RANs, which abstracts all BSs in a local
geographical area as a virtual big-BS comprising a central controller and radio
elements. This is an attempt to make more efficient the wireless connectivity of the
current LTE-distributed CPl.

The SoftRAN architecture defines a controller supporting different control
algorithms to operate on, and ensuring that the delay between the controller and the
radio element is acceptable. The centralised controller receives periodic updates
from all radio elements, indicating local network state in a given area. So, the
controller updates and maintains the global network state in the form of a database,
called RAN information base (RIB). The RIB conceptually consists of the following
elements: (i) interference map – a weighted graph, where each node represents a
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radio element or an active client in a geographical area and the weight of the edges
represent the channel strength between the two nodes; (ii) flow records – a record
of the relevant parameters of an ongoing flow, for example, number of bytes
transmitted, average transmission rate, number of packets queued, etc.; (iii) net-
work operator preferences – if the NO needs to prioritise certain flows over others,
then it can enter his preferences into the RIB. Through this abstraction and archi-
tecture, an environment is created that enables efficient and dynamic management
of increasingly scarce and strained radio resources.

SoftRAN addresses limited NFV over the antennas in BSs for big-BS
abstraction. Also, more detailed consideration about the interaction with SD-CN is
missing in the SD-RAN design.

5.6.3.4 A cloud approach for 5G: CRAN
The works [29,30], propose the so-called CRAN solution, consisting in centralised
processing, cooperative radio, cloud and clean (green) infrastructure RAN (i.e.
CRAN) trying to solve many challenges of the 5G networks. A distributed system
of base transceiver station (BTS) is defined, composed of the baseband unit (BBU)
and remote radio head (RRH). Different function splitting can be between BBU and
RRH: (a) full centralisation, where baseband (i.e. layer 1) and the layer 2, layer 3
BTS functions are located in BBU; (b) partial centralisation, where RRH integrates
radio function and also the baseband function, while all other higher layer functions
are still located in BBU. For the second solution, although the BBU does not
include the baseband function, it is still called BBU for the simplicity. The different
function partition methods are shown in Figure 5.6.

The CRAN architectures contains three main parts: distributed radio units
RRU composed of RRH and antennas which are located at the remote site; high
bandwidth low-latency optical or microwave transport network which connect the
RRHs and BBU pool (the connection is realised in hub-style from several RRUs to
a single BBU); the BBU composed of high-performance programmable processors
and real-time virtualisation technology. In the central hardware units, several vir-
tual BSs can exist. The RRUs can be placed in the centre of overlapping cells. In
the centralised solution, the white-depicted FBs (see Figure 5.6) are placed in the
distributed RRU, whereas the grey ones are placed in the BBU (L1/L2/L3/O&M).
In the distributed solution, the BBU has L2/L3/O&M functions, whereas the RRHs
have L1 functions and the baseband processing.

Each variant of the CRAN architecture has some advantages and limitations.
The ‘fully centralised’ CRAN is easily upgradable and allows network capacity
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Figure 5.6 Two separation methods of BTS functions [29]
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expansion; it can support multi-standard operation, maximum resource sharing and
multi-cell collaborative signal processing. However, it has high bandwidth
requirement between the BBU, to carry the baseband I/Q digital modulation-related
signals (e.g. a TD-LTE 8 antenna with 20-MHz bandwidth will need a 10-Gbps
rate). The ‘partial centralised’ CRAN requires much lower transmission bandwidth
between BBU and RRH, by integrating the baseband processing into RRH. The
BBU–RRH connection only needs to carry demodulated data, which is only 1/20–
1/50 of the original baseband I/Q sample data. On the other side, if the baseband
processing is integrated into RRH, then it determines less flexibility in upgrading,
and less convenience for multi-cell collaborative signal processing. Only RAN
virtualisation functionalities are touched by CRAN solution. Traffic engineering
solutions are proposed to be placed mainly in the PHY layer.

CRAN has been deployed in several countries in the last years. However,
today it is considered that current fronthaul interface CPRI (common public radio
interface) has become an obstacle towards CRAN large-scale deployment, espe-
cially in the context of 4.5G and 5G technologies which have additional challenges
with respect to existing CPRI. For instance, in LTE, the CPRI interfaces have high
bandwidth and low latency requirements; whereas wavelength-division multi-
plexing (WDM) technology can resolve the fronthaul problem and save fibre; it
also introduces additional transmission equipment, with higher costs [31]. A
flexible, low-bandwidth fronthaul network should be designed, to solve CRAN
transmission problems. In addition, the need for protection resulting from CRAN
centralisation also necessitates flexible routing between BBU pools and RRUs. In
short, traditional CPRIs will try to support the future networking demands of
centralised CRAN deployment. To compensate the CRAN centralisation, a flex-
ible routing between BBU pools and RRUs is also necessary.

In [31], (elaborated jointly by several equipment manufacturers) it is proposed the
next generation fronthaul interface (NGFI), seen as more flexible with respect
to function splitting. The requirements, design principles, application scenarios,
potential solutions and other NGFI technical aspects are discussed. NGFI is a novel
open interface between the BBU and RRHs, redefining their functions. The BBU and
RRU architecture is modified, given that some baseband processing functions are
shifted to the RRU. The BBU is redefined as the radio cloud centre (RCC), and the
RRU becomes the radio remote system (RRS). The NGFI defines actually a packet
switched, multiple-to-multiple fronthaul network. The NGFI should comply with
principles [31] as adaptive bandwidth changes responsive to statistical multiplexing
and dynamic payload, support for high-gain coordinated algorithms; interface
traffic volume decoupled from the number of antennas at the RRU; neutrality with
respect to air interface technology; optimisation of RRS–RCC connections and so on.
NGFI specifications will determine changes within radio equipment (RE) architecture
and impose new requirements on NGFI transport networks.

Bernardos et al. [36] proposed a high level SDN-based architecture for future
mobile networks. The focus is most on RA issues. It has proposed a 5G mobile
network architecture spanning over two layers: a Radio Network, performing a
basic set of layer L1, L2 functionalities, and a network cloud for all upper layer

146 Cloud and fog computing in 5G mobile networks



functionalities. A lean protocol stack is proposed by consolidating the redundant
functionalities of AS and NAS signalling. Numerous procedures for MM, session
management (SM) and security management can be simplified or potentially
removed. On the data plane, dynamic network deployment and ability to scale are
achieved, by merging RAN L2 and gateway functionalities in the core network.
However, this work lacks requirements and details for the real deployment of the
proposed architecture.

The paper [37] describes an all-SDN network architecture featuring hier-
archical control capability. It focuses on a 5G CPl aiming at providing connectivity
management as a service, with a so-called unified approach to mobility, handoff
and routing. According to the authors, ‘unified’ relates to the merger of RAN and
CN functions, which are implemented as applications running on one or more
hierarchical controllers.

5.6.3.5 A framework for cellular software-defined networking
The work [26] proposes architecture and provides a high-level description of a
Cellular SDN (CSDN) using the SDN and NFV principles. The overall goal is to
optimise the dynamic resource orchestration (RO), by performing real-time context
data gathering, analysis and then making intelligent decisions. The network and
user information are collected from the mobile edge networks and could be used
locally, or exported/ shared to other SPs, to enrich the set of services. The CSDN
contains forwarding, control and network application architectural planes.

In addition, a novel knowledge plane is added, to co-operate with network
application plane, allowing the mobile services provider (MSP) to construct an
intelligent vision upon its network and users’ environment. New applications or
virtual functions can be implemented and instantiated (e.g. optimised content dis-
tribution and caching, IoT, location-based services, etc.) and linked to the con-
troller northbound interface. The work [26] shows, as an example, a CSDN mainly
oriented towards the 4G LTE, whose several functions are proposed to be imple-
mented as VNFs at the CSDN application level, in a centralised cloud-based
infrastructure. The subsystems included in the architecture are the LTE EPC and
eNB. The LTE virtualised network functionalities interact at the M&C level with
the CSDN switches via the controller. The forwarding plane contains CSDN
switches of the ePC, and its boundary is placed at the eNB. Figure 5.6 presents the
CSDN architecture, instantiated for LTE.

The DPl contains switches corresponding respectively to eNBs, S-GW and
P-GW. The CPl has as a main component the NOS and an abstraction/VL.

The three typical SDN interfaces are seen for CPl: north I/F – to the application
plane, south I/F to the DPl and east–west I/F towards other controllers. VNFs are
defined in the application plane, to execute the functions of UTRAN and EPC. The
VNFs, named VeNB, virtual mobility management entity (VMME) VS–GW, VP–
GW and Virtual Policy Control and Charging Rules Function, together with their
corresponding switches in DPl (e.g. VeNB plus its CSDN switch correspond to
eNB functionalities), perform the equivalent of LTE UTRAN and EPC function-
alities. Other applications could be added to the application plane.
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The DPl OpenFlow-enabled switches provide typical functions (similar to the
wire-line SDN) like network traffic measurements, thus allowing NOs to evaluate
the traffic load, perform subscriber’s usage statistics, billing, assess the QoS, etc.
The operator can then flexibly change the path of the flows in order to optimise the
transport and enforce QoS network policies. However, specific requirements arise
for DPl, from the wireless nature of the network, where a high number of mobile
users exist, radio resources are scarce and real-time response is required. In such
conditions, centralising all functions in the SDN controller is not scalable. A
solution is to ‘go back’ (partially) to a distributed control solution, by proactively
instructing the switches about some actions to be performed. In other words, the
switches will execute more functions than in ‘pure’ SDN case, that is only the
forwarding itself. In CSDN approach, the switches could notify the controller if the
traffic exceeds a certain threshold, or tag some packets to be redirected to a
transcoder, DPI – to help intrusion detection, etc. However, the functions allocation
balancing between a switch and a controller is still an open research issue.

The CSDN controller NOS is composed of FBs for topology auto-discovery,
topology resource view and network resource monitoring. The NOS produces a
consistent updated network global view, while hiding the distributed characteristic.
The abstraction/VL (on top of NOS) presents to the application plane an abstract
network view. The controller receives via its southbound interface, network mea-
surements or data packets (when a flow-table match-miss event is detected for a
flow of data packets).

The work [26] does not analyse the problem of the number of controllers
needed in CSDN; one controller for each public land mobile network is suggested.
However, the actual number of controllers would depend on the network dimen-
sions and in the case of multi-controllers, inter-controller communication is needed
via east–west interfaces. Also the geographical placement of the controllers is still
an open issue. The controller placement problem is a NP-hard one [47,48].
Therefore, different solutions can be considered, with specific optimisation criteria,
targeting performance in failure-free or more realistic scenarios. However, some
criteria could lead to different solutions; therefore, multi-criteria global optimisa-
tion algorithms could be attractive. Some examples of specific criteria are:

1. maximise the controller–forwarder or inter-controller communication
throughput, and/or reduce the latency of the path connecting them;

2. limit the controller overload (load imbalance) by avoiding to have too many
forwarders per one controller;

3. find an optimum controller placement and forwarder-to-controller allocation,
offering a fast recovery after failures (controllers, links, nodes).

The VNFs in the Application plane (Figure 5.7) performs the respective functions
defined for LTE. For instance, the radio resource management function is allocated
to VeNB. Following the SDN principle, the RE is centrally controlled, allowing
more consistent (than in the current LTE) radio resource allocation and control of
fronthaul and backhaul parts of the network. Other functions can be realised, for
example, load balancing between several BSs, cooperative MIMO, sleep mode
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control of some nodes in order to reduce energy consumption, etc. Similar con-
siderations can be made about some other EPC functions realised as VNFs.
To manage the mobility, the VMME executes the functions of the LTE MME. The
controller also performs functionalities related to data tunnelling inside EPC, QoS,
metering and routing. All these are transformed into packet flow rules, used to
configure the CSDN switches.

The work of Guerzoni et al. [32] presents a 5G architecture based on SDN, NFV
and edge computing. Three control levels are proposed: device, edge and orches-
tration controllers, fully decoupled from the DPl and implementing a unified
security, connection, mobility and routing management for 5G networks. The solu-
tion also preserves backward compatibility to 3GPP releases. SDN-based con-
nectivity between VNFs (applications) is proposed, enabling carrier grade
communication paths, by avoiding tunnelling. The solution is appropriate for mis-
sion critical communications, by realising low E2E latency; it is flexible, reliable and
dependable. The implementation could be either ‘centralised’ or ‘distributed at the
edge’, depending on functional and non-functional requirements of the supported
services. Both CPl and DPl logical network elements are decomposed into sets
of applications or modules, which can be dynamically instantiated in the cloud
infrastructure according to network operation or service requirements. Figure 5.8
(adapted after [32]) shows the unified CPl, including both AS/NAS CPl as well as
management plane.
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The device controller (DC) (located in the device) controls the physical layer
connectivity to the 5G network. The DC handles AS functions such as access/
network selection.

Two types of edge controllers, (EC, (i) and (ii)), implement the network access
control, packet routing and transfer, radio resource management, mobility and con-
nection management and security. The EC has similar functions to the AS/NAS 4G
functions performed by eNodeB and MME. The EC implementation is distributed
over the cloud infrastructure being composed of several interconnected control
applications (C-Apps), where each one performs a subset of functions, like RA,
Authorisation and Authentication, AC, flow management (FM), MM, connection
(session) management (CM) and security (Sec). To fully separate the DPl/CPl also on
the radio link, the RA App is split respectively into RAD/RAC applications. The DPl
could be instantiated on a different PoP. For some mission critical communications,
the mobile devices might be required to support some AS/NAS functions; that is why
two types, that is, EC (i) – with C-Apps instantiated in the edge cloud infrastructures
and EC (ii) [39] – implemented temporarily or permanently on a mobile device.

The orchestration controller (OC) – composed by the RO and topology man-
agement (TM) modules – has network management functions (similar to those of
4G). It coordinates the utilisation of cloud resources (computational, storage and
networking), allocating and maintaining the required resources, to instantiate both
CPl and DPl. The RO allocates physical resources to instantiate EC C-Apps that is,
it determines the embedding solution for the virtual CPl and DPl to be instantiated.

The TM directly manages the physical resources. It is composed by TM-A
(TM – Apps) and TM-L (TM – Links) modules, which handle VMs and virtual links
respectively, required to instantiate and connect EC C-Apps. The RO is centralised,
having as scope the whole cloud infrastructure. The TM-L and TM-A are distributed,
interacting respectively with SDN-based control platforms and cloud management
platforms. The OC modules (similar to EC C-Apps) are VNFs embedded in data
centres, thus assuring flexibility and adaptability. The CPl can be dynamically
reconfigured if the requirements defined by the network administration will change.
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In [32, Table 1], a complete mapping of different AS/NAS M&C functions to the
ECs and OC is given. Generally, the functions treating the entire DPl or CPl are
allocated to OC, whereas some specific functions (e.g. network access and control
packet routing, MM, etc.) are allocated to EC (i) and (ii).

A SDN data plane clean-slate architecture has been adopted in [32], which did
not define neither dedicated DPl network elements (e.g. 4G SGW and PGW), nor
unique logical elements (e.g. mobility anchor points). When a device initiates a
network attachment, it is allocated an address and a last hop routing element
(LHRE); the latter connects the AP to the backhaul infrastructure. At attachment
time, a forwarding path for the device is established by the FM-App, allowing
packets coming from the device (or going to) to be forwarded to a network entry
point – NEP (or to the device LHRE).

The NEP defines the boundary beyond which the physical infrastructure is no
more under the OC and EC control. The NEPs for different attached devices may be
also different. The FM-App has to select available links to embed a virtual link
between LHRE and NEP; appropriate SDN flow tables should be installed on switches
belonging to the SDN-based cloud infrastructure. The RA App of EC (i) should
manage the wireless connection between the AP and the device. Optionally, QoS
control could be enforced over both the wireless connection and the forwarding path.
The architecture also supports D2D communication, managed by the RA App, located
in the EC (i) for the in-coverage case or in the EC (ii), in out-of-coverage case.

The main advantages of the architecture proposed in [32] are reconfigurability-
operators can dynamically instantiate logical architectures, implementing NFs,
services and corresponding states in the optimal location within the cloud infra-
structure; the tunnelling protocols (common in 3GPP) are not used any more
(reducing the latency of forwarding information installation from ~40 ms (in 4G) to
~20 ms); latency of forwarding paths could be reduced to almost zero by pro-
actively configuring the SDN-based infrastructure (thus realising naturally the
‘always-on’ concept already present in 4G EPC). The DPl latency can be addi-
tionally reduced by implementing ad-hoc virtual link embedding algorithms in the
FM modules. The proposed architecture, functions and procedures have the
potential to become the ‘de facto’ solution for 5G.

5.6.3.6 SoftAir architecture
The papers [34,35] introduce a new software-defined 5G architecture called Soft-
Air, targeting NFV and cloudification and aiming to scalability, flexibility and
resilience. The approach includes fine-grained BS decomposition, OpenFlow
interfaces, mobility-aware control traffic balancing, resource-efficient network
virtualisation and traffic classification. Figure 5.9 presents a high-level view of the
SoftAir architecture, composed of SDN CPl and data plane. The DPl contains a
complete network infrastructure: SD-CN and SD-RAN. The OpenFlow and SNMP
protocols link the two planes. Below, a summary of this architecture is shortly
presented, whereas details can be found in [34,35].

The SoftAir SD-CN is composed by SD-switches, under CPl coordination.
Development of customised SDN applications, for example, MM, QoS-based routing
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and billing policies is done in CPl and also global management tools and network
virtualisation. Experiments in the field deployment have already shown the SDN
advantages (B4 – Google, SWAN – Microsoft, ADMCF – Huawei, etc., [35]).
Important increase in link utilisation in SD-CN can be obtained via SDN from 30–40
per cent to over 70 per cent [35]. The scalability in terms of controller-to – [SD-CN]
forwarders communication can be solved by using high performances controllers [47]
and/or by using multi-controller clusters and multi-threading technologies. Some
recent research has shown that in large-scale SDN networks with in-band control
channels, the controller–forwarder communication delay can be minimised by using
traffic balancing schemes, based on parallel optimisation theories. In addition, the
SoftAir adopted a mobility-aware and proactive control traffic balancing scheme,
minimising the CPl–DPl delay by exploiting the SD-RAN mobile feature (the control
traffic issued by the SD-RAN is following some spatial and temporal patterns).

The SoftAir SD-RAN is flexible, realising layer L1–L3 function virtualisation
in a distributed architecture (see Figure 5.9). The SD-BS is split into hardware-only
RRH and software-implemented BBUs (these two components could be also
remotely located). A fronthaul network (fibre/microwave) connects the RRH to
baseband processing servers (BBS) using standardised interfaces like open BS
architecture initiative [49], or CPRI [50]. The distributed SoftAir SD-RAN has
some similarities to CRAN [29]. Efforts have been spent by standardisation entities
and industry to make the RRH–BBS technology independent.

The CPRI [35,50] interface is based on industry cooperation to define a pub-
licly available specification for the key internal interface of radio BS between the
radio equipment control (REC) and the RE (Ericsson AB, Huawei Technologies
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Co. Ltd, NEC Corporation, Alcatel Lucent and Nokia Siemens Networks GmbH &
Co. KG). The CPRI enables flexible and efficient product differentiation for radio
BSs and independent technology evolution for REC and RE. The specification
includes M&C Plane and DPl transport mechanisms, and means for synchronisa-
tion. A focus has been put on hardware-dependent layers: L1, L2. This ensures
independent technology evolution (on both sides of the interface), with a limited
need for hardware adaptation. The CPRI scope specification is restricted to the link
interface only, which is basically a point-to-point interface. Such a link shall have
all the features necessary to enable a simple and robust usage of any given REC/RE
network topology, including a direct interconnection of multi-port REs. CPRI can
enable high-speed (up to 10 Gb/s), low-bit error rate (10�12), and long-distance (up
to 40 mi) data exchange between RRHs and BBS, while providing the high-reso-
lution synchronisation.

How it is here SD-RAN versus CRAN [29]? Recall that distributed CRAN
architecture is focused on high-performance computing of baseband processing
functions (mostly for L1 operations) at remote servers or data centres. However,
CRAN cannot achieve scalable PHY/MAC-layer cloudification and does not sup-
port network-layer cloudification as SD-CN does. On the other side, SD-RAN
offers scalability, evolvability and cooperativeness through fine-grained BS
decomposition that overcomes fronthaul traffic burden. In SD-RANs partial base-
band processing is done at the RRH (e.g. modem), whereas the remaining baseband
functions (e.g. MIMO coding, source coding and MAC) are executed at the BBS.

This split is convenient, given that CPRI, which is not only defined for I–Q
sample transport, can still be adopted without designing new interfaces and can
lead to considerably reduced data rate requirements between BBS and RRHs.
Figure 5.10 illustrates the SoftAir functional split. The SD-RAN (given its reduced
data rate requirements) offers scalability. It also can support cooperative gain and is
evolvable by allowing the aggregation of a large number of technology-evolving
RRHs at BBS and CPRI-supported fronthaul solutions.

In SD-BSs of the SD-RAN OpenFlow interfaces can be implemented (e.g. with
OpenvSwitch [6]). So, the BSs can be managed in SDN style via a unified interface,
even in different wireless standards (multi-technology capability). Seamless vertical
mobility is possible, when mobile users roam among BSs having different wireless
standards. This is done by rerouting the traffic through CN to different BSs, via
OpenFlow interface (enabled on CN switches and also on BSs). In addition, the
common OpenFlow interface used in SD-BSs and SD switches assures a transparent
interconnection between SD-CNs and SD-RANs under unified management.

SoftAir supports network virtualisation, where multiple VNets can share
simultaneously the same physical infrastructure and each VNet (slice) may inde-
pendently adopt its L1/L2/L3 protocols. In advanced solutions they can be
deployed on demand and dynamically allocated. The SoftAir network virtualisation
enables a wide range of applications. Each mobile virtual network operator
(MVNO) may use different wireless technologies (Wi-Fi, WiMAX, LTE, small-
cells, HetNets, etc.). RAN sharing may lead to significant capital expenditure
(CAPEX) reduction. The virtual slices can be customised for different services and

Survey on SDN and NFV in 5G emerging mobile computing 153



types of traffic flows – for example, for QoS routing, E2E-controlled performances,
etc. The slices isolation might accelerate the innovation, given that in a slice one
can experiment novel protocols, without interfering with other slices. In order to
realise virtualisation SoftAir proposes, three types of hypervisors: network hyper-
visor for high-level virtualisation; for low-level virtualisation a wireless hypervi-
sors and switch hypervisors are defined. Thus SoftAir enables the end-to-end
network virtualisation traversing both SD-RAN and SD-CN, realising a truly multi-
service converged network infrastructure.

The network hypervisor distributes non-conflicting network resource blocks
among virtual NOs based on their demands. It should maximise the global resource
utilisation and guarantee the data-rate requirements requested by each virtual opera-
tors. For instance, within the coverage area of each SD-BS, for a given RAT, the VNet
should offer a certain average data rate for its users with certain spatial distribution
and density. At each SD-BS, one can assign the wireless resource blocks to the VNet.

The achievable average data rate seen by an user will depend on the effective
signal to interference noise ratio (SINR) within the SD-BS coverage area and the
distance from this user to each RRH within the considered SD-BS. The wireless
hypervisor is a low-level resource scheduler executing the network hypervisor
policies, while guaranteeing isolation among VNets and optimising the resource
utilisation (e.g. spectrum). It can use different wireless resource dimensioning
schemes, for example, orthogonal frequency-division multiple access (OFDMA) or
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wireless scheduling. Each VNet can use its own and customised NET/MAC/PHY
layer protocols. The switch hypervisor makes bandwidth partitioning in a single
SD-switch, by provisioning predefined bandwidth for specific traffic flows or
VNet. It is also responsible for the isolation among slices of the virtualised infra-
structure; it can employ traditional techniques like leaky-bucket scheme for band-
width provisioning.

The SoftAir architecture has several advantages detailed in [34,35]. The
architecture allows evolution and is adaptive, due to DPl/CPl separation and DPl
programmability (SDN characteristics). The DPl/CPl separation allows both hard-
ware and software infrastructures to evolve independently. For instance, novel
RATs (e.g. mm-waves, full-duplex, massive MIMO, THz) can be adopted in
hardware. Traffic engineering and network management optimisation solutions can
be applied in the CPl. The DPl programmability allows one to dynamically allocate
network resources, adapted to highly variable traffic patterns, unexpected network
failures and/or required QoS.

The cloud style and network virtualisation creates possibility to offer IaaS on
top of the same physical network; this is useful for emerging different NSs, for
example, M2M, smart grid, MVNOs, over-the-top content services like Netflix
video streaming, etc. Distinct SP can independently control, optimise and custo-
mise the underlying infrastructure without owning it and without interfering with
other SPs. Network resources (e.g. spectrum) can be dynamically shared among
SPs, for example, MVNOs.

A good SE can be achieved, due to cooperativeness (SD-BSs are implemented
and aggregated at a BBS). The control information, mobile data and channel state
information (CSI) associated with different active users can be shared. Inter-cell
interference can be reduced on the basis of collaborative processing algorithms.
The system can coordinate RRHs equipped with massive MIMO and mmWave
(highly directional communications) for ubiquitous coverage. Based on the physi-
cal infrastructure (BBS, fronthaul network and RRH clusters with overlapped or
non-overlapped coverage areas), SoftAir can provide cooperation and/or coordi-
nation mode (mm-Waves).

SoftAir realises convergence of HetNets due to its open and technology-
independent interfaces, which enable a smooth transition among different RATs:
Wi-Fi, WiMAX, LTE, LTE-A, etc. The management is unified for RAN and core
network. End-to-end QoS management is possible.

Last but not least, SoftAir is energy-saving, due to DPl programmability (e.g.
SD-BSs can be dynamically scaled – according to traffic patterns, idle BSs, coop-
erativeness – due to SD-BSs implemented and aggregated at a BBS) number of
physical sites for BS is lower than in other solutions.

5.6.3.7 Content and media delivery
Content, media and especially video traffic have become significant part of Internet
and integrated networks traffic, including mobile data traffic and will still grow in
the next years. Estimation show [40–42] that in 5G networks, the data rate required
for a mobile user equipment (MUE) will increase to 10 Mbps or more for
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high-definition video service and 100 Mbps for ultra-high-definition TV, in various
mobility scenarios. Other applications (e.g. 3D video conferences) may require
even higher transmission rates up to 10 Gbps. Some forecast [41] show that video
traffic (e.g. TV, video on demand, Internet video streaming, peer to peer) is
expected to rise between 80 and 90 per cent among overall consumer traffic.

The heterogeneous cloud access networks are recognised as a main evolution
trend of the future 5G cellular system, with multiple hybrid coexisting RATs. A
centralised baseband processing unit pool can be adopted for high-performance
video delivery, to control all the RATs and facilitating efficient video encoding and
transmission, compared to its basic baseband processing unit counterpart without
central control functions. However, the central control raises other typical cen-
tralisation issues; therefore, different solutions for centralised/distributed function
allocation are studied.

CRAN [30,31] is a recent solution proposed for 5G, consisting of large number
of low-cost RRHs, randomly deployed and connected to the BBU pool through the
fronthaul links. The advantages of CRAN are the following: RRHs can be installed
closer to the users, thus offering higher system capacity and lower power con-
sumption; the baseband processing centralised at the BBU pool enables cooperative
processing techniques to mitigate interferences; exploiting the resource pooling and
statistical multiplexing gain provide efficiency in both energy and cost. However,
the fronthaul constraints have high impact on worsening CRAN performance and
the scale size of RRHs; accessing the same BBU pool is limited and could not be
too extensive due to the implementation complexity.

The heterogeneous CRANs (H-CRAN), [40] takes into account the HetNets.
The RAN components are low power nodes (LPN) (e.g. pico BS, femto BS, small
BS, etc.) are key components to increase capacity in dense areas with high traffic
demands. High power node (HPN – e.g. macro or micro BS) are defined, which can
be combined with LPN to form a HetNet. One major problem is that too dense
LPNs infrastructure produces high interferences; therefore, it is needed to control
the interference degree. Some advanced DSP techniques are applied. In 4G tech-
nology, a solution could be to introduce a coordinated multi-point (CoMP) having
such tasks; however, in real networks the performance of the CoMP is highly
depending on the backhaul constraints. Therefore, cooperative processing cap-
abilities are needed in the practical evolution of HetNets. Note that in 1G, 2G, 3G
technologies the inter-cell interference can be avoided by utilising static frequency
planning or CDMA, so cooperative processing is not demanded. On the other side
in 4G – OFDM-based, inter-cell interference is severe; hence, inter-cell or inter-tier
cooperative processing through CoMP is critical.

In H-CRAN-based 5G systems, cloud computing based cooperative processing
and networking techniques are proposed to tackle the 4G challenges, alleviating
inter-tier interference and improving cooperative processing gains. Such techniques
enhance the HPNs capabilities with massive multiple antenna techniques and
simplify LPNs through connecting them to a ‘signal processing cloud’ via high-
speed optical fibres. The baseband data path processing and LPNs radio resource
control are moved to the cloud server. Important advantages result as follows: cloud
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computing based cooperation processing and networking gains are fully exploited;
operating expenses are lowered; energy consumptions of the wireless infrastructure
are decreased.

The system H-CRAN architecture [40,43] can include a central entity which is
the BBU pool, containing baseband processing units (the architectural layers are L1-
baseband, MAC and network). The BBU pool is linked via gateway to the external
Internet. Several peripheral ‘islands’ realised with different technologies are linked
to the BBU pool in hub-style, via two types of links: backhaul (BBU – HPNs), or
fronthaul links (BBU pool – LPN): 2G/3G/LTE islands containing BS controllers
(for 2G/3G), MBS seen as HPNs and LPNs, that is, RRHs (the latter can be linked
directly to the BBU pool via fronthaul links); 5G MBSs (as HPNs) and RRHs;
WiMAX BS (HPN) and RRHs; IEEE 802.11 HPN AP and RRHs. Each peripheral
island can be seen as an alternative path connected to Internet via gateways.

The 5G HetNet solution can increase the capacity of cellular networks in dense
areas with high traffic demands. The key components in HetNets are LPNs which
primarily serve for the pure ‘data-only’ service with high capacity. HetNets
decouple the CPl and user plane, which can naturally lead to a SDN-type control.
LPNs only have a very simple CPl, whereas the control channel overhead and cell-
specific reference signals of LPNs can be fully shifted to MBSs. Some drawbacks
of the solution appear if an underlaid structure exists, where MBSs and LPNs reuse
the same spectral resources; this produces severe inter-tier interferences; therefore,
it is critical to suppress such interferences through advanced DSP. This is the rea-
son to adopt the advanced CoMP transmission and reception technique to suppress
both intra-tier and inter-tier interferences.

In H-CRANs, there exist a high number of RRHs with low-energy consumption,
which perform only the front radio frequency (RF) and simple symbol processing.
Other important baseband PHY processing and procedures of the upper layers are
executed jointly in the BBU pool. The RRHs perform relaying (by compressing and
forwarding) the received signals from user equipments (UEs) to the centralised BBU
pool through the wired/wireless fronthaul links. The joint decompression and
decoding are executed in the BBU pool. HPNs are still critical in CRANs to guar-
antee backward compatibility with the existing cellular systems and support seamless
coverage, since RRHs are mainly deployed to provide high capacity in special zones.
The HPNs help the convergence of multiple heterogeneous RNs and all system
control signalling is delivered wherein. The BBU pool is interfaced with HPNs to
mitigate the cross-tier interference between RRHs and HPNs through centralised
cloud computing-based cooperative processing techniques. The BBU pool–HPNs
interfaces mitigate the cross-tier interference RRHs–HPNs through centralised cloud
computing based cooperative processing techniques. The data and control interfaces
BBU pool–HPNs can be S1 and X2, respectively, imported from 3G/4G technologies.

H-CRAN can offer support for voice and data services, where the HPNs
manage the voice services, whereas high data packet traffic is mainly served by
RRHs. An extension of H-CRAN can also support video services. The participation
of HPNs offers the advantage that H-CRAN alleviates high-fronthaul requirements.
The control signalling and data symbols are decoupled in H-CRANs, and this

Survey on SDN and NFV in 5G emerging mobile computing 157



favours a SDN-like approach. All control signalling and system broadcasting data
are delivered by HPNs to UEs, which simplifies the capacity and time-delay con-
straints in the BBU pool–RRHs fronthaul links and makes RRHs active or sleep
efficiently to decrease energy consumption. Burst traffic or instant messaging ser-
vice with a small amount of data can be supported efficiently by HPNs.

In [40], the components of an H-CRAN are developed. A new communication
entity Node C (Node with cloud computing) is proposed (seen as a 3GPP BS
evolution). It has the task to converge different RANs for the existing legacy/
ancestral communication entities (ACEs, i.e. MBSs, micro BSs, pico BSs, etc.) and
performs processing of the networking functionalities in physical and upper layers
for the RRHs. It can be seen as a convergence gateway to execute three sets of
functionalities: cooperative multiple-radio resource managements (CM–RRM),
media-independent handover functionalities, and those of traditional RN controller
and BS controller. The node C can manage the RRHs; in such a case it acts as the
BBU pool (inherited from CRANs). Node C has sufficient computing capabilities
to run the large-scale cooperative signal processing in the PHY and large-scale
cooperative networking in the upper layers.

The RRHs mainly provide high speed data transmission without the CPl in hot
spots; the CPl messages (e.g. cell-specific reference signals) for the whole H-CRAN
are delivered by ACEs. The system is flexible with respect of serving UEs; those
UEs which are closer to ACEs than RRHs are served by ACEs and called HUEs. The
work [40] states that the node C can serve hundreds of RRHs and several tens of
ACEs. The RRH PHY layer may have different technologies (e.g. IEEE 802.11 ac/
ad, millimetre wave communication, and even optical light communication).

Three H-CRAN architectural planes are user/data plane (U) which carries the
actual user traffic, related traffic processing; CPl (C) – which control the signalling
and makes resource allocation and traffic processing to improve spectrum usage
efficiency and energy efficiency; MPl (M) – making administration and operation
(add, delete, update and modify the logic and interactions for the U plane and the C
plane). The H-CRAN can make use of SDN and NFV technologies. The SDN part
can be co-located with the Internet/IoT network entities and decentralised RRHs/
ACEs closer to the desired UEs. The adaptive signalling/control mechanism
between connection-oriented and connectionless is supported in H-CRANs, which
is more efficient than a pure connection-oriented mechanism.

The H-CRAN can support efficiently video and media delivery services [45].
Recall that in conventional delivery solutions, the video packet encoding and

scheduling is done at head-end station (HS). Data will flow on predetermined paths
(via assigned RATs) to MUE. The equivalent transmission model is a parallel
pipeline; each chosen RAT corresponds to a pipeline, with a packet queue and a
server. The drawback is that the path from HS to MUE has a long delay for the
feedback represented by the network state information (NSI); so, only certain quasi-
static info is accessible to the HS and this determines a low performance for
adaptive flow control and video encoding techniques. On the other hand, in the case
of the multi-RAT, the ‘out-of-order’ issue at the MUE constitutes a multi-RAT
bottleneck which illustrates the importance of such NSI. Note that delivery delays
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that happen in different RATs are usually unknown to the HS, thus involving
reordering at MUE; the demultiplexing problem at MUE appears for video packets
and cause out-of-order events. This can cause retransmission for out-of-order
packets and therefore create overhead on the network traffic. The apparent solution
to increase the MUE buffer size can create additional problems due to the limit of
transmission control protocol (TCP) window size adjustment. The conclusion is
that out-of-order issue is severe in the conventional het-nets without central control,
due to the lack of perfect NSI in the RATs.

The H-CRAN can offer an efficient solution for video delivery in the upcom-
ing 5G systems. It can jointly and efficiently process, cache and transmit various
videos, based on centralised baseband processing unit pool (BBU pool), which
controls multiple RRHs and multiple HPNs. The BBU pool and RRHs are inherited
from the CRAN. A powerful centralised BBU has the advantage of caching video,
scheduling data packets and understanding the statistics of video traffic. Smart
content caching (BBU is close to multiple RATs) thus can release the traffic bur-
den. Centralised coordination in a BBU creates the possibility that video packets
can be sent to MUEs in parallel, via multiple RATs (the resulting effect is an
overall rate increase). The BBU could schedule the video packets into the matched
RATs according to the required QoS. The BBU pool can be integrated with basic
gateway functions, to control and schedule the video packets across multiple RATs;
therefore, improved performance can be obtained, by globally managing the
available resources across different RATs.

Several solutions can be developed for H-CRAN video delivery. An initial
solution assumes that each RAT usually has its own gateway (GW). An enhanced
BBU (eBBU) pool can be composed from a BBU pool and a gateway. At its turn,
the GW might cover n � RATs, performing basic functions like packet buffering
and inspection and routing/scheduling for multi-RAT (2G, 3G, 4G, WLAN, RRH,
etc.). A possible evolution is that such a GW might replace the related network
units, such as the EPC in 4G. H-CRAN supports the configurations where in one
cell can exist various coexisting RATs and one eBBU pool.

Caching is important [44–46] in content delivery systems by optimising content
placement and significantly improving the QoE perceived by the users. In the case of
H-CRAN several variants of caching can be used. When no eBBU Pool caching is
applied, the eBBU pool is directly connected to the RATs and can easily obtain their
online NSI and utilise it in the packet scheduling (multi-RAT scheduler). Conse-
quently, the delivery performance is better (e.g. addressing the previously discussed
out of order issue). Note that the priorities of different video packets (e.g. those gen-
erated by scalable video coding) or QoS requirements from multiple MUEs may also
affect the scheduling at the eBBU pool. The H-CRAN with packet scheduling exposes
better delivery performance than conventional HetNets with only HS scheduling.

The eBBU Pool can have also caching role. The demanded video can be
cached at the local eBBU pool, based on the technology of content awareness
caching for 5G networks. This solution will significantly reduce the traffic amount
from original HS. Both the video encoding and transmission can be adapted to the
online NSI of multiple RATs. The eBBU pool works as a SP with the units
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encoding the source video, controlling the frame rate and managing the pre-caching
content and buffering in MUEs. More accurate online NSI can determine the
encoding redundancy and the size of pre-caching content could be minimised, thus
saving the scarce spectrum resource. More accurate NSI at the eBBU pool may lead
to decisions to reduce encoding redundancy and therefore increase the efficiency.

5.6.4 Fog/edge computing approach
As shown in Section 5.6.3, the cloud concepts have been included in several 5G
architectures. However, the excessive centralisation brings its own problems, espe-
cially for RAN efficient implementation. As an alternative to pure cloud architecture,
Fog computing-based networks, cooperating with cloud technology, have been
recently proposed and investigated, to respond better to challenging 5G needs and
traffic demand. The cloud RAN functions adopted centralised management in order
to achieve optimal resource utilisation, whereas the Fog network can takes advantage
of social information and edge computing to improve the end-to-end latency.

The emergent Fog or Edge computing (‘fog’ is a term coined by CISCO)
[51,52] extends the cloud computing paradigm by bringing services to the network
edge – in proximity of the users (e.g. network edge points, APs or even end devi-
ces). Fog computing nodes are typically located away from the main cloud data
centres, that is, at the network edge and are geographically distributed and available
in large numbers. Fog nodes are typically accessed by devices over wireless net-
works. The proximity-to-users naturally allows low and predictable service latency,
and therefore, better QoS can be expected. Fog application code runs on fog nodes
as part of a distributed cloud application. Fog computing nodes provide applica-
tions with awareness of device geographical location and device context. Mobility
of devices is supported, that is, if a device moves far away from the current fog
node, the mobile device application can be instructed to associate itself with a new
application instance on a new fog node closer to the device.

Fog computing provides to end-users, data, compute, storage and application
services. Services can be hosted at the network edge, APs or end devices such as
set-top-boxes. IoT and, more generally, Internet of everything (IoE) applications,
requiring real-time/predictable latency (e.g. transportation, industrial automation,
networks of sensors and actuators) are well served by fog computing. Densely
distributed and big data are other areas to which fog computing can offer support,
through its collection points. Wide geographical distribution allows for real time
big data and real time analytics.

Fog computing offers significant advantages [53] which are important also for
5G networks, such as data movement reduction across the network resulting in
reduced congestion and latency. It eliminates the bottlenecks resulting from cen-
tralised computing systems, allows lower costs, improved security of encrypted
data since it stays closer to the end user, thus reducing exposure to hostile elements.
Fog computing improves scalability arising from virtualised systems. It actually
eliminates the core computing environment, thereby reducing a major block and a
point of failure; additionally it provides sub-second response to end users, provides
high levels of scalability, reliability and fault tolerance. The overall bandwidth
consumption is lower than in core cloud computing case.
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5.6.4.1 Cloud-RAN limitations
A serious CRANs problem consists in its strong requirements imposed to the
fronthaul network, in order to access the centralised BBU pool. A high bandwidth
and low latency inter-connection fronthaul is necessary; however, in practice the
fronthaul is frequently constrained in terms of capacity and time delay. This could
have negative impact on SE and also energy efficiency [54].

The heterogeneous cloud radio access networks (H-CRANs) [43,54,55] tries to
solve some of the CRAN disadvantages (Figure 5.11). The control and user/data
planes are decoupled; HPNs are mainly used to provide seamless coverage and
execute CPl functions and many RRHs mainly execute DPl functions, that is,
provide high-speed data rate for the packet traffic transmission. HPNs are con-
nected to the BBU pool via the backhaul links for interference coordination.
In H-CRAN the RRHs can provide short-distance communication for mobile
terminals (MT) to improve transmission rate and HPN can provide ubiquitous
connection to achieve seamless coverage.

H-CRANs still present some issues, having impact in practice. For instance the
location-based social (popular) applications generate significant traffic, thus over-
loading the fronthaul between RRH and centralised BBU. Two major problems in
both CRANs and H-CRANs are the high transmission delay and heavy burden on
the fronthaul. The H-CRANs do not take benefit from processing and storage
capabilities in edge devices, such as RRHs and even ‘smart’ mobile terminals/UEs,
which could be a potential mean to save the burden of the fronthaul and BBU pool.
On the other side [54], a high number of fixed RRHs and HPNs should be installed
by the operators to offer enough capacity to accommodate peaks of traffic but have
low average utilisation.
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Figure 5.11 Simplified H-CRAN architecture
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5.6.4.2 Fog-based radio access network
Fog computing technology applied to RANs , that is, fog-based radio access networks
(F-RANs) is seen as a promising solution to increase efficiency in H-CRANs.
In [54,55], fog network solutions cooperating with centralised cloud are proposed.

Two sets of functions previously executed in BBUs for H-CRAN solution, that
is, collaboration radio signal processing (CRSP) and cooperative radio resource
management (CRRM) – could be, with fog computing not only executed in a
centralised BBU pool in H-CRANs but also can be hosted at RRHs and even
wearable ‘smart’ UEs. The UEs can download some content packets not from BBU
pool but from neighbours RRHs – should they are available in adjacent RRHs.
Real-time CRSP and flexible CRRM performed in the edge devices allows to
F-RANs to be adaptive to the dynamic traffic and radio environment and create
lower burden on the fronthaul and BBU pool. User-centric objectives can be also
achieved supported by several factors like adaptive technique among D2D, wireless
relay, distributed coordination and centralised large-scale cooperation. In F-RANs,
the traditional RRHs are enriched with caching, CRSP and CRRM capabilities and
become fog-based access point (F-AP). The F-RAN architecture can be software
defined, thus taking benefits of SDN concepts.

Four kinds of clouds are defined in [54]: global centralised communication
and storage cloud, (the same as the centralised cloud in CRANs); centralised
control cloud (located in HPNs and intended to complete functions of CPl) dis-
tributed logical communication cloud (located in F-APs and fog-based user
equipment (F-UE), performing local CRSP and CRRM functions) and distributed
logical storage cloud (for local storing and caching in edge devices).

The model of the proposed system can be split into three layers (Figure 5.12):
cloud computing, network access and terminal layer. The fog computing network is
actually composed of F-APs (residing in the network access layer) and F-UEs
(placed in the terminal layer). Any two terminals F-UEs can communicate with

BBU pool

Fronthaul

Cloud
computing

network layer

Access
layer

BBU1

RRHs

. . 
BBUn

F-APs HPN

Backhaul

Terminal
layer

F-UEs

Figure 5.12 System model for implementing F-RAN [54]

162 Cloud and fog computing in 5G mobile networks



each other through the direct D2D mode or through additional F-UEs playing the
role of mobile relays. The network access layer is composed by F-APs, HPNs and
RRHs., The F-UEs have access the HPN (also in H-CRANs this solution is applied)
to perform system-related signalling (this is equivalent to CPl functionality).

The F-APs are used in the data plane to forward and process the traffic data.
The F-APs communicate with BBU pool through the fronthaul links and HPN
through backhaul links. The signals over fronthaul links are large-scale processed
in the BBU pool, whereas over the backhaul links only control information is
exchanged between the BBU pool and HPN. The BBU pool in the cloud computing
layer plays a similar role as in H-CRANs. It can make also centralised caching. The
fog approach alleviates the tasks of the BBU pool and fronthaul links, given that a
large number of CRSP and CRRM functions are shifted towards F-APs and F-UEs.
Also limited caching can be made by F-APs and F-UEs.

The CRAN, H-CRAN and F-RAN architectures can be compared on the basis
of several criteria. The burden on BBU pool and fronthaul is highest for CRAN,
medium for H-CRAN and lowest for F-RAN. The latter also offers the lowest
latency. Decoupling between the CPl and DPl is only present in H-CRAN and
F-RAN. The caching and CRSP functions are centralised in CRAN and H-CRAN
while can be mixed, that is, centralised/distributed in F-RAN. The CRRM functions
are only centralised in CRAN, whereas in the other, two mixed solution can be
used. From the implementation point of view, CRAN or H-CRAN put high com-
plexity in BBU pool and low complexity in RRHs and UEs, whereas the fog
approach exposes medium complexity in BBU pool, F-APs and F-UEs. The
H-CRANs and F-RANs can better serve real-time flows (e.g. voice).

An important feature of the F-RAN is the possibility of making caching in the
edge devices. This can significantly decrease burden on the fronthaul, improve
performances of CRSP and CRRM and also can relax the traffic burden at the cloud
server. Faster content access and retrieval at F-UEs is possible than in CRAN or
H-CRAN. The caching in F-RANs reduces the burden on the fronthaul, backhaul
and even backbone, reduces the content delivery latency and increases the imple-
mentation flexibility in relationship with object-oriented or content-aware techni-
ques. However, compared with the traditional centralised caching, the space for
caching space at each F-AP and F-UE is small. Consequently a low-to-moderate hit
ratio can be seen, which leads to the necessity to study intelligent caching techni-
ques to be applied in F-RAN context. Resource allocation strategies and coopera-
tive caching policies among edge devices are needed.

5.6.4.3 SDN and NFV support for F-RANs
The control and data plane decoupling in F-RAN naturally leads to the idea of
applying SDN-like control in F-RAN context, with SDN as the core network. The
SDN control can be extended to the physical layer, whereas CRSP and CRRM
procedures are incorporated into the edge devices. In this way, more flexible and
efficient network control can be achieved in F-RANs.

However open research issues still exist related to use SDN style of control in
F-RAN environment. The combination of the MAC functions and physical layer
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functions for edge devices in F-RANs is still not yet clarified. On the other side, SDN
is centralisation-based (for control), whereas the F-RAN has a distributed character-
istic, based on edge devices. If using SDN control for F-RANs, then one needs to
define slices to isolate the CRSP and CRRM in edge devices, so as to provide non-
interfering networks to different coordinators. Supposing that SDN controllers are
located in cloud computing network layer, then the inherent SDN problem appears, of
control traffic overhead (between the controller and forwarding plane) to be trans-
ported over fronthaul links and thus decreasing the advantages of F-RANs.

NFV technology is also a promising candidate to support F-RAN, in coop-
eration with SDN. Programmable connectivity between VNFs can be provided and
managed by the orchestrator of VNFs which could play the role of the SDN con-
troller. NFV can support SDN controller virtualisation if installed on the cloud
server. So, it could migrate to fit different locations according to the network needs.
Not clear yet is how to virtualise the SDN controller in F-RANs, given the dis-
tribution characteristic in edge devices. Last but not least, other problems should be
further studied, related to VNF interconnection, security, computing performance,
portability and backward compatibility with legacy RANs.

5.7 Conclusions

The strong and diversified requirements imposed on 5G networks could be met,
provided that powerful architectures and implementations are developed. Novel
concepts, architectures and technologies, like cloud computing, SDN, NFV, working
in cooperation, could contribute to solve the high challenges imposed to 5G. This
chapter performed a partial overview of the Cloud/SDN/NFV-based solutions when
applied to wireless networks and in particular to cellular 5G networks.

Given the limited space of this chapter, several aspects related to 5G technologies
and services have not been discussed: security and privacy, details on scalability,
reliability, mobility, IoT services, M2M and D2D communications and CRN aspects.

The focus of this chapter has been most on the architectures and functional split
among the RAN and core networks. The most promising candidates are the integrated
cloud/SDN/NFV solutions, trying to take benefit from the most powerful properties of
SDN (CPl and data plane decoupling and programmability of the data plane, together
with logical centralisation of management) and of NFV (software realisation of NFs
and VNFs chaining). However, some important aspects are still research open issues –
like scalability (if real-time functions migrate from the radio periphery to the centre),
managing the RATs heterogeneity, mobility, unification of the CPl – to solve jointly
the radio and core resource management, seamless horizontal and vertical mobility,
routing, interference problem solving in dense cells environments, etc.

A short introductory text is inserted for RAN architecture incorporating fog
computing into H-CRANs. Compared with the traditional centralised cloud com-
puting based CRANs/H-CRANs, some important functions like cooperative radio
signal processing and CRRM procedures in F-RANs can be adaptively imple-
mented at the edge devices and are closer to the end users.
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Certain limitations in the above-discussed technologies still should be further
investigated. For instance, NFV where all network elements run on the cloud and
rely on virtualisation, might not provide the necessary reliability and robustness.
Real-time aspects inherent to the mobility-enabled networks put additional
requirements to SDN/NFV-based technologies. Moving the VMs among network
elements (e.g. MME or S/P-GW) because of HW failure or when there is need for
additional processing resources are still open research subjects. Reliability and
robustness need to be addressed in the proposed virtualisation platform.

An overall conclusion of this chapter is that 5G networks architectures and
implementations can be significantly supported by cloud/SDN/NFV concepts and
technologies. However, important open research issues still remain to be studied
and clarified in the future, on architectural but also design, implementation,
deployment and inter-operability aspects. The heterogeneity, dynamicity and
extreme density characteristics of the 5G networks make its challenges even
stronger. Some of them are summarised below, but limiting the essentially to
the topics discussed in this chapter. More discussion on such issues can be found in
[1–4,34,35,54–56].

The full advantage of adopting SDN and NFV into 5G mobile networks is not
yet completely understood and hence needs further research. A common under-
standing and trade-off is still needed, taking into account several aspects as network
control and management, access network performances, backhaul network over-
heads of distributed and centralised programmable networks. Related to SDN and
NFV architectures and technologies applied to 5G several open research issues can
be stated:

● The centralised nature of the conventional SDN approaches creates bottlenecks
and thus can reduce the resilience and scalability. Therefore, a balance
between centralised logical control and actual distributed infrastructure of
controllers can be found. Flat or hierarchical architecture of SDN CPl – with
multiple controllers should be adapted to 5G dynamic environment, both in
core and RAN. Generally one can say that flat organisation of the conventional
SDN controllers does not provide an effective and flexible management solu-
tion for 5G networks that can meet the requirements for resilience and
scalability.

● Different reconfiguration policies should be applied to the network elements in
a dense environment, at different time scales, due to the dynamicity and den-
sity of this network, and this can also result in high signalling overhead.

● Wireless link quality in RAN is usually unreliable and unstable, interrupting
temporarily the communication between the controller and its forwarders (if
the controller communication channel uses in-band signalling), finally leading
to isolated wireless networks.

● 5G network might have cells with particular configuration policies, which
should be considered in a differentiated way by the SDN controllers.

● The partition of functions to be implemented in each plane is still an open issue
in the SDN/NFV/5G, particularly in the RAN area.
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● The edge heterogeneity (including D2D, M2M and V2V communications)
determines very dynamic topologies; this leads to complexity in SDN and NFV
functions planning, increased by several distinct mobility models and hardware
constraints (e.g. the SDN controller should instruct the switches or network
hypervisor which terminal node should forward packets).

● When integrating SDN and NFV, the SDN programmability needs standar-
dising the northbound and southbound interfaces between physical and VNFs
that form a single NS chain.

● Virtualisation might a negatively impact the virtual LTE and Wi-Fi services;
therefore, the virtualised NFs performance should be carefully analysed in
order to decide about physical/virtual implementation option.

● Standardisation is still in-progress, a unified cellular programmable interface
for implementing SDN and NFV is under development, including a service
chain through the integration of SDN and NFV.

Related to CRAN, H-CRAN and F-RAN proposals one should mention:

● CRAN has strong requirements imposed to the fronthaul network, in order to
access the centralised BBU pool. A high bandwidth and low latency inter-
connection fronthaul is necessary; however, in practice the fronthaul is fre-
quently constrained in terms of capacity and time delay. This could have
negative impact on SE and also energy efficiency.

● H-CRANs try to solve some of the CRAN disadvantages. The control and user/
data planes are decoupled; HPNs are mainly used to provide seamless coverage
and execute CPl functions and many RRHs mainly execute DPl functions, that
is, provide high speed data rate for the packet traffic transmission.

● Two major problems in both CRANs and H-CRANs are the high transmission
delay and heavy burden on the fronthaul. The H-CRANs do not take benefit
from processing and storage capabilities in edge devices, such as RRHs and
even ‘smart’ mobile terminals/UEs, which could be a potential mean to save
the burden of the fronthaul and BBU pool.

● Open research issues still exist related to use SDN style of control in F-RAN
environment. The combination of the MAC functions and physical layer
functions for edge devices in F-RANs is still not yet clarified.

● SDN is centralisation-based (for control), whereas the F-RAN has a distributed
characteristic, based on edge devices. If using SDN control for F-RANs, then
one needs to carefully define slices to isolate the signal processing from
resource management in edge devices, so as to provide non-interfering net-
works to different coordinators.

● If SDN controllers are located in cloud computing network layer, then inherent
SDN problem appears, of control traffic overhead (between the controller and
forwarding plane) to be transported over fronthaul links and thus decreasing
the advantages of F-RANs.

Although significant research has been done and is still under progress on 5G/SDN/
NFV/cloud, much additional work should be performed to achieve a significant
level of practical demonstrations of this very promising technology.
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Chapter 6

Towards a FOG-enabled navigation system
with advanced cross-layer management

features and IoT equipment

Y. Nikoloudakis, S. Panagiotakis, E. Markakis,
G. Mastorakis, C.X. Mavromoustakis and E. Pallis

Abstract

In this chapter, we present a cross-layer fog-enabled framework that offers visitors
of small venues; such as museums, malls, convention centres, hospitals, and so on;
enhanced context-aware experience and navigation services over 5G small-cell
infrastructure. Distributed fog-enabled devices provide 5G networking throughout
the surrounding establishment. The visitor, after signing into the network, is able to
view various information and multimedia content concerning the narrow points of
interest (POIs). The infrastructure also provides the ability to navigate the visitor
throughout the establishment, using well-known positioning techniques. The posi-
tioning takes place with the mobile device receiving and juxtaposing the signal
strength of small RF beacons sculling the local area. Finally, the network proposes
other nearby POIs, depending on the user’s preferences, based on the meta-data
information stored inside the user’s mobile device. The framework logic and cal-
culations are transferred and sent back to the user through the cloud.

6.1 Introduction

We are currently experiencing the era of informational revolution where everyone
can have access to any information from anywhere. The emergence of 5G net-
works, along with the cloud networking paradigm, has played a significant role for
the enrichment in volume and diversity of information and services provided to the
user. The realisation of 5G networks will also facilitate the seamless in terms of
speed and ubiquitous access to information and services.

The use case presented in this chapter displays some of the possibilities pre-
sented by pervasive context-aware architectures and paradigms in combination
with 5G networking. It merely depicts some of the potential evolution of real-time
personalised user-centric services. We confer on technologies and architectures that
can bring services and information, tailored to the user’s needs and preferences,



down to the user’s fingers. We propose a cloud-based context aware tour guide for
users browsing through a certain establishment, delivered via 5G-serving small
cells scattered around each establishment.

The chapter is organised as follows. Sections 6.2–6.7 are a theoretical intro-
duction to some of the elements discussed in the presented use case. In Section 6.8,
the proposed use case scenario is presented and explained. In Section 6.10, the use
case scenario is presented, and in Section 6.10, conclusions are presented.

6.2 State of the art

6.2.1 5G networks
Mobile networks and the incremental growth of subscribers and data transferred
through them have been the main topic of discussion for a long time [1]. The ever-
growing demand for mobile network capacity and network efficiency along with
the emergence of the Internet of Things (IoT) has led the discussion towards the
creation of an infrastructure capable of accommodating the modern network that
needs offering ubiquitous, ultra-broadband and super high-speed user experience.

There has not been any official specification concerning 5G networks, but
rather a general idea of what 5G networks should be and what it should be able to
deliver [2]. There has been an ongoing research from many initiatives on a global
level [3]. Their goal is to address the requirements that fifth-generation networks
will have to achieve and the challenges an infrastructure of such proportion will
have to face, with the ultimate goal being the delivery of official specifications.

5G will play a significant role in next-generation networks, as user experience
will be enriched with fully immersive services, also referred as ‘anything or
everything as a service’ [4], where context information will be bundled with var-
ious services and delivered through the 5G infrastructure. The later poses a number
of challenges and arouses the need for redesigning services, interfaces, archi-
tectures, algorithms and so on.

As described in [3,5,6], since network traffic and the bandwidth demand are
expanding exponentially, one of the main goals of 5G networks is to maximise the
network throughput and capacity. The network throughput is addressed with
various techniques as described earlier; yet, reducing the cell size has been the tra-
ditional approach towards the growth of the network capacity. Therefore, a denser
distribution of access points also referred to as small cells, femtocells or picocells
depending on the size of the cell, which they cover, was introduced. An immersive
approach such as small cells can pave the way towards seamless provision of
services, guaranteeing high speed and throughput. Those distributed devices are
stationed at the network edge, providing 5G networking, with minimum latency.

6.2.2 Internet of Things and the fog
IoT has been given many definitions [7,8], but the most suitable is the one that
states, ‘Internet of Things is a network that inter-connects ordinary physical objects
with identifiable addresses, so that it provides intelligent services’ [8]. Basically,
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the definition implies that every day non- or low-intelligence devices (thin) can be
connected to the internet or any kind of network with a unique address and interact
in such a way that will produce some intelligent and generally useful outcome.

6.2.2.1 Advantages
The internet itself does not have any sensing ability. The internet of things provides
that ability and enables the interconnection amongst non-intelligent devices. It may
be difficult for someone to understand what advantages the IoT brings. But ‘things’
are already in our lives for some time. Such devices are smart phones or smart
watches and devices with limited intelligence, which make our lives easier or more
interesting. IoT will first feature in our houses with smart home implementations
that make a house more energy-efficient and tailored to the household needs and
preferences. Another field that IoT will bring revolution to is healthcare. A doctor
will be able to assess a patient’s vital measurements remotely and predict or pre-
vent certain situations. Many issues and challenges concerning the IoT are yet to be
addressed and dealt with. Some issues are discussed in the following sub-section.

6.2.2.2 Issues
There have been many issues tantalising the IoT from the very beginning of its
birth. Initially, IoT needs to inter-connect a large number of heterogeneous devices
with weak capabilities and resources. This implies that every device may have a
different connection interface and computation ability [8]. Furthermore, the
underlying network, where the devices will connect to, may be multi-hop, inter-
mittent or susceptible to the surrounding environment [8,9]. Therefore, a universal
architecture should be designed to tackle the integration of the system and surpass
the connectivity issues. Such architecture that tackles many of the challenges
mentioned above is the 802.15.4 standard (ZigBee).

Having a swarm of devices connected and continuously transmitting data
makes the collection, forming and preparation of those data more and more tedious.
Therefore, a middle-layer system, placed at the edge of the network could play the
mediator role. That system will be collecting the data, maybe pre-processing it and
uploading it to the cloud. Cloudlets placed closer to the ground that perform such
operations are referred to as ‘The Fog’ [10–12] in a seamless collaboration with the
cloud could be the solution for that issue. The above-mentioned small cells can act
as dedicated fog nodes, since they are placed at the network edge, providing 5G
networking. Complementary, those devices can perform a number of actions, such
as computations, data analytics and so on. Fog nodes will bring data, compute,
storage and application services closer to the end user, enabling the realisation of
heterogeneity, geographical distribution and low-latency features.

6.2.3 Positioning methods
There has been an increasing interest in context-aware or location-based systems
over the last few years [13,14]. One of the factors that provide context awareness to
a service is location. Positioning is classified into two main categories, outdoor and
indoor. These two categories, along with some of the methods commonly used to
calculate position in each case, will be discussed in later sections.
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6.2.3.1 Outdoor positioning methods
Outdoor positioning is mainly used by navigation services or military applications
in order to calculate the position of a node or a user device in an open environment.
Many different techniques and technologies have been researched and employed to
achieve optimum accuracy.

6.2.3.2 Global positioning system and assisted GPS
The global positioning system (GPS) project was initialised in 1973 by the US
government. It is a system that provides time and position information in any
weather conditions, anywhere on earth where there is an unobstructed line of sight
to four or more GPS satellites [15]. The receiver calculates position, using mea-
surements received from the satellites, based on geometrical properties of triangles.
In addition to the former, as a 911 requirement [16], the development of the assisted
GPS (A-GPS) was accelerated in order to make cell phone location available to any
emergency call dispatcher. The A-GPS leverages the cellular network to acquire
external data to improve the start-up performance and overall accuracy of the
receiver in exceptionally poor GPS signal conditions [17].

6.2.3.3 Time of arrival and time difference of arrival
Positioning methods based on triangulation can be divided into two sub-categories –
lateration and angulation. Lateration methods employ various measurements in order
to calculate the distance between a base station and the mobile device, whereas
angulation method measures the angles of signals received and calculates distances
based on geometric properties.

Due to signal attenuation, the time needed for the signal to travel from the
transmitter to the receiver will vary depending on the distance. In that respect, time
of arrival (TOA) can be transformed to distance and by performing geometrical
computations or even least-squares approximations, position is obtained [13]. This
technique has several drawbacks. One of them is signal multipath due to the com-
plexity of surrounding environment, which alters the TOA, causing dubious results.
Another problem is that all nodes, receivers and transmitters must have synchronised
clocks and the signals must carry a timestamp of the time the signal was broadcasted.
To reduce the effects of the problems mentioned above, since TOA is a two-
dimensional approach, the time difference of arrival (TDOA) method, is a three-
dimensional hyperbolic positioning approach, that measures the time difference
between the signals received from different base stations. That technique is more
effective, yet it requires the receiver to store a number of measurements.

6.2.3.4 Indoor positioning methods
The emergence of novel wireless communication technologies and mobile devices
with sensing abilities has given birth to various pervasive applications and systems
that offer users a very different and enhanced experience in a given environment
[14]. Many techniques have been engaged to calculate position in indoor environ-
ments. Some of these techniques were initially used for outdoor positioning.
Nevertheless, these techniques, albeit some alterations, were successfully applied
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in indoor environments as well. In the following sub-sections, some commonly
used techniques are presented.

6.2.3.5 Proximity
The proximity approach is most commonly used among use cases, since it is a very
simple method for assuming position [18]. In that method, distributed thin base
stations on known locations, each periodically broadcast a unique signature. Mobile
devices, when near a base station, receive that signature. That signature identifies a
unique base station, therefore coarsely placing the mobile device to that location.
That method has no apparent accuracy; yet, dense distribution of base stations
increases precision of the technique.

6.2.3.6 Triangulation
Triangulation, as the term suggests, is the calculation of position using measured
angles from a known base station to a mobile device. That method relies on basic
trigonometric properties to calculate distance between the base station and the
receiver. The cartographer Gemma Frisius first introduced triangulation method in
his 1533 pamphlet ‘Libellus de Locorum describendorum ratione’, as a method for
accurately positioning faraway places for map-making. In recent applications, a
base station located in a known position broadcasts a signal containing a unique
signature and various other information concerning the base station. The mobile
device receives the signal and measures the received angle. By applying basic
trigonometric formulas, the mobile device is able to calculate its position with
respect to the base station.

6.2.3.7 Trilateration – multi-lateration
The trilateration method is the process of determining relative locations by utilising
the geometry attributes of circles, spheres or triangles. In this method, three mea-
surements of base stations in known coordinates are needed for the algorithm to
calculate the position [19]. In a two-dimensional environment, the method is
accurate. In a three-dimensional environment, though, the position calculated is a
rather coarse estimation. By inserting multiple measurements of base stations in the
algorithm (multi-lateration), the calculation error is reduced [20].

6.2.3.8 Fingerprinting
The fingerprinting method, also known as ‘scene-analysis’ [13], consists of two
phases: the offline phase where the measurements of distributed base stations are
taken and tagged with the location, wherein the measurements were taken and
stored in a database. The second phase is the online phase where a mobile device
browses through the area of interest, takes measurements and compares them to the
measurement stored in the database. The measurements that are more similar to
the stored values determine the devices coarse location.

To improve accuracy of the algorithm, a large number of measurements have
to be taken and stored in distributed databases. That increases the size of those
databases, and higher computation capabilities are needed.

FOG-enabled navigation system 175



6.2.3.9 Dead reckoning
Dead reckoning is the method that calculates the current position of a mobile
device by constantly measuring velocity, direction and so on, given that the starting
position is known [21]. The method requires an accurate measurement of speed and
direction at all times for the position to be calculated. Since a large number of
factors can conduce to measurement accuracy degradation, the method is prone to
cumulative error that can result in entirely incorrect calculations.

6.2.4 Related technologies
Various existing and emerging technologies have contributed and continue to
contribute to the research concerning mainly indoor positioning methods. Such
technologies are nodes that enable distance measurement or proximity awareness
and so on, or protocols that enable the inter-connection between nodes and/or
mobile devices.

6.2.4.1 Bluetooth low energy
Bluetooth low energy (BLE) is an emerging wireless communication protocol
stack that operates in the 2.4-GHz unlicensed band and employs frequency
hopping to avoid interferences from other 2.4-GHz technologies [22]. It was
developed by Bluetooth special interest group and is optimised for devices that
require maximum battery life rather than high data rates [23]. A large number of
existing commercial sensors and nodes utilise the BLE protocol stack for trans-
mitting their measured values or IDs.

6.2.4.2 Beacons
A beacon, as the name implies, is a node that broadcasts small pieces of information
to the surrounding environment, usually utilising the BLE communication protocol
to provide contextual awareness to the vicinity. Beacons are usually short-range
nodes. Dense distribution of beacons is required to cover large places of interest.

6.2.4.3 Radio-frequency identification
Radio-frequency identification (RFID) technology is used for low-range identifi-
cation over radio frequency [24]. The RFID technology consists of tags, readers
and specific software that juxtaposes the ID read from the tag to a database in order
to match the ID with specific information related to it. The tags are printed antennas
attached to a memory unit. There are two basic methods by which the tags com-
municate with the reader – the ‘inductive coupling’ and the ‘electromagnetic
waves’ methods. In the first method, the antenna coil of the reader induces a
magnetic field in the antenna coil of the tag. The tag utilises that induced energy to
send the data stored in the memory unit back to the reader. In the second method,
the reader sends the tag an amount of energy in the form of electromagnetic waves.
The tag uses some portion of the energy received to turn on its circuit and then uses
the rest of the received energy to send the stored data back to the reader. There are
three basic frequencies that RFID systems operate. Low (100–500 kHz), inter-
mediate (10–15 kHz) and high (850–950 MHz, 2.4–5.8 GHz).
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6.2.4.4 Geo-fencing
Geo-fencing is the technology used to track and monitor mobile objects such as
vehicles, persons, packages and so on located by GPS [25]. The coordinates of the
mobile object are continuously sent to a control centre that positions the object on a
map. Another set of coordinates is used to form a virtual fence around a certain area
of interest. The system produces a pre-configured action when the tracked device
enters or exits the marked area. A major disadvantage of that method is the con-
tinuous use of the GPS system, which leads to extensive energy consumption [26].

6.2.5 Content delivery networks
The internet could be characterised as a living organism that continuously expands and
evolves. Nevertheless, even though the internet infrastructure bandwidth is constantly
improving, providing users with last-mile high-speed connections, still it remains a
best effort network due to the lack of central supervision and overall administration,
making it impossible to ensure appropriate quality of services [27,28].

The content delivery networks (CDN) paradigm is an effective approach that
tackles the issues discussed above by alleviating internet congestion by bringing
content closer to the end user, thus making the routing path from the user to the content
server as short as possible. In more detail, CDN replicates selected content from the
origin servers to widely distributed replica servers close to the edge of the network.
The users request is delivered from the origin server to the most geographically
suitable replica server, and finally the content is delivered to the user [29–31].

6.2.6 Recommender systems
A recommender system (RS) is a complementary service that collects information
concerning a target user in order to build a certain profile consisting of likes and
dislikes about certain items such as movies, songs books, travel destinations and so
on. That information can be acquired explicitly by simply collecting target user’s
ratings. It can also be acquired implicitly by monitoring user’s behaviour, such as
websites visited or music listened to, movies watched, book read and so on [32].
After building the user profile, the system can then predict and recommend items of
possible interest to the user.

Many algorithms have been developed to materialise that endeavour. Some of
them have reached commercial utility like Internet Movie Database (IMDB),
Netflix or Amazon. However, there are two main types of algorithms used in RS –
content-based methods and collaborative filtering. The former method compares
the attributes of the proposed item to similar items the target user’s likes or dislikes.
The later gathers opinions from users with tastes and preferences similar to the
target user, and based on their past ratings concerning the proposed item, makes a
decision whether the proposed item is a suitable proposal for the target user [33].

6.2.7 Software-defined networking and virtualisation
6.2.7.1 Software-defined networking
Software-defined networking (SDN) [34] is a novel emerging approach that pro-
vides a centralised administration to the underlying network. The SDN follows a
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basic principle separating the control from the data plane, meaning that the switch
no longer performs in a non-intelligent manner. On the contrary, it operates rather
as thin client of a separate network orchestrator located elsewhere [34]. The com-
munication between the SDN-enabled switch and the network orchestrator has been
a subject of research that has yielded a number of protocols with the most suc-
cessful being the OpenFlow protocol [35,36]. The SDN paradigm provides the
network with a certain amount of intelligence, thus enabling centralised adminis-
tration, dynamic provision of network resources along with vertical and horizontal
scalability. Figure 6.1 illustrates the SDN basic architecture.

6.2.7.2 Network function virtualisation
As the internet grows, so does the diurnal demand on bandwidth and services. Thus,
service providers and network operators face great challenge in scaling up due to
the excessive cost of hardware. Moreover, it is rather difficult and expensive to
provide personalised services to users since dedicated vertical systems must be
utilised. Network functions virtualisation (NFV) tackles those issues by deploying
network functions such as routers or firewalls, services or even whole operating
systems (OS) in a virtual manner. Functions can be deployed and administered
individually or in bulk inside one hardware appliance and share memory and
computational resources. Because of their virtualised state, functions can dynami-
cally initialise and terminate, scale upwards or downwards in resources or even
migrate or get instantiated to another distributed appliance as required. NFV is
highly complementary to the SDN paradigm, yet it does not depend on it to operate.
Although should SDN and NFV be implemented together, the overall outcome can
be potentially greater [37–39].
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Figure 6.1 SDN architecture
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6.2.7.3 Containers
A virtual machine (VM) is applied on top of a hypervisor that provides each VM a
complete emulation of the underlying hardware. This way, it fools the VM into
assuming exclusive access on that hardware. In practice, each VM is exclusively
provisioned the hardware resources needed for it to operate. This fact provides
limited scalability due to hardware constraints. Yet, a novel approach to virtuali-
sation has emerged that aims to alleviate system administrators from that burden.
Containers do not emulate any of the underlying hardware. On the contrary, the
virtualised OS or service in the container communicates with the host OS, which by
its turn makes the appropriate system calls to the hardware [40]. The container only
virtualises the functions needed for the VM or service to operate. It operates like
a ‘sandbox’, therefore offering a very lightweight solution for virtualisation.
Figure 6.2 depicts the differences between the standard VMs and the dockers.

6.3 Beyond state of the art – use case

In the presented use case scenario, a user enters the premises of an establishment,
and is immediately prompted with a URL via BLE, from the beacon stationed at the
entrance. This URL leads to the web application that will guide the user throughout
the establishment. If the user owns a device with no BLE capability, as soon as the
device connects to an internal access point, the user is re-directed to the web
application’s URL by the captive portal setting of the access point. As soon as the
application is initialised, it starts collecting advertisements from the surrounding
beacons and periodically sends them to the user-service container in the cloud,
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Figure 6.2 Comparison between standard VMs and dockers
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spawned by the cloud orchestrator as described in Section 6.8.2.3. The service
calculates the user’s current position and sends it back to the user. Consequently,
the user is presented with recommendations of preference and location-relevant
POIs. The user is then navigated towards the selected POI with the use of illustrated
instructions (Figure 6.3). During the navigation, the user is also presented with
recommendations of other relevant nearby POIs. Given the user chooses another
destination, the navigation instructions dynamically change to navigate the user
towards the new-chosen location. In addition, the user is provided with further
information, location-related temperatures and crowdedness, gathered from the
sensors scattered around the premises. When the user passes by or arrives to a POI,
location-relevant content is optionally presented.

Upon exiting the premises, the user is prompted with further recommendations
of other nearby preferable establishments. The service then only provides the
geographical location of the POI of the user’s choice, as those POIs are located
outside the premises, wherein our infrastructure is situated. Figure 6.4 illustrates
the basic use case of our infrastructure.

6.4 Position-aware navigation system with
recommendation functions

The proposed system is an infrastructure that is able to determine the current position
of visitors of a certain establishment and navigate them throughout the surrounding
premises leading them to POIs of their preference and presenting them with location-
relevant multimedia content and information, stored in geographically distributed
fog-enabled CDN servers. Exiting the premises, visitors are prompted with recom-
mendations of different nearby POIs that relate to their interests.

Figure 6.3 Navigation illustration
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6.4.1 System architecture
The discussed infrastructure can be divided into three layers containing the essen-
tial ontologies and functionalities. Figure 6.5 depicts the organisation of layers. In
the following sub-sections, we describe every layer individually and confer on the
architecture [41].

6.4.2 Real-world plane
At the bottom layer of our infrastructure, the equipment used to host the client
application, which is the main medium for the user–server interaction, plays a very
significant role. It is rather facilitative for the users to use their own hand-held
portable devices, such as cell phones, tablets or even wearable devices, than any
other device.

The exclusive use of such equipment, on one hand allows us to avoid the use of
info-kiosks and other equipment statically stationed around the premises. This is a
powerful characteristic since it enhances the system’s agility and allows the user to

Figure 6.4 Infrastructure use case
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freely browse through the establishment, exploiting the system’s capabilities to the
fullest, constantly receiving guided navigation instructions and location-relevant
content. On the other hand, due to the physical constraints of such devices, for
example CPU and power, we are dictated towards a centralised architecture,
moving the computation burden and the overall ‘intelligence’ to the cloud, thus
alleviating the end devices from the computational cost and energy consumption.

The user’s mobile device hosts the client service, yet all the computation takes
place on a private cloud server. As a front end, an HTML5 web application that
graphically illustrates the user’s current position, by collecting the signal strength
measurements of nearby beacons and sending them back to the server, is used to
navigate the user. The server computes the user’s location using the multi-lateration
positioning method and sends the location back to the user. The location is con-
stantly updated and depicted on a floor plan inside the web application.

Lastly, the web application used in our infrastructure was developed using
lightweight, client-side frameworks to avoid unnecessary latency and reduce
payload exchange. The python Flask framework was used as the core of the web
application, and angular Java Script (angular JS) along with the Twitter Bootstrap
Frameworks were used for the implementation of the dynamic functionality and
the responsive graphical user interface (GUI), respectively.

6.4.3 The fog plane
The fog computing paradigm as described in [11,10,42] is a dispersed version of
the cloud, also referred as cloudlet, which shifts a number of cloud functionalities
at the edge of the network. In the proposed scenario, the second layer plays the fog
role, and hosts the small calls, the wireless sensor network and the CDN servers.

 The cloud
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Real world

Wearables

Small cells CDN WSN

CDN
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SDN
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Docker
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Cell phones Tablets

Figure 6.5 Infrastructure layers
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The dense distribution of small cells paradigm was approached for the rea-
lisation of the proposed infrastructure in order to achieve optimal utilisation of the
network and meet the 5G demands. The small cells scattered around the premises
utilise the IEEE 802.11ac 5 GHz only Wi-Fi technology, providing up to 1 Gb/s
data rates to the end user. For our use, case implementation, the SDN-enabled,
Virtual-Network-Function-ready (VNF-ready) EmPOWER platform [43] was used
due to its dynamic capabilities and seamless scalability potential. Figure 6.6 depicts
the EmPOWER small cell (access-point) architecture. The EmPOWER platform is
based on the PCEngines-ALIX platform, equipped with two mikrotik 802.11ac
miniPCIe wireless modules. The ALIX board exploits the open-source router
platform openWRT as an operating system. A virtual instance of OpenVSwitch is
deployed in each access point to provide SDN capabilities along with a virtual
instance of click modular router [44] to provide programmable control capabilities.

For each user, a virtual instance of an access point, with a unique service set
identifier (SSID), is created and applied on the top layer of the platform by the SDN
controller, creating, thus, to the user the illusion that is served by a single dedicated
access point. The SDN controller also installs a policy for the flow connecting that
particular virtual Instance and the border Router. In that way, separate or group
quality of service (QoS) policies and load balancing can be easily applied to ensure
the performance of each connection. Each access point, in collaboration with the SDN
controller, is able to hand-off the user connection to the next access point. The virtual
instance is then migrated to that access point, so that seamless roaming from one
access point to another can be achieved.

openWRT

openVSwitch

clickRouter

PCEngine

Figure 6.6 Small cell
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As an attempt to meet 5G bandwidth expectations, we must ensure that the
backbone inter-connection of the network devices is also a high-speed connection and
can deliver the data rates that are expected, avoiding bottlenecks. In this respect, the
G.fast-based distribution system is used, which is specified in [45] and also proposed
in [5] as the preferred medium for the radio over cable distribution. G.fast can deliver
up to 1 Gb/s data rates in a range of 500 m using the existing copper cable infra-
structure, providing maximum cost-effectiveness since existing copper cables can be
used instead of fibre optic cables to achieve the expected high data transfer rates.
In more detail, all access points, the router and the CDN relay servers are inter-
connected with plain copper Ethernet cables, yet all devices implement the G.Fast
protocol, thus achieving speeds up to 1 Gb/s.

A swarm of sensor nodes densely scattered around the premises enhance the
infrastructure with the provision of information such as proximity, temperature and
location, thus elevating the level of the system’s contextual awareness. Such infor-
mation, correlated with the meta-information collected from the end user’s device,
can result in the formation of a relatively precise recommendation service. The sensor
nodes broadcast (advertise) data packets containing the signal strength, proximity,
telemetry values or even URLs, exploiting the Google’s Eddystone beacon protocol.
The Eddystone beacon protocol is an open source protocol, developed by Google,
designed to enable beacons seamlessly provide diverse real-time, contextual and non-
pervasive information to the end user. Aspects of that protocol are discussed in [18]
and elaborated on its role in the physical-web project in [46]. The beacon advertise-
ments are periodically broadcasted with a preconfigured interval. The Estimote pro-
duct family [47] is used for the population of the wireless sensor network swarm.

In the proposed infrastructure, the user is constantly served with POI-related
multimedia content. In order to ensure that the user is served with the requested
content, with the least possible latency, reducing the routing path to the minimum,
CDN nodes are distributed throughout the premises. The content delivery nodes
are Debian-based Samba servers, hosted on the Raspberry pi 2 B platform [48].
The nodes are assigned the same IP address. The access points, obeying the
ANYCAST methodology directives [49], route the content requests to the node
closer to them according to their routing table as described in Section 6.5.
Figure 6.7 presents an overview of the ANYCAST paradigm. The presented
content is stored in distributed nodes mapped with the same IP address. All content
requests are routed to the nearest node, through the access points with the use of
the ANYCAST methodology. In more detail, each access point populates its
routing table using the open shortest path first (OSPF) routing protocol. As a
result, every access point creates a database describing the network topology.
Then, the protocol will calculate all the routes considering the distance based on
metrics depending on the network topology and populate the routing table with the
shortest paths. The service’s request for content will be resolved to the matching
entry with the longest prefix inside the routing table on the access point. That way,
the requests for content are routed to the node closest to the access point, and any
changes in the network topology will not affect the underlying network since the
access points’ routing tables are dynamically updated.
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6.4.4 The cloud plane
The cloud server is the most important element of our infrastructure owing to the
fact that it hosts and implements the overall functionality and intelligence of the
system. The cloud hypervisor, the SDN controller, the web services, the positioning
and the RS are all implemented on the cloud server [50,51].

The cloud orchestrator is a framework that provides centralised management
of large pools of compute, storage and networking resources. It dynamically
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provisions or retracts those resources according to the current demands of the
underlying infrastructure. The OpenStack [52,53] open-source framework, hosted
on CentOS Linux operating system, is used as the cloud orchestrator. Figure 6.8
depicts the generic architecture of the OpenStack framework.

Complementary to the orchestrator’s network node, an SDN controller man-
ages and provisions all the network resources. As described earlier, the controller
creates a new flow for each new user, since each user is served with a separate
virtual router instance, thus efficient load balancing can be applied.

Apart from the system management, the cloud server also provides ositioning,
navigation and recommendation services to the users. A per user dockerised con-
tainer that integrates all the above services is deployed. Each user is served by a
unique docker container instead of deploying a VM that would make it impossible
for the system to scale out, since after deploying that many instances, the system
would eventually run out of resources. A docker container, as described in Sec-
tion 6.7.3, is not a separate operating system. It is basically an abstraction of a VM
that is applied on top of the docker engine. Therefore, the docker paradigm is the
optimal solution for the current use case scenario.

The core of the client service is the positioning service which collects the
measurements of the nearby beacons taken by the client application and calculates
the user’s position. The service gathers as many measurements as possible and per-
forms the multi-lateration method to calculate distance between the user and the
beacons. The algorithm calculates the position, with the height variable set to zero.
The height is not required since the positioning is applied on a two-dimensional floor
plan. This method uses as many measurements as possible in order to export a
relatively accurate result. Nevertheless, the overall accuracy of the algorithm will
vary depending on the spatial diversity of the area, wherein the beacons are scattered.
Physical obstacles and signal reflections may lead to inaccurate results; however, the
selected algorithm significantly reduces that effect. The beacons are positioned in
pre-stored locations around the premises. Therefore, since every beacon has a unique
ID, the user position can be placed relatively accurately on the floor-plan depending
on the beacons’ IDs from whom the measurements were extracted.
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NetworkingCompute
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Standard hardware
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Figure 6.8 OpenStack architecture
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The navigation service uses the user’s position as an input to calculate the
route from the initial user’s position to the final destination. The positioning and
navigation system interaction is bi-directional in the notion that as the user moves
around, the user position is updated by the positioning system and the route on the
floor plan is updated by the navigation system.

The recommendation service is the most complex of the services. It is an intel-
ligent system which performs personal, location-based recommendations of POIs,
depending on the user’s interests and preferences. That intelligence stems from the
explicit collection and classification of the user’s meta-information, stored in the
device used to host the client web application. The service, based on a content-based
algorithm, initially recommends a number of POIs, and after the navigation begins
it proposes new nearby POIs that may interest the user. The interaction of the
recommendation service with the navigation service is also bi-directional. Should a
user change the desired destination during the navigation, the navigation system
dynamically changes the route and navigates the user to the new destination.
Figure 6.9 graphically depicts the layer structure of the container described.

6.5 Conclusion

In this chapter, we proposed an immersive cloud infrastructure that offers navigation
throughout a given establishment, recommends preference-related POIs to the user
and provides multimedia content and information concerning the recommended
POIs. The infrastructure utilises 5G networks, employing 5G-serving small cells to
achieve minimum latency and maximum quality of user experience. The proposed

Positioning service

Navigation service

Recommendation service

Container

Figure 6.9 Container layers
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infrastructure employs a number of novel emerging technologies, including cloud
computing, fog computing, SDN networking, virtualisation and so on.

In this chapter, we elaborated on a number of indoor positioning techniques,
yet our project mainly focuses on the multi-lateration method as an attempt to
diminish calculation errors. As an alternate approach, the proximity method could
also be used. The proximity method, in opposition to the multi-lateration method,
does not require complex mathematical computations for the calculation of the
user’s location. Also, due to its nature of implementation, it could majorly decrease
the cost of the pre-requisite Opex of the infrastructure. Nevertheless, it would not
provide the same amount of positioning precision.

As a future endeavour, our goal is to create a generic framework, able to target
any variety of venues such as museums, historic sites, monuments, commercial
stores, malls and so on, employing the crowd-sourcing paradigm as an attempt to
enforce the recommending mechanism and enrich the multimedia content con-
cerning each POI, based on previous visitors’ comments, likes and dislikes. In that
respect, we will be able to provide a ubiquitous real-time guiding-as-a-service
framework, which will be able to navigate a user throughout any kind of estab-
lishments utilising cloud and 5G networks.

Acknowledgement

The presented work was undertaken in the context of the ‘‘nExt generation
eMergencY commuNicatiOnS – (EMYNOS) project’’ with contract number
653762. The project has received research funding from the H2020-EU.3.7
European Framework Programme.

References

[1] O. Shiakallis, C. X. Mavromoustakis, G. Mastorakis, et al., ‘‘Traffic-based
S-MAC: A novel scheduling mechanism for optimized throughput in mobile
peer-to-peer systems,’’ Int. J. Wirel. Networks Broadband Technol., vol. 4,
no. 1, pp. 62–80, 2015.

[2] M. Fiorarli, P. Monti, B. Skubic, J. Martensson, L. Valcarenghi, P. Castoldi,
and L. Wosinska, ‘‘Challenges for 5G transport networks,’’ in 2014 IEEE
International Conference on Advanced Networks Telecommunication Sys-
tems (ANTS 2014), vol. 1, 2015, pp. 1–6.

[3] E. Hossain and M. Hasan, ‘‘5G cellular: Key enabling technologies and
research challenges,’’ IEEE Instrum. Meas. Mag., vol. 18, no. 3, pp. 11–21,
2015.

[4] D. Soldani, K. Pentikousis, R. Tafazolli, D. Franceschini, N. E. E. Nd, T. O.
Nd, I. Nfrastructure, and D. Soldani, ‘‘End-To-End Architecture and Infra-
structure,’’ IEEE Commun. Mag., vol. 52, pp. 62–64, Nov. 2014.

[5] K. Chandra, R. V. Prasad, and I. Niemegeers, ‘‘An architectural framework
for 5G indoor communications,’’ in IWCMC 2015 – 11th International

188 Cloud and fog computing in 5G mobile networks



Wireless Communications and Mobile Computing Conference, 2015,
pp. 1144–1149.

[6] D. Bercovich, L. M. Contreras, Y. Haddad, A. Adam, and C. J. Bernardos,
‘‘Software-defined wireless transport networks for flexible mobile backhaul
in 5G systems,’’ Mob. Netw. Appl., vol. 20, no. 6, pp. 793–801, 2015.

[7] M. Botterman, ‘‘Internet of Things in 2020: A Roadmap for the Future,’’
in European Technology Platform on Smart Systems Integration, 2008,
pp. 1–27.

[8] H. D. Ma, ‘‘Internet of Things: Objectives and scientific challenges,’’
J. Comput. Sci. Technol., vol. 26, no. 6, pp. 919–924, 2011.

[9] J. Cubo, A. Nieto, and E. Pimentel, ‘‘A cloud-based Internet of Things
platform for ambient assisted living,’’ Sensors (Basel), vol. 14, no. 8, pp.
14070–14105, 2014.

[10] F. Bonomi, R. Milito, J. Zhu, and S. Addepalli, ‘‘Fog computing and its role
in the Internet of Things,’’ in Proceedings of the First Edition of the MCC
Workshop on Mobile Cloud Computing, 2012, pp. 13–16.

[11] L. M. Vaquero and L. Rodero-Merino, ‘‘Finding your way in the fog:
Towards a comprehensive definition of fog computing,’’ ACM SIGCOMM
Comput. Commun. Rev., vol. 44, no. 5, pp. 27–32, 2014.

[12] I. Stojmenovic and S. Wen, ‘‘The fog computing paradigm: Scenarios and
security issues,’’ in Proceedings of 2014 Federated Conference on Computer
Science and Information Systems, vol. 2, 2014, pp. 1–8.
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literature review
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Abstract

The ‘‘Internet of Things’’ (IoT) is becoming an increasingly growing topic of
conversation worldwide that it promises to offer a revolutionary fully connected
‘‘smart’’ world. IoT represents a vision, in which the Internet extends into the real
world involving everyday objects equipped with sensors, processing, and commu-
nications capabilities that will allow them to interconnect to each other over the
Internet to accomplish some objective. This chapter reports on the current status of
research on the IoT by examining the literature, identifying trends, exploring
issues, challenges, and opportunities associated with IoT.

7.1 Introduction

Although technology advances, society is moving toward an ‘‘always con-
nected’’ reality. The Internet is constantly changing under the influence of new
technologies and concepts. One of those concepts is the so-called, Internet of
Things (IoT). It is a global Internet-based phenomenon that is widely used for
the exchange of services and goods describing a new reality where devices are
part of the Internet. The IoT is emerging as the third wave in the development of
the Internet. Although the fixed Internet that grew up in the 1990s connected
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1 billion users via PCs, and the mobile Internet of the 2000s connected 2 billion
users via smartphone, the IoT is expected to connect 28 billion ‘‘things’’ to the
Internet by 2020, ranging from wearable devices such as smart-watches to
automobiles, appliances, and industrial equipment. The combination of IoT with
services and intelligence leads to a homogenization of the digital world with the
physical one; this will bring a new ubiquitous computing and communication era
and change people’s life extremely [1] (Figure 7.1).

The term ‘‘IoT’’ was first coined by Kevin Ashton, executive director of the
Auto-ID Center, in the context of supply chain management [2]: ‘‘I could be wrong,
but I’m fairly sure the phrase ‘Internet of Things’ started life as the title of a
presentation I made at Procter & Gamble (P&G) in 1999. Linking the new idea of
RFID in P&G’s supply chain to the then-red-hot topic of the Internet was more than
just a good way to get executive attention. It summed up an important insight which
is still often misunderstood.’’ However, in the past decade, the concept got more
inclusive covering a variety of applications like healthcare, smart cities, environ-
mental monitoring, etc. Although the definition of ‘‘Things’’ is changing as tech-
nology evolves, the main goal of making intelligent machines communicating
without the aid of human intervention remains the same. The IoT today consists of
many different sensor networks and protocols, connected to dedicated cloud ser-
vices [3], providing access through smartphone and browser apps. It is rare for
these separate ‘‘silos’’ to cooperate or interact with each other.

An example of IoT is a smart house equipped with a smart lock, a smart
thermostat, a smart security camera at the front door, and a smart TV. The lock and
the thermostat intercommunicate and automatically turn off the heat when there are
no traces of residents of the house within it for a specific amount of time. The
security camera at the front door transmits a picture to a smart TV to show who is
ringing the doorbell.

The vision of IoT can be seen from two perspectives; Internet-centric and
Thing-centric [4]. In the Internet-centric architecture, the involved Internet services
are the main focus, whereas data are contributed by the objects. The Thing-centric
is focused on the capabilities of real-world objects connected to the network or
augmented with Information Technology (IT) services as is the case with Radio
Frequency Identification (RFID) or smart objects (Figure 7.2).

IoT is getting into all aspects of production and life, and gradually changes
society’s behavior and thinking. The capabilities of the concept lead to applications
in nearly every domain of the modern life. It is involved in industry (manufactur-
ing, logistics, service sector, banking, financial governmental authorities, inter-
mediaries, etc.), in environment (agriculture & breeding, recycling, environmental
management services, energy management, etc.), and in society (governmental
services for citizens, e-inclusion for aging or disabled people, etc.) [5]. There are
also terms of developing new applications and services that apply at inter-domain
level. For example, monitoring of the food chain, or dangerous goods, has not only
to do with the industry itself but also has effect on the society.
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7.2 Search methodology

The objective of this research is to report on the current state of IoT research by
examining the literature, identifying current trends, describing the challenges that
threaten IoT diffusion, presenting open research questions and future directions,
and compiling a comprehensive reference list to assist researchers.

The search process covered journal articles and conference papers, excluding
surveys and literature reviews, available in four major electronic databases; ACM
Digital Library, IEEE Explorer, Springer-Link, and Science Direct. In the initial
stage, we identified relevant papers by analyzing publications title and abstract. In
the second stage, a full-text analysis was undertaken to discover and record the
concrete technologies reported in each of the relevant papers. After the second
filtering stage, the primary studies were subsequently divided on the basis of their
keywords. One author was responsible for the initial search process stage, and
another was responsible for the second.

Machine
learning Networking

M2M

Wireless
sensors

Cloud
computing

Data
analytics

Smart
cities

Robotics

Figure 7.2 Most commonly used IoT technologies
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Since the review is generally about IoT, we used the search query ‘‘IoT’’ to
find articles that focus on every aspect of the concept. The date range of the queries
was 2008–16. We searched the four databases mentioned above for articles whose
titles matched the search query. Due to conduction of the queries, the provided
search engine of each database as well as Google Scholar is used.

Each paper was carefully analyzed and classified into a single category. The
classification was mainly performed by the authors who agreed on the classification
of each article. The literature was classified according to its content into the fol-
lowing major categories: technology, applications, challenges, business models,
future directions, and overview/survey. The search was conducted on August,
2016; therefore, results that were indexed after this date have not been included in
this study (Table 7.1).

7.3 The technology behind IoT

The core of the concept of the IoT is the perception that everyday ‘‘things’’ such as
vehicles, refrigerators, medical equipment, and general consumer goods will be
equipped with tracking and sensing capabilities. When this vision is thoroughly
realized, ‘‘things’’ will also include more sophisticated processing and networking
capabilities that will enable these smart objects to sense their environments and
interact with people. Like any information system, the IoT will rely on a combi-
nation of hardware, software, and architectures.

7.3.1 Hardware
7.3.1.1 Radio-frequency identification
RFID is a technology that incorporates the use of electromagnetic or electrostatic
coupling in the radio-frequency portion of the electromagnetic spectrum to identify
an object, animal, or person uniquely. It is a generic term that is used to describe a
system that transmits the identity (in the form of a unique serial number). There is a
classification of automatic identification technologies.

Auto-ID technologies include bar codes, optical character readers, and some
biometric technologies such as retinal scans. The auto-ID technologies have been
used to reduce the amount of time and labor needed to input data manually and to
improve data accuracy. Some auto-ID technologies, such as barcode systems, often

Table 7.1 Classification scheme

Category Description

Technology Hardware, software and architecture
Applications
Challenges Security, privacy, legal
Business models New business models for corporations
Future directions
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require a person to scan a label or tag to capture the data manually. RFID is
designed to enable readers to capture data on tags and transmit it to a computer
system—without needing a person to be involved.

Thousands of companies have used RFID technology for a decade or more.
RFID Business Applications spells out some of the ways the technology has been
and will be utilized. Until recently, the cost of RFID has limited its use. For many
applications, such as tracking parts for just-in-time manufacturing, companies
could justify the cost of tags—a dollar or more per tag—by the savings, a RFID
system could generate. Moreover, when RFID was used to track assets or reusable
containers within a company’s four walls, the tags could be reused. Tags may
contain different forms of data, but the data form most commonly used for IoT
applications are the Electronic Product Code or EPC. An EPC is a universally
unique identifier for an object. These unique identifiers ensure that objects tracked
with RFID tags have individual identities in the IoT.

This kind of technology has applications in the areas of logistics and supply
chain management, aviation, food safety, retailing, public utilities, and others.

7.3.1.2 Near-field communication
A newer technology based on RFID is the near-field communication (NFC). It is a
short-range high-frequency wireless communication technology that enables the
exchange of data between devices over about a 10-cm distance. This technology
combines the interface of a smartcard and a reader into a single appliance. It allows
users to share content between digital devices seamlessly, pays bills wirelessly, or
even uses their cell phone as an electronic traveling ticket on existing contactless
infrastructure already in use for public transportation.

The significant advantage of NFC over Bluetooth is the shorter set up time.
Instead of performing the old-fashioned manual configurations to identify Blue-
tooth devices, the connection between two NFC devices is established at once
(under a 1/10 s). Due to its shorter range, NFC provides a higher degree of security
than Bluetooth and makes NFC suitable for crowded areas where correlating a
signal with its transmitting physical device (and by extension, its user) might other-
wise prove impossible. The NFC technology is integrated into smartphones that can
exchange data with one another when brought together. NFC devices are also able to
make connections with passive, unpowered NFC tags that are attached to objects.

7.3.1.3 Sensor networks
A sensor is a device that detects and responds to some input from the physical
environment. The particular input could be light, heat, motion, moisture, pressure,
or any one of a significant number of other environmental phenomena. The output
is a signal that is converted to human-readable display at the sensor location or
transmitted electronically over a network for reading or further processing.

When multiple sensors are used together and interact, they are referred to as a
wireless sensor network (WSN). WSNs contain the sensors themselves and may
also include gateways that collect data from the sensors and pass it on to a server.
Although sensors ‘‘sense’’ the state of an environment or object, actuators perform
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actions to affect the environment or object in some way. Actuators can affect the
environment by emitting sound, light, radio waves, or even smells. These cap-
abilities are one way that IoT objects can communicate with people. Actuators are
frequently used in combination with sensors to produce sensor–actuator networks.

7.3.1.4 System-on-chip
The growth of IoT solutions creates vast new opportunities for developers of
embedded systems by providing capabilities that can be added to just about any
physical object including medical devices, household appliances, home automa-
tion, industrial controls, even clothing, and light bulbs [6]. This collection of bil-
lions of end devices, from the tiniest ultra-efficient connected end-nodes to the
high-performance gateways, creates a continuously growing demand in the
embedded systems industry and sophisticated software design for efficiently sup-
porting the demanding applications running on IoT devices.

IoT system-on-chip (SoC) designers have some difficult choices to make on
storing data. They usually have to decide how much memory to include for major
SoC functions, add on-chip or off-chip memory and whether data programing
requirement is one time, a few times, or many times. Usually, these options seem
mutually exclusive especially when the system does not provide an efficient
memory management algorithm. Due to high-volume and low-price expectations
for the IoT-enabled system, the cost is of great concern [6]. Moreover, hardware
security support is now a requirement, and forthcoming ARMv8-M micro-
controllers will be the new benchmark for security. This new architecture differs
from the higher-end platforms, because it is designed to provide low, deterministic
latency support. It also does not provide hypervisor support found in platforms like
the Cortex-A, because that would also incur overhead that microcontroller appli-
cations cannot afford either in timing or hardware overhead.

The implications of the ARMv8-M architecture for IoT are significant. It
provides a common security architecture that will be adopted by the wide array of
Cortex-M vendors. It is scalable from the Cortex-M0 to the Cortex-M7. This will
make it easier for developers to target the microcontroller space that has included a
variety of restrictive security measures.

7.3.2 Software
Recent advances in networking, sensor, and RFID technologies allow connecting
various physical world objects to the IT infrastructure, which could, ultimately,
enable realization of the IoT and the ubiquitous computing visions. Although the
IoT may rely upon the existing hardware infrastructure into a large extent, new
software must be written to support the interoperability between numerous het-
erogeneous devices and searching the data generated by them.

The interconnectivity of computing and physical systems could, however, become
‘‘the nightmare of ubiquitous computing’’ [7] in which human operators will be unable
to manage the complexity of interactions in the system, neither even architects will
be able to anticipate that complexity, and thus to design the system. The IBM vision
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of autonomic computing [7] proclaims the need for computing systems capable of
‘‘running themselves’’ with minimal human management that is mainly limited to
definition of some higher level policies rather than direct administration.

Semantic technologies are viewed today as a key technology to resolve the
problems of interoperability and integration within heterogeneous world of ubiqui-
tously interconnected objects and systems. Semantic technologies are claimed to be a
qualitatively stronger approach to interoperability than contemporary standards-based
approaches [8]. The IoT should become in fact the Semantic Web of Things [9,10].

It seems to be generally recognized that achieving the interoperability by
imposing some rigid standards and making everyone comply could not be a case in
ubiquitous environments. Therefore, the interoperability requires existence of some
middleware to act as the glue joining heterogeneous components together.

The IoT will include vast numbers of heterogeneous devices generating enor-
mous quantities of variable data. The IoT middleware sits between the IoT hard-
ware and data and the applications that developers create to exploit the IoT. Thus,
IoT middleware helps one to bring together a multitude of devices and data in a
way that enable developers to create and deploy new IoT services without having to
write different code for each kind of device or data format. There are a couple of
EU FP6 research projects that have, as one of their goals, the development of some
middleware for embedded systems. They are Reconfigurable Ubiquitous Net-
worked Embedded Systems, 2004–07 and ongoing Service-Oriented Cross-Layer
Infrastructure for Distributed Smart Embedded Devices, 2006–09. However, the
middleware needs of the IoT domain have to go well beyond interconnectivity of
embedded systems themselves. An approach for accomplishing that is the Global
Enterprise Resource Integration, where all different types of resources get seam-
lessly integrated: physical devices with embedded electronics, web services, soft-
ware applications, humans along with their interfaces, and other. The components
of ubiquitous computing systems should be able not only to communicate and
exchange data, but also to flexibly coordinate with each other, discover and use
each other, and jointly engage in different business processes [11].

However, semantic web technology ought to be utilized in current browsers and
search engines. IoT devices are mobile, dynamic, and will generate huge amounts of
ever-changing data. Thus, there is the requirement for an IoT browser that is capable
of distinguishing smart objects, discovering their services, and interacting with those
objects [12] likewise as an IoT search engine that’s capable of looking out the apace
ever-changing data generated by IoT-enabled objects (Figure 7.3).

7.3.3 Architecture
Architectures had a need to represent, organize, and structure the IoT in a manner that
could enable it to operate efficiently. Specifically, the distributed, heterogeneous
character of the application form is necessary by the IoT of hardware/network, soft-
ware, and process architectures capable of supporting these devices, their services,
and the ongoing workflows they’ll impact. Many hardware/network architectures
have been proposed to support the distributed computing surroundings required by the
IoT [13]. The differing designs which may be used to support the IoT also highlight
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the importance of the problem of standardization. Software architectures are essential
to provide access to and enable the showing of services provided by IoT devices. The
IoT will certainly have an impact on business processes. Process architectures are
essential to structure the business processes that will incorporate the IoT effectively.
There is absolutely no agreement on a single architecture that best fits the IoT. Several
articles suggested various conceptual structures designs, whereas others suggested
requirements for the diagnosis of proposed architectures and conceptual structures to
meet the needs of smart objects.

7.4 The Internet of Things

The IoT consists of three stages or waves. The first one referred to things becomes
connected to the Internet. Smart meters, Internet refrigerators, and even coffee
makers are some cases of ordinary items that are becoming connected and sharing
their data to the Internet. The second wave is when smart objects become connected
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to each other. It brings the potential of automated mundane tasks and removes a
part of the necessity of human or even computer supervision, although it is the most
challenging one since there is lack of machine-to-machine communication stan-
dards. The final stage of IoT is where applications are written to exploit the inter-
connectivity and automation of devices for the development of a new world where
physical effects can be programmed.

As mentioned in the introduction, IoT ‘‘reality’’ comprises a broad area of
research and developments, with applications in almost every possible field such as
healthcare, industry, agriculture, transportation, cities, military, etc. Considering
the limited nature of this review due to constraints in length we will cover five
fields; social Internet of Things (SIoT), smart cities, smart health, security, and
environmental monitoring.

7.4.1 Social Internet of Things
The notion of SIoT can be seen as the integration of Social Network concepts into
the IoT allowing objects to establish relationships autonomously. This paradigm is
rapidly evolving due to the awareness it carries, in a world where objects inter-
communicate with each other or humans.

An initial concept of socialization between objects was popularized by Holmquist
et al. [14]. Their work was mainly concerned on establishing relationships between
wireless sensors and controlling such processes, although the sensors weren’t
integrated into social networks due to the lack of them in the time. More recent lit-
erature focuses on objects that enter humans’ daily activities rather than abstract
sensors. The concept of notifying communities by objects was introduced by Kranz
et al. [15]. They presented a cognitive office that empowers everyday physical objects
such as mug temperature sensors or plant moisture sensors, to share states, pictures,
and sensor data via social networks. Their work also investigated the implications
integration of social networks and IoT will bring. Building upon the previous notion
[16] demonstrated awareness of senior citizens activities. Practically, two novel roles
that the augmented everyday objects will play were introduced in the following:

1. Mediate the human-to-human communication and
2. Support additional ways for making noticeable and noticing activities in

everyday life.

SIoT is said by many to be the next step in the evolution of ubiquitous com-
puting. However, there are still a number of challenges and open issues that should
be faced by the research community in order to mature this technology. Network
Architecture, design, technologies, and interoperability are some of the many
challenges rising. Ortiz [17] makes a step in the right direction in order to face these
challenges presenting an overview of SIoT and proposing a general architecture
that should be embraced.

7.4.2 Smart cities
The mass shift of the population from rural-to-urban areas is generating several
kinds of problems. Difficulty in waste management, scarcity of resources, air
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pollution, human health concerns, traffic congestions, and inadequate, deteriorating
and old infrastructures are only some of the total technical, physical, and material
problems [18]. In order to overcome those problems and improve quality of life,
our cities need to get smarter [19]. According to Frost & Sullivan, a [20] ‘‘smart
city’’ is a city well performing in eight characteristics; smart governance, smart
energy, smart building, smart mobility, smart infrastructure, smart technology,
smart healthcare, and smart citizen.

7.4.3 Application of the IoT in healthcare
People’s demands for health care have been increasing lately challenging the exist-
ing public health service, resulting in shortages of health resources and inadequacy
of medical resources. These challenges have been constraining its further develop-
ment [19]. In the forthcoming years, the delivery model of healthcare will transform
fundamentally from the present hospital-centric, through hospital-home-balanced in
the 2020th, to the final home-centric in the 2030th [21]. Current and emerging
developments in IoT, ubiquitous wearable devices, and services will be contributing
to this paradigm shift. The principal research agenda of IoT-based personalized
healthcare systems are ubiquitous real-time monitoring systems [22].

The most typical type of existing remote monitoring systems (RMSs) is pure
software apps on a smartphone or tablet. Their functionality is limited by the
hardware [23], and the lack of engagement in contextual information, social net-
works, and multimedia [24]. Another type of RMS is the binding of software apps
and external sensors; their connection is usually made through wireless native
interfaces of the mobile terminal [19]. The challenges in these RMSs are the minor
compatibility of medical sensors and mobile terminals, and the difficulty in facil-
itating interoperability between software and wireless sensors [25]. The last type,
also the most profound, of solutions customizes the RMS together with biomedical
devices, specific communication protocols, and complex application software [26].
These devices measure various vital signs such as apnea, heart rate, blood pressure,
respiratory rate, posture, etc. Then the data are transmitted to the RMS through
various wireless body area network techniques and finally propagated to a service
backend through various communication environments [27].

Although there has been a lot of research work in this field, the use of IoT
in healthcare is still in an infantry stage; Limburg et al. [28] have thoroughly
summarized some of the major challenges the technology development is facing.
Further research in this field could provide low-cost solutions and more robust
services significantly improving a person’s outcomes and quality of life.

7.4.4 Agriculture monitoring
Nowadays, the necessity of supporting agricultural activities is constantly rising
due to escalating issues, such as the decline of people engaged in agriculture and
their increasing age. On the other hand, quality evaluation and control of agri-
cultural production are crucial to providing high-quality outcomes. The data
acquisition of plant condition in an environment and the utilization of the data by
using IoT will lead to stable production and improvement in productivity. Also, the
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acquired data could be utilized for future elimination of cultivation issues. An
interesting application for environmental monitoring and management described in
[29] proposes a system that connects several different devices on a network and
processes the data collected by them. The system contains four layers; perception
layer, network layer, the middleware layer, and application layer. The area of study
was performed in a natural environment that is vulnerable and sensitive to climate
change and human activities. Understanding the intensity of climate change and its
ecological responses is critical for the sustainable regional development in the area.
Another application, based on precision agriculture, utilizes wireless sensors on an
IoT network, in southern Spain, for managing crops in a location where water
deficit is a major challenge for local farmers [30]. Their system measured matric
potential of the soil water and other crop parameters to keep consistent water levels
needed for optimal crop growth. The information provided by the sensor nodes was
essential to farmers for control irrigation, during each agronomic stage.

In agriculture monitoring, most of the research is focused on developing sys-
tems that monitor underground crop parameters. Optimal crop growth and disease
prevention are obtained, nonetheless, by observing external crop parameters such
as leaf and trunk condition. However, monitoring external crop condition remains a
major challenge for researchers in this field yet.

7.5 Challenges

The challenges facing the emergence of the IoT are numerous. They are both tech-
nical and social. These difficulties must be overcome to ensure IoT adoption and
diffusion. We subclassify challenges into security, privacy, legal/accountability, and
general.

7.5.1 Security
Security is an important part of almost every IoT deployment, yet it is too often
neglected in the development of systems. Considering that people become progres-
sively familiar with IoT, security remains a concern and continues to be a challenge.
IoT is susceptible to various security issues and has some significant privacy con-
cerns for the end users. Numerous IoT devices such as sensors and RFID tags may
have insufficient resources or low power while highly secure measures require many
resources and energy consumption since they cost much computation and commu-
nication. In other words, security measures and energy efficiency often stand on the
opposite side of each other. IoT designers are willing to apply high secure measures
so to improve security, but at the lowest cost possible. One of the main challenges in
IoT is to achieve security and low-energy consumption at the same time for the
sensors. Traditionally security measures of sensor networks are targeting on select-
ing or proposing energy efficiency security algorithms or protocols. In addition,
previous studies have shown that traditional security mechanisms lack resilience,
security measures for IoT should be more adaptive to the current context.
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There is a need for solutions that provide flexible, secure measures by context-
aware computing and dynamic enforcement of policies for a complicated envir-
onment [31]. Current developments are divided into four primary layers:

● Perceptual layer: Perceptual nodes have limited computation power, storage
capacity, and power. Thus, it is difficult to apply a high-security protection
system. Node authentication is important in order to prevent unauthorized node
access. Sensor data integrity and authenticity is becoming research focus,
whereas lightweight encryption algorithms and cryptographic protocols [32]
are necessary to this layer.

● Network layer: Security mechanism in this layer is crucial to the IoT. Identity
authentication [33] is an important problem; there is also need to establish data
privacy. Man-in-the-Middle and Distributed denial-of-service (DDoS) attacks
are the most frequent methods of attack in the network [34]. Thus, DDoS
attacks prevention of the vulnerable nodes is another important issue to be
solved in this layer.

● Support layer: The main characteristic of this layer is the data processing and
intelligent decision of network behavior that is prone to attacks from malicious
information [35]. This layer needs a lot of the application security architecture
such as cloud computing, strong encryption algorithms, encryption protocols,
and virus protection.

● Application layer: Data sharing is the primary concern of this layer, which
creating problems of data privacy, access control, and sensitive data exposure.
The solution of the problem in this layer requires two aspects. One is the
authentication and key management across the network, and the other is
privacy protection [36,37].

With the sustained development of IoT, the small networks will merge into a
large network. By then it would be more difficult to ensure the security. These
security problems would be the key factor to decide the development of IoT [38].

7.5.2 Privacy
As increasingly gadgets come to be traceable via IoT, threats to nonpublic privacy
come to be extra-extreme. Further to securing information to make certain that it
does not fall into the incorrect palms, troubles of facts possession want to be
addressed in an effort to make sure that customers sense at ease participating
inside the IoT. For this reason, the ownership of statistics accumulated from smart
objects should be simply established. The facts owner has to be confident that the
records will not be used without his/her consent, especially whilst the records will
be shared. Privacy rules may be one technique to making sure the privacy
of statistics. Smart gadgets and reading devices in the IoT can each be prepared
with privacy guidelines. Although the item and reader come into touch, they are
able to every check the alternative’s privacy policy for compatibility before
communicating.
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7.5.3 Energy
The IoT is a growing innovation for future enterprises as well as the everyday of
million individuals, where a plethora of battery depended on objects like sensors,
actuators, and (inter)connected smart device through the Internet, which provide
variety of crucial services like medicinal services, smart transport systems, envir-
onmental monitoring observing, etc. Since energy efficiency is critically important
to the batteries, constrained IoT devices, IoT-related standards, and research works
have focused on the device energy sustainability issues. The network aspects of IoT
using these wireless technologies are different from those for traditional wired or
wireless legacy networks as a result of the huge number of devices participating in
the communication. Aside from the traffic generation per IoT device that is typi-
cally low, each device transfers a small amount of data to a corresponding server,
although data generated from a massive amount of devices have severe impacts on
the network performance [39,40]. Moreover, IoT networks should operate auton-
omously for a longer period without the requirement for human interference and
with a high degree of quantitative confidence [41]. Another aspect is that gateways
may incorporate multiple wireless interfaces for versatile purposes such as
throughput, latency, and energy efficiency [42].

Devices in such IoT networks will mainly work on battery-based power
sources; therefore, energy efficiency is crucial in IoT device management. Looking
into a particular WSN domain, energy efficiency for battery-dependent objects and
lifetime extension have been research issues for many years, where medium access
control layer protocols mainly focus on adapting the activity cycle for sensor nodes,
and routing layers protocols are designed for data aggregation and unicast trans-
mission. Furthermore, since IoT objects operating in IoT network paradigm are also
battery dependent, energy consumption should be kept in mind as an important
factor during IoT network deployment. Essentially, IoT network aspects and
deployment scenarios are much more complex than traditional WSNs in various
aspects, for example, the storage capabilities of IoT devices, traffic generated
between objects and servers, heterogeneous data from sensors and actuators, usage
of heterogeneous wireless access technologies, gateways, etc. [43–45]. Accord-
ingly, some legacy WSN power management strategies like homogeneous data
aggregation are not suitable for the most IoT scenarios. Extensive research is being
conducted for better energy management for battery-dependent IoT devices from
many aspects such as standardization, research, and industry applications.

7.5.4 Business models
Changes in technology clearly require adjustments in enterprise models. For
instance, Web 2.0 technologies have pushed new enterprise models that include
software program as a service, disintermediation, and an accelerated reliance on
online marketing and strategic records aggregation. The IoT will clearly pressure
the improvement of latest commercial enterprise fashions that capitalize on its
pervasiveness and ubiquity. Researchers have proposed market structures and pri-
cing schemes for the IoT and defined how IoT may want to force competitive
advantage through better information and more localized choice making.
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7.6 Future directions

In this review, we survey the state of the art in IoT developments in various fields.
IoT is shaping the human life with greater connectivity and ultimate functionality,
and all this is happening through ubiquitous networking to the Internet. IoT will
merge the physical world and virtual world to create a highly personalized and
often predictive connected experience [41]. In all the fields as mentioned earlier in
this review, a pattern of lack of standardization protocols and difficulties in inter-
operability is observed. These challenges are ceasing in a way the further devel-
opment of IoT. If these difficulties are overcome, there is no doubt that real growth
in IoT will take place, and more and more companies will invest their future in it.
Since the IoT has not yet been realized, it might seem precocious to forecast the
future directions of the IoT. However, future visions of the IoT will affect its cur-
rent development and must, therefore, be considered.

One future vision for the IoT is the integration of even new gadgets into the
IoT referred because of the net of nano-matters. The Internet of nano-matters can
be described because of the interconnection of nanoscale devices with conversation
networks and the Internet. Although these gadgets are proposed to speak thru
electromagnetic conversation, numerous technical challenges must be overcome
before the concept becomes viable. The net of nano-things might be a fair greater
granular approach to ubiquitous computing than the IoT.
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[30] J. A. Lópeza, H. Navarrob, F. Sotoa, N. Pavónc, J. Suardı́aza and R. Torresd,
‘‘GAIA2: A multifunctional wireless device for enhancing crop manage-
ment,’’ Agricultural Water Management, vol. 151, pp. 75–86, 2015.

[31] E. K. Wang, T.-Y. Wu, C.-M. Chen, Y. Ye, Z. Zhang and F. Zou, ‘‘MDPAS:
Markov decision process based adaptive security for sensors in Internet
of Things,’’ Genetic and Evolutionary Computing, vol. 329, pp. 389–397,
2015.
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Abstract

Internet of Everything (IoE) is an interconnection of individuals, data, method, and
devices. It identifies the convergence of numerous environments such as cloud
computing, mobility, data processing, and to end with, an explosion in inter-
connected things. The IoE integrates the various methodologies and techniques, tries
to construct a process mechanism, and includes individuals in this method in order to
develop additional smart systems. IoE primarily used to collect and examine infor-
mation from various sources such as instruments, senor devices, payment processing
equipment, mobile devices, data stores, and it is also used to find predictions in
future. The IoE is creating new challenges and opportunities that will be analyzed
during the subsequent years. Large amounts of data will be produced and consumed,
so Internet of Things frameworks will need to identify new methodologies and
techniques associated to big data analysis, performance, and scalability. We consider
that the configuration of local clouds of devices, close to the location where data is
produced and consumed, is a good solution to solve these issues that may involve in
security as well. This paper studies the definitions, architecture, fundamental tech-
nologies, and applications of IoE. In addition, this paper also discusses the emerging
techniques such as device-to-device communication, machine-to-machine, and 5G
mobile network for the implementation of IoE. Finally, the major applications, open
issues, and challenges related to the IoE are investigated.

8.1 Introduction

Internet of Everything (IoE) is an enhanced version of Internet of Thing (IoT) and it
includes machine-to-machine (M2M) communications, device-to-device (D2D)
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communications, machine-to-people (M2P) communications, and people-to-people
(P2P) communications (Figure 8.1). The following advancements in IoE includes
D2D, M2M, M2P, and P2P that improve the various environments such as smart
health care, smart governance and smart transportation, smart water management
system, and so on. It is observed that IoT provides the platform to service with
supporting communication among physical objects and virtual representations. IoT
consists of various tools and technologies as controllers, sensors, or low-powered
wired and wireless services [1]. Wireless devices play an important role compared
with wired devices in IoT applications. Storage capacity of the data in these wire-
less devices, which are connected by Internet, should be worth able. In [2], a
stream-oriented modeled scheme is proposed based on each node’s self-scheduling
energy management. This scheme is taking into account the overall packet loss
in order to form the optimal effect for the end-to-end connection-throughput
response. The scheme also—quantitatively—takes into account the asymmetrical
nature of wireless links and the caching activity that is used for data revocation in
the ad-hoc-based connectivity scenario. Through the designed middleware and
the architectural layering and through experimental simulation, the proposed
energy-aware management scheme is thoroughly evaluated in order to meet the
parameters’ values in which the optimal throughput response for each device/user
is achieved.

The above-mentioned definitions found the following themes: it includes
efficient connectivity and interaction between devices. In general, these connected
devices communicate with the help of numerous small-scale wireless tools and
technologies defined for embedded tools communication. The above-mentioned
devices are continuously generating enormous data. Hence, nowadays many orga-
nizations have started using cloud computing. Though cloud computing provides
possible storage space, there is a need to process such huge amount of data.
In order to overcome this issue, Big Data analytics has come into the picture.
Nowadays, many organizations such as government and private institutes, healthcare
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Figure 8.1 People, things, data, and process of IoE
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industries [3] and research and development organizations are interested in using Big
Data analytics.

These IoT devices generate large amounts of structured and unstructured data
continuously. Big data tools and technologies are mostly preferable to supervise the
huge amount of data generated from various IoT devices used to measure the body
temperature, body glucose level, heart rate, and so on. In the IoT environment, the
smart devices and things uses the following tools and technologies: micro-
controllers (MCU), sensors, real-time operating system (RTOS), middleware, and
connectivity providers to observe the specific value and transmit it to the sensor
server. Gateways, protocols, and communications like network technologies are
used to transfer the device-generated data into the cloud storage [4]. Nowadays,
there is a huge development in network technologies, such as 4G to 5G networks.
This advancement in network technology solves many connectivity problems and
latency issues, and improves the data transfer speed between the IoT devices and
data storage spaces. With the help of 5G mobile network, IoT is enhanced to IoE
and change the day-to-day environment of individual’s life [5].

8.1.1 Internet of Everything
In general, Internet connections are always used for the laptop, desktop computers,
and tablets. Nowadays, many advanced devices such as heart pressure watch, body
temperature belt, and so on are also connected to the Internet to transfer the indi-
vidual’s health information continuously not only in health care, but also in more
applications like smart city, smart traffic control, and weather monitoring appli-
cations. Normally, IoE technologies vary in range from digital sensor devices used
for various applications to smarter and numerous interconnected wireless devices,
smart industrial applications, and various distributed hardware technologies that
have just become more automated and smarter. The work of Mavromoustakis et al.
[6] proposes a scheme for sharing resources using the opportunistic networking
paradigm, whereas it enables EC by allocating real-time traffic-based dissimilar
sleep/wake schedules to wireless devices. The scheme considers the resource-
sharing process, which according to the duration of the traffic through the asso-
ciated channel, impacts the sleep-time duration of the node. The paper examines
the traffic’s backward difference in order to define the next sleep-time duration for
each node. In general, features of IoE have been classified into two types, namely
input and output. Input function is used to allow the external data into a device,
whereas output function is used to transfer the device data into Internet.

Recently, the IoE term plays a vital role in information technology fields. For
example, Cisco is one of the leading institute that has focused more in IoE-based
technologies. IoE is enhanced from the previous versions of Internet-based
technologies such as IoT, Internet of humans, industrial IoT, and Internet of
digital. In other words, IoE is a system with end-to-end connectivity among
processes, technologies, and concepts engaged across all connectivity use cases.
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IoE basically consists of four connection parts such as people, things, data, and
process [7].

8.1.1.1 People
Destination or target nodes are interconnected with the Internet to distribute
activities and data. IoE enables people to connect to the Internet in incalculable
ways. Nowadays, many people connect to the Internet using their own smart
devices such as PCs, TVs, tablets, and smartphones. In addition, they also use
social networks such as Twitter, Facebook, LinkedIn, and Pinterest. As the Internet
grows toward IoE, we will be connected in more related and helpful ways.

8.1.1.2 Things
Things are the most important component in the IoE used to observe the more
relevant data from the physical devices. Collected data from IoE devices are used to
take valuable decisions in near future and emergency situations. For example, the
medical smart devices in IoE health care application are used to observe the indi-
viduals’ information that efficiently monitor the patient health in emergency
situations. This collected information is transferred into the data store to analyze
further appropriate and valuable decisions.

8.1.1.3 Data
IoT devices normally collect data and stream it over the Internet to a sensor server,
where it is processed and analyzed. Due to the fact that capabilities of things
connected to the Internet persist to advance, they will become additionally intel-
lectual by combining data into more valuable information. Unprocessed data after
being generated from devices will be processed and analyzed into valuable statis-
tics to provide control mechanisms and intelligent decisions. For example, high and
low heart rate measurements are used to find the average heart rate of patient in
healthcare industry.

8.1.1.4 Processes
Process plays a significant role in measuring how entities like data, people, and
things work with others to bring value to the connected world of IoE. With the
accurate process, connections turn into applicable and add value because the exact
information is transferred to the specific destination or device in the proper way. In
addition, the strong connectivity between the smart devices, data, and individuals is
used to gain the high-value insights from the IoE system. For example, use of social
networks and smart fitness devices to promote pertinent healthcare offerings to
prospective customers.

8.1.2 IoE uses for next generation
The services offered by the IoT make it possible to develop several applications of
different industries currently suffering from lot of attributes like cost, maintenance,
resources, and so on. In forthcoming days, there will be current applications with
intelligence to turn them out as smart telecommunication industry, smart medical
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and smart healthcare industry, smart independent living, smart pharmaceutical
industry, smart retail industry, and smart logistic systems. The following are the
different industries: aerospace and aviation industry, automotive industry, tele-
communication industry, medical and healthcare industry, independent living,
pharmaceutical industry, retail, logistic, supply chain management, transportation,
agriculture, and manufacturing industry are looking for to use IoT type of tech-
nology term to make our next generation smarter. Here I am discussing advantages
of few smart applications.

In smart healthcare application, medical clinic centers and laboratories are
shifting from providing test and diagnose of the patients on premise, that is, in
hospitals and clinics, to isolate self-monitoring. Self-monitoring profits the
patients by providing them with better freedom and individuality in observing
the patient’s health condition. It will lead to keep patient in home or which place
he needed to support and encourage himself/herself, who feel scared about
hospital atmosphere.

For IoT-based smart logistic application, it is possible to visualize that goods or
products can transport without human resources involvement in certain areas from
companies to merchants. This system makes warehouses completely programmed to
intelligent decisions with goods moving in and out, based on statistics received via
devices and global positioning systems (GPS) to minimize the transiting directions.

8.1.3 Internet of Things
More recently, a report published from the scientific adviser of the United Kingdom
states that the overall connected things (devices, mobile phones, personnel digital
assistants (PDAs), etc.) are expected to increase from 20 to 100 billion by 2020 [8].
Nowadays, the advancement in the fields includes Wi-Fi, ZigBee, and 4G/5G, which
are changing the network connectivity of the globe. For example, smart homes, smart
health care, smart grid, and smart cities are some of the examples of IoT [9].
Recently, numerous enabling technologies are identified such as radio frequency
identification (RFID) or near field communication, optical tags and quick response
code, and Bluetooth low energy (BLE). In general, all IoT objects have been assigned
an IP address to communicate with each other. Till recent decade, we used IPv4 and
our electronics devices such as personal computers and laptops are becoming more
complicated to communicate on Internet protocol version 6 (IPv6), with IPv6
we would be able to take care of the IP addresses to roughly for everyone [10]. The
huge variation between IPv6 and IPv4 is improved in address space. Addresses of
IPv4 are 32 b, whereas IPv6 addresses are 128 b. Due to the size of IP addresses in
IPv6, users are capable of handling IoT kind of upcoming technology [11]. In [12],
sensor networks contribute to the interconnection of a large variety of devices
(i.e. transducers, sensors, and actuators), thus enabling monitoring and control pro-
cesses. Although new wireless technologies are emerging, a major issue of inter-
operability has to be addressed in terms of data communications, controlling, and
interfacing in order to confront the heterogeneity of networks and connected devices
and enable end-to-end communication, as well as efficient resource management.
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There exists no common definition of IoT. Speaking generally, the IoT is a
system consisting of communications of different devices as sensors, actuators, and
smart objects. The purpose of IoT is a way to make interconnected ‘‘all’’ things
intelligent, programmable, and more capable, including daily used objects to engi-
neering objects by interacting with humans and each other. In [13] future, Internet is
foreseen to fully handle a wide range of multimedia services allowing their access
through diverse computing devices such as laptops, TVs, PDAs, and 3G mobile
phones interconnected via different wired and wireless networking technologies.
Such a diversification in the computational context reinforces the need of persona-
lized and adaptive media services toward better end-user experience.

IoT ecosystem: The IoT ecosystem enables entities to connect to and control
their IoT devices. In the ecosystem, an entity uses a remotely connected device like
smartphone, tablet, and so on to send a command or a request for information over
a network to an IoT device. The devices then perform the command and analyze the
data, then send the information back over the network to be analyzed and deployed
on the remote. There are multiple locations where the data generated by the IoT
devices can be analyzed and stored—in databases deployed in cloud, a local data-
base on the remote, or locally on the IoT device itself.

IoT Business and marketing: IoT solutions’ uses will ultimately be to achieve
business values for the organizations. The following are the three ways through
which the IoT can expand organization business: (1) dropping operating costs, (2)
growing productivity, and (3) creating new markets. The IoT market is rapidly
increasing; initially organizations are active and currently creating products for
which they see a market. To create market for these products, these companies need
to implement proprietary resolutions. Nowadays, IoT is trending toward vertical
smart applications. Verticals presenting early development are advance agriculture,
smart health, transportation, energy, and so on. IoT enlargement and positioning are
motivated by the aspiration to provide existing cheaper, faster, and better goods and
services more efficiently that will drive new revenue streams. Connecting things
are able to create huge data, and allowing data to move across different locations
will open new markets in software companies that are maintaining virtual server
centers and data centers. The governments are mainly concentrated on increasing
productivity, decreasing costs, and trying to provide quality life to the citizens.
They will be the second-largest adopters of IoT ecosystems. Intel and its ecosystem
help businesses use the IoT to solve long-standing industry-specific challenges.
Quickly developing IoT solutions connect things, collect data, and derive insights
with Intel’s portfolio of open and scalable solutions so one can reduce costs,
improve productivity, and increase revenue [14].

8.1.4 Communications
Nowadays, development in wireless communication technologies has changed the
traditional communication methods. In last decade, man-to-man communication and
man-to-machine communication were most often used in communication environ-
ments. The push toward the network communications has increased, and M2M
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communications are recently used in many platforms. For example, vehicle-to-vehicle
communication or car-to-car is one of the types of M2M mobile communications. In
general, all devices and things in the M2M communication systems are in movement.
These devices and things can moreover be vehicles or mobile devices [15].

Machine-to-machine (M2M): It is an essential portion of smart transportation,
logistic services, smart homecare services, and electronic shopping (Figure 8.2).
M2M communication is the backbone of IoT technologies. M2M communication
consists of various devices and technologies such as sensors, routers, Wi-Fi, 4G/5G
cellular infrastructures, and software platforms to transfer the message between one
machine to another. Till last decade, an external environment or platform was
needed to communicate the machines. This would cause high delay and overhead.
In order to overcome this issue, M2M technologies are introduced to transfer data
between one machine to another without any additional software and devices. The
most familiar applications of M2M communications include e-Health, continuous
traffic management, and robotics and automation [16].

The following applications of M2M envelop many areas and the areas in which
M2M is presently used:

● Security and privacy—alarm systems, surveillances and access control
● Tracing & tracking—order management, fleet management, pay as you drive,

asset tracking, road tolling, navigation, traffic information, and traffic
optimization/steering

Internet

Figure 8.2 Machine-to-machine communication
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● Payment processing—vending machines, point of sales, and gaming machines
● Health care system—supporting the aged or handicapped, monitoring vital

signs, remote diagnostics, and web access telemedicine points
● Remote control/maintenance—pumps, sensors, lighting, valves, elevator con-

trol, vehicle diagnostics, and vending machine control
● Metering function—water, power, gas, heating, industrial metering, and grid

control
● Manufacturing function—automation and production chain monitoring
● Facility management system—home/campus/building automation
● Device-to-device (D2D)—it is considered as a machinery component that

develops the spectral bandwidth and competence that provides direct com-
munication between nearby mobile devices, radio communication resources,
and PDAs—which is an exciting and novel feature of next invention mobile
network systems (Figure 8.3). In addition, D2D communications are being
considered and researched for 4G long-term evaluation (LTE) advanced
techniques. Nowadays, cellular spectrum is started using the 4G LTE D2D
technology to enable the strong connection of a device, user equipment, and so
on to another device. D2D technology 2G and 3G systems enables users to
transfer large amount of data from one mobile device to another over short
distances and enhanced wireless link. D2D technology also provides commu-
nication capabilities with less human or external involvement.

Efficient communications between devices: LTE D2D technology is also used
to converse nearby devices to deliver high-dependability communication especially

LAN

Figure 8.3 D2D communication
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if the LTE network has failed for any cause. For example, unfortunately if any
natural disaster occurs, the LTE D2D technology efficiently handles the failure and
network problems.

Lack of interference: in general, every communication technology uses addi-
tional links and process with base station. In the case of D2D communication
technology, LTE does not maintain any communication or link directly with a base
station. This would cause high availability and reliability. Hence, there is no need
to maintain additional link or communication between the source and base station.

Immediate communications: In general, D2D communications do not use any
additional link or communication with base station. Hence, the communication
speed and performance has improved. As D2D communication does not consist of
any connection with base station, the devices work and communicate with each
other based on direct communication methods. For example, walkie-talkies are
most often connected with direct link and this does not require any installation or
communication with source or base station. Hence, D2D communications are most
often used for emergency services and real-time applications.

Power consumption: Normally, communication technologies use base station
transfer data between the devices. As D2D communication focuses only on direct
communication, the power consumption for message transfer in D2D commu-
nication is very low. In addition, D2D communication technologies have used only
low-power sensors and actuators. Hence, the power taken to transfer the data
between the devices is also reduced.

8.1.5 5G mobile network
Earlier, 2G and 3G systems were considered as the backbone of all IoT applica-
tions. Evolved 4G and 5G mobile networks with new functionalities assure to build
and create new generations of communications that will present even premium
capabilities and higher data throughput such as wireless IP-based video, location,
and occurrence, which eventually progress efficiencies in functionalities. Mavro-
moustakis et al. [17] present an efficient 3D video processing, dynamic cloud
computing scheme for efficient resource migration and 3D media content proces-
sing in mobile computing environments. It elaborates on location and capacity
issues to offload resources from mobile devices due to their processing limitations
toward efficiently manipulating 3D video content. Ciobanu et al. [18] witness an
explosion in the number of applications being developed for mobile devices. Many
such applications are in need or generate a lot of Internet traffic, and so such mobile
devices are today equipped with more networking capabilities—from mobile
broadband (3G/4G) to Wi-Fi, Bluetooth, and others. The functional idea of 5G is
completely designed on IP model for the wireless communication and mobile
devices. The operation model of 5G network is typically designed based on the
MasterCore architecture that will help to work in parallel manner. Hence, both IP
network and 5G network modes work parallel with 5G network without any addi-
tional requirement or involvement [19]. 5G mobile network is simple and well
suited for the real-time application and streaming data processing [20]. Mavro-
moustakis et al. [21] propose an energy-efficient delay-aware cooperative scheme,
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exploited for efficient resource management and maximum energy conservation in
a 5G mobile cognitive radio network architecture.

The key concepts of 5G and beyond 4G are mentioned below:

● Generally, no more constraint for cellular network world with zone and access
concerns.

● Visiting care for mobile Internet protocol address is used in the 5G based on
the connected network and location.

● The emerging pervasive computing enables user to shift various environments
without need of any additional process and involvement. For example, user can
use any of the mobile communication technologies including 2.5G network, 3G
network, 4G or 5G networks, Wi-Fi, WPAN, or any advanced mobile networks.

● Cognitive radio technology is used in the advance mobile networks that enable
user to use various communication spectrums.

8.2 Cloud computing and Big Data in IoE

Nowadays, Big Data have been playing a vital role in almost all environments such
as health care, education, business organizations, and scientific research. There is a
strong relationship between Big Data and IoE [22]. In general, IoE applications are
used to capture or observe some specific values to find the hidden values and take
better decisions. When the device is connected to the Internet, it always senses the
specific metric and stores those metrics into a connected data store. This would
increase the size of the data stored in a data store. Hence, high-end devices and
scalable storage systems are needed to store such huge size of data. The amount
of data to be stored and processed becomes an important problem in real life.
Relational database management system is generally used to store the traditional
data, but day by day the volume, velocity, and variety of sensor data is growing
toward the Exabyte [23]. This requires advanced tools and techniques to store,
process, and display such large amount of sensor data to the end users. Thus,
storing and querying large amount of data require database clusters and additional
resources. However, storage and retrieval are not the only problem but also extract
useful information from huge data. In order to overcome this issue, cloud com-
puting is used to provide scalable storage systems and high-end devices for
computation. The data must be effectively stored and retrieved by the IoT service
providers. The solution is to access the data through application programming
interfaces. The paper focuses on the problem of designing an effective data storage
service for IoT, which will be available through the universal application pro-
gramming interface.

Wireless sensor network (WSN) is composed of spatially distributed connected
sensor nodes with limited computing power and storage. Saleem et al. [24] give an
introduction to WSN, mobile-sink-based WSN, and cloud computing. After then,
we give an overview of state-of-the-art work on wireless-sensor-based cloud
computing. Subsequently, integration of WSN and cloud computing is highlighted
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with some insights on how WSN and clouds can both benefit from each other.
Applications of wireless sensors over the cloud are then described. Afterward, we
explain incorporation of mobile link between WSN and cloud. Skourletopoulos
et al. [25] evaluate different cloud-supported mobile services subjected to limited
capacity, as the selection of a service may introduce additional costs, such as those
that derive from the additional amount of memory required for processing.

Cloud computing is a type of computing, and it is used for the delivery of hosted
services over the Internet. In other words, cloud computing relies on sharing com-
puting resources and hardware rather than having personal devices or local servers to
manage the real-time applications. In [26], the mobile cloud can be considered as a
marketplace, where the mobile services of the mobile cloud-based system archi-
tectures can be leased off via the cloud. This context elaborates on a novel fluctuation-
based quantification model, which is based on a cost–benefit appraisal, adopting a
nonlinear and asymmetric approach. The proposed model aims to predict the incur-
rence and the risk of entering into a new technical debt in the future and provide
insights to inform effective investment decision-making. The lease of a cloud-based
mobile service was considered, when developing the formula, and the research
approach is investigated with respect to the cost that derives from the unused capacity.
Papanikolaou and Mavromoustakis [27] address some of these traditional concepts
combined in a ‘‘multi-sharing’’ cloud application environment and discusses how
these concepts evolve in the context of cloud computing. In general, cloud providers
are called as cloud service providers (CSPs). Amazon simple storage service (Ama-
zon S3) is the first cloud offered by Amazon in 2006. Thereafter, other cloud provi-
ders have developed a number of cloud services such as Microsoft, Rackspace, Apple,
IBM, Joyent, Google, Cisco, Citrix, Salesforce.com, and Verizon/Terremark. Hence,
the IoE devices are interconnected with cloud server to store the device-generated
data. Once the data is stored efficiently into the cloud, there is a need for scalable
algorithms to process those data. In order to fulfill the requirements, Amazon web
services provide Elastic MapReduce to process the device-generated data.

8.2.1 Big Data and analytics
In [28] today, with high volume, high variety, velocity, and value characteristics,
big data is playing a key role in the data analytics, data storage, and visualization of
the current trending technologies like cloud computing and IoT of current genera-
tion. This growing background makes one thing clear: the current terms of net-
working have changed:

● IoT platform builds on very strong communication and networking infra-
structure, needs longer ‘‘data transport’’; it is about ‘‘intelligence’’ resultant
from network data to reach better business and policy results.

● A distributed IoE architecture is evolving, where data can be stored and eval-
uated in real time at the edge of the network, at the same time in the cloud.

● High-performance computing capability of Big Data analytics is increasingly
surrounded in the network to store, sort, and analyze, where data is moving
among numerous devices.
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8.2.2 Functionality of the proposed architecture
There are a number of cloud services available to store and process Big Data. When
user tries to connect with number of cloud services, there is need to select the
appropriate cloud service without any delay or additional user involvement. In
order to overcome this issue, MetaFog-redirection (MF-R) architecture with
grouping choosing (Figure 8.4) is proposed in this paper. Proposed architecture is
explained in the following sections such as data flow diagram for collecting sensor
data from personal health system, big data storage in MetaFog-redirection archi-
tecture, security in MetaFog-redirection architecture, and application of MetaFog-
redirection architecture. The proposing grouping & choosing (GC) architecture
mainly focuses on the integration of fog to cloud in terms of application integration,
data transfer from fog servers to cloud data centers, and security mechanisms for
integration from communication from fog layer to cloud environment.

Cisco defines fog computing as a paradigm that extends cloud computing and
services to the edge of the network. Fog computing will grow in helping the
emerging network paradigms that require faster processing with less delay and
delay jitter. Cloud computing would serve the business community, meeting their
high-end computing demands lowering the cost based on a utility pricing model.
By doing so, fog reduces service latency and improves quality of service, resulting
in superior user experience. Fog computing supports emerging IoE applications that
demand real-time/predictable latency (industrial automation, transportation, net-
works of sensors, and actuators). Fog supports densely distributed data collection
points, hence adding a fourth axis to the often mentioned big data dimensions
(volume, variety, and velocity).

Now there are different approaches to integration when connecting devices to
the cloud. We could make integration happen on the data level, a point-to-point
level where two applications are sharing chunks of data, or at a method level
allowing them to share functionality apart from just data. Integration strategy plays
a vital role in its success in the enterprise ventures. Also, the company needs to
have a clear understanding of the requirements specifying what is to be achieved
after integrating the applications and database from flog to cloud so that finite goals
can be set. A very important and often neglected aspect of integration is the rele-
vance of devices in the integration scheme.

In this architecture, we are suggesting to store the data into primarily fog
servers, which is near-edge technology for IoT devices which are deployed in IoT
applications. Edge computing plays a crucial role in IoT. Studies related to security,
confidentiality, and system reliability in the fog computing platform is absolutely a
topic for research and has to be discovered. Less demand for bandwidth, as every
bit of data was aggregated at certain points instead of sending over cloud channels.
Rather than presenting and working from a central cloud, fog operates on network
edge. So, it takes less time. By putting small servers called edge servers in visibility
of users, it is possible for a fog computing platform to avoid response time and
scalability issues. Cloud computing would serve the business community, meeting
their high-end computing demands lowering the cost based on a utility pricing
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model. Processing the data of the applications of IoT in cloud data centers, we are
using the cloud Big Data technologies and securing the data by storing the data into
different cloud data centers provided by various cloud providers like Amazon,
Google, Cisco, and Microsoft. We also categorize the data of the application and
store the data into different data centers as per their categorization as critical,
normal, sensitive, and personnel information of the end users of the applications.

GC architecture is embedded with MetaFog-redirection architecture for secure
integration of fog to cloud computing and also protect Big Data against intruder.
Sensor data is stored in multiple cloud data centers based on the importance and
scope. Data categorization is classified into three levels such as sensitive, critical,
and normal. Each categorized data is supposed to be stored in different data centers.
Proposed architecture can efficiently redirect the user request to the appropriate
data center in cloud provided by different vendors. Amazon web service (AWS)
cloud trail is used in this proposed framework to process the log files. AWS key
management service is integrated with AWS cloud trail that delivers log files to an
Amazon S3 bucket. Cloud trail can easily integrate with any application using
proper application programming interface (API). AWS cloud trail is capable of
maintaining the time of the API call, IP address of the API caller, and the request
and response parameters of the AWS service [29].

In this proposed framework, data centers will be separated into a sequence of n
parts, where each part can be denoted by part i (i: (1, n)), and they will be stored at m
different storage providers, where each provider is identified as provider j (j: (1, m)).
In general, (parts of the data center) n is always far greater than (number of provide)
m, these m storage providers belong to different organizations, such as Amazon,
Google, and Sales force. Data parts stored on certain cloud storage providers will
be allocated to some physical storage media that belongs to the storage provider.
When Big Data is stored in the data center, it will form a unique storage path given
as mapping Storage_Path¼{Data((P1(M1,M2 . . . Mr))(P2(M1,M2 . . . Ms)) . . . (Pn
(M1,M2 . . . Mt)))}; where P denotes the storage provider and M denotes the physical
storage media. Big data is always enormous and impossible to encrypt as a whole, so
we propose a framework for encrypting the storage path of the Big Data and get a
cryptographic value which can be called cryptographic virtual mapping of Big Data.
So instead of protecting the Big Data itself, proposed framework protects mapping of
the various data elements to each provider. The security for the MetaFog-redirection
architecture is shown in Figure 8.4.

Although the proposed framework will distribute all data parts in different
storage service providers, each provider holds some of the data parts. In order to
provide high availability and robustness, the proposed framework will store mul-
tiple copies of same data on different cloud storage providers. Though Big Data is
split and stored in different data centers, the administrator of the entire system will
keep the storage index information for each data parts. When there is a problem in
some data parts on the cloud storage, proposed framework can find another copy
of the data parts according to their storage index information. The proposed
security algorithm which is shown below protects the unauthorized access when
trying to login into the application that has been deployed in cloud. Although this
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algorithm updates the following tables such as (1) Threat_updated table, (2) meta
data storage cloud table, (3) Amazon cloud data storage table, (4) Google cloud
data storage table, (5) Xcloud data storage table, and (6) Xncloud data storage
table. Threat_updated table will store the entry related to malicious attempt,
whereas meta data storage cloud table stores information regarding the data sto-
rage entry of different vendors. Critical, sensitive, and nonsensitive data are stored
in other tables.

8.3 Applications of Internet of Everything (IoE)
with 5G mobile network

8.3.1 Smart transportation applications
IoE mobile networks always use fiber optic and wireless network to connect with
any vehicles all over the globe. The network capability of IoE is robust and scal-
able; hence, the connectivity problem will not arise in the IoE-based applications.
For example, traffic-light system is one of the IoE-based application where the
lights are switched on when the vehicle comes near to the street light. Sensor and
actuators are used in these applications to switch on the lights. Traffic management
system is another application of IoE, where Wi-Fi-based mobile devices are fixed
with the vehicles; when a vehicle comes near to another one, the device sends an
emergency notification to the car driver. In addition, the traffic system also works
based on IoE application. For example, traffic lights are switched on based on the
traffic available in the road. In addition to above-mentioned applications, smart
parking system and water quality management system are also developed based on
IoE. These types of applications are most often used in many countries. Though
more advancement is achieved in IoE, there is a requirement to develop advance
computing technologies to solve the speed issues and storage issues.

8.3.2 Smart healthcare applications
IoE also plays a vital role in healthcare applications by allowing the healthcare
industry to expand the health services, clinical solutions, and reduce the cost for
treatment and medicine. Nowadays, more number of sensors and medical devices
are identified to observe the patients’ health condition. This advancement is used to
observe the glucose level, body temperature, blood pressure, and so on. The smart
medical devices generally fixed with the human body and collect the patients’
health consciously. The collected information sends to the doctor via cloud or
Internet to take the better decision and clinical solution for the patient.

Internet-connected devices have been introduced to patients in various forms.
Whether data come from fetal monitors, electrocardiograms, temperature monitors
or blood glucose levels, tracking health information is vital for some patients. Many
of these measures require follow-up interaction with a healthcare professional. This
creates an opening for smarter devices to deliver more valuable data, lessening the
need for direct patient-physician interaction.
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IEEE has many standards in the eHealth technology area designed to help
healthcare products, vendors and integrators create devices and systems for [30]

● Disease management
● Fitness tracking
● Health monitoring
● Independent living

8.3.3 Smart industrial applications
IoE is also used in the industries to improve the productivity and efficiency and
reduce the overall cost, production time and efforts. IoE is used in the industries for
monitoring the quality of service, performance meters of the machineries and
consumer parameters. It will combine the global reach of the Internet with a new
ability to directly control the physical world, including the machines, factories and
infrastructure that define the modern landscape. It will change the basis of com-
petition, redraw industry boundaries and create a new wave of disruptive compa-
nies, just as the current Internet has given rise to Amazon, Google, and Netflix.
Companies will also use industrial Internet technologies to augment workers,
making their jobs safer and more productive, flexible and engaging. As these trends
take hold, and new skills are required, people will increasingly rely upon smart
machines for job training and skills development. The convergence of physical
industries and digital technologies will exacerbate the talent gap, especially among
workers with both OT and IT skills. The industrial Internet requires analytical
talent, including data scientists, yet most of our research participants agree that
current education and training approaches are not up to the challenge.

The increased ability to make automated decisions and take actions in real
time. The key business opportunities will be found in few major areas:

● The emergence of an outcome economy, fuelled by software-driven services;
innovations in hardware; and the increased visibility into products, processes,
customers and partners

● New connected ecosystems, coalescing around software platforms that blur
traditional industry boundaries

● Collaboration between humans and machines, which will result in unprece-
dented levels of productivity and more engaging work experiences. As the
industrial Internet gains broader adoption, businesses will shift from products
to outcome-based services, where businesses compete on their ability to deli-
ver measurable results to customers.

8.3.4 Smart cities
The idea is to embed the advances in technology and data collection which are
making the IoT a reality into the infrastructures of the environments where we live.
Already, large companies such as Cisco and IBM are working with universities and
civic planning authorities to develop data-driven systems for transport, waste man-
agement, law enforcement, and energy use to make them more efficient and improve
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the lives of citizens. Climate, smart street lighting, transportation, smart parking,
waste management and waste water management are the major services needed to
provide the citizens of the smart cities. Smart city projects require expertise that
spans many different fields including finance, planning, transport, energy safety
telecommunications and more. They also require public–private partnerships that
embrace all of these different dimensions. The IoT smart city concept is a holistic
and layered framework that addresses the needs of multiple aspects of smart city
projects and allows cities to use urban data to boost economic competitiveness and
build more effective, workable solutions to many city challenges. Working with an
ecosystem of partners, we offer products, tools, and services for public service pro-
viders, city network operators, application providers, and enterprises.

In [31], efficient IoE infrastructures for cities require two elements:

1. Smart, innovative solutions that break away from traditional, energy-intensive,
waste-generating approaches

2. Solutions that eliminate silos of information within a city, allowing for more
efficient and open sharing and utilization of information and resources

8.3.5 Smart cities in India
IoT service provide companies such as Sterlite Technologies Ltd. India and Aeris
India are working towards building network infrastructure in smart cities to enable
IoT technologies with the aim of linking intelligence and information with devices
[32]. Sterlite is currently working in building Internet network capacities and sys-
tem in two smart cities, Jaipur and Gandhinagar. For a smart city, a network is
required that creates applications for e-governance, public safety, traffic and uti-
lities, basically a high-level information and communication technology archi-
tecture. The opportunities here in India are immense, and India could potentially
play a pivotal role in the development of global IoT ecosystem both as a market and
as an innovation hub.

8.4 Tools and technologies

The tools and technologies for developing and deploying the powerful IoT applica-
tions are depicted in Table 8.1. It includes communications standard, encoding
scheme, electronic product code, type of sensor, RFID type, and other network details.

Within mobile M2M infrastructure and IoE systems, smart phones play an
unusual role. These are prepared with open environment and context sensors, and
variety of cellular technologies like NFC, Bluetooth ZigBee, and Wi-Fi, etc. They
will likely be used as sensors themselves, and as data relays for other nearby
devices with additional restricted connectivity, for example, health sensors in a
personal area network (PAN) or domotic sensors and actuators in a home auto-
mation environment: constrained application protocol (CoAP) and message queu-
ing telemetry transport (MQTT). Pauls et al. [33] study the viability of using the
general packet radio service for a low data rate long-lasting battery powered
operation of M2M devices are common application-layer protocols.
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MQTT, according to IBM researchers, is a messaging protocol with following
qualities: lightweight broker-based publish-subscribe intended to be open, simple,
lightweight, and easy to implement with asynchronously [34]. It is an asynchronous
protocol. A few MQTT messages enclose a variable header, present after the fixed
header and before the payload that contains the protocol name, the protocol version,
and flags. MQTT for sensor networks (MQTT-S) [35] is an extension of MQTT.
MQTT-S optimizes the implementation on low-cost, battery-operated devices such
as wireless sensor devices (mostly used in IoT systems) with more partial proces-
sing and storage resources.

CoAP is designed for constrained networks and nodes in M2M applications,
and it is the representational state transfer (REST) paradigm based lightweight
protocol [35]. CoAP also supports asynchronous communication. In the REST
architecture, exchanges of client’s operations on resources which stored at server is
in the form of request and response, as in HTTP. CoAP easily translates to HTTP for

Table 8.1 Technologies and standards

Technologies Standards

Communication IEEE 802.15.4 (ZigBee)
IEEE 802.11 (wireless local area network, WLAN)
IEEE 802.15.1 (Bluetooth, Low Energy Bluetooth)
IEEE 802.15.6 (Wireless Body Area Networks)
IEEE 1888
IPv6
3G/4G
UWB

Data Content and Encoding EPC Global Electronic Product Code, or
EPCTM,
EPC Global Physical Mark Up Language,
EPC Global Object Naming Service (ONS)

Electronic Product Code Auto ID: Global Trade Identification Number (GTIN),
Serial Shipping Container Code (SSCC),
Global Location Number (GLN)

Sensor ISO/IEC JTC1 SC31,
Sensor Interfaces: IEEE 1451.x, IEC SC 17B
EPC Global, OSO TC 211
ISO TC 205

Network Management ZigBee Alliance, IETF SNMP WG, ITU-T SG 2,
ITU-SG 16, IEEE 1588

Middle ISO TC 205, ITU-T SG 16
RFID RFID air interface protocol: ISO 11785

RFID payment system and contactless smart card: ISO
14443/15693
Mobile RFID:, ISO/IEC 18092 ISO/IEC 29143
ISO 18000-2—for frequencies below 135 kHz
ISO 18000-3—for 13.56 MHz
ISO 18000-4—for 2.45 GHz
ISO 18000-6—for 860–960 MHz
ISO 18000-7—for 43 MHz
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integration with the Web, while accomplishing dedicated requirements such as
multicast support, built-in resource discovery, block-wise transfer, observation, and
simplicity for constrained environments. Like in HTTP, the clients do not need to
maintain state, that is, clients can be stateless [35]. For the cases when the service
side knows that it will take long time to answer a request, CoAP also supports
asynchronous responses.

ZigBee is mainly designed to carry small amounts of data across medium
distances. It is a mesh network protocol. It is based on a mesh topology network,
which means that information from a single-sensor node travels across a group of
modes until the broadcast reaches the gateway. ZigBee is a local area network
(LAN); it is not designed like BLE to connect to device directly among users or
devices. So, it connects to wide range devices. It is a best protocol for home
automation and smart lighting.

ZigBee properties [36]:

● ZigBee is consistent and robust uses topology like multi-hop mesh networking
to remove single points of failure and enlarge the reach of networks.

● ZigBee is low-power allowing battery-operated devices with the green power
feature.

● It focuses on secure and uses different security mechanisms such as AES-128
encryption, device and network keys and frame counters.

● ZigBee is interoperable and standardizes network and application layers.

Bluetooth is now having two branches: traditional Bluetooth and BLE. Tradi-
tional Bluetooth will not be simply sufficient if any application needs to be battery
operated for an extended period of time. Traditional Bluetooth design recommends
1 W of power consumption. But when we are using to wireless IoT applications,
this is a lot.

BLE is a PAN, so the range is shorter than ZigBee, with a much higher data
rate. The aim is to be able to connect to devices near a user. Traditional Bluetooth
had a data rate between 1 and 3 Mb/s, and BLE data rate is 1 Mb/s for short bursts.
Now, many operating systems (OSs), including Android, iOS, Windows 8/10, and
OS X are supporting the BLE. On the other hand, Bluetooth isn’t a great choice for
high-density nodes or long-range applications.

However in Wi-Fi, well-configured access points inhibit the growth of the IoT
over it. As long as Wi-Fi remains a uniform standard, security is implemented per-
network. Its networks are discovered by their service set identifier (SSID). The
sensor needs to know, out of the many SSIDs it scans, which one it should connect to.
An IoT sensor must be configured to connect to the WLAN using three parameters:
network discovery, authentication credentials and device identity. The promising
IoT systems connect headless sensors over wireless connections to a cloud service
that manages them and collects traffic. Connecting to random networks carries a risk
that the sensor or its cloud service could be compromised. Credentials—usually
passwords—are also specific to the network. They must be configured whether the
network uses a pre-shared key or proper WPA2-enterprise authentication.
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6LowPAN: A key IP-based technology is 6LowPAN (IPv6 low-power wireless
PAN) network protocol. Moderately than being an IoT application protocols like
Bluetooth or ZigBee, 6LowPAN is a network protocol. It defines encapsulation and
header compression mechanisms. The standard has a freedom of frequency band
and physical layer and can also be used across multiple communications platforms,
including Ethernet, Wi-Fi, 802.15.4, and sub-1 GHz ISM. A key attribute is the
IPv6 stack, which has been a very important introduction in recent years to enable
the IoT. Particularly designed for smart home or building automation, IPv6 pro-
vides a basic transport mechanism to produce complex control systems and to
correspond with devices in a cost-effective manner via a low-power wireless
network.

8.4.1 IoT operating systems
Established OSs, such as Windows and iOS, were not designed for IoT applica-
tions. IoT applications need to save power but do not need great processors and
memory storage. The desktop OSs can consume too much power, need fast pro-
cessors, and in some cases, lack features such as guaranteed real-time response.
They also have large memory footmark for small devices (things) and may not
support the microchips, battery-based devices that IoT developers use. Therefore, a
large variety of IoT-specific operating systems has been developed to suit many
different hardware paths and feature needs.

8.4.2 IoT platforms
IoT platforms bundle many of the infrastructure components of an IoT system into
a single product. These platforms provide different services, they can fall into three
main types:

1. Low-level device control and operations such as communications, device
monitoring and management, security, and firmware updates

2. IoT data collection, transformation, storing the data and data management and
3. IoT applications need development in the forms of event-driven logic, program

the applications, visualization of the results, data analytics, and integration
services to connect to enterprise systems.

Below are few IoT platforms currently playing the major role:

● ThingWorx is the technology platform that facilitates solutions to develop and
deploy smart solutions for the IoT. It provides promptly a best platform to
innovators who are putting the expectable profitable investments in smart,
connected enterprises of the IoT.

● AWS IoT is Amazon’s IoT platform is a best easier for developers to com-
municate among sensors for numerous applications from automobiles to tur-
bines to smart home light bulbs. The vendor has associated with hardware
manufacturers like Intel, Texas Instruments, Broadcom, and Qualcomm to
provide utmost solutions to the clients.
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8.5 Layered architecture of IoT

In order to achieve an efficient communication between the devices in the Internet,
layered architecture (Figure 8.5) is identified with different layers as application,
communication, security, embedded, hardware, integration, and data base (DB) layer
(Table 8.2).

Healthcare Smart home Traffic

Application layer

Hardware layer

Embedded layer

Communication layer

Secure layer

Integration layer

For server DB

Figure 8.5 Layered architecture
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1. The application layer uses the processed data from the smart layer to provide
users with a variety of services without their intervention. IoT applications ran-
ging from military to healthcare can be actuated by the functioning of this layer.

2. The sensing layer of the solution is a series of innovative wireless sensor devices;
the data from the devices are collected through specific networking protocols.
At the sensor layer, the sensor layer is made up of sensors and smart devices, real-
time information to be collected and processed. Sensors use low power and low
data rate connectivity. This is where we need our WSN formation to be made

Table 8.2 Layers and their tasks

IoT layers IoT components Tasks Used technologies

Application
layer

Applications Provide the disabled
with care and
assistance, and
enable the disabled
to read/view their
health information

Smart home technology,
robotics, cloud
computing, fog
computing

Hardware layer Device discovery,
access control,
data management

Enables communication
between applications
and things

CoAP, MQTT, REST,
OMA lightweight,
OMA DM, EPC, ONS

Embedded
layer/sensing
layer

Physical objects Collect, monitor, identi-
fy, and provide data
about disabled users
in their environments

RFID, sensors,
actuators

Communication
layer/network
layer

Communication
technologies

Wireless WAN: transmit
information over
Internet from devices
or gateway

Wireless WAN: 2G, 3G,
long term evaluation
(LTE), long term
evaluation-advanced
(LTE-A), 4G, 5G,
satellite networks, etc.

Wireless PAN/LAN:
enables devices to
share or exchange
information
themselves

Wireless PAN/LAN:
RFID, Bluetooth,
Wi-Fi, Li-Fi, ZigBee,
6LoWPAN

Secure layer Embedded security,
application
security

Securing the things
which are connected
by Internet, applica-
tions deployed in IoT

PKI certificate,
encryption
and decryption
technologies,
cryptography tools

Integration layer Hardware layer
to fog to cloud
integration,
devices to fog
server integration

Integration means com-
munication from
health devices to fog
server and fog to
cloud remote servers

Java web
services, AWS

DB layer Database
technologies

Connecting the applica-
tions to data base in
the cloud and fog

Oracle cloud, Microsoft
Azure, AWS EBS,
AWS EMR
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such that this sensor information is connected and can be delivered to a targeted
location for further processing. Sensors are grouped according to their purpose
and data types such as environmental sensors, military sensors, body sensors,
home sensors, surveillance sensors, and other things.

3. The DB layer deals with the accumulation and setting of data received from the
Internet. It also takes into account, the storage and processing mechanisms that
may deal with storing the data on cloud storage and data centers. The proces-
sing may include standardizing the data to be used for the smart layer.

4. The communication layer of the IoT is a very important layer that includes
transmission of data and enables the exchange of information between differ-
ent sectors. Thus, flow control assumes great importance in this layer. This layer
also symbolizes the aggregation of different kinds of communication networks
such as the mobile communication network, broadcast television network and
thus will provide all types of address conversion, formatting techniques, etc.
It helps in routing voluminous data to the data-processing layer. Batalla and
Krawiec [37] propose a novel architecture of the ID (IDentifier) layer for IoT,
which is embedded in the network level instead of traditional overlay solutions.
Networking named content approach to specify rules for ID-based data transfer.
The network nodes have capabilities of caching forwarded data for handling
future requirements, what may decrease network overload and facilitate coop-
eration between applications and sensors that periodically move into sleep
mode for saving energy. ID-based routing offers decoupling of identification of
objects/services from their location.

5. Secure layer is mainly focus to secure the things connected to Internet com-
munication channels. Security mechanisms here categorized as embedded
security and application security.

6. Integration layer is concentrates on how the hardware layer objects are inte-
grating to Fog layer and how communication is happening from Fog layer to
Cloud layer?

8.6 Challenges of IoE

The primary challenges of IoE include the following:

8.6.1 Security
Nowadays, the number of devices connected to the Internet has increased. This
would cause vulnerabilities in data transfer and communication between the
devices. There is a need to develop an efficient security framework for IOE
applications. As we increasingly connect devices to the Internet, new opportunities
to exploit potential security vulnerabilities grow. Poorly secured IoT devices
could serve as entry points for cyber-attack by allowing malicious individuals to
re-program a device or cause it to malfunction. Poorly designed devices can expose
user data to theft by leaving data streams inadequately protected. Failing or mal-
functioning devices also can create security vulnerabilities.
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8.6.2 Privacy
The recent advancement in IoE in location tracking, speech recognition and motion
tracking are affecting the individuals’ privacy. There is a need to protect the per-
sonal details of each user efficiently. IoT often refers to a large network of sensor-
enabled devices designed to collect data about their environment, which frequently
includes data related to people. These data presumably provide a benefit to the
device’s owner, but frequently to the device’s manufacturer or supplier as well. IoT
data collection and use becomes a privacy consideration when the individuals who
are observed by IoT devices have different privacy expectations regarding the
scope and use of those data than those of the data collector.

8.6.3 Standard
There is a need to develop the devices efficiently and accurately. If the devices not
are designed properly then it may observe wrong values. In a fully interoperable
environment, any IoT device would be able to connect to any other device or
system and exchange information as desired. In practicality, interoperability is
more complex. Interoperability among IoT devices and systems happens in varying
degrees at different layers within the communications protocol stack between the
devices. The standardization and adoption of protocols that specify these commu-
nication details, including where it is optimal to have standards, are at the heart of
the interoperability discussion for IoT. Well-functioning and well-defined device
interoperability can encourage innovation and provide efficiencies for IoT device
manufacturers, increasing the overall economic value of the market.

8.6.4 Presence detection
It is important to show the details about the devices that are connected in the IoE. If
any network problem arises then the device may drop the connection. Hence, all the
devices should detect the presence details to the admin [38].

8.6.5 Power consumption
The IoE devices should run continuously without any break. Hence, the power
consumption should be less. BLE has the potential for less power consumption than
802.15.4. Wi-Fi can be used in devices with less demand on low power consump-
tion and as a wireless backbone in combination with other technologies.

8.7 Conclusion

The promising idea of the IoE is quickly finding its path throughout our present
life, aiming to develop the superiority of life by connecting numerous smart tech-
nologies, devices, and applications. Overall, the IoE enable for the automation of
everything around us. This chapter studies an overview of the principle of this
concept, its enabling technologies, applications, protocols, and the recent research
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addressing various aspects of the IoE. This study is used to provide a good basis for
practitioners and researchers who are involved to increase an insight into the IoE
protocols and technologies to realize the general architecture and role of the diverse
components and protocols that comprise the IoE. Here are discussed uses and
advantages of IoE applications and marketing and business strategies for the
investors. In addition, some of the issues and challenges that relate to the deploy-
ment and design of IoE implementations have been obtained. Furthermore, the
interaction between the IoT, cloud, and Big Data analytics has been discussed.
We are proposing a methodology, which can provide solutions to IoT applications
with different architectures. At last, comprehensive application use cases were
discussed to demonstrate typical protocol integration scenarios to carry desired IoT
services.
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Chapter 9

Combining FIWARE and IoT technologies
for smart, small-scale farming: the case

of QUHOMA platform architecture

Harris Moysiadis1, Nikolaos Zotos1, Marinos Kardaris1,
George Bogdos1, Charalampos Stergiopoulos1,

Kostas Anastasopoulos1 and Kostas Mavropoulos2

Abstract

This work aims to integrate the technical designs of Future Internet (FI) Archi-
tecture of the European Community (FIWARE) with state-of-the-art Internet of
Things (IoT) technologies and the platform’s business requirements and specifi-
cations for realizing efficient, small-scale qualitative, farming. An innovative
business model is introduced through a set of offered services that are based on
networking ‘things’ and passing contextual data (information) to business entities
to further process, distribute and monetise the derived knowledge to their organi-
sations (farmers, agronomists/mentors, Quality Certification Bodies). All these
follow, technologically, the IoT concept. A FIWARE-enabled platform exploits
Future Intelligence’s end-to-end standardised modern wireless sensor network
(Future Intelligence’s Internet of Things (FINoT)) that performs tedious tasks and
makes field-data available anytime and ‘everywhere’. Everywhere currently means
within the under-development community or for public use only under farmers’ (on a
per demand case) permissions. The platform enables access to the sensor data and
facilitates process automation, resource management and data handling. The main
target of the solution is to establish an ecosystem of technology services that lead to
very specific business opportunities: a data consolidation mechanism acquiring data
from different sensor controllers bought from various vendors. In that sense, the
platform aims to continue the integration of FI-enabled software tools with emergent
technologies, architectures and business concepts. Creativity and quality of usage of
the Generic Enablers and FIWARE’s Technology chapters is profound: the proposed
solution takes advantage of the already built-in application programming interfaces
and tools provided by the FIWARE platform, like the IoT/context chapter smoothly

1Research and Innovation, Future Intelligence, Patr. Gr. and Neapolews Aghia Paraskevi, Athens, Greece
2TÜV AUSTRIA Hellas, Headquarters 429, Mesogeion Avenue, 15343, Agia Paraskevi, Athens, Greece



integrated with FINoT platform and co-developing outstanding B2B Marketplace
opportunities (Business Framework) consumed through an ideal User Experience
Web Environment. Overall, the agriculture marketplace and community’s
(QUalitative HOrticulture Marketplace) vision is to promote and reward quality and
sustainable farming in fruit and vegetables’ production by bringing together Internet
of People with the IoT; a bridge realised by a proper business model.

List of acronyms

Acronym Meaning Acronym Meaning

IoT Internet of Things QUHOMA QUalitative HOrticulture
Marketplace

FINT Future intelligence API Application programming
interface

CB Certification body GE Generic enabler
WS Weather station CAPEX Capital expenditure
OPEX Operational expenditure FI Future Internet
EU European Union member

states
MS

DAQ Data acquisition 6LoWPAN IPv6 low-power wireless
personal area network

TCP/IP Transmission control
protocol/internet
protocol

WSN Wireless sensor network

PHY Physical layer MAC Media access control
TIM Transducer interface

module
NCAP Network capable

application processor
TEDS Transducer electronic data

sheets
REST Representational state

transfer
AES Advanced encryption

standard
PSU Power supply unit

USDL Unified service
description language

IP66 International protection
marking 66

9.1 Introduction – the WHAT

This document aims to integrate the technical designs of Future Internet (FI)
Architecture of the European Community (FIWARE) [6] with Future Intelligence’s
(FINT’s) in-house state-of-the-art Internet of Things (IoT) technologies and the
platform’s (QUalitative HOrticulture Marketplace (QUHOMA [7])) business
requirements and specifications for realising efficient, value-added services’
exchange for small-scale qualitative, farming.
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The system’s architecture is introduced along with a brief functional descrip-
tion of the modules in use. Details on layered FIWARE components to match
business needs are also displayed.

The report focuses on realising real-life (farmers’, mentors’ and Certification
Body’s (CB)) service offerings and purchases that facilitate non-siloed collabora-
tion among partners that has never in the past attempt such disclosures in their
business cases and activities.

FINT aims to support farmers’ transition to a modern business model based on
advanced technological tools that facilitate the sharing of knowledge gained
through applied research to currently unforeseen recipients and beneficiaries.
However, along with FIWARE’s competencies, the company does comprehend,
takes into account and aims to mitigate all the foreseen drawbacks (lack of privacy
and security, information overwhelming, free-riding, self-value extraction) that
are associated with the extensive usage of online platforms and communities.
Summing up, this report is the first attempt to coherently draw the architectural
lines between FIWARE-envisioned trade of agronomical services and agriculture
certifications under a validated multi-users’ perspective that in fact corresponds to
business users’ tangible needs.

9.2 The business project/use case – the WHY

This section aims to document the exact process of the steps’ to be followed by the
business users in order to make a service available to multiple customers. These
processes must be aligned to the purpose and syntax of each one involved generic
enablers (GEs). Ultimately, these services must enact certain IoT resources from
the field/farm/plot which are actually available through FINT’s enabled hardware
(following FINoT platforms’ design principles such as communication nodes and
sensor controllers). The hardware will be provided for free to our test users and to
our later customers as long as they become tactical or strategic QUHOMA
subscribers.

After the completion of the project, FINT will launch to the market an agriculture-
specific, low-cost FINT-FIWARE Weather Station that will utilise certain, value-
added precision agriculture metrics (soil and microclimate temperature/humidity)
while getting additional data from proximate, open-sourced and well equipped,
public weather stations. Furthermore, the company along with FIWARE will
provide scalable application programming interfaces (APIs) and agriculture
Services-As-A-Service for attracting future providers and customers to jump in
the marketplace reducing their capital expenditure to zero, while maintaining a
profitable margin for their operational expenditure (Figure 9.1).

In the following sections, the author introduces the ideas on the platform
development and elaborates on the business and technical endeavours. The first
section describes a business model that includes the scheme of sales of services,
definition of players, costs, etc. The second section introduces the implementation
model which involves the FIWARE chapters (Business Framework, Context
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Framework, IoT Chapter and User Interface Framework), extensively analysed in
the relevant technical section.

9.2.1 The marketplace creation
QUHOMA Business Approach is based on two principles: content and its
commercialised exchange, the marketplace.

Content is being constantly increased and updated. The sources are the FINT-
FIWARE devices, external databases, the farmers (personal and farm’s info) and
the mentors-agronomists that provide advice and the CB inspection’s directives and
guidelines (Figure 9.2).

Content providers are among the most important members of every electronic
community. For keeping such contributors active, QUHOMA aims to adopt a
model of rewarding the active over the lurkers (free riders). This concept was
included in the initial design in order to distinguish users among the ones that they
consider their participation as part of a strategic investment and long-term colla-
boration from the ones that make short-term or occasional usage of the platform
and its services.

The data that are stored and available in a fully exploitable format can con-
tribute to the production of quality agro-food products; thus, they constitute the
core of the QUHOMA platform. The data sources may be sensors or/and various
other connected devices as well as users that will manually insert them through
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user-friendly processes and interfaces. Having this concept in mind, several data-
related services are envisioned and are analysed in the paragraphs below. All cur-
rent stakeholders are able to offer and make use of services which are all associated
with the products’ quality increases fully exploiting Europe’s small-scale, family
farming competitive advantage.

9.2.1.1 Supply side
As already indicated, all participants can create and consume services. However,
the main reason for QUHOMA creation is the support of farmers for producing
qualitative products that globally set a premium price to all markets. They will be
the main users of QUHOMA receiving consultancy services and customised advice
by agronomists-experts. What’s more, they can sign contracts for specific quality
certification schemes (BIO and GLOBALG.A.P.) – negotiating a better price rather
than using the mainstream market channels (i.e. physically contacting CBs). FINT
does understand the critical part the farmers play in QUHOMA as their buying
engagement and the cultural adoption of technology into their business model will
critically influence QUHOMA success. That is why along with the support of
FIWARE technologies and FINISH Acceleration open-source scheme, the piloted
so-called FINoT [8] Agri Nodes will be given for free at least to innovators (the
very first members of QUHOMA community). This locally deployed electronic
equipment initially enables farmers’ convenience, precise 24/7 field conditions’
awareness, forthcoming remote intervention (e.g. irrigation system at a future
stage) and of course services’ prosume and optimised farming performance.

Available mentoring services
The consultants’/agronomists’ primary purpose for jumping in the platform is to
increase their customer base. The first stage is to create a system account and create
a profile including personal data, working experience, education and skills. The
experience will be related to specific crops and species along with their method of
dealing with potential issues. The profile will also include the type of service
(advice) packets that are able to provide to the farmer on-site or online. The ser-
vices, provided by the QUHOMA platform, may be part of service packages, or
independent, operational services (multiple operational services constitute a service
packet). It is mandatory for the mentor/agronomist to provide at least one service
category (advice packet) through the platform in order to become active member
and have access. By browsing and selecting available services, the farmers could
interact and communicate with the corresponding agronomist/consultant either
online or in person when the consultant visits the field.

Many user and business options regarding services will be available
(e.g. modular, on-demand, per payment user schemes, etc.) by the mentors. This
way the farmers will be able to choose tailor-made solutions. Specifically a farmer
who is registered in QUHOMA can choose either independent services combining
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available packages or the purchase of a single suitable service package, in a very
competitive price.

Each service package is designed to provide help for every stage related to the
farming process. This division allows the farmer to make strategic decisions
regarding his/her business in a more efficient way. This may be related to a set of
services about crop planning, cultivation practices, the implementation of quality
systems (certification of the products) and the commercial outlet of all farm pro-
ducts (strategic level). Alternatively, a farmer may need a vertically integrated
service scheme for the farming practices of a particular crop (tactical level). Finally,
the farmer may purchase certain independent services, from the total advices
packages (operational level).

The cooperation between mentor and farmer, via QUHOMA platform is
not only restricted to services about the management of farming practices
(e.g. harvest), but it is also a tool of engagement by promoting and supporting
goodwill and mutual trust in the produced products (additional marketing channel).

Available quality certification services
For the time being, FINT engaged TÜV AUSTRIA HELLAS [9] in QUHOMA as
the single entry on behalf of legislatively-approved (accredited) CBs. However, in
terms of business scalability and growth potential, the success of the platform will
be critically defined by its horizontal diffusion in each one of the actor’s business
positions (farmer, agronomist).

TÜV AUSTRIA Hellas motivation to be part of the QUHOMA is encapsulated
in two very important business drivers: efficiency and effectiveness. The first one
describes the process of lowering intermediate costs when conducting core activ-
ities anticipating the exactly same results (doing the thing right). This is profoundly
the case, as long as QUHOMA promises optimisation of audit resources (audit time
and cost effectiveness) such as reduction of the on-field documentation inspection
from the CB’s auditors and inspectors, since the locally deployed FINoT AGRI
nodes and QUHOMA’s online environment and user-completed forms (images’
upload, etc.) promise to provide adequate and reliable information about the critical
factors under CB’s assessment (e.g. fertiliser receipt/description form). Effective-
ness in business is translated into accomplishing the right results, while keeping
resources unaltered (doing the right thing). As such, CB can now contact additional
customers that are already informed, educated and ready to collaborate for
responsible farming in QUHOMA’s all-in-one community for qualitative, agri-
cultural products, methods and practices.

A CB can create a profile and then can upload a profile, a portfolio of certi-
fication services based on internationally approved and recognised standards
(e.g. Organic Products-BIO, Products of integrated farm assurance against the
GLOBALG.A.P requirements), which promote the sustainable and responsible
production of certain crops and food species, with main concern on the quality and
safety of the products for consumers, as well as the prevention of environment and
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the producers’ health. Any CB that cannot provide accredited services at least on
one of these quality certification services, it will not be able to get a QUHOMA
account.

The roadmap for initialising and finally delivering the quality certification to a
candidate is largely imposed by the relevant standard’s requirements and Member’s
State and European Union (EU)’s legislation (specifically for organic farming) and
is presented in Figure 9.3.

Any operator who places products in the market as organic or in conversion to
organic has to

1. register his enterprise to the organic product inspection and certification
system,

2. notify his activity to the competent authorities of the Member State where the
activity is carried out,

3. conform with the production requirements of the relevant standard (Reg. EU
834/2007),

4. hold a product certification granted by an accredited CB.

Before a decision on certification is made, the certifying body must conduct an
on-site inspection. The farm should be in some stage of production at the time of
the inspection so that compliance can be demonstrated. The farmer, or any other
person in position of being aware about the farm operation, needs to be on hand to
answer any questions the inspector may have. All aspects of the organic enterprise
will be examined. If the inspector considers that it is necessary, some product test
samples may be taken at that time, for thorough chemical analysis, such as for
pesticide residue test on plant tissues, fruits, etc. The inspector’s job is to observe
and gather information and assess farmer’s compliance towards the regulation
requirements; not to make any decision regarding the status or issuance of the
farm’s certification.

According to GLOBALG.A.P, there are five steps that a farmer has generally
to follow in order to get certified.

● Get or download the relevant GLOBALG.A.P. standard documents and
checklists from the website document centre (http://www.globalgap.org/) or
follow the link on the relevant standard page.

● Compare offers from the certification bodies in the country, register with
the one you choose and get your GLOBALG.A.P. Number (GGN). There is a

The certification process

Submit
application
+ deposit
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review of
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review of
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Figure 9.3 The certification process

246 Cloud and fog computing in 5G mobile networks



full list of GLOBALG.A.P.-approved certification bodies in http://www.
globalgap.org/.

● The farmer should carry out a self-assessment using the checklist and correct
all the points that he does not comply with. Farm assurers/mentors can provide
the farmer with valuable assistance during his audit preparations. Farm
assurers are independent, on-site advisors and consultants who help producers
navigate the steps necessary to implement Good Agricultural Practices and to
obtain GLOBALG.A.P. Certification. With first-hand knowledge of the
GLOBALG.A.P. System and the latest industry developments, farm assurers
use their expertise to make the standard easier to understand and simplify audit
preparations.

● Then he must arrange an appointment with a GLOBALG.A.P, an approved
CB. An inspector will then conduct the first on-site inspection.

● Once the farm is successfully complied with the standard’s requirements, he
will receive a GLOBALG.A.P. Integrated Farm Assurance Standard certificate
for the relevant scope.

Farmers participating in QUHOMA platform and through the selection of a specific
accredited CB could gain access to new markets for their certified products. Some
CBs have worldwide representatives, and there certificates are more recognised and
reliable in many countries. For example TÜV AUSTRIA HELLAS, utilises the
expertise and scientific support of the international network of TÜV AUSTRIA
GROUP – is active abroad, with its own subsidiaries, branches and local repre-
sentatives in Cyprus, Albania, Turkey, Egypt, Israel, Yemen, Jordan, Pakistan,
Korea as well as in Doha of Qatar.

Available farmers’ services
An innovative concept of QUHOMA is that apart from limiting the ‘resistant-to-
change’ attitude of the farmers to install electronic equipment at their farms and
collaborate with relevant players through the offer of a – really hard to refuse –
holistic services’ packet is the moderator’s intention to tackle the ‘value-extraction’
factor often encountered in such online platforms. By value-extraction the writer
describes the process of free disclosure of (non) personal information that others
actually over-exploit, making money out of it.

This phenomenon is very common in social media sites (Facebook, LinkedIn)
where content created by active communities’ participants (status’ news, images,
check-ins in public places) is further analysed, commodified and shadowy
exchanged with third parties (online marketers) in order to deliver fully customised
ads back to the content creators.

In QUHOMA, we have predicted that access to on-field data and farmers’
input practices and methods will be available on-demand to mentors and especially
CBs rather than permanently in order to protect farmers’ privacy, security and their
resources’ valuable insights. Business partners should get farmers’ on-click
permission to get access to their resources’ bind. On-field conditions might be of
particular interest for mentors/agronomists in order to statistically estimate a
specific intervention instrument success under certain environmental conditions.
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In addition, farm(er) data might serve CB to actually confirm that his GLOBALG.
A.P. certification applicant applied the appropriate quantity of an approved pesti-
cide for the crop, in order to confront weeds that was indeed crucial to be tackled at
a specific production stage.

These are just some examples of how a farmer can monetise his data and get
revenue back from them. As the concept advances, some other cases may as well
appear so it is very important to book an open place for famers in order to offer
their services in QUHOMA marketplace.

9.2.1.2 Demand side
As already underlined, the money flow will be largely triggered by the farmer.
However, the other business users will also consume services and of course there
might be scenarios for business synergies currently not taken into account
(a potential cooperation among mentors–CBs). All these buying procedures must
be in accordance with FIWARE Services’ Delivery Framework processes and
principle GEs functions have to serve such a framework. In short, the buying
activity for farmers and mentors/CBs is presented in the schemas below.

There are many opportunities for new market transactions for all the involved
parties of the vague, quality-driven farm industry actors. The example of CBs or
agronomists-researchers purchasing data available from a farm, in order to use
them in other projects at the same area or for their literature review has already
been defined and clearly described. Input suppliers could join QUHOMA, in order
to reach new clients, thus directly promote new products (fertilisers, pesticides,
organic inputs, etc.) and information about their application. In general, additional
third parties (e.g. labs) might reserve a specific area for posting their offerings or
buy already used farm by-products. This might take the form of standardised APIs
to facilitate each of those postings, and it would be very interesting to be realised
within QUHOMA, even if these concepts are way beyond platform’s initial setting.

9.3 The technical approach – the HOW

This section aims to precisely describe the integration of FINT innovative hardware
and software platform for heterogeneous objects’ interconnection (FINoT) with
FIWARE. In the later paragraphs, the FIWARE-based business services’ exchanges
are precisely presented.

9.3.1 Interconnecting the generic enablers
Here, the integration of FINT’s FINoT Platform is customised for use in smart
agriculture applications, with FIWARE and the QUHOMA project. It provides
detailed information about the FINoT platform architecture and the protocol
adapter of the FINoT Gateway which enables the communication with FIWARE.
Finally, it presents the deployment plan of the QUHOMA AGRI Nodes including
the minimum installation parameters.
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9.3.1.1 FINoT platform introduction
The FINoT platform is based on the innovative fusion of a sensor data acquisition
(DAQ) framework on top of a IPv6 low-power wireless personal area network
(6LoWPAN)-enabled network implementation. The key concept of the platform is
to enable the interface of a vast variety of sensors with a minimum setup effort
which can communicate using proven transmission control protocol/internet pro-
tocol (TCP/IP) technologies over a wireless mesh network. What truly differ-
entiates the FINoT platform from similar wireless solutions is the level of
abstraction that offers; it allows the seamless configuration and DAQ of virtually
any type of sensor or actuator, no matter its complexity under a common operator
interface without sacrificing almost any of the low-level access capabilities.

Rather than reinventing the wheel, the platform’s architecture was based on a
set of open standards selected specifically on par with the core platform’s main
concept; a flexible generic wireless sensor network (WSN). The use of open stan-
dards enhances its design flexibility since we are able to optimise their imple-
mentation from the ground up, facilitating the platform’s customisation according
to the vertical’s specifications.

In Figure 9.4, we can see the main open standard families that the FINoT
platform architecture relies on. Starting from the bottom level, we use the widely
spread IEEE 802.15.4 standard for the physical layer (PHY) and part of the media
access control (MAC) communication layers, the common reference between the
vast majority of WSNs currently IEEE 802.15.4 allows the creation of a low power
multi-channel and multi-topology secure wireless network which can be configured
according to needs. On top of the IEEE 802.15.4 PHY resides the 6LoWPAN stack
which allows the network’s abstraction to standard TCP/IP technologies. Finally,
the application layer is based on IEEE 1451 which enables a powerful common
transducer interface.

9.3.1.2 Network architecture
The network layer is based on the implementation of a low power wireless mesh
network. All the standard mesh features are here; multi-hopping, self-healing
routing. On top of the MAC layer resides a 6LoWPAN-compatible stack which

IEEE 1451

6LoWPAN

IEEE 802.15.4

Figure 9.4 The main standards the FINoT platform is built upon
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allows the communication with the gateway and between nodes to be made using
the standard TCP/UDP protocols. Each node is configured with a unique IPv6
address.

An Advanced Encryption Standard-128 encryption engine is utilised in both
the edge router and the nodes to allow the secure communication between each
network entity.

Table 9.1 shows a brief list of the network specifications of the FINoT
platform.

9.3.1.3 Sensor DAQ framework
On the heart of the FINoT platform lays the DAQ framework which is responsible
for the interface and management of the various sensors connected to the system.
The framework is based on the IEEE 1451 set of standards which allow the access
of transducer data through a common set of interfaces. The highly efficient binary
data format used by the standard is suitable for the low data rate, low power
network topology used, whereas the use of embedded transducer datasheets in
conjunction with the powerful command set that is exposed by the standard allow
the implementation of complex transducer functions independently of the sensor
type connected.

9.3.1.4 IEEE 1451.0
This standard provides a common basis for members of the IEEE 1451 family of
standards to be interoperable. It defines the functions that are to be performed by a
transducer interface module (TIM) and the common characteristics for all devices
that implement the TIM. It specifies the formats for Transducer Electronic Data
Sheets (TEDSs). It defines a set of commands to facilitate the setup and control of
the TIM as well as reading and writing the data used by the system. APIs are
defined to facilitate communications with the TIM and with applications. The
relationships between the IEEE 1451.0 standard and the other members of the
family are shown in the following diagram (Figure 9.5).

The underlying purpose of this family of standards is to allow manufacturers to
build elements of a system that are interoperable. To accomplish this goal, the

Table 9.1 Network specification list

MAC IEEE 802.15.4
Frequency band 2.4 GHz
Transmission power <20 dB m
Security AES 128
Modulation O-QPSK
Network stack RFC4944, RFC6282, etc. (6LoWPAN)
Routing protocol RFC6550
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IEEE 1451 family of standards divides the parts of a system into two general
categories of devices. One is the network capable application processor (NCAP)
that functions as a gateway between the users’ network and the TIMs. The NCAP is
a processor-based device that has two interfaces. The physical interface to the
users’ network is not specified in any of this family of standards. IEEE Std 1451.1
provides a logical object model for this interface between the NCAP and the TIMs
is defined in the remaining members of the family of standards. Different manu-
facturers may build the NCAPs and TIMs, and if both comply with this standard,
they should be interoperable. This standard provides a description of the functions
that are to be performed by a TIM or TIM. Provisions are made for a high level of
addressing that is independent of the physical medium-level and low-level proto-
cols that are used to implement the communications. It defines the common
characteristics for all devices that implement the transducer modules. The timing of
the acquiring or processing of the data samples is described. Methods of grouping
the outputs from multiple transducers within one TIM are defined. Common status
words are also defined. A standard set of commands are defined to facilitate the
setup and control of the transducer modules as well as to read and write the data
used by the system. Commands are also provided for reading and writing the TEDS
that supply the system with the operating characteristics that are needed to use the
transducer modules. A method of adding manufacturer unique commands is
included. In addition, this standard provides formats for the TEDS. Several TEDS
are defined in the standard. Four of these TEDS are required, and the remaining
TEDS are optional. Some TEDS are provided to allow the user to define infor-
mation and to store it in the TEDS. This standard provides areas that are ‘open to
manufacturers’.
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multidropPoint-to-point
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four physical

layers

Intrinsically safe
ISO 11898-1 (2003)
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Figure 9.5 IEEE 1451 standards relation [1]
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9.3.1.5 IEEE 1451.5
This standard introduces the concept of a Wireless Transducer Interface Module
(WTIM), connected wirelessly over an approved radio Communication Module to a
NCAP Service Module. The IEEE 1451.5 approved radios (Dot5AR) are IEEE
802.11TM, IEEE 802.15.4TM, IEEE BluetoothTM and IEEE ZigBeeTM technologies.
In essence, it standardises the supported wireless interfaces that an IEEE 1451 –
compliant device may use. In Table 9.2, we can see the list of Phy IDs that the
IEEE 1451.5 PHY TEDS support.

We notice that the third enumeration value stands for Low-Power Wireless
Personal Area Networks and as noted in the body of the IEEE 1451.5 standard, for
6LoWPAN in specific.

As shown in Figure 9.6, from left to right, the NCAP IEEE 1451.0 Services
interface with the NCAP IEEE 1451.5 Communication Module through the IEEE
1451.0/5 Communications API. The NCAP IEEE 1451.5 Communication Module
communicates with the WTIM IEEE 1451.5 Communication Module through the
IEEE 1451.5 Radio wireless PHY. On the WTIM, the WTIM IEEE 1451.0 Services
interfaces with the WTIM IEEE 1451.5 Communication Module through the IEEE
1451.0/5 Communications API. What is shown shaded in Figure 9.1 includes the
logical and physical partitioning that is covered by the radio sub-specifications for
IEEE 1451.5 services.

9.3.2 FINoT devices
9.3.2.1 FINoT Node
As the name suggests, the FINoT Node is the device which plays the role of the
communication entity within the WSN. The nodes form the mesh network and
transmit the sensor data to the gateway. Nodes do not support the direct con-
nection of sensors to themselves; however, they use an RS485 bus to connect to
S/AP (sensor/actuator peripheral) modules. This feature adds great flexibility to
the actual deployment of the sensors which can now be placed at a substantial
distance from the node and thus optimizing both the sensor installation topology
and the wireless coverage of the network, especially in indoor and constrained
places (Figure 9.7).

Table 9.2 Enumeration of Phy ID

Value Meaning

0 IEEE 802.11
1 Bluetooth
2 ZigBee
3 LoWPAN
4-254 Reserved for future expansion
255 Manufacturer specific
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Figure 9.7 The FINoT Node
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9.3.2.2 FINoT S/AP
The sensor/actuator peripherals are the devices which are responsible for the direct
connection and DAQ of sensors. Each S/AP is designed according to the type of
transducers that the deployment will use, including interfaces for analogue and
digital sensors as well as actuators. They do not possess any wireless connectivity
capability themselves; instead they are connected using the RS485 bus to the
FINoT Node. Up to 16 S/APs of the same or different functionality can be simul-
taneously connected to each node, allowing the creation of a diverse wireless DAQ
point (Figure 9.8).

9.3.2.3 FINoT Gateway
The FINoT Gateway acts as the edge node of the WSN network. All sensor data are
forwarded to the application framework through it, while it maintains optional
features like data logging and initialisation sequencing. The gateway is responsible
for the coordination of the WSN network, whereas the access to Internet is possible
by means of an Ethernet port, Wi-Fi or mobile broadband connection.

9.3.3 FIWARE interoperability
According to the FIWARE IoT specifications, the FINoT Gateway must be adapted
to an IoT gateway which will represent an aggregation point for all sensors/
actuators inside a farm. The IoT gateway will support all the IoT backend features,

Figure 9.8 A typical example of a FINoT S/AP
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taking into consideration the local constraints of devices such as the available
computing, power, storage and energy consumption. The level of functional split
between the IoT backend and the IoT gateway will also depend on the available
resources on the IoT gateway, the cost and quality of connectivity and the desired
level for the distribution of intelligence and service abstraction (Figure 9.9).

In order to the FINoT data concentrator fit the FIWARE architecture, a number
of software-plug-ins have been developed as part of the project. The new software
add-ons convert the FINoT Platform to a FINoT IoT Gateway. It features a dedi-
cated REST management API and a partial implementation of the standardised
NGSI API.

9.3.4 FINoT deployment
9.3.4.1 Introduction
In order to acquire data about the qualitative indicators of a farm’s soil and
microclimate, a set of agricultural sensors is required to be deployed. For this
purpose, a special FINoT sensor/actuator peripheral is used, which is capable of
interfacing a multiple of these sensors, acquire accurate measurements and through
the FINoT Node, send them upstream to the QUHOMA application. A minimum
set of sensor types have been identified as crucial for the aforementioned process,
and a deployment plan has been carried out in order to successfully install them
preserving the platform’s expandability options and at the same time ensure a
strong resistance to the elements.

9.3.4.2 Minimum setup
The architecture of an on-field QUHOMA measurement station is described in
Figure 9.10.

Each FINoT AGRI Node consists of a FINoT Node, an analogue DAQ sensor/
actuator peripheral, the sensors, an antenna, a PSU unit, an electrical safety sub-
circuit and an IP66 steel cabin. This setup allows the expansion of the AGRI Node
with a multitude of optional sensors which can be interfaced either by the installed
S/AP or by adding another one with minimum effort. The AGRI Node is power
supplied by the mains grid or optionally using a solar panel and a battery.

In order to complete the deployment, a FINoT Gateway is installed either to
the farm’s premises or if not available, to a dedicated cabin. The data are forwarded
to the QUHOMA platform using an available Internet connection or usually by
means of a mobile broadband connection (GPRS/3G).

9.3.4.3 Sensor types
As shown in Figure 9.10, the minimum setup consists of a soil temperature sensor,
a soil humidity sensor and an ambient temperature sensor. In order to have a better
understanding of the farm’s microclimate, a set of additional weather sensors can
also be installed like air humidity, solar radiation, etc. (Table 9.3 and Figure 9.11).
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Figure 9.10 QUHOMA measurement station

Figure 9.11 An installed QUHOMA AGRI node

Table 9.3 Sensor types

Sensor Type

Soil temperature RTD type, 3-wire
Soil humidity Capacitive, 4–20 mA output
Air temperature Thermistor or thermocouple type
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9.3.5 Service offerings in FIWARE
During the first phase of implementation QUHOMA will be based totally on
FIWARE GEs and the so-called Business Chapter as described in FIWARE
Architecture of Applications, Services and Data Delivery manual [2].

The GEs of the Applications/Services and Data Delivery together support the
creation of an ecosystem of applications, services and data that is sustainable and
fosters innovation as well as cross-fertilisation. In particular, GEs that are part of
this reference architecture can be grouped in three mayor architectural blocks as
described below.

9.3.5.1 Business framework
This framework includes the following:

A Store, which enables selling digital assets (i.e. applications, services and
data) for consumers as well as developers and is responsible for managing
offerings and sales. The store supports (1) registration and publication of
new offerings by application/service and data providers (e.g. Mentors,
Farmers), (2) contracting of applications/services and data, (3) gathering
application/services (including data services) usage accounting info, and
(4) charging for the acquisition and usage of application/services, on the
basis of the predefined price model.

A Marketplace, which allows consumers to find and compare offerings pub-
lished on different stores and provides further functionality to foster the
market for FI applications, services and data in a specific domain.

A Revenue Sharing System (RSS Engine), which allows the calculation and
distribution of revenues according to the agreed business models. The RSS
GE requires a revenue sharing model to calculate the incomes and revenue
shares to be distributed among parties (service providers). The RSS GE also
offers expenditure limits functionality for limiting the amount of money
spent by a customer. Moreover, the RSS GE offers reporting functionality
for administrators.

A Repository, which provides a consistent uniform API to service descriptions
(models) and associated media files for applications of the business frame-
work (Figure 9.12).

● FI Application Mashup Framework: The FI Application Mashup Framework
aims at offering support for application mashup, with a focus on the creation
of visualisation dashboards and operation cockpits from the underlying ser-
vices and data. The framework leverages the notion of app and data mashup
to allow domain experts and other knowledge workers without programming
skills to easily develop application mashups as highly configurable cockpits
and dashboards based on data- and event-based wiring of widgets and operator
chaining, being these widgets and operators linked to backend services
and data.
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● Data Visualisation Framework: The Data Visualisation Framework aims at
creating agile, beautiful visualisations and meaningful reports useful to present
the large variety of datasets data stakeholders will bring in the play as well as
providing customisable data analytics.

FIWARE will not build an ecosystem, FIWARE will rather provide Generic
Enablers for a core business platform, which will offer tradability, monetization,
revenue sharing, payment . . . important ingredients for a business ecosystem, after
customization and domain-specific adaptation for USDL and the GEs as well as
some complementary components.

The Orion Context Broker runs on top of the IoT Broker. This is a module
introduced to handle the complexity of a large setup with 1,000s of devices and IoT
agents connecting to them. In QUHOMA, it is obvious to many existing sensors in
agriculture over large patches of lands over an entire country. In that case, it will
need a unit which handles and aggregates data for user and a unit to discover
sensors in a farm. A rule of thumb apparently says: with more than 1,000 sensors,
you should add an IoT broker to your application.

The Orion Context Broker itself only holds the last value of an entity. To have
the historical view on sensors values (e.g. temperature), the Orion Context Broker
is connected via a FIWARE component called Cygnus with MySQL, where the data
will be stored and can be analysed. Cygnus uses the subscription/notification fea-
ture of the Context Broker that provides notification for updates regarding the
attributes of the selected entities. Cygnus is based on apache flume and will allow
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Figure 9.12 The business framework [2]
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one to persist data from the Context Broker not only to MySQL but also Apache
hadoop or CKAN.

The complex event processing (CEP) GE, also known as Proton, is a scalable
integrated platform to support the development, deployment and maintenance of
event-driven and CEP applications. Although standard reactive applications are
based on reactions to single events, the Proton engine component reacts to situa-
tions rather than to single events. A situation is a condition that is based on a series
of events that have occurred within a dynamic time window called a context.
Situations include composite events (e.g. sequence), counting operators on events
(e.g. aggregation) and absence operators. The Proton engine is a runtime tool that
receives information on the occurrence of events from event producers, detects
situations and reports the detected situations to external consumers.

The PEP Proxy GE interacts with two components in order to check authen-
tication and authorisation:

● Identity Management GE: When PEP Proxy receives a request, it retrieves the
authentication token from the specific header and validates it with the Identity
Management GE (FIWARE Account).

● Authorisation PDP GE: If the component is configured to check not only the
authentication but also the authorisation, PEP Proxy will check with Author-
isation PDP if the user (from the token) has the correct permissions to access
the resource specified in the request.

Rush notification relayer is used together with Orion Context Broker in ‘stand-
alone’ mode. The advantage of Rush as notification relayer is the following:
Instead of managing the notifications itself (including waiting for the HTTP time-
out while the notification receives responses), Orion passes the notification to
Rush, which in turn deals with it. Thus, Orion can implement a ‘fire and forget’
policy for notification sending, relaying in Rush for that.

Each device with sensors installed in a QUHOMA field will be mapped as an
Entity associated with a Context Provider by FINoT IoT Gateway collector. The
type and name of the entity will be created also by the FINoT IoT Gateway.

Each of the measures obtained from the device should be mapped to a different
attribute. The type and name of the attribute will be configured by the FINoT IoT
Gateway automatically or optionally by the administrator.

9.4 QUHOMA’s Road Ahead for sustainability –
the WHO and WHEN

The main issue to be discussed in this report is the governance of QUHOMA
project. This role is currently undertaken by FINT but it is believed that as the
platform attracts wider audience (both from farmers’ and agronomists’ side) the
harder it would be for a technology provider to play that role. This is easily
explained by the fact that FINT can never get (and actually does not want to have)
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full understanding of power issues and dominance positions related to a community
that is interested in qualitative farming. For the time being, the main approach is to
create something like a communal Code of Conduct which will underline the basic
rules, obligations and rights that QUHOMA participants will engage to as soon as
they become QUHOMA members.

Last, quality certification bodies of other EU countries must be contacted in
order to unveil their interest in joining in and ways to overcome scepticism over
cross-countries horizontal competition (meaning same quality accreditations in
different countries).

A preliminary exploration of related issues had already begun but more details
will be available in the following weeks.

9.4.1 A brief exploration of market dynamics, interests
and power potential over smart technologies
in smart farming [3]

Each group of stakeholders in the agro-food chain has its own business issues.
Introduction of smart technologies can impact differently those business models.
On the production side, the potential linked to smart technologies is high. Some of
the expected benefits of smart farming are as follows:

● increase productivity: increase yields by optimizing growth and harvesting
processes for example,

● reduce cost: cost of resources (water, energy), lower fertiliser and pesticide
usage for examples,

● enhance environmental issues: water and energy consumption, animal feed,
health and welfare, plant health, soil pollution, etc.,

● help predict the property value of farms and have insight into the commodities
market,

● move closer to consumer demands,
● improve communication with consumers and food-processing companies,
● strengthen position in the value chain,
● reinforce governance support of farmers’ local communities and improve

decision processes.

The needs and benefits between large farmers and small farmers are different.
For food manufacturers, food safety has become a critical concern. Smart

technologies can help them to enhance product labelling and traceability in order to
improve supply chain transparency. IoT could also reinforce their positioning
compared to retailers with more access to consumers data.

On the distribution side, smart technologies can mainly contribute to optimise
and improve freight, transport and storage. IoT brings two main elements: infor-
mation instantaneity and increase of the number of available data. It could allow
checking some constraints (temperature, humidity, package opening, etc.) and
having information on trucks filling ratio or driver tiredness.

Combining FIWARE and IoT technologies for smart, small-scale farming 261



For retailers, smart technologies help meet the changing needs of consumers
who expect to have full pricing and product transparency before making their
decisions. Active packaging and smart tagging can offer value-added functionality.
For example, smart tags using temperature and/or quality sensors can monitor
freshness of a product through the entire value chain. Indicators of product status
can be available to both sellers and consumers.

However, IoT could challenge the positioning of retailers in the value chain
with the risk to be disintermediated by food manufacturers or producers which will
have also access to consumers’ data.

Finally, for consumers, smart technologies answer to the demand of more
quality and transparency such as food components, breeding conditions, cultural
practices, etc. IoT could also facilitate new ways of consumption such as periodic
unfixed fresh products, or cooperatives of organic food consumption.

Regarding costs, farmers have very low margins. Investments in innovation are
difficult and farmers usually count on public support. Cost for smart farming is still
high, especially for small-field farming. Some technologies such as RFID or NFC
are still problematic due to the cost associated with this technology compared with
the cost of the product.

Exceptions are largest farms with stronger financial capabilities, such as in the
United States.

9.4.1.1 Similar market approaches from the IoT providers’ side
Several business models could be considered on how ICT providers can sell IoT in
agricultural and farming sector:

● Sale of hardware (sensors, etc.) by manufacturers directly or through service
providers, with free basic applications,

● Premium subscription for value added applications,
● Advertising-based model: free value added applications with advertising,
● Data value based model: free value added applications in order to retrieve

many data in platforms and reuse or re-sell data in specific ecosystems.
● Some options are to be considered in successful IoT business models:
● Open innovation and collaboration which imply the development of strong

ecosystems able to share data, know-how and experiences across the overall
ICT value chain,

● Supplies of end-to-end solutions (conception, integration, maintenance, etc.),
● Strong knowledge of the agro-food sector,
● Promotion of solutions through associations related to each specific agri-

cultural and industrial food sectors.

Costs of IoT solutions include hardware, development but also deployment
(installation and equipment), future updates, replacements, scalability and main-
tenance. The quantity of sensor nodes and deployed systems is a key cost element.
Moreover, costs will be higher with a fragmented market compared to generic
solutions using standard interfaces, ensuring interoperability between different
providers.
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Finally, open source solutions can be promoted as they are usually cheaper
than proprietary systems. Also they can be much more flexible and customised for
the application purposes. But the main problem in open models is related to
support, maintenance and after-sale. Indeed API can change and old versions
cannot be available anymore. In addition, it can be more difficult in rural area to
find open source experts.

9.4.2 Lessons learned from the above and additional sources
In all the above cases the focus has been moved from small-scale, independent,
family farmers to big associations the interests of those might surpass the interests
of the Qualitative Horticulture Community/Marketplace. Here, the project team
aims to build a sustainable organisation to promote sustainable farming and vice
versa: sustainable farming only applies to sustainable members of a distributed,
non-hierarchical, self-autonomous and thus sustainable community.

However, it should be highlighted that all the above concepts, approaches and
technologies limit themselves to what QUHOMA identifies as its Minimum Viable
Product. More precisely, QUHOMA’s scope is not simply to construct an IoT
solution in order to facilitate farming activities just for the sake of farmers’ easi-
ness. The main innovation of QUHOMA is that there is already a very specific plan
on how such IoT technology utilisation will facilitate a community’s development
and then how to engage community members in services’ buys and sells. Such an
approach is profoundly innovative, and it is also used to persuade farmers to col-
laborate technically.

The proposed business model as published in the best practices to guide EU’s
Large Scale Pilots’ implementation on Smart Farming and Food Security [3]
assumes that the following: QUHOMA is an example of FIWARE-FINT’s farm
services. The QUHOMA platform is a data-centred community and marketplace
for promoting qualitative horticulture. Hardware (FINoT equipment) is provided
for free to farmers and access to relevant data is provided upon subscription to
agronomists/mentors and Quality Certification bodies:

● Basic (operational) service packet: farmers who have subscribed to QUHOMA
can remotely manage their farms through a WebApp. Then, they can purchase
operational (WeedHandling, PlantProtection, etc.) advice packets from men-
tors on a pay-per-use model,

● Tactical service packet: additional to the basic service, farmers can now enjoy
training and holistic farming management advices with a discount,

● Strategic service packet: farmers can now buy business intelligence advices
and discounted certification products.

9.4.2.1 Champion approach
Merging QUHOMA with national and EU initiatives like LEADER and/or Smart
Specialisation Strategies (RIS3) would enable vast diffusion of smart farming tools
like FINoT_AGRI devices used in QUHOMA and support side challenges that the
project aims to address like actual increase in young professionals’ employability,
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digital divide reduction, technology for the masses and a knowledge-intensive
economy creation for EU.

Moreover, innovation schemes will actually be facilitated by state policies
which can also deploy a fair regulation framework for similar marketplaces and
communities that their existence largely influences public good (in terms of food
safety).

9.4.3 What is then proposed?
To build a business community around IoT technology:

● This community will favour access to data instead of data ownership within the
community. For publishing/re-using data outside the community farmers have
to give their permission to do so.

● FINoT equipment will be given to land owners with a set of clearly defined
terms and obligations for FINT (as technology enabler the company does retain
the right to exploit anonymous/pseudonymous data), for the farmer and what
are his obligations within the community and for the moderator of the com-
munity (farmers’ union, state, else). He is also in charge of describing the
community’s own self-regulation instruments (e.g. General Assembly, voting
rights, ways to deploy decisions, ways to control decision-making).

● On-site data release will be possible but the releasers should be securely
facilitated by technology to do so and get a reward for any data set given
further (e.g. to mentors/agronomists in order to scientifically run correlation
tests among pest usage and micro/macroclimate conditions or to quality CB to
run probability/risk assessments tests for specific certification schemes for
specific crops in specific areas).

● When (land) ownership changes the terms and conditions of the community
might also change.

● Overall, the business model will be used to eliminate reluctant to change
behaviours from farmers’ side and a realisation of circular economy in accor-
dance with EU official roadmap that is to be communicated later this year [10].

● IoT data at the centre of a circular community: massive lakes of structured and
unstructured data gathered by sensors allow everyone who needs that data to
improve their work and decision making and instantly share that data.

● A distributed community instead of a hierarchical top-down governing body
presented in Section 9.3. When data about operations and products were
fragmentary and little and only available for limited use this dictated both
company organisation and management styles. Companies were hierarchical,
because managers controlled distribution of what data was available, on a top-
down and need-to-know basis. Typically, one department would analyse data
based on its area of expertise and decision-making, then pass it along to the
next department, whose purview would be similarly limited. Production mode
was linear while similarly, the supply chain and distribution network were also
linear. But this no more the case so novel management styles have also to
emerge from technological innovations. And this is what QUHOMA needs to
accomplish (Figure 9.13).
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Such a community-based, horizontal approach as a management style of an
organisation/association gets more and more momentum as numerous publications
and real-life example constantly unveil to us [11].

9.4.3.1 Who else can be engaged?
● The European Food Safety Authority [12] is an independent European agency

funded by the EU budget that operates separately from the European Com-
mission, European Parliament and EU Member States.

● Drivers of top-down approaches for holistic rural developments, for example
LEADER [13], RIS3 [14] and more under national or European initiatives.

● Top-down approaches in international context. For example close collabora-
tion with United Nations and its branch on Food Safety and Security, FAO [15].
‘FAO recognizes that the private sector is a key stakeholder in the fight against
food insecurity, malnutrition and rural poverty, and acknowledges the potential
that better coordination and collaboration between the public and private sec-
tors can offer in the delivery of the Organization’s Strategic Objectives. The
Organization, therefore, takes an open and pro-active approach to optimizing
the benefits of closer collaboration. In this regard, FAO will consider engaging
with all private sector entities, including small and medium enterprises
(SMEs), cooperatives and producers’ organizations, local companies through
to MNCs’.
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Figure 9.13 The circular economy [4]
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● IFOAM (International Federation of Organic Agriculture Movements) [16] is a
global organisation that leads, unites and assists stakeholders from every facet of
the organic movement. In addition to support a diverse global membership
scheme IFOAM organises high profile events where organic stakeholders can
share their knowledge and expertise and establish valuable partnerships; imple-
ments projects, with global and regional partners, which facilitate conversion to
organic agriculture, empower local stakeholders and strengthen supply chains as
well as help raise consumer awareness; guides through the increasing complexity
of organic standards and regulations, and promotes alternatives to certification
that are adapted to the diverse needs of organic farmers.

9.4.3.2 Key message for all involving parties
It should be noted that the American Farm Bureau Federation published a potential
risks outline relating to the data mining in the agricultural industry and on farm
tools [17]. Farmers especially fears that price discrimination may appear if big
input suppliers use data to charge them a different amount for the same product or
service. In addition, farmers identified three specific challenges on the usage of
their farms’ data.

Top three concerns from farmers

1. Liability – In the case of a data breach, who is liable for my farm data? Can
misuse of my data be used against me if not obtained legally?

2. Usage – How is my data being used by each company and who is it being
shared with?

3. Privacy – Is my data anonymous so it cannot be traced back to my site specific
operation?

Research’s background: Companies have used farm level data for years, but the
level of real-time information gained at a micro-level unit is a concern. If a large
agribusiness firm had access to real-time information from 1,000 combines
randomly spread across the Corn Belt, that information would be extremely valu-
able to traders dealing in agricultural futures. Traders have traditionally relied on
private surveys and USDA yield data. These yield estimates are neither timely nor
necessarily accurate. But now, real-time yield data is available to whoever controls
those databases. Virtually every company says it will never share, sell or use the
data in a market distorting way – but we would rather verify than trust.

One of the most important issues around ‘big data’ goes directly to property
rights and ‘who owns and controls the data’. The risks to privacy that the farmer
faces, such as his pesticide or GMO usage that may be an accepted practice but
politically unpopular, are great.

In addition, farmers’ information is valuable to the companies, so farmers
should have a say in and be compensated when their data is sold. Farmers need to
protect their data and make sure that they bargain wisely as they share their data
with suppliers and companies who desire access to their information.

Farmers are rightly concerned about data privacy. Even if an individual operator
does everything to the best of his ability, following all the applicable rules, regulations
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and best management practices, there is still concern that the EPA or one of the
numerous environmental organisations that bedevil agriculture might gain access to
individual farm data through subpoenas or an overall-clad Edward Snowden.

9.5 Encouraging local adoption and use – the FOG case

As the World Economic Forum [5] pointed out in the 2014 report – Delivering Digital
Infrastructure: Advancing the Internet Economy – digital ecosystems that produce
local content and apps are vital for building digital literacy, attracting local users and
serving local needs. Digital services can be a big step towards addressing local pro-
blems and boosting competition in an increasingly international digital services
market. In addition, using the Internet can have a large impact on local businesses,
especially SMEs. Internet awareness and relevant digital content obviously have a
symbiotic relationship; an increase or improvement in one will help drive an increase
or improvement in the other. In developed markets, where factors such as infra-
structure and cost are minimal constraints, content and usage have become a double-
barrelled growth engine. To reach the goal of global connectivity, the problem
of relevance as it relates to awareness and language must be addressed. The
public sector, private sector and civil society can encourage adoption and use by
facilitating local content development and putting policies in place that make it easier
for businesses, especially SMEs, to benefit from digital technology, as shown in
Figure 9.14.

9.6 Conclusion – the WHERE

QUHOMA is now in its MVP commercial phase which targets farmers and mentors
as its primary revenues’ channels. Continuous technical developments are being
undertaken as well as additional business cases are included. The project has raised
much attention from academic and market area while it is considered among the
most promising and successful FI BUSINESS ideas. It has also been presented in
prestigious Greek business events for identifying IoT business opportunities and
modern tools for agriculture and it has raised awareness during some of the most
profound European conferences of the agriculture domain (e.g. Berlin’s Fruit
Logistica 2016) as well as participated in FAO and EIP-AGRI closed meetings
(more info at quhoma.com/news). Strategic partnerships with respective players of
both demand and supply side are being finalised, whereas respective envisioned
versions are already been validated so that QUHOMA keeps its leading role in the
cutting edge Smart Farming wave of innovation. Interesting partners can always
subscribe to http://quhoma.com/login/ to join QUHOMA community [10] and be
continuously updated on the project’s advancements. A project that was grasped,
developed, implemented and disseminated in the middle of Greece’s debt crisis
since 2015 by FINT, a Greek SME with expertise in advanced Telecom Engineering
services.
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Chapter 10

Stable real-time video distribution by exploiting
cloud and peer-to-peer interaction

Maria Efthymiopoulou1 and Nikolaos Efthymiopoulos1

10.1 Introduction

Real-time video distribution over internet has already become enormously popular.
Real-time video distribution is a continuous evolving and growing application
because users of it increase their presence and because of the extraordinary growth
of network technologies. In the future, similar application will have as its
requirement to distribute video content with high playback rate with a way that will
be able to cope up with dynamic and heterogeneous network environments. The
rapid, reliable, and efficient transmission of the video content consist of the core of
the problem.

The first approach with which took place the distribution of video through the
network was the client-server model. In this architectural approach, a client (user)
interacts with a server. Video is sent to the participating clients from the former.
The next approach was content delivery networks where a server initially forwards
video to a set of servers that have the role to deliver the content (cloud). Users
acquire the video by contacting one of the aforementioned servers. Despite the fact
the applications that provide live streaming (LS) have become popular; they chal-
lenge video servers, and they highly stress on internet traffic. Scalability problems
make the video streaming solution that is based in client-server architecture
expensive. This is the reason that constituted peer to peer (P2P) networks attractive
and motivate research community and industry to do research on them. They pro-
vide an alternative solution towards video streaming because they have low cost,
and they are scalable. A major advantage in P2P is that each peer, which takes part
in the system, puts its bandwidth (BW) and processing resources to the distribution
process. In more detail in a P2P, LS system peers not only acquire data from the
network, but they also forward (by exploiting their upload capabilities) data to
other peers in the system. In this way, the upload BW of end peers is used in
an efficient way and minimizes the BW load, which would be put on the servers in
the other case.

1Department of Electrical and Computer Engineering, University of Patras, Patras, Greece



In more detail, the video content could have a stable or dynamic playback bit
rate measured in bits per second (bps). The sum of the upload BW that servers and
peers contribute divided by the number of the participating peers is the average
available distribution bit rate and introduces a physical constraint that represents
the maximum bit rate that the system is able to provide to its users irrelevant of its
architecture. Every video has a fixed size noted as the video size. Every second of
each video is divided into a set of data objects that noted as video blocks. Video
blocks are the fundamental entity that is exchanged among participating users.
Their size, measured in bits, noted as video block size, and the frequency in which
the system has to deliver those represents the distribution block frequency. Each
user maintains a data structure named video block buffer, which holds the state of
each block. Two states are of interest: received blocks and missing blocks (blocks
that have not been delivered yet to it). Every video block is correlated with a
playback deadline that is defined as the time instant which the video player will
consume this block. A buffer bitmap is the buffer status of a user at any given time
instant. Usually received blocks noted with 1 and missing with 0. It is said that any
two user have overlapped buffers only if they have one or more common blocks
into their buffers. As content bottleneck defined the state in which a user does not
have sufficient number of useful blocks (as useful defined a block that a user has,
whereas other users have not) to exchange.

According to the fragmentation of distributed video into video blocks and its
distribution policy, systems can be categorized into two categories. The first, which
due to its simplicity is more widespread today, is the distributed video encoding
agnostic category, in which is not exploited the media encoding format. The second
is distributed video encoding aware category in which distribution architectures
and transmission policies are able to exploit the encoding mechanism of the dis-
tributed videos. Another important architectural decision is if the video blocks will
be sent encoded or unencoded. The unencoded approach prevents and reconstructs
from errors, although it induces more overhead compared to the first approach.

Latency is the time interval between the generation of a video block and its
playback. Startup latency or startup delay is the time period starting from the
instant that a user joins the system to the instant that the user starts playing out the
video after buffering a few seconds of it. Startup delay is strictly correlated with
user’s buffering level; the number of consecutive blocks should be received and
cached in user’s buffer. The prebuffering time is a trade-off between having a short
waiting period and having low block loss during playback. This makes the pre-
buffering period an important metric.

Every user, from system’s perspective, can be described from its upload and its
download BW. Download BW expresses the rate in which a user (peer) can down-
load blocks from other users or the server, whereas the upload BW expresses the rate
in which the user (peer) uploads blocks to other users. User’s capacity represents the
total number of blocks that a user can upload to other users in a certain time interval
and correlated with user’s upload BW and the video playback rate.

Users exchange video blocks each other or with the server in discrete time
called round. So, as throughput is defined the total number of blocks exchanges per
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round. It is for a metric that relates to the utilization of the system resources. As a
consequence, high throughput implies high utilization of system’s resources in
terms of upload BW that used for block diffusion. While, user’s throughput is the
amount of information that downloaded by a user in a unit of time. As goodput
expressed the bit rate in which a user is able to fill with video blocks its buffer.
Goodput determines the maximum bit rate that the system is able to achieve full
playback continuity. As continuity index, is defined the ratio of video blocks that
arrive before their playback deadline over the total number of arrived video blocks.
High continuity index ensures an uninterrupted video playback.

Users’ different arrival patterns and their duration into the system constitute
user behavior. A flash crowd is a situation in which a large set of users join the
system suddenly for a brief time. As peer churn is defined the phenomenon in
which users dynamically and suddenly leave the system. Peer churn introduces
dynamics and uncertainty into the P2P network and maybe degrades the viewing
quality of the remaining users. Although it is expected that a user leaves the system
as soon as the video finishes, early departures occur. As early departure is defined
the phenomenon in which a user can leave at any time without advance notice.

Finally, the server stress is the amount of BW that allocated from the server. It
is an indicator of how congested (on average) the video server is. While the server
capacity is the maximum BW provisioned from the server to all peers and conse-
quently expresses the number or requests served at each round. Especially, server’s
service rate could be defined as server’s upload BW divided by video playback
rate. Server stress is strictly correlated with users’ upload BW utilization and with
its buffer size (larger buffer implies higher probability of exchanges among users).
In scalable P2P LS systems, server stress is very important as it correlates the
architecture of the system with its business model and the financial requirements
that LS service has.

In a nutshell, this chapter presents a P2P live video streaming system that is
scalable and stable. The proposed system is able to guarantee the complete and on
time video distribution to every participating peer based on the three aforementioned
strategies. The contribution of this chapter is summarized to the development of
these strategies with respect to the aforementioned P2P LS requirements. The rest of
this chapter is structured as follows. Section 10.2 analyzes our system’s architecture.
Section 10.3 presents the playback rate adaptation strategy. Section 10.4 analyzes
the provision of quality of service (QoS) through cloud assistance, whereas
Section 10.5 analyzes the provision of QoS through other peer’s assistance. Finally,
in Section 10.6 we conclude and we give some hints on our future work.

10.2 System’s requirements and architecture

As analyzed earlier, video distribution over internet has already become enor-
mously popular. It is a ‘‘killer’’ application due to users’ growing demand and
extraordinary growth of network technologies. In the future, internet will be able to
deliver video of high quality in a way that will be efficient and personalized
through very dynamic and heterogeneous network conditions.
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With P2P networks service providers avoid and these systems are also very
promising in terms of scalability. In this way, industry and researchers consider
these architectures a promising approach that could be adopted in the future. The
main advantage in the exploitation of P2P architectures is that the peers that take
part in the delivery of the video put their own BW, storage, and processing
resources in order to self-organize the distribution of the multimedia content.
A P2P LS allows peers not only to acquire media blocks from the system by using
their download BW, but also use their upload BW in order to send media blocks to
other peers that participate in the system. Thus, the upload BW of participating
peers is utilized in an optimal way and in this way is minimized the BW that is
needed from the media servers towards the complete and on time distribution.

As analyzed in the aforementioned paragraph, LS requires that the participat-
ing peers will use each piece of the video in the same time. In order to achieve this,
they have to download the video with a rare that approximates its playback rate.
Thus, a vital objective in these systems is the distribution of the audiovisual content
in a way in which all participating peers acquire all the media blocks before their
playback deadlines. In addition, each peer has to acquire each media block only one
time in order to avoid the waste of resources. By trying to annotate all the above,
and without harm of generality, the main requirements from a live video streaming
system are as follows:

● Efficiency of the scheduling of the distribution of the media blocks in a way that
maximizes the upload BW that is used from the peers. This is the way to mini-
mize the BW that will be needed from the media servers towards the complete
distribution and/or the distribution with the maximum possible playback rate. In
other words, efficiency determines the trade-off between BW, the BW that media
servers put and the playback rate that the P2P architecture is able to deliver.

● Stability is determined as the robustness of the distribution architecture to
continue to distribute the video in a time effective and complete way in the
case of disturbances. As disturbances can be considered: (i) the changes in
the congestion of the underlying network, (ii) the entrance of new peers in the
system, (iii) the case in which a set of peers leave the system, (iv) the change in
the BW of peers, and others. These disturbances have a temporal but sig-
nificant impact in the stability and robustness of the system. As a consequence,
it is triggered degradation in the quality of LS service (QoS).

● Scalability is the correlation of the BW, processing, and storage amount that
media servers have to contribute with the number of participating peers. In
order to design a system that is scalable, there is the need of distributed algo-
rithms in case that it is possible and the design of low overhead algorithms in
case that functionality has to be centralized. In order to have a system that is
scalable, there is a need for low overhead especially in cases when the number
of the users (peers) in the system is high.

More analytically in P2P real-time distribution systems, all the users download
the video with a rare one that approximates its playback rate. Thus, one of the most
important requirements from such systems is the timely distribution of the media
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block to every user in a way that each user will acquire each media block only one
time in order to avoid the waste of BW resources.

Every system should be efficient, reliable, and secure. The efficiency, as
analyzed, implies the trade-off between the fulfillment of the needs of service
consumers and resource costs of the service and network provider. As costs
assumed the upload BW that the service provider contributes and the traffic
introduced to the network during the provision of the service. The exploitation of
the peers upload BW and the ability of P2P systems to adapt their distribution paths
to the topology of the underlying network act as motivations towards the selection
of P2P architectures for the provision of streaming services. As reliability we define
the ability of the system to provide stable and uninterrupted services. The factors
that could affect the reliable functionality of the system are peers arrivals and
departures, flash crowds, insufficient total upload BW, sudden faults in network
paths, and faults in components of the service provider. A successful streaming
system could be assumed reliable if it is able to prevent all these scenarios and
handle them efficiently in case. Finally, security is a well-known research problem
out of the scope of our work, thus will not be analyzed further.

Service provider desires the system to be scalable despite the large number of
users and the unpredicted arrival pattern. In more detail, it will have low cost in
terms of management overhead and so distributed algorithms towards a self-
managed system constitute one of the system requirements. In addition, it requires
the minimization of the storage and BW resources that it has to contribute as the
system grows in terms of participating peers. These act as a motivation behind the
selection of P2P architecture towards the provision of a streaming service.

Moreover, the whole implementation should be fault tolerant in different
scenarios could be caused either from the system or from the user perspective (such
as peers’ behavior, server failures, etc.). The system should be robust to peers’
dynamics and links failures by offering uninterrupted video playback. Also another
issue that needs to be regulated is to avoid free riding. Peers require a minimal
download speed to sustain playback, and so free-riding is especially harmful as the
altruistic peers alone may not be able to provide all the peers with sufficient
download speeds. So, the system should give incentives to participating peers to
maximize the upload BW that they contribute.

User satisfaction is correlated with four factors. The quality of the video that
the service is able to deliver, the latency that the service introduces, the unin-
terrupted video playback rate that often referred to as playback continuity and the
functionalities that the service offers (e.g. Video storage, Video seeking, etc.).
Average available distribution bit rate is strictly correlated with video quality that
users enjoy. Users require as high as possible average available distribution bit rate
and a sophisticated video encoding protocol that will maximize the quality of
experience (QoE) or streaming quality that the service provides. Thus, QoE implies
an uninterrupted video playback in high definition quality of video. In technical
terms, this determined as a peer should have a buffering level of more than 80% of
the total size of its playback buffer (by this way we can also calculate the percen-
tage of high quality peers).
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Participating users desire to start consuming the distribution objects as soon as
possible after their request. Thus, the startup delay should be as small as possible.
In some systems, each peer has different startup delay and in some others it is
a system parameter. As mentioned earlier in system requirements, reliability is a
crucial factor. From user’s perspective reliability could be translated as playback
continuity. This requirement is satisfied if video blocks received before their
playback deadlines and if all peers can receive the streamed video at the desirable
distribution bit rate. Playback continuity and startup delay can also be assumed as
performance metrics.

Major goal from network provider perspective is to minimize the traffic arises
from peers and server contributions. That implies, the lower the traffic the lower the
cost. Traffic within the network has to be minimized. Obviously, the network
should have as little overhead traffic as possible. Control messages have to be as
few as possible.

According to the recent progress of the researchers, we have three ways
towards the harmonization between the playback rate and the dynamic conditions
that occur in the BW of the participating users. The first [1] can be expressed as the
dynamic adjustment of the playback rate by taking dynamically as input the
available upload BW of the users that are in the system each time instant. The next
one is the dynamic control of upload BW from media servers (e.g. clouds). The
final (third one) [2] is relevant with the dynamic provision of upload BW form
other users that they do not need temporarily. This solution does not require the
existence of media servers from a BW provider or a cloud. In order to choose the
appropriate way to stabilize the distribution, we have to examine the desired QoE
of the users that participate in the system and the use case that the system will be
used. In an example use case in which we desire a system that does not cost the first
way is more appropriate. Alternatively in an example use case in which we desire a
system with high playback rate and very high fault tolerance, the second way is
more appropriate. Furthermore, in a use case in which the cost and the video quality
are important, the third way is more appropriate [3].

Our P2P architecture, as most of the existing architectures, has a set of media
server(s) in a cloud (noted by S) and a set of peers (noted by N). The servers, S, are
handling (i) the initial diffusion of the video to a small subset of nodes among
participating peers, (ii) the tracking of the network addresses of participating peers
in order to assist the construction and the management of the P2P overlay, (iii) the
dynamic and scalable monitor of resources of participating peers, and (iv) the
dynamic allocation and release of auxiliary BW. The rest of the functionalities,
which we will describe below, take place in each peer in N. Figure 10.1 illustrates
our proposed P2P LS system’s architecture.

The video stream, which the system disseminates, is divided into video blocks.
In order to allow peers to exchange video blocks, each peer maintains network
connections with a small subset of other peers that will be noted as its neighbors.
The sets of these connections change dynamically and form a dynamic graph called
the P2P overlay that is self-organized (no centralized management from S). In our
previous work [4], we present a graph topology and P2P overlay management
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(dynamic and distributed optimization) algorithms, which peers in N periodically
execute, which result in the dynamic reconfiguration of the P2P overlay. We use
distributed optimization theory in order to dynamically ensure in a distributed
(scalable) and dynamic fashion that (i) peers have connections proportional with
their upload BW, (ii) peers have connections with other peers close to the under-
lying network, and (iii) our P2P overlay is adaptable to underlying network changes
and peer arrivals and departures. As the reader may observe in [4–7], this allows us
to efficiently exploit all the available BW resources even if they are highly
heterogeneous.

The dynamic output of the P2P overlay management algorithms that run in
each participating peer is a neighbor list that is passed to the distributed block
transmission scheduler (DBTS).

The DBTS coordinates block exchanges. In order to achieve this it has a set of
algorithms executed by every peer in N, which dynamically communicates with its
neighbors. The major objective of DBTS is to ensure the timely delivery of each
video block to every peer in N by exploiting the upload BW of participating peers
and the additional BW resources that S may contribute. In more detail each peer
periodically sends to its neighbors control messages that encapsulate information
about video blocks that it owns. Thus, periodically each peer (through a matching
algorithm) is able to request from each one of its neighbors a different video block
or nothing if there is no video block to request. In order to perform the requests, a
matching algorithm is executed periodically by each peer and its objective is to
request as many unique blocks as possible. These requests are served sequentially
by each peer who prioritizes them by selecting each time its most deprived
neighbor to serve its block request. As most deprived is defined the neighbor that
has the smallest total number of blocks compared to the video blocks that the sender
peer owns. Our proposed DBTS is analyzed in detail in our previous works [4,5].
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Figure 10.1 Proposed P2P live streaming system’s architecture
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The DBTS sends the video blocks, which have to be sent, in the P2P congestion
control component and the ordered stream with the blocks, that it receives, to the
video player, that each peer in N has.

Our proposed P2P overlay and our DBTS enhance our P2P LS system with two
properties that we will exploit in order to create our proposed components. The first
property (Property 1) is that if idle BW exists it is derived from BW surplus in the
system and not from the inefficiency of the system to exploit it. In other words, we
guarantee that the presence of idle BW implies (testifies) the complete stream
delivery. The second property is that the percentages of the idle resources among
participating peers are almost equal (Property 2). We highlight here that in the case
of heterogeneous peer upload BW, various peers send with various bitrates (analog
with their upload BW capacity), but the percentage of their BW utilization, and
consequently the percentage of their idle time, is very similar.

Our P2P congestion control [8] is totally distributed and executed in each peer in
N and is able to manage sequential transmissions of video blocks to multiple locations
that DBTS sends to it and to provide to the scalable bandwidth monitoring (SBM)
the dynamic estimation of: (i) the upload BW capacity, and (ii) the idle BW resources
of each participating peer with the way that will be requested from the latter.

In the rest of this chapter, by exploiting the features of the aforementioned
components (background work), we develop two new components. We note the
first as SBM, in which a scalable gossip protocol is executed in each peer in N and
is connected with a centralized component in S. In more detail, it (i) aggregate the
monitoring information from DBTS and P2P congestion control, and (ii) forms all
the required metrics that the bandwidth allocation control (BAC) needs.

The BAC, which is noted as QoS Enabler in Figure 10.1, is the second pro-
posed component that is executed exclusively in S, and its purpose is to calculate
dynamically the amount of total system’s upload BW surplus or deficit towards the
control of the idle BW resources or to adapt the playback rate towards this goal.

10.3 Quality of service through playback rate adaptation

In order to summarize this section, we analyze here a way that enriches real-time
P2P media distribution with stability by adjusting in a dynamic fashion the play-
back rate, and in this way it ensures that every user in the system will acquire every
media block even in cases where the dynamic BW of the system varies in a very
‘‘strong’’ manner. Towards the achievement of this goal, we created a scalable
system that monitors dynamically the BW of a very small subset of users in the
system and a functionality that dynamically adjusts playback rate according to the
available BW of the users. By using discrete time differential equations is expres-
sed analytically the correlation among the playback rate and the dynamic average
upload BW of the participated users. Thus, it is feasible to exploit control theory
in order to solve this problem. In addition, inaccuracies in the process of BW
monitoring are taken into account, and in this way we are in a position to model
analytically, and in a dynamic way, the aggregate BW that remains idle.
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More analytically we created (i) a monitoring functionality of the existing BW,
and (ii) a playback rate adjustment functionality that

● Offers a scalable monitoring, that achieves to monitor the average BW of the
participating users by introducing very small BW monitoring towards this
process. In order to achieve this, we exploit the properties the P2P overlay and
the DBTS that we have developed.

● Guarantees the timely distribution of all the media blocks and even in cases
where the conditions are very dynamic. In more detail, it is grounded on a
theoretical model that we developed in order to use control theory towards
guaranteed results.

● It exploits the BW of the users that are in the system. In more detail, we find
dynamically the largest playback rate that we are capable of distributing, and
we correlate it with the accuracy of the BW monitoring algorithm and the
maximum magnitude of BW disturbances.

10.3.1 Problem statement
A set of peers, in which we refer to as N, acquire the same video. The objective is to
design a system that is able to allow the requests of the peers that participate in N to
be fulfilled from a tiny portion of nodes in N which we call as their neighbors. The
bit rate of these requests is pk, and it is equal with the playback rate of the video. k
is a positive number and denotes the time instant. The requests of the peers that the
system addresses are the incoming flows. The requests that peers announce are
taken care by their selves though the use of their upload BW. These are the out-
going flows of the system. P2P congestion control uses these flows and in this way
generates a passive monitoring that estimates in a dynamic fashion: (i) upload BW,
u(i)k, of users in the system, and (ii) idle percentage of the upload BW, id(i)k, of the
users that participate in the system and described earlier with N. In the rest of this
subsection, we analyze the issues that we addressed towards dynamic playback rate
adaptation which are as follows:

1. The creation of an analytical model that correlates, in a dynamic fashion the
playback rate with the idle BW of the users in N.

2. The use of the features that our P2P overlay and DBTS have towards the
creation of a monitoring system. It works in a scalable way and is able to
calculate in an online and accurate fashion the total idle resources. It introduces
very low network aggregated overhead by communicating only with a small
number of users which is negligible when compared to the total number N.

3. The development of a control strategy that uses the aforementioned analytical
model and controls id(i)k of users in N to a point idREF that the system admin-
istrator desires. In order to achieve this, it changes dynamically pk. In this way,
it is guaranteed that the system works below its limits by delivering every
block to every user and furthermore it does this on time.

4. The analytic determination of the lower value of idREF that is able to ensure the
uninterrupted delivery of the video even in cases that (i) there are inaccuracies
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in the system model and (ii) there are dynamic disturbances of in the BW
conditions (fluctuations in u(i)k of users that are in N). This is how the proposed
architecture works in the largest feasible playback rate and ensures the delivery
of the video in it.

5. The determination of the largest id(i)k towards the prediction of the largest
possible amount of BW resources that the system wastes. These are correlated
with the inaccuracies that our equations introduce and the changes that occur in
the BW conditions of the system.

The next section analyzes how we model the aforementioned phenomena with
equation of differences and the design methodology of the system, more details are
explained in [1] that have to do mainly with evaluation issues.

10.3.2 Modeling and controller design
The core control unit of the system noted as playback rate control (PRC). PRC is
executed in a periodic fashion (period T). A media server (S) acquires all the data
that we need for its execution and PRC instantiated with a centralized architecture.
Preferably S could be the same server that encodes the video and prepares it for the
distribution. The goal of PRC is to control idle, id(i)k of users in N to the value
idREF. In order to have this, it controls its input pk. In the following lines is
explained this activity which has been modeled with equations of differences and
the control strategy that selects with a period T pk. There are several symbols that
we use in order to describe our model. These have been gathered together and
shown in Table 10.1. The index i represents the user id (brackets), and k is the index
that represents an instant of time.

Table 10.1 Notation

Symbol Definition

S Generator (source) of the media object
N Set of participating peers (in the equations below N is used as the number of

participating peers)
pk Media playback rate at time instant k
u(i)k Upload capacity (upper limit) of peer i at time instant k
id(i)k Idle time percentage of peer i that at time instant k between 0 and 1
idk Average estimated idle time percentage of N peers at time instant k between

0 and 1
idREF Average idle time percentage reference value that is between 0 and 1
T Period of execution of PRC
wk System input that represents the change in the playback rate that is determined

from PRC
wREF System input in the equilibrium point
d1 Percentage of modeling and monitoring inaccuracies. It belongs to (�d1M ; d1M )
d2 Percentage of average upload bandwidth change. It belongs to (�d2M ; d2M )
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Towards a smooth presentation of the model, we have two assumptions. These
two assumptions could be broken as we do in [1]. In more detail, we have the
following:

● Assumption 1: According to Property 2, as analyzed in the previous section, we
have id(i)k ¼ idk for each user i that is in N. With idk we express the average id(i)k

of users N. Thus, according to this, we can estimate idk if we probe only one user
in N, and we acquire only one id(i)k.

● Assumption 2: T is the time interval between two consecutive executions of
PRC, and it has to be less than the time that usually takes to have important
changes in the BW conditions of users in N. According to this, we can assume
that the aggregated BW of the system is approximately identical during this
period T.

If the system (users in N) has enough BW, our proposed overlay and scheduler (see
Section 10.2) are able to ensure that the stream will be given to every user in N and
thus the incoming flow of every user i is pk. Thus, the aggregated incoming flow of
users in N is Npk. In addition, the total amount of incoming flows that users have is
the same with the aggregated outgoing flows that users send. The sum of outgoing
flows is the sum of their nonidle upload capacity u(i)k. By examining the afore-
mentioned and by keeping Property 1 as analyzed in the previous section, we have
the following:

Npk ¼
X
i2N

1 � id ið Þk
� �

u ið Þk (10.1)

Assumption 1 leads us to rewrite (10.1) as

Npk ¼ 1 � idkð Þ
X
i2N

u ið Þk (10.2)

Rewriting (10.2) for time instant k þ 1, it exists:

Npkþ1 ¼ 1 � idkþ1ð Þ
X
i2N

u ið Þkþ1 (10.3)

Now, by dividing (10.2), (10.3), under Assumption 2 holds that

1 � idkþ1ð Þpk ¼ pkþ1 1 � idkð Þ (10.4)

By definition, at time instant k þ 1, the dynamic playback rate, pk, is expressed
as the sum of the playback rate at time instant pk and wk. Thus, holds that

pkþ1 ¼ pk þ wk (10.5)

By combining (10.4) and (10.5), it raised that

idkþ1pk ¼ pk þ wkð Þidk � wk (10.6)
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Setting idk ¼ idkþ1 ¼ idREF in (10.6) is obtained wREF, which can be defined as the
input in the equilibrium point and is equal to 0. Thus, the equilibrium point is
(idREF,0). In order to have a system which has as its equilibrium point (0,0) let’s set
the following:

xk ¼ idk � idREF (10.7)

The idle time percentage, idk, belongs to the interval (0,1) by definition.
Thus, xk ranges between (�idREF, 1 � idREF). By substituting (10.7) for k ¼ k and
for k ¼ k þ 1 in (10.6), it holds that

xkþ1 ¼ xk þ xk þ idREF � 1ð Þ
pk

� �
wk (10.8)

Equation (10.8) is nonlinear. In order to have a linear closed loop system is selected
a feedback linearization control strategy [9]. Feedback linearization is a strategy
that introduces a state feedback such that the closed loop system becomes linear.
To this end is selected a control strategy wk(xk,pk) of the form:

wk ¼ pk

xk þ idREF � 1ð Þ kc � 1ð Þxk (10.9)

In (10.9), kc is a parameter that can be chosen. By combining now (10.8) and (10.9)
is arising a linear system with eigenvalue kc, which is

xkþ1 ¼ kcxk (10.10)

In this way is easy to see from (10.10) that the series {xk} converges to 0, and so idk

to idREF, for any value of kc that belongs to (�1,1).
Since kc is a designer’s choice, the eigenvalue of the system can be explicitly

defined by just setting kc. The implementation of the proposed control strategy is

wk ¼ pk

idk � 1
kc � 1ð Þ idk � idREFð Þ (10.11)

10.4 Quality of service through cloud assistance

As we explain in the first section, an alternative way to harmonize the relationship
between playback rate and the aggregated upload BW is to provide upload BW in a
dynamic fashion through auxiliary sources. Media servers that could be in clouds
could be considered as an auxiliary source towards QoS. In the rest of this section,
we see how we can achieve this in an effective way.

More specifically, it is analyzed here a P2P live video streaming system that is
reinforced with BW from media servers (cloud). In this way, we have system with
high degrees of scalability and stability. In order to achieve this, we created (i) a
gossip protocol that has minimum overhead in terms of BW that it consumes while
it simultaneously achieves to monitor the aggregated upload BW that is available
and (ii) a control strategy which (i) in case that there is lack of BW allocates in a
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dynamic fashion the exact quantity that is needed in order to ensure the distribution
of the video in a time effective and complete way and (ii) in the case of the exis-
tence of more BW than the necessary monitors the surplus and holds it towards its
exploitation in the distribution of other videos.

Towards these goals, we model with equations of differences, and by embed-
ding the system dynamics in our model, the correlation among the aggregated BW
that peers have (deficit�surplus) and the video playback rate. Thus, we are able to
exploit the tools that control theory features and the aggregated BW that is required
is controlled. More analytically, it is designed a BW monitoring allocation and
control architecture that

● Features an aggregated BW monitoring architecture that has important prop-
erties as scalability with respect to the BW overhead that it introduces and fault
tolerance with respect to the behavior of the system users (arrivals/departures).
Towards this goal we exploit (i) the attributes (balance of the idle percentage)
of our proposed scheduler as analyzed in Section 10.2 and (ii) a P2P LS aware
gossip protocol that is analyzed in detail in Section 10.4.2.

● Guarantees the delivery of the video in situations in which the BW changes
dynamically. In these cases, the analytical model that we propose considers
these changes (underlying network and peer behavior) and adapts to them. In
this way, P2P live video streaming uses control theory and ensures QoS.

● It utilizes efficiently the upload BW of participating peers without sacrificing
the uninterrupted distribution of the stream. In specific, is calculated analyti-
cally (by proposing an innovative nonlinear model) the minimum amount of
BW overprovision that ensures the successful distribution of the stream as a
function of the accuracy of the measurements and the maximum possible dis-
turbance in total available upload BW.

10.4.1 Problem statement
A set of peers, in which we refer to as N, acquire the same video. The objective is to
design a system that is able to allow the requests of the peers that participate in N to
be fulfilled from a tiny portion of nodes in N that we call as their neighbors. The bit
rate of these requests is pk, and it is equal to the playback rate of the video. k is a
positive number and denotes the time instant. The requests of the peers that the
system addresses are the incoming flows. The requests that peers announce are
taken care by their selves though the use of their upload BW. These are the out-
going flows of the system. P2P congestion control uses these flows and in this way
generates a passive monitoring that estimates in a dynamic fashion: (i) upload BW,
u(i)k, of users in the system and (ii) idle percentage of the upload BW, id(i)k, of
the users that participate in the system and described earlier with N. In the rest
of this subsection, we analyze the issues that we addressed towards dynamic
BW allocation.

The first problem that tackled with is the exploitation of the properties of the
proposed system towards the creation of SBM, through a distributed gossip pro-
tocol. This will allow us to calculate in a dynamic fashion and accurately the idle

Stable real-time video distribution by exploiting cloud 283



resources of the whole system under a scalable and fault tolerant way. The second
problem is the creation of the equation of differences (BAC model) that correlates
dynamically the BW that should be dynamically allocated or released with the idle
BW of the users that take place in the distribution of the video. The third problem
that solved is the creation of a BAC strategy through which is exploited the pro-
posed analytical model in order to control id(i)k of each participating peer in N to a
reference value idREF. This can be achieved by adapting dynamically, through the
use of auxiliary resources (cloud), system’s total upload BW. By this way, is
allowed to the proposed system to ensure the on time distribution of every video
block to every participating peer by using exactly as upload BW as needed for the
distribution. Thus, if the total uploads BW of participating peers is greater than
the required, then is dynamically estimated this surplus in order to be allocated for
other purposes (e.g., distribution of another stream). Otherwise, if total system’s
upload BW is less than the required, then is dynamically estimated the amount
of the deficit and is demanded from the cloud S in order to ensure the stability of
the distribution. The fourth problem that solved is the analytical calculation of the
minimum idREF that guarantees the stable distribution of the stream as a function of
the inaccuracies that the proposed model introduces and the disturbances of the
system (dynamic changes in u(i)k of peers in N). By this way, is created a robust
system that minimizes the overprovision of upload BW, whereas simultaneously it
guarantees the distribution of the stream. Finally, is calculated analytically the
upper bound of average id(i)k among participating peers, and thus is feasible to
predict in advance, the maximum percentage of BW resources that possibly remain
idle, quantified again as a function of the inaccuracies that the proposed model
introduces and the disturbances of the system. In the rest of this subsection is
presented a brief analysis in the modeling and the design of the controller.

10.4.2 Scalable bandwidth monitoring
In this section, is described the SBM that is a gossip protocol whose architecture is
depicted in Figure 10.2. The first goal of SBM is to determine in a dynamic and
totally distributed (scalable) and fault-tolerant fashion a set L of controller peers
(where L is a small subset of N), and its second goal is to aggregate to peers in L all
the required information that it must be sent in the cloud S that will execute BAC.

Each controller peer Lj has a double role. First, is responsible for gathering
through control messages information that needed in order to allow S to execute
BAC. Second, in case that there is surplus of upload BW in the system it is
instructed dynamically from BAC to release a fraction of its upload BW in order to
be used for other purposes.

In more detail each peer i in N (Figure 10.2 nodes with strong gray color)
selects periodically among its neighbors in the P2P overlay the peer (Figure 10.2
nodes with medium gray color) with the highest upload BW, and it considers it as its
controller peer Lj (Figure 10.2 nodes with medium gray color). The highest upload
BW criterion serves the highest exploitation ratio of the surplus of the upload BW,
in case that it will be exploited to facilitate the distribution of other streams.
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As a second step each peer i in N forwards periodically, with a period T, to its
controller peer two types of control information:

1. Its estimated upload BW capacity, u(i)k, for the last T seconds
2. Its idle percentage of its upload BW capacity, id(i)k, which is defined as the

ratio between the time interval that peer i remains idle during the last T seconds
divided by this period T.

For the dynamic and accurate measurement of the upload BW and the idle time of
each participating peer is exploited the P2P congestion control algorithm that
developed in [8].

Consequently, each controller peer j in L (Lj) acquires periodically from all the
peers that selected j as their controller peer (noted from now on as NLj ) the two
aforementioned types of information. Then, each controller peer in L forwards the
average id(i)k in NLj and the sum of u(i)k in NLj to S (cloud—media server with light
gray color in Figure 10.2). In this way, S, as will be described in the next section, is
able to execute BAC, by exploiting the information that receive from peers in L.

In order to describe the scalability properties of SBM is highlighted that
according to the P2P overlay architecture, L is approximately 16 times less than N,
and S receives a control message (with two floats) from each peer in L every T
seconds (which has a typical value around 5 in the proposed system). Under this
analysis, the BW overhead that SBM introduces to S is around 3.2 bps (including
UDP-IP headers) multiplied by the size of N (or 3.2 bps/participating peer) and is
considered as very low.

Finally, the SBM has satisfactory fault tolerance properties because is executed
periodically and in case that a peer in L, Lj leaves the system, the peers in NLj will
select a new controller peer the next period that SBM will be executed.

Normal peer P2P overlay
SBM

BAC

Bandwidth provisioning

Controller peer

Media server

Figure 10.2 BAC monitoring
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10.4.3 Bandwidth allocation control
With BAC, we note a process that the system executes in a periodic fashion, (period T).
The architecture of BAC is centralized. In order to achieve this, we use a media
server (S) potentially, which creates the video that is distributed. The purpose of it is
the adjustment of the idle (%), id(i)k, of each user i (that belongs to N) to a reference
value idREF. This is done through the periodic adjustment of U(S)k. With U(S)k we
define the quantity of the aggregated upload BW that BAC has to add or remove from
the P2P LS system at a time k in which BAC takes place. This is correlated with the
available BW in N and the required BW towards the complete and on time distribution
of the video. Later in this section, we model this functionality with equations of dif-
ference and in this way we quantify U(S)k. Towards the calculation of U(S)k, we use a
variety of variables that we depict/summarize in Table 10.2. In Section 10.3, we gave
more information on the formalization of the notation.

Towards a clear, progressive and step-by-step presentation of the system, we
did two assumptions that we break, as a next step, and thus we have a more accurate
and robust system model. In more detail our assumptions are as follows:

● Assumption 1: According to Property 2, as analyzed in the previous section,
we have id(i)k ¼ idk for each user i that is in N. With idk we express the average
id(i)k of users N. Thus according to this, we can estimate idk if we probe only
one user in N, and we acquire only one id(i)k.

● Assumption 2: Period T, with which BAC is executed, is lower than the time
interval that is needed for significant changes in the total upload BW of par-
ticipating peers. So, it exists the approximation that total upload BW remains
the same between two consecutive executions of BAC.

Table 10.2 Notation

Symbol Definition

S Generator (source) of the media object
N Set of participating peers (in the equations below is used N as the number

of participating peers)
P Media playback rate
L Set of controller peers
Lj Controller peer j
U(S)k Amount of upload bandwidth that should be added/removed from the P2P

overlay at time instant k as it determined from BAC
u(i)k Upload capacity (upper limit) of peer i at time instant k
id(i)k Idle time percentage of peer i at time instant k between 0 and 1
idk Average estimated idle time percentage of N peers at time instant k between

0 and 1
idREF Average idle time percentage reference value that is between 0 and 1
T Period of execution of BAC
d1 Percentage of modeling and monitoring inaccuracies. It belongs to (�d1M ; d1M )
d2 Percentage of average upload bandwidth change. It belongs to (�d2M ; d2M )
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In a given time, instant k by assuming the case that the aggregated upload BW is
enough our proposed graph and scheduler (as they analyzed in Section 10.2) ensure
the distribution of the video to all the users in N in case that the incoming flow to
each one of them is not less than playback rate p. Consequently, the sum of the
incoming flows of N peers is Np. It is self-proven that the aggregated incoming
flows that peers receive equal the sum of the outgoing flows of users N. These are
derived from the contribution of their upload BW. In addition, the sum of these
flows is the sum of their upload BW u(i)k that is not idle. By examining all these and
by taking into account Property 1 as it is analyzed in Section 10.2, we have (10.12)
that we demonstrate below:

Np ¼
X
i2N

1 � id ið Þk
� �

u ið Þk (10.12)

Under Assumption 1, (10.12) can be written as

Np ¼ 1 � idkð Þ
X
i2N

u ið Þk (10.13)

Rewriting (10.13) for time instant k þ 1, it holds that

Np ¼ 1 � idkþ1ð Þ
X
i2N

u ið Þkþ1 (10.14)

By definition, at time instant k þ 1, total system’s upload BW resources, can be
expressed as the sum of total system’s upload BW resources at time instant k plus
U(S)k. Thus, holds that:X

i2N

u ið Þkþ1 ¼
X
i2N

u ið Þk þ U Sð Þk (10.15)

By combining (10.14), (10.15) it arises that

Np ¼ 1 � idkþ1ð Þ
X
i2N

u ið Þk þ U Sð Þk

 !
(10.16)

Now by dividing (10.13), (10.16) under Assumption 2 it holds that

idkþ1 ¼ 1 þ idk � 1ð ÞPi2N u ið ÞkP
i2N u ið Þk þ U Sð Þk

(10.17)

By setting,

qk ¼
P

i2N u ið ÞkP
i2N u ið Þk þ U Sð Þk

(10.18)

From (10.17) by the use of (10.18) it arises that

idkþ1 ¼ 1 þ idk � 1ð Þqk (10.19)
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Setting idk ¼ idkþ1 ¼ idREF in (10.19) is obtained qREF which is defined as the input
in the equilibrium point is equal to 0. Thus, in this case arise that qREF is equal to 1.
In order to have a system which has as its equilibrium point (0,0), we set

xk ¼ idk � idREF (10.20)

uk ¼ qk � qREF (10.21)

The idle time percentage, idk, belongs to the interval (0,1) by definition. Thus, xk

ranges between (�idREF, 1 � idREF). By substituting (10.20), (10.21) in (10.19) it
holds:

xkþ1 ¼ 1 � idREF þ xk þ idREF � 1ð Þ uk þ qREFð Þ (10.22)

By observing (10.22) it results that is nonlinear. In order to have a linear closed
loop system is selected a feedback linearization control strategy [9]. Feedback
linearization is a strategy that introduces a state feedback such that the closed loop
system becomes linear.

To this end, is selected a control strategy U(S)k of the form:

U Sð Þk ¼ 1 � kcð Þxk

kcxk þ idREF � 1

X
i2N

u ið Þk (10.23)

In (10.23), kc is a parameter that will be chosen. By combining now (10.21)–
(10.23), it arises a linear system with eigenvalue kc which is

xkþ1 ¼ kcxk (10.24)

In this way, it is easy to see from (10.24) that the series {xk} converges to 0, and so
idk to idREF for any value kc that belongs to (�1,1). Since kc is a designer’s choice,
the eigenvalue of the system can be explicitly set by just setting kc. So the imple-
mentation of the proposed control strategy is

U Sð Þk ¼ 1 � kcð Þ idk � idREFð Þ
kc idk � idREFð Þ þ idREF � 1

X
i2N

u ið Þk (10.25)

As it analyzed in Section 10.4.2, each controller peer Lj in L forwards the average
id(i)k in NLj and the sum of u(i)k in NLj to S. In a second step, the server S (i)
calculates the total upload BW in N by adding the sums of u(i)k in all sets NLj that all
controller peers in L send to it, and (ii) produces idk by calculating the average of
the averages of id(i)k in all sets NLj from all controller peers in L. In this way, the S
is able to calculate U(S)k according to (10.25) in order to send idk to a specific
value idREF.

After the calculation of U(S)k and by considering also the upload BW that S
already contributes at time instant k, two cases are possible. In the first case, the
total BW of participating peers is less than required, and S is responsible to add the
exact missing amount. In the other case, where the total BW of participating peers
is greater than the required, S orders the set of leaders, L, to allocate only a
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fraction of their upload BW (or the upload BW among NLj ) and save the rest for
other purposes.

10.5 Quality of service through auxiliary peers assistance

In the two previous sections (Sections 10.3 and 10.4) are analyzed two strategies,
whose purpose is to dynamically control playback rate or total upload BW
respectively towards the effective and stable distribution of the video. These two
strategies require the existence of a centralized management component that will
aggregate the required monitoring information and will apply the appropriate
control strategy.

In this section, is presented not only a scalable but also a totally distributed
mechanism, which monitors dynamically the total system’s available BW and a
totally distributed control strategy that dynamically allocates the required BW by
exploiting the resources of other (auxiliary and/or idle) participating peers.

More analytically we present a novel system that monitors and controls the
aggregated BW of the system that

● Is scalable and does not need any centralized components as it executes a
totally distributed architecture. Towards this goal it implements a gossip
protocol and control strategy.

● It ensures stability as its dynamical model factorizes the changes in upload BW.
● It uses in an efficient way the BW resources of the users in N.

10.5.1 Problem statement
We have a set N of users that consume the same video (media object) and towards
this goal they create a media distribution graph (P2P overlay). These users in N ask
for content (video blocks) from their neighbors in the P2P overlay with a rate p
equal with the video playback rate. Thus a time instant k, network nodes (peers)
have (i) upload BW ui[k] as derived from the P2P congestion control, (ii) a set of
neighbors neighi[k], as calculated dynamically from media distribution graph, and
(iii) the idle percentage of the upload BW of each user (node), idi[k], as P2P con-
gestion control derives it [8].

We use these metrics, and in this way we control the aggregated idle resources
of participating peers in a way that our proposed scheduler is able to guarantee the
distribution of the video to all the users in the system. We do this in a dynamic
fashion by putting in real time, in case that is needed, upload BW from a set of
users (peers) that have idle BW. If we compare the architecture that we propose in
this section with the architecture of the previous section, we realize that the role of
the servers is taken from peers (that are idle at a specific time instant) and the
monitoring and control algorithms become from scalable and centralized dis-
tributed and very scalable. According to these in order to analyze our architecture
here as media servers we note the ‘‘helper’’ peers. Furthermore, when we have
upload BW more than needed, it is taken from the P2P overlay and it is used in
other distributions of videos.
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Towards the aforementioned objectives and in order to guarantee stability with
no centralized components, we have to

1. Find the subset of nodes (peers) L that will act as controllers that of course
belong to set N that are used in order to gather monitoring data from the rest of
users in N. This is done through an innovative way that we developed and
noted as scalable monitoring protocol (SBM). The second step is the execution
of distributed bandwidth control algorithm (DBCA).

2. Find a vector uD[k][R1�L that is dynamic and each element in it is created
periodically at a time instant k. This is done through the execution of DBCA
that takes place in peers that belong to L. The sum of the elements of this
vector is the sum of the upload BW that DBCA will put dynamically (if uDj[k]
is positive) or remove (if uDj[k] is negative).

3. Categorize effectively between two occasions. The first is when the upload
BW of users must be extracted from the P2P overlay. The second is when
media servers must put upload BW. In this case, the system must determine the
set of peers that will put it and the quantity that they will put.

10.5.2 Scalable bandwidth monitoring
In this subsection, it is analyzed SBM with the use of Figure 10.3 (that depicts the
way in which the set L of nodes that act as controllers). In more detail is presented
how L is dynamically formed and the way that information from N is mined in L
towards the execution of DBCA.

More analytically users j in N (with strong gray color), select every T seconds
among their neighbors (neighi[k]) (with medium gray color in Figure 10.3) the one
that has the largest upload BW. This user j becomes its controller peer Lj (medium

Normal peer P2P overlay
SBM

DBCA

Bandwidth provisioning

Controller peer

Media server

Figure 10.3 DBCA monitoring
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gray nodes). The highest upload BW criterion serves the highest exploitation ratio
of the surplus of the upload BW in case that it will be exploited for other purposes.

In this way users that form L are able to know in a collective fashion and
dynamically the surplus or deficit of aggregated BW. In order to achieve this each
user propagates every T seconds the three important metrics for the functionality of
DBCA that are

● The size of the set of the neighbors that it has |neighi[k]|.
● The degree of the utilization of its upload BW, idi[k], that is the time interval

that user i is idle at T divided by the time interval T.
● A calculation from P2P congestion control of the upload BW ui[k].

For the dynamic and accurate measurement of the upload BW and the idle time of
each participating peer is exploited the P2P congestion control algorithm that
developed in [8]. The next action that takes place from each peer is to forward all
these three metrics that acquired from its neighbors to its controller peer. The set of
peers that selected Lj as their controller peer is noted as NLj . Each controller peer Lj

acquires dynamically control information about all the neighbors of the peers that
belong to NLj . This set of peers is noted as neigh NLj

� �
and for simplicity it will be

referred from now on in the text as ‘‘clique of Lj’’.
The next step is to execute DBCA, by exploiting the information that

neigh NLj

� �
sent to Lj. In case of deficit of upload BW media servers (nodes with

light gray color – auxiliary peers) take over and contribute upload BW, whereas in
case of surplus of upload BW controller peers (nodes with medium gray color) save
an amount of their upload BW in order to be used for other purposes.

10.5.3 Distributed bandwidth control algorithm
DBCA is executed periodically, with a period T, by each controller peer that
belongs to L. The major objective of the proposed algorithm is to control idi[k] of
each peer i in N by dynamically adjusting the upload BW of controller peers and
the BW of media servers (auxiliary peers).

In order to achieve this, it should be expressed the amount of the total upload
BW resources, which is contributed from each peer i in the set N that consumes the
video object with rate p, as a function of ui[k], idi[k] and |neighi[k]|.

At an arbitrary time instant k and in case that there are idle BW resources
according to the first property of the P2P overlay and the DBTS (Section 10.2) every
peer among the set N consumes BW with a rate p. Thus, the total BW that is con-
sumed is Np. Without loss of generality, this is equal with the total BW that is
contributed, which is the sum of nonidle BW that peers in N contribute (Table 10.3):

Np ¼
X
i2N

1 � idi k½ �ð Þui k½ � (10.26)

The same happens at time instant k þ 1:

Np ¼
X
i2N

1 � idi k þ 1½ �ð Þui k þ 1½ � (10.27)
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In (10.26) and (10.27), the first parts are equal and consequently the second parts
are equal. In this way is derived (10.28) where is also exploited Property 2 of the
proposed system (Section 10.2). By this way is approximated the idle percentage of
each participating peer with the average idle in the P2P overlay:

1 � id k þ 1½ �ð Þ
X
i2N

ui k þ 1½ � ¼ 1 � id k½ �ð Þ
X
i2N

ui k½ � (10.28)

In more detail, id[k] is the average estimated idle time percentage between time
instances k � 1 and k. The same holds for id[k þ 1], which is the average estimated
idle time percentage between time instances k þ 1 and k. Alternatively, the total
upload BW in the P2P overlay can be rewritten as:

X
i2N

ui k½ � ¼
X
j2L

X
i2N

dj;i k½ � ui k½ �
neighi k½ � (10.29)

where dj,i[k] is the number of peers among neighi[k] that have j as their controller
peer at time instant k. Each controller peer j among the set L will adjust at time
instant k the upload BW of the system according to the output of DBCA by a value
uDj[k]. According to this, the sum of upload BW at time instant k þ 1 will be
described from:

X
i2N

ui k þ 1½ � ¼
X
j2L

X
i2N

dj;i k½ � ui k½ �
neighi k½ � þ

X
j2L

uDj k½ � (10.30)

Table 10.3 Notation

Symbol Definition

S Media server
N Set of participating peers
p Video playback rate
neighi[k] Peer’s i neighbor set at time instant k
ui[k] Peer’s i upload bandwidth at time instant k
L Set of controller peers
Lj Controller peer j
neigh NLj

� �
Set of peers belong in clique of Lj

idi[k] Peer’s i idle time percentage at time instant k
id[k] Average estimated idle time percentage of N between time

instances k � 1 and k
idREF Idle time percentage reference value
UDj[k] Upload bandwidth difference that j has to allocate or release

at time instant k
dj,i[k] Number of neighi[k] that belong in clique of Lj

T Period of execution of DBCA
kC2 Eigenvalue of the controlled system
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By now using (10.28) and exploiting (10.30) it arises:

1 � id k þ 1½ �ð Þ
X
j2L

X
i2N

dj;i k½ � ui k½ �
neighi k½ � þ

X
j2L

uDj k½ �
 !

¼ 1 � id k½ �ð Þ
X
j2L

X
i2N

dj;i k½ � ui k½ �
neighi k½ �

 ! (10.31)

Equation (10.31) can be reformed as:

X
j2L

1 � id k þ 1½ �ð Þ
X
i2N

dj;i k½ � ui k½ �
neighi k½ � þ uDj k½ �

 !" #

¼
X
j2L

1 � id k½ �ð Þ
X
i2N

dj;i k½ � ui k½ �
neighi k½ �

" # (10.32)

By observing (10.32) and by considering NLj as the set of peers that have as their
controller peer Lj and neigh NLj

� �
the set of neighbor peers that the set NLj has, can

be created L desired equalities, which each one of them concerns a controller peer j.
This arises by assuming that if each two terms of (10.32) are equal, then (10.32)
holds and can be derived from (10.32) |L| equations each one for each controller
peer j as follows:

1 � id k þ 1½ �ð Þ
X

i2neigh NLjð Þ
ui k½ �

neighi k½ � þ uDj k½ �

0
B@

1
CA

¼ 1 � id k½ �ð Þ
X

i2neigh NLjð Þ
ui k½ �

neighi k½ �

(10.33)

By setting now:

q k½ � ¼

X
i2neigh NLjð Þ

ui k½ �= neighi k½ �ð Þð Þ

X
i2neigh NLjð Þ

ui k½ �= neighi k½ �ð Þð Þ þ uDj k½ �

0
B@

1
CA

(10.34)

From (10.33) and by the use of (10.34) it arises:

id k þ 1½ � ¼ 1 þ id k½ � � 1ð Þq k½ � (10.35)
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By setting as idREF the value in which is desired to set the average idle percentage
of the participating peers, then from (10.35) is obtained qREF which is defined as
the input in the equilibrium point and is equal to 1. Then, let set

w k½ � ¼ id k½ � � idREF (10.36)

and

y k½ � ¼ q k½ � � qREF (10.37)

So, from (10.35) and by the use of (10.36) and (10.37) it arises

w k þ 1½ � ¼ 1 � idREF þ w k½ � þ idREF � 1ð Þ y k½ � þ qREFð Þ (10.38)

By observing (10.38), it arises that this is a bilinear single input single output
system. These systems can be controlled and stabilized by using feedback linear-
ization [9].

In more detail, is selected a feedback y[k] which is described from the equation
below:

y k½ � ¼ kC2 � 1ð Þw k½ �
w k½ � � 1 þ idREF

(10.39)

The denominator in (10.39) is from (10.36) equal to id[k] � 1 and is not zero unless
id[k] is equal to 1, which is a case that never occurs if the P2P overlay delivers a
stream. So form (10.38) with the use of (10.39) the system becomes

w k þ 1½ � ¼ kC2w k½ � (10.40)

In this way, it is proven from (10.40) and control theory [9] that the proposed
system is stable for any value of kC2 that belongs to (0,1). Now, from (10.39) and by
the use of (10.36) and (10.37) it arises

q k½ � ¼ kC2id k½ � � kC2idREF þ idREF � 1
id k½ � � 1

(10.41)

By the use of (10.34) in (10.41) it arises

uDj k½ � ¼
X

i2neigh NLjð Þ
ui k½ �

neighi k½ �
1 � kC2ð Þ id k½ � � idREFð Þ

kC2id k½ � � kC2idREF þ idREF � 1

� �
(10.42)

Finally, is defined totaluDj[k] according to (10.43):

totaluDj k½ � ¼
Xk

l¼0

uDj l½ � (10.43)

There are two possible cases. In the first case, where totaluDj[k] is less or equal to 0,
controller peer j releases any media server (auxiliary peers) that may facilitate it
and sets the upload BW that it contributes to uj[k] þ totaluDj[k]. In the second case,
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where totaluDj[k] is greater than 0, it sets its contributed BW to uj[k], it allocates
from its media server (auxiliary peers) totaluDj[k] and gives its neighbors to it in
order to allow the media server (auxiliary peers) to provide to them video blocks.

10.6 Conclusions and future work

In this chapter, is presented a peer-to-peer live video streaming system that is scal-
able and stable. The proposed system is able to guarantee the complete and the
on-time video distribution to every participating peer by adapting the peer-to-peer
LS service to the dynamic total upload BW of participating peers. Towards this goal
developed two different strategies. The selection of the strategy is correlated with the
QoS that participating peer’s desire and the business model of the service provider.

The first strategy is the video playback rate adaptation according to the exist-
ing upload BW of participating peers. This strategy can be used in cases, where
peers and the service provider desire a costless LS service. In Section 10.3, pre-
sented a system that is able to monitor dynamically, in a scalable way, the upload
BW resources of participating peers in a P2P live video streaming system and to
adapt dynamically the playback rate of the video stream according to the afore-
mentioned resources.

The second strategy is to dynamically allocate upload BW from auxiliary
sources (e.g. clouds). This strategy can be used in cases, where peers and the ser-
vice provider desire a high QoS LS service. In Section 10.4, presented a system that
is able to monitor dynamically, in a scalable way, the upload BW resources of
participating peers in a P2P LS system and to allocate dynamically the extra
amount of BW resources that required for the stable and high-quality stream
distribution.

The two aforementioned strategies require the existence of a centralized
management component that will aggregate the required monitoring information
and will apply the appropriate control strategy. Motivated by this fact, proposed a
P2P LS architecture that with not only a scalable but also totally distributed way
determine the required BW (hence the equivalent in surplus/deficit) for the video
distribution and in the case of deficit dynamically allocate it by exploiting the
resources of other (auxiliary and/or idle) participating peers. In Section 10.5, pre-
sented a system that is able to monitor and control, in a totally distributed and
scalable way the upload BW and the idle resources of participating peers in order to
guarantee the smooth peer-to-peer LS service.

10.6.1 Future work and system exploitation
The future work could be focused on four major areas. The first area could be the
evolution of the P2P overlay and the DBTS in order to be more balanced and
enhance the monitoring systems with higher level of accuracy. In more detail, as far
as it concerns the P2P overlay various topologies could be tested towards this goal.
In addition, DBTS could be improved by examining the handshakes between peers
in order to achieve higher levels of fairness.
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The second area could be the development and the evaluation of a hybrid and
more evolved control framework that controls playback rate and BW simulta-
neously. Special attention could be given in correlating this control framework with
QoE and cost parameters and in the study of the impact of various physical con-
straints that playback rate and BW introduce.

The third area could be the combination of these controllers with more
advanced video coding techniques in order to further enhance QoE. For instance,
MDC is a very promising and widespread technology, and its correlation with the
proposed controllers could further reveal its uses and the uses of these controllers
simultaneously.

Finally, the fourth and the most interesting area, could be the exploitation of
the proposed modeling and control methodologies in other areas. In example, net-
works as Software Defined Networks are able to offer dynamically to the network
edges and to internal network points information about the network capacity and
the network resource utilization. By using as a basis of the proposed architecture, it
could be developed routing and congestion control algorithms that will deliver
networks with lower delays, higher reliability, and higher stability.

Beyond the technical future work that remains in order to finalize our P2P LS
system another important aspect is its commercial exploitation (Figure 10.4). As
Internet users continue to grow their networks online, social media become an
essential channel for information dissemination, consensus seeking, collective
action, and decision making.

Human resource departments use social media to recruit personnel and, based
on a better contextualization of individual environments, create better corporate
resource allocation policies and employee benefit schemes. Governments use social
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media to engage the citizens, solicit feedback on policy proposals, and commu-
nicate new policies and political agendas. Social media are used by individuals for
producing, retrieving, and sharing information that might not be reported by
national media channels.

In the crowded landscape determined by a large number of ever-changing
alternatives, understanding the main drivers of social media is imperative to derive
appropriate strategies for their effective socioeconomic exploitation. The devel-
opment of deeper and effective ways (e.g. LS) that will allow communities in social
media to interact deeper is one of the key objectives.

In the rest of this section, we will provide a short overview of some of the
possible ways to exploit our system in social media, an extended list of which is
shown in Figure 10.4.

10.6.1.1 Social casting
‘‘Social casting’’ refers to the use of lightweight tools for the creation of scheduled
and extemporary live broadcasts on mobile terminals, particularly smartphones, for
both professional and amateurish use. Professional news organizations can use
social casting to cut costs or create live broadcasts in areas that are difficult to
reach. Social casting has also been used as a means for personal promotion in
‘‘distributed’’ scouting by TV agents and producers, a method perceived as simpler,
more manageable and more effective than traditional competitive auditions in
studios.

Amateurs or occasional users can record live video content from their mobile
phones while the action is happening and multicast it directly to the mobile phones,
PCs or televisions of other individuals or communities (family members, friends,
and fans), involving them in viewing and commenting. Alternatively, contents can
be posted at an Internet site to allow for delayed view or re-casting to larger
audiences through other channels (e.g. news agencies, online newspaper, etc.) or
mainstream media (TV news, radio, etc.).

Social casting, just like citizen journalism, described below, emphasizes the
immediacy of the experience and the engagement of the audience as both producer
and consumer of the generated content.

10.6.1.2 Citizen journalism
Similar to the layman use of social casting, ‘‘citizen journalism’’ concerns the
practice of producing multimedia news ‘‘reports’’ of an event directly by the public,
in the form of videos and comments taken by mobile phones. In this way, people
become observers and commentators that generate real-time, on-the-ground per-
spectives of facts as they unfold valuable information that can spread rapidly over
social networking and through user generated LS. There have been already many
episodes of great relevance when this happened on a large scale, such as the 9/11
attacks, the big earthquakes in Haiti (2010) and Christchurch (2011), Japan earth-
quake and tsunami (2011), and Boston Marathon bombings (2013).

Besides providing different and original point of views about events, colla-
borative reporting may become the principal source of information at sites where it
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is not possible to deliver professional reporters in time to get the news. It is as well
a precious resource as a spontaneous fallback for traditional news media in situa-
tions where the dedicated communications infrastructure are damaged by disruptive
events like earthquakes, incidents, terrorist attacks, and others.

In countries that practice censorship and restrictions to press freedom, citizen
journalism has already played an important role in informing the world about facts.
A known example is the Arab Spring and Occupy movements, where social media
were used to leverage mass support, organizing, communicating, and raising people
awareness to overturn governments, in the end effecting enormous levels of poli-
tical and societal change.

If the objectivity, quality and accuracy of citizen reports can be arguable,
they undoubtedly possess appealing advantages such as variety, timeliness, wide
reach and scope, and the possibility of exploiting crowd sourcing, for example to
locate key witnesses in huge events. Rather than constituting an alternative to
mainstream news sources, which retain their superior authority and reliability,
citizen journalism can therefore efficiently complement traditional journalism.
As such, citizen journalism is even becoming adopted by media channels in their
main news feeds.

10.6.1.3 Use during emergencies
The characteristics highlighted above when describing Social Casting and Citizen
Journalism are the same that makes social media and LS powerful tools to collect
and spread a huge amount of information in crisis situations.

Survivors of natural disasters resort to social media applications at pervasive
rates for a number of scopes such as contacting friends to ensure safety, asking
online friends to contact responders, and using information to find shelter and
supplies. Approximately 80% of Americans expect emergency response agencies to
monitor and respond to social media platforms. This happened for example during
Hurricane Sandy, when the Federal Emergency Management Agency tweeted to
advice about expected phone line congestion and suggest use of social networks to
reassure relatives and friends. In that occasion, Red Cross monitored 2.5 million
related postings, of which 4.5k were official requests for aid.

10.6.1.4 Social media and politics
The increasing usage of social media by policy makers to establish and reinforce
communication networks and move toward their objectives is an important exam-
ple of the recognition of free and bottom up generated LS as providing a great
potentiality for influencing society.

Several studies of citizen voting habits have shown that voting decisions are
not usually based on one-step communication but are rather determined through
conversations with opinion leaders, colleagues, friends, and acquaintances who can
either consolidate or weaken the voter’s opinion. Social networks expand the
opportunities for such interactions, allowing each single individual to share his
knowledge, wisdom, and personal experiences with his peers. Even if the effec-
tiveness of social media as a means to influence politics cannot be taken as granted,
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there are many examples of cases where this has happened, to a greater or lesser
extent:

● President Barack Obama in 2008 campaign and his 2012 State of the Union
Address at a Googleþ Hangout, the first virtual interview from the White
House.

● Republican Darrell Issa, Chairman of the House Oversight and Government
Reform Committee, website (KeeptheWebOpen.com) which encouraged US
citizens to comment, and add to the conversation, on the Online Protection and
Enforcement of Digital Trade Act, an example of crowd sourcing effort in US
policy crafting.

● The 2012 posting of the first draft of the Icelandic Constitution on the Ice-
landic Constitution Council website, which encouraged citizens to comment on
a Facebook page.

● The creation of a committee by King Mohamad VI to revise the Moroccan
Constitution, by the creation of a crowd sourcing website to gather opinions
from 150,000 Moroccans on the constitutional amendments.

● The setup of a crowd sourcing platform by a presidential candidate in Egypt in
July 2011 to engage policy administrators and citizens in drafting a new
constitution.

● Nicolas Sarkozy’s victory over the opposing socialist candidate Ségolène
Royal for the French presidency, when 40% of Internet users reported that
conversations and other activities on the Internet had an effect on their voting
decisions.

● The collection by the German Pirate party in 2011 Berlin state election of 8.9%
of the vote and 15 seats in state parliament, achieved with just a €50,000
budget: votes came from many different sources, including those who had just
reached voting age, past silent voters, the Greens, Social Democrats, the left-
wing, liberals, and Christian Democrats, 20% voters being aged 18–34.

● The effect of the introduction of the ‘‘Living Platform’’ open wiki project on
Canadian Green Party federal parliament electoral scores.

10.6.1.5 Social media marketing
Social media marketing is a key contributor to social media revenue. According to
Gartner’s analysis, social media advertising revenue will increase from the US
$11.83 billion of 2011 to US $33.5 billion in 2016, whereas an eMarketer’s analysis
showed that social media advertising revenue will hit US $9.99 billion in 2013, up
from US $5.54 billion in 2011.

Private companies, nonprofit organizations and government agencies are all
increasingly exploiting various social media marketing channels for their cam-
paigns and causes. Various reports indicate that senior management is increasingly
involved in company-wide social media strategies.

According to the 2013 Social Media Marketing Industry Report, 86% of
interviewed marketers say that social media is important for their business, a slight
increase with respect to the 83% reported in 2012 and the 78% resulting from a
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2011 analysis among business-to-business (B2B) organizations. The reported top
two benefits of social media marketing are increasing exposure (89%) and
increasing traffic (75%), whereas most marketers are using social media to gain
marketplace intelligence (69%) and develop loyal fans (65%).

In general, the greater the exposure to social media marketing (longer experi-
ence, more time spent per week) the higher the perceived advantages on various
areas.

Facebook (92%), Twitter (80%), LinkedIn (70%), blogging (55%), and
YouTube (56%) have been the top five platforms used by marketers in 2013,
confirming the ranking measured in the past year. The relative preferences remain
substantially consistent across categories measuring both the experience and time
spent in social media marketing. However, Pinterest, Googleþ, Instagram,
and YouTube get more preferences from committed users with respect to less
involved ones, whereas B2B and business-to-consumer (B2C) companies are more
focused in LinkedIn/blogging and Facebook, respectively.

Expectations for social media usage in the near future have been always in the
direction of a further increase, and the percentage of marketers reporting amplified
benefits with respect to the previous year has increased for all activities for which
social media are deemed to be helpful. In the 2013 report, in particular, marketers
say they plan to increase their use of YouTube, Facebook, blogs, LinkedIn, and
Twitter, in that order.

However, the 2011 data indicated that clear directions and strategies for social
media to be integrated in the overall company objectives were still not entirely set
(only 25% of respondents reported about a clearly defined strategy), ‘‘gut feel’’
remaining one of the main ‘‘tool’’ to determine the approach to use instead of more
formal techniques.

This lack of governance and policies was reflected in the absence, in most
cases (78%), of specific budget entries for social media and the deficiency of both
dedicated social media marketing managers (only 6% respondents having appointed
one) and consensus about how to manage social media, whether by one individual
or a team. Funds spent in social media was less than 10% of the overall marketing
budget for more than 75% of interviewed companies, with a slightly greater incli-
nation to invest time rather than money (50% allocating less than 10% of total
marketing time resources, 4% dedicating more than 50% time). These facts can be
explained by the relative novelty of social media platforms, which may still be
holding back their adoption, and the rather low level of investment required for
basic social media activity—such as blog posting, tweeting, and others—when
compared with almost every other kind of marketing activity.

The 2011 findings indicated that use of commercial social services was still in
its infancy in the B2B arena at that time, with 62% of respondents declaring not to
have used any advertising or commercial services from social networks at all to the
interview date. The key reasons cited for this—‘‘other priorities,’’ ‘‘don’t under-
stand,’’ ‘‘not good value,’’—seemed to indicate that the social networks themselves
had not been good enough at developing and selling their commercial propositions.
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These facts are confirmed by a more recent report by Nielsen revealing that most of
the surveyed advertisers and agencies had been using social media for less than 3
years. Indeed, 20% of respondents declared they had only started in the last year,
and for 70% of them the share with respect to overall online advertising was less
than 10%.

As social media continues to become more sophisticated and increases its user
bases and engagement, the opportunities for advertising are believed to expand
significantly. The Nielsen report indicates that the majority (64%) of surveyed
advertisers expected to increase their budget for social media advertising in 2013,
many of them at the expenses of other channels, even if those increases would have
been modest (between 1% and 10%).

Social media are just a part of tactics that also include online display, online
video, and mobile, as well as offline means like print and TV. The primary purpose
for advertising is branding-related, such as raising awareness and influencing brand
options. Free LS (e.g. P2P) offers a very helpful tool towards these goals.

Despite difficulties in demonstrating its effectiveness, social media marketing
is more and more perceived as a way reach out potential stakeholders on the
Internet, in particular the younger generation.
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Chapter 11

Hybrid resource sharing for QoS preservation
in virtual wireless networks

Dimitrios N. Skoutas, Nikolaos Nomikos,
Demosthenes Vouyioukas, Charalabos Skianis

and Angelos Antonopoulos

An enabling technology for the fifth generation (5G) of wireless communications is
the virtualisation of network resources. 5G networks are expected to consist of
dense deployments and efficient resource allocation is a top priority [1]. At present,
there is a growing number of research projects, investigating network virtualisation
at different levels. The virtualisation of core network functionalities is the topic of
the T-NOVA project [2] where a virtualised cloud infrastructure is responsible to
provide them, thus achieving elasticity and flexibility in network deployment.
Moreover, various tools such as OpenFlow [3] have been developed allowing the
dynamic and scalable adaptation of the core network regarding the routing of data.
Also, open-source solutions such as OpenStack have been adopted for the man-
agement of public and private clouds as well as the well-timed creation and
effective maintenance of virtual machines [4].

11.1 Wireless network virtualisation

At another level, wireless network virtualisation (WNV) proposes the abstraction of
physical resources, including the infrastructure and the spectrum owned by one or
more physical network operators (PNOs) in order to improve resource utilisation.
Slicing spectral resources results in flexibility in service provisioning to the end-
users and in network deployment [5]. In WNV, one or more PNOs allow the leasing
of their physical resources to multiple virtual network operators (VNOs) based on
various resource sharing schemes, ranging from fixed to complete sharing (CS).
Several works [6] investigate the relationships between the PNO, VNOs and ser-
vice providers (SPs) and describe their roles within the WNV context. The METIS
project [7] examines different scenarios of spectrum virtualisation involving
exclusive or shared access to spectral resources. Furthermore, project iJoin [8]
proposes the concept of radio access network-as-a-service (RANaaS), where RAN



functionalities are virtualised through an open cloud infrastructure for both the
access and backhaul parts of the network.

11.1.1 Benefits of wireless network virtualisation
The benefits of WNV derive from the efficient resource usage. First, capital
expenditure and operational expenditure can be reduced through the sharing of
infrastructures of the PNO by multiple VNOs [6,9]. In this way, the PNO harvests
revenues through leasing, whereas VNOs are not required to invest on acquiring
and installing network infrastructure. Moreover, spectrum efficiency can be
achieved, as long as dynamic algorithms for spectrum sharing are developed. To
this end, combining spectrum pools from one or multiple wireless technologies and
providing tailor-made algorithms to specific use cases can lead to significant
capacity gains as proposed in [10].

Such flexibility enables the formation of novel business models between the
PNOs and the VNOs and allows new players to enter the market providing their
services to the end-users. In [11], spectrum and network management trends are
discussed paving the way for the consideration of such aspects in the forthcoming
WNV setting. It must be noted that in order to achieve spectrum virtualisation,
accurate estimation of the available resources is required. In [12], it is proposed to
employ users and user-deployed devices such as femtocells to identify vacant
spectrum. In this way, wireless network operators (called PNOs in the context of
this book chapter) can provide incentives to end-users, thus turning them into
wireless prosumers targeting an overall network optimisation. Similarly, in many
studies, cognitive radio is shown as an efficient way to maximise spectrum utili-
sation [13–15]. In addition, power reduction and energy efficiency can be achieved
when the spectrum is allocated in an optimal way to provide the requested services
by the end-users.

11.1.2 WNV in the future networking environment
As 5G networks are envisioned to support the connectivity of billions of nodes and
the provision of services with diversified requirements [16–18], virtual service
providers (VSPs) will play a major role in achieving these targets. VSPs are defined
as the entities that directly lease resources from the PNOs specialising in providing
specific services to the end-users. So, in this context, the role of VNOs is identical
to the VSPs with the added characteristic of attracting end-users through novel 5G
services such as high-definition video, machine-to-machine (M2M) [19], e-health,
vehicle-to-vehicle, smart energy grids and others. This approach can significantly
reduce the complexity of the WNV as the VSP has complete knowledge of the
required capacity for the specific service and, thus, can perform direct demands to
the PNO for dynamic resource allocation or release. As a result, optimal spectrum
and backhaul capacity usage can be achieved, while the required quality of service
(QoS) is preserved. In this chapter, we adopt the case where multiple VSPs request
resources from the PNO in order to provide distinctive services.
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Although VSPs are directly related to specific services, the heterogeneity of
5G services demands usage of infrastructure and spectrum for varying time periods.
Thus, each VSP should be able to dynamically acquire the necessary resources and
towards this end, hybrid algorithms can facilitate the coordination among the VSPs
and the PNO. Typical resource-sharing schemes, such as fixed and CS, are not as
efficient as a dynamic virtualised networking environment requires, and thus, we
present a hybrid resource sharing (HRS) scheme. HRS enables the dynamic sharing
of resources among the VSPs, taking into account the requirements of each service
in terms of QoS and quality of experience (QoE). In this way, the total incoming
traffic, consisting of the different services can be efficiently handled and blocking
is avoided. The efficiency of HRS is shown through performance evaluation and
comparisons with fixed and complete resource-sharing schemes in terms of
blocking probability under different traffic-load conditions and resource-sharing
factors. Furthermore, looking at the big picture, we should also emphasise the need
for a dynamic mechanism able to coordinate the wireless coverage of multiple
VSPs leasing resources at different PNOs that are deployed within the hetero-
geneous networking (HetNet) environment of the same geographic area. In this
chapter, we give a high-level description of such a mechanism that is based on the
prosuming concept and is able to enhance the overall HetNet coordination.

The structure of this chapter is as follows. Section 11.2 presents a high-level
network planning and optimisation framework, able to improve the coordination of
multiple VSPs/PNO sets, towards the efficient wireless coverage of a wide geo-
graphical area. Subsequently, in Section 11.3, we focus on a single PNO, and on the
basis of specific business models, we discuss on the PNO–VSPs interaction as
well as on the interaction among VSPs that lease resources of the same PNO.
Section 11.4 includes a detailed description of two mainstream resource-sharing
schemes, while Section 11.5 presents the HRS enabling the controlled sharing of
resources. Next, Section 11.6 provides the performance evaluation and the com-
parisons with other schemes. Finally, open issues in the area of WNV are discussed
in Section 11.7, while Section 11.8 concludes this chapter.

11.2 Wide area coordination of multiple PNOs/VSPs

The benefits that WNV can offer in terms of efficient management of wireless
resources, as noted previously, are obvious. However, in order these benefits to be
achievable in real networks, one must also take into account the adverse effect of an
uncoordinated coverage of large geographical areas by multiple VSP’s able to
operate not only in-band but also out-of-band relatively to the PNO’s initially
intended operation.

Thus, a spectrum monitoring and control system, able to provide the means for
the effective coordination among different VSPs and PNOs as they operate within
the dynamic HetNet environment of the future, is required. The employment of
wireless prosumer’s devices as mobile multi-band spectrum sensors should be a
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key feature of such a system, if we aim for a cost-effective deployment of a dense
monitoring system.

11.2.1 Ubiquitous spectrum monitoring based on
wireless prosuming

According to the wireless prosumer concept, the majority of user-deployed network
devices that consume resources of the wireless network can be utilised, at the same
time, to perform spectrum measurements which subsequently could be gathered
and fed to a central spectrum controller. Beside the users smartphones, one could
also consider other user-deployed devices such as femtocells, Wi-Fi access
points and relays, which could also be employed in order to gather the required
spectrum data.

Thus, by utilising multiple radio access technologies as spectrum sensors, the
monitoring of the occupancy and state of multiple spectrum bands will be made
possible in an economically feasible manner. On the other hand, we also have to
consider that the end-users, who are asked to offer their resources (e.g. central
processing unit, network access and battery power), should be at the same time
motivated to adopt the presuming behaviour. Towards this goal, the network
operators could define specific incentives for the prosumers, such as better network
access, lower billing rates and others.

11.2.2 Forming overall network planning policies
Figure 11.1 shows a high-level framework that allows the monitoring of various
spectrum bands, enables cognitive real-time corrective/optimisation actions and
provides a solid ground for the formation of long-term network planning policies.
Specifically, as discussed previously, the end-user prosuming devices (PDs) will
act as spectrum sensors which periodically take measurements and send reports to
the local ‘‘Spectrum Data Gathering’’ (SDG) Gateway.

● PDs are organised in clusters which should contain the proper density and type
of PDs that will allow the acquirement of dense and spectrally accurate data for
a wide range of frequencies. Regarding the frequency of measurements, it
depends on the variability of the networking environment, and therefore, the
time intervals between subsequent measurements may vary from a few minutes
to as long as 1 h. Optionally, when considered as appropriate, selective
radiation metres with narrow-band capabilities, able of high precision mea-
surements could also assist the measurement process. Such devices will be
deployed by the PNOs and they can be either placed at specific locations or
they can be mobile (e.g. mounted on public transportation vehicles).

● The SDG gateway is responsible for gathering the spectrum reports while it
also performs an initial processing of data. Then, the useful information is
forwarded to the Virtual Network Planning and Optimisation (VNPO) module.
PNOs and secondarily the VSPs, may also have direct access to the spectrum
data provided by each SDG in order to enhance the efficiency of their own
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self-optimising capabilities. Therefore, it is evident, that SDGs should be
placed close to each monitoring cluster in order to enable the timely collection
of spectral data.

● At VNPO, through the use of simulation and specifically developed indoor/
outdoor propagation models, possible deployment issues as well as inefficient
spectrum allocations are identified. Considering various optimisation factors,
VNPO will suggest optimisation actions to both PNOs and VSPs regarding the
overall setting of the heterogeneous wireless coverage. These suggested that
actions will be assessed and classified in order to gradually form a long-term
resource allocation policy.

Provided that the proposed coordination framework is realised (Figure 11.1),
each PNO will be aware of the impact of his actions (e.g. leasing his resources to a
particular VSP) to the overall heterogeneous wireless coverage as well as to the
utilisation of his own resources.

11.3 Emerging business models for sharing the resources
of a PNO

In this section, various business models are presented considering the sharing
schemes between the PNO and the VSPs of the WNV. These business models
assume that end-users are motivated to act as prosumers providing feedback on the
spectrum state. In this way, the necessary information to trigger resource sharing
among VSPs is acquired. The topic of business models is also discussed in a
number of research projects, such as [7,20,21] where the roles of the owner of the
physical resources and of other entities such VNOs and VSPs are described.

11.3.1 The role of PNOs and VSPs
In order to give the details for the different business models, a clear description of
the roles of PNOs and VSPs has to be provided. Starting with the PNOs, it is
considered that they are the owners of the network infrastructure including the
backhaul link to the core network. However, different cases of resource ownership
exist where an entity owns the network infrastructure and a different one, the
spectral resources [6]. It must be emphasised that the interests of the PNOs lie in
the optimal utilisation of their resources and towards this end, they can follow
various approaches for revenue maximisation. For example, in the network sharing
paradigm [9], PNOs can share their infrastructure with other PNOs through dif-
ferent schemes, such as leasing for a specific time period or dynamic sharing.
Moreover, PNOs can share their spectrum in order to improve its utilisation.
However, the relationship between PNOs is beyond the scope of this chapter, and
we focus on the synergy between PNOs and VSPs. In this setting, the PNOs aim to
attract VSPs by providing advanced network infrastructure and sufficient spectral
resources that can be exploited for service provisioning through various business
schemes.
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From their point of view, the VSPs are interested in acquiring infrastructure
and, most commonly, spectrum from the PNOs aiming to provide services to the
end-users with the optimal amount of resources, while avoiding excessive charging
from the PNOs. We can also consider the case where a VSP may request to utilise
PNO’s infrastructure but needs to operate at a spectrum band, that is (close but)
different to the one that PNO normally operates. In this case, PNO, before deciding
to lease his resources to the specific VSP, needs to have an accurate knowledge of
the total spectrum utilisation. This can only be achieved through the realisation
of the monitoring framework of Figure 11.1.

Moreover, different categories of VSPs appear, and one may observe that a
VSP can offer a set of services such as video streaming, voice and M2M. In this
case, the VSP is responsible to demand resources from the PNO and then, allocate
them efficiently to different service classes. A different category consists of VSPs
specialising in a specific service and so, one or more VSPs can be responsible for
the provision of each service class performing optimal utilisation of the PNOs’
resources. It is obvious that a VSP performs a trade-off between

1. Demanding resources to satisfy services with different QoS levels, thus
incurring complexity but might result in attractive service packages for the
end-users.

2. Specialising in a specific service where in this case, it is easier to acquire the
optimal amount of resources since the QoS levels of only one service has to be
maintained.

11.3.2 Interaction between PNO and VSPs
Here, business models between a PNO and various VSPs are discussed. The basic
model consists of a PNO who provides exclusive access to a partition of the
resources to the VSPs based on service level agreements (SLAs). In this case, the
VSPs are responsible to provide their services by exploiting only the dedicated
chunk of the PNO’s infrastructure resources. It must be noted that although this
case incurs the least complexity, it has many drawbacks in the sense of resource
utilisation. For example, a VSP that does not attract many end-users can be given to
resources that would otherwise be used by other VSPs that are starving.

A more complex model involves the simultaneous access to all the portion of
the PNO’s resources from the VSPs. In this way, enhanced-resource utilisation can
be achieved when the VSPs’ demands are timely given to the PNO. The main
disadvantage of this case is that resource-demanding services might experience
significantly increased blocking probability. Also, a PNO might apply different
pricing on the resources that are allocated to VSPs, for example extra charging for
VSPs that use lower chunks of resources in order to motivate a higher level of
resource occupancy.

To avoid such shortcomings, novel business models should address the con-
cerns of the PNOs regarding resource utilisation, while maintaining low blocking
probability for the services of the VSPs, at the requested QoS from the end-users.
So, hybrid models should be developed combining the exclusive access to
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resources with dynamically allocated partitions according to the needs of each VSP.
More specifically, in hybrid-sharing schemes, one part of the VSP’s resources is
provided by the PNO through SLAs that grant exclusive access to a partition of the
resources, and within this chunk, common resource pools can be formed according
to sharing factors that are chosen by the VSPs.

11.3.3 Interaction between VSPs
According to the SLAs between the PNOs and the VSPs, interesting interplays
between VSPs arise. When exclusive licences are granted to each VSP, there is the
possibility that a VSP which experiences resource underutilisation, might be
interested in leasing a partition of its resources to another VSP which is in shortage.
So, SLAs between VSPs can be formed, thus leading to greater revenues for the
VSPs and improved resource utilisation.

Enabling the concurrent acquisition of the PNO’s resources will allow VSPs to
form coalitions and merge their resources that are available for service provision-
ing. In this way, VSPs which specialise in different services can form diverse
service sets that are attractive to end-users. In addition, for such cases, where only
shared resources are available, two or more VSPs could sign SLAs that result in
prioritising a VSP to access the common resource pool and achieve the desired QoS
level. Moreover, for hybrid models where resource partitions that are exclusively
allocated coexist with a common resource pool, VSPs can select different strategies
which rely on the sharing factor. For example, a VSP might be interested in
acquiring a larger chunk of exclusive resources that can be merged or leased in
agreement with other VSPs. On the contrary, a VSP might choose to hold smaller
portions of dedicated resources and offer a bigger portion to the common pool (CP)
where other VSPs have access, in order to avoid excessive charging from the PNO.

11.4 PNO’s main resource sharing approaches

As mentioned previously, a VSP does not always require to utilise the same spec-
trum as PNO. Out-of-band transmissions in respect to the PNO’s spectrum band are
possible as long as it is permitted by the capabilities of the PNO’s infrastructure and
provided that an overall HetNet coordination mechanism is employed. Therefore,
in order to take into account the general case, in the following we will not refer to
the sharing of spectrum but instead we will refer equivalently to the sharing of the
available backhaul capacity, up to the extent that the backhaul capacity does not
exceeds the maximum wireless capacity. Two of the main approaches to share the
PNO’s resources [7,10] are CS and fixed sharing (FS). In the following sections,
the details of these schemes are given.

11.4.1 Complete sharing
As shown in Figure 11.2, the incoming service requests (SRs) are identified and
forwarded by the PNO to the appropriate VSP. Subsequently, the service admission
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control (SAC) mechanism of the respective VSP decides whether the SR will be
accepted or rejected based on the available capacity.

According to the CS sharing mechanism, the VSPs can utilise all the available
physical capacity of the PNO in a CP manner. This approach has the advantage of
maximising the total throughput and the utilisation of the physical capacity.
However, CS cannot provide definite SLAs between the PNO and the VSPs. As
long as a VSP has increased incoming traffic load, it can occupy a large fraction of
the total capacity, leaving the rest of the VSPs to starve.

Furthermore, following a CS of the available capacity, it is expected to benefit
services that require low data rates such as voice over IP (VoIP), contrary to high
data rate services such as video conferencing (VC). In other words, CS cannot
provide QoS differentiation, and for the case where the VSPs are directly related to
specific services, this characteristic can result in significant degradation of the
network’s performance and affect the required SLAs.

11.4.2 Fixed sharing
One possible solution in order to provide the required SLAs to the various VSPs is
to employ the FS approach. In Figure 11.3, each VSP can utilise only a specific
fraction (partition) of the total capacity ensuring that a misbehaving VSP cannot
lead the other VSPs to starvation.

Therefore, the main advantage of FS is that it has low complexity and can
provide definite SLAs to the VSPs, as well as QoS differentiation if a VSP spe-
cialises in a specific service. Nevertheless, FS has significant drawbacks, such as
offering reduced utilisation of the available capacity and reduced total throughput.

VSP1

VSP2

Physical capacity of N
O

VSP3

VSPN

Physical network operatorSensor

Smartphone

Tablet

Figure 11.2 The complete sharing scheme where the PNO’s capacity is equally
accessible to all VSPs
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Furthermore, FS is not capable of confronting any variations of the composition of
the incoming traffic load. This is due to the fact that, if there is available capacity at
one of the VSPs, then according to the FS sharing discipline, this capacity cannot be
utilised by any of other VSPs, thus leading to the aforementioned weaknesses of FS.

11.5 Hybrid-controlled sharing of resources

Aiming to combine the merits of FS and CS, and at the same time to address
their weaknesses, the concept of hybrid-controlled physical-resource sharing is
introduced.

11.5.1 The formation of physical capacity partitions
Initially, based on the SLA agreements between the VSPs and the PNO, a number
of physical capacity partitions are formed. Each partition Pj consists of two areas:
the shared area ðSAjÞ and the protected area ðPAiÞ. An example of the formation of
the partitions is shown in Figure 11.4.

Based on this formation, the concept of native and non-native service calls is
defined as follows:

● A service call admitted by VSPj is considered as native for the respective
partition Pj.

● A service call admitted by VSPj is considered as non-native for the other
partitions.

VSP1

VSP2

VSP3

VSPN

Physical network operatorSensor

Smartphone

Tablet

P1

P2

P3

PN

Figure 11.3 The fixed sharing scheme where each VSP is allocated a
predetermined capacity partition
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In greater detail, the SA of all the partitions can be utilised by native and non-
native calls. In other words, a call that is native to a partition can utilise both the PA
and SA areas, whereas a non-native call can utilise only the SA area. However, the
admission of service calls at the SA of partitions where they are not native should be
performed in a controlled manner to avoid being flooded with non-native calls.
Denoting by CPj the capacity of the jth partition, then the PA area can be defined as
follows:

PAj ¼ 1 � rj

� � � CPj; rj 2 0; 1½ � (11.1)

Where ri is the sharing factor of the specific partition. Based on Equation (11.1),
the SA can be expressed as follows:

SAj ¼ CPj � PAj ¼ rj � CPj (11.2)

Consequently, the SAj area increases with the increase of the sharing factor rj and
can be equal to the whole partition when rj becomes equal to 1. Then, the partition
acts as a CP of resources and is available to all the VSPs. On the contrary, when rj

decreases, the SA decreases as well, and reduces to zero when rj reaches zero. In
this case, the partition is fully protected and does not accept non-native calls.

11.5.2 Service admission control and capacity allocation
Through the utilisation of the sharing factor rj, the behaviour of hybrid sharing can
be fine-tuned between the two extremes of the CS (r ¼ 1) and FS (r ¼ 0) of the
physical capacity. From the point of view of the VSP, the available capacity that
can be utilised is a combination of its own fixed private partition PA, as well as a

Partition 1 Partition 2 Partition 3 Partition N

Shared
area SA1 Shared

area SA2

Shared
area SAN

Protected
area PA3 Protected

area PAN

Protected
area PA2

Protected
area PA1

Figure 11.4 An example of the formation of the resource partitions
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virtual CP partition which is derived by aggregating the SAs of all the physical
partitions as shown in Figure 11.5.

Each VSP has its own SAC policy which could be based on multiple criteria
(QoE classes, QoS differentiation, user profiling etc.). On the arrival of an SR, the
admission control module of the VSP analyses the relative context and identifies its
service class. On the basis of the available context information and the admission
policy of the VSP, an SR may be temporarily postponed from being served, thus
having a ‘Policy-Based Rejection’. If this is not the case, the VSP initially admits
the SR, as long as there is available capacity, either at the private or at the CP
partition and forwards this decision to the PNO’s capacity allocation mechanism
(CAM) in order to have the final acceptance confirmation.

Upon the acceptance of an SR by the VSP, the underlying CAM, illustrated in
Figure 11.6, successively checks if the required capacity can be allocated to

1. The respective SA of the CP partition (area A at Figure 11.5).
2. The respective PA of the private partition area (area B at Figure 11.5).
3. The rest of the CP area (area C in Figure 11.5).

If there are/are not available resources at any of these areas, the call is accepted/
rejected and the VSP is notified accordingly.

By following this order of operation, CAM which belongs to the PNO, guar-
antees that each VSP will offer capacity from its own SA partition to other VSPs
only if it is undoubtedly underutilised. Thus, CAM ensures the SLA between the
VSP and the PNO, while at the same time, it allows the SA to be utilised as a
common resource pool provided that the QoS offered to the respective VSP is not
downgraded. Finally, although the VSP has a view of the available capacity, the
admission decision of an SR is confirmed by the PNO in order to avoid
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Figure 11.5 The VSP’s view of resources
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synchronisation issues (i.e. two or more VSPs admitting simultaneously SRs for the
same shared resources).

11.6 Performance evaluation

The evaluation of HRS is performed through event-driven simulation using a
custom-made Cþþ simulator. SRs follow a Poisson arrival process and their
duration is exponentially distributed. All the parameters of the proposed service
admission and capacity allocation framework, as they are analysed at Section 11.5
are defined in the simulations. Consequently, according to the studied scenario, two
or more VSPs can be defined whereas the backhaul capacity can be partitioned
according to considered SLAs and the composition of the offered traffic load, while
a sharing factor r can also be specified for each VSP.

In addition, HRS is compared to the other two typical approaches for the
sharing of the available PNO capacity, which are the CS and the FS schemes. As
described previously, according to the CS sharing scheme, the VSPs can utilise all
the available physical capacity of the PNO as a common resource pool. On the
contrary, in the FS scheme, each VSP is allocated a fixed fraction of the PNO’s
capacity, aiming at a specific QoS for a given traffic load distribution. Following
the business models described at Section 11.3, we consider VSPs that are specia-
lised and serve only specific service classes whereas the PNO uses a global sharing
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Figure 11.6 Service admission control and capacity allocation
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factor common for all VSPs. These assumptions lead to less complicated simula-
tion scenarios that facilitate the evaluation of the features of the proposed resource
sharing framework.

Table 11.1 contains the characteristics of the services that are considered in the
performance evaluation, namely VoIP, machine-type communications (MTC) for
alarm video surveillance, VC and best-effort internet access (BE-IA). Therefore,
each admitted service call by a VSP is allocated a predefined data rate that is
assumed to correspond to a particular level of QoE. In the following, two scenarios
are examined and the respective distributions of the incoming traffic load among
the aforementioned services are depicted in Table 11.2.

11.6.1 Scenario A – providing different service level agreements
In this section, a scenario is examined where specific and diverse SLAs are
required. Thus, CS is compared to HRS with low sharing factor r ¼ 0:1 in a
simulation scenario where four VSPs share the capacity of one PNO and each one
of them is specialised in a specific service class. Thus, VSP1 serves only low data
rate real-time services (i.e. VoIP) with a low blocking probability of 1%, VSP2

serves MTC alarm services which require an extremely low blocking probability of
0:1%, VSP3 serves high data rate real-time services (i.e. VC calls), also with a low
blocking probability of 1%, while VSP4 serves best-effort traffic with no specific
QoS requirements. The traffic distribution of the incoming traffic load between the
four VSPs is shown in Table 11.2.

Figure 11.7 depicts the blocking probability that is achieved when a VSP uses
CS or HRS with a low sharing factor r ¼ 0:1, for increasing traffic-load conditions.
Both schemes achieve the goal of 1% blocking probability. However, one may
observe that, as the traffic load increases, HRS provides lower blocking probability.
Therefore, VoIP calls are adequately served under both sharing schemes, but in the
case of CS, this is mainly due to the ability of low data rate VoIP calls to utilise
efficiently commonly shared resources and not due to a tunable feature of CS.

Table 11.2 Traffic load distribution per service

Name VoIP MTC VC BE-IA

Scenario A (%) 50 10 10 30
Scenario B (%) 70 10 0 20

Table 11.1 Services’ description

Service/QoS characteristic VoIP MTC VC BE-IA

Average data rate (kbps) 24 256 256 120
Average duration (s) 900 60 1,200 1,200
Target Block. Prob. (%) 1 0.1 1 BE
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This becomes apparent in Figure 11.8 which shows the MTC surveillance
results for the CS and the proposed scheme with r ¼ 0:1, for increasing traffic
load. In this comparison, it is observed that the hybrid scheme has a clear advan-
tage and offers a blocking probability below 1% for the whole traffic-load range.
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Figure 11.8 The blocking probability comparison of the proposed and the
complete sharing scheme for increasing traffic load for the MTC
surveillance service
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Figure 11.7 The blocking probability comparison of the proposed hybrid and the
complete sharing scheme for increasing traffic load for the VoIP
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On the contrary, when the CS scheme is adopted by the VSP of the MTC service,
the blocking probability rises nearly up to 7% and the required SLA (QoS) level
cannot be achieved. Although usually, the MTC alarm surveillance services
have short duration, they demand relatively high data rate, and as a result, they
have great difficulties when capacity has to be acquired from a CP. On the
other hand, the hybrid scheme offers to the VSP of the MTC services a highly
protected (i.e. low sharing factor of 0.1) capacity partition which ensures the
required SLA.

The same conclusion is reach in the third comparison which relates to the
blocking probability of the VC service for CS and HRS with r ¼ 0:1 for different
values of traffic. These results are included in Figure 11.9. The improved perfor-
mance of HRS is obvious in this figure, as the blocking probability is maintained
below 1%, thus providing significant benefits for the VSP of the VC service.

Furthermore, HRS treats the BE VSP as such and consequently allocates only
the capacity that is left after ensuring the SLAs of the other VSPs. On the contrary,
CS offers to the BE VSP relatively low blockages at the expense of the provided
SLAs to VSPs 2 and 3. The blocking probability results for the BE-IA service are
illustrated in Figure 11.10 for increasing traffic load.

Concluding the first part of the comparisons, it is derived that SLAs between
the VSPs and the PNO cannot be ensured when a CS scheme is adopted by the PNO
to share its physical resources. The provisioning of resources through a partitioning
scheme seems to be the only way to offer guaranteed SLAs.
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Figure 11.9 The blocking probability comparison of the proposed and the
complete sharing scheme for increasing traffic load for the video
conferencing service
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11.6.2 Scenario B – flexible vs inflexible partitioning
However, an FS scheme is inflexible and that can also be the cause of the SLA
reduction when short-term variations of the traffic-load distribution occur. In this
scenario, it is assumed that the VSPs negotiate with the PNO for specific SLAs
based on the same traffic-load distribution as in the previous scenario. Never-
theless, it is considered that the actual traffic-load distribution suddenly changes
from (50, 10, 10, 30) to (70, 10, 0, 20) as shown in Table 11.2.

Figure 11.11 investigates the performance improvement offered by the hybrid
scheme with r ¼ 0:3, compared to the FS scheme when VoIP service is provided. It
is easy to observe that FS cannot adapt to the traffic load’s variations and the VSP
might experience difficulties in achieving the desired QoS level. On the other hand,
HRS gives the opportunity to the VSP1’s calls to be served through the shared
capacity of VSP3 which for this short period has not any ongoing traffic flows. As a
result, HRS constitutes a better choice as blocking remains well below 1% in
this case.

11.6.3 Varying value of the sharing factor (r)
Following the traffic-load distribution of the first scenario (see Table 11.2), the
performance of the hybrid scheme is evaluated when different values of the sharing
factor are adopted, as shown in Figure 11.12. It must be emphasised that by
adjusting r, the performance of the hybrid scheme can be fine-tuned between an
FS-like behaviour (r ¼ 0:1) to a CS-like behaviour ðr ¼ 0:7Þ:
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Figure 11.10 The blocking probability comparison of the proposed and the
complete sharing scheme for increasing traffic load for the best-
effort Internet access service
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As discussed in Sections 11.3 and 11.4, the use of a CS scheme can be useful in
cases where all VSPs have similar requirements or when no specific SLAs are
needed. In such a context, CS is able to provide higher throughput and capacity
utilisation than partitioning sharing schemes. Accordingly in this case, the increase
of r, gradually provides a more elastic resource sharing between VSPs and reduces
the blockages of BE service calls of VSP4.

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

40.0

45.0

0.86 0.88 0.90 0.92 0.94 0.96 0.98 1.00

BE IA - HRS (r = 0.1)
BE IA - HRS (r = 0.3)
BE IA - HRS (r = 0.5)
BE IA - HRS (r = 0.7)

Traffic load (100×%)

B
lo

ck
in

g 
pr

ob
ab

ili
ty

 (%
)

Figure 11.12 The blocking probability for increasing traffic load for the best-
effort Internet access service for different sharing factors
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Figure 11.11 The blocking probability comparison of the proposed and the fixed
scheme for increasing traffic load for the VoIP service
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11.7 Open issues

In this chapter, various resource sharing mechanisms and aspects of WNV are
discussed. Moreover, wireless prosuming has been envisioned at the heart of WNV
due to the dense and distributed spectrum state reports that can be provided by the
end-users. However, as the research on WNV is at an early stage, various open
issues arise. In greater detail, the following topics should be addressed in order to
consolidate WNV as an enabling technology for 5G communications:

● Interference is a serious concern as intra- and inter-cell interference arise due
to the frequent spectrum reuse among cell of the same and different tiers,
respectively [22–24]. Moreover, user-deployed base stations such as femto-
cells have led to uncontrolled network deployment from the PNOs’ perspec-
tive. Thus, efficient interference coordination algorithms should be deployed
(e.g. as optimisation functions in the VNPO module of Figure 11.1) in order to
enable the use of heterogeneous spectrum bands.

● Also, in 5G communications, the Device-to-Device paradigm is considered a
technology that can provide significant off-loading from the PNO’s network.
Through D2D, devices communicate directly and avoid the usage of the base
stations’ resources. However, in many cases, D2D can be facilitated through
signalling from the overlay infrastructure-based network. To enable efficient
D2D communication, a VSP can coordinate devices that desire to commu-
nicate directly since it has the available data on the utilisation of the virtualised
resources.

● The integration of cloud computing elements in enabling WNV is considered
an additional challenge. Since the timely and accurate abstraction of resources
requires powerful computing capabilities, the PNOs might experience diffi-
culties in satisfying this constraint. Thus, cloud-based approaches could relax
this requirement and provide scalable solutions through the formation of local
cloudlets as proposed in [12] that will be provided by cloud SPs. These
cloudlets will store the information on the state of wireless resources and will
perform the allocation of the virtualised resource to VSPs.

● Another concern lies in the level of security that has to be assured in the
forthcoming wireless networks [25] and more specifically, in WNV settings. In
greater detail, the virtualisation of physical resources should be performed by
trusted entities of the network in order to ensure a robust operation. Also, since
cloud-based and user-centric approaches, such as prosuming can be integrated
into WNV, malicious behaviours could threaten the validity of the information
on the availability of resources. To this end, authentication mechanisms and
cryptographic algorithms should be applied to ensure data integrity, whereas
physical-layer security algorithms can be adopted to ensure secure delivery of
spectrum estimation data [26–28].

● Finally, the formation of novel business models must be investigated in order
to promote the added value that WNV offers to various stakeholders. In greater
detail, WNV’s business models should allow new players to enter the market
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such as VSPs in the form of SMEs that are specialised in novel services, cloud
SPs that bring advanced cloud computing elements with high processing power
and users that adopt the role of prosumers of wireless resources. In addition,
concepts such as spectrum marketplaces could be examined in cases where
PNOs desire to exchange wireless resources and VSPs bid for the acquisition
of the available resources.

11.8 Conclusions

This chapter presented the topic of prosumer-based WNV for optimised resource
utilisation in 5G networks. The concept of wireless prosuming was presented and a
framework where prosumers aid in the acquisition of spectrum state information
was given in detail. Then, the role of the PNO and the VSPs within the WNV
framework were investigated and various business models focusing on the interplay
between PNOs and VSPS, as well as among VSPs were discussed. After, the
complete and FS schemes of the PNO’s spectral resources by the VSPs were dis-
cussed, and an HRS scheme improving upon such approaches was described. The
efficiency of HRS was shown through performance evaluation for the blocking
probability for different services and traffic load conditions. Results indicate that a
controlled sharing between the VSPs coupled with a shared chunk of resources that
constitutes a common resource pool can provide elasticity in service delivery. In
this way, blockages are avoided and the QoS is improved compared to the fixed and
CS schemes. Finally, various open issues were listed that require solutions in order
to achieve robust and efficient prosumer-based WNV in the 5G era.
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Chapter 12

Energy efficiency gains through
opportunistic cooperative schemes

in cognitive radio networks

Abdelaali Chaoub1, Ali Kamouch2 and Zouhair Guennoun2

12.1 Contribution of the chapter

It is widely known that each decade experiences the emergence of a new generation
of mobile services. From the birth of the first generation during the 1980s to the in-
progress fourth generation, it is commonly believed that 5G will be soon a reality.

Several players in telecommunication industry have not yet obtained a consensus
on what could be the roadmap of the new generation technologies. Yet, certainly, it is
the generation of higher data rates and selfish adaptation to surrounding environment,
as well as an infinite number of ubiquitously connected devices with energy savings.
Cooperation and unlicensed access to spectrum are among the potential candidates to
be considered in the context of next generation networks.

This chapter investigates how cognitive radio (CR) and cooperation would be
an ideal combination, as cooperative systems can efficiently exploit the con-
nectivity offered by spectrum cognition to ensure better spectrum usage. Approa-
ches based on collaboration between cognitive and noncognitive nodes are actively
pursued today to support the explosive growth of bandwidth-consuming services
and drive the development of license-exempt applications. However, basic coop-
erative protocols often make use of relay resources in a deterministic fashion
regardless of network randomness. As such, opportunistic cooperation through
opportunistically scheduling the relay transmission is vital for reaping the perfor-
mance benefit of cooperative communication. Little research efforts have devel-
oped practical proposals to demonstrate the system capabilities of hybrid
architectures where the decision of cooperation is made depending on whether
cooperation is beneficial or not. In this chapter, we introduce a novel cooperation
selection scheme for dynamic spectrum access networks. When the direct link

1Communications Systems Department, National Institute of Posts and Telecommunications (INPT),
Rabat, Morocco
2Laboratory of Electronic and Communication, Mohammadia School of Engineers, Mohammed
V-Agdal University, Rabat, Morocco



between the source and the destination is reliable enough to ensure safe delivery of
the licensed content, the direct-transmission (DT) is more suited. However, coop-
eration takes place when the direct link does not support the data rate of the primary
communication; some intermediate nodes called secondary relays are engaged to
relay the signal of the source in a many-to-one fashion while simultaneously rent-
ing special spectrum rights. Thus, the sender actively picks up the most appropriate
strategy contingent on the instantaneous network observations. Afterward, we
developed a theoretical model with the aim of finding the optimal power allocation
needed by the opportunistic decode and forward (ODF) mechanism to attain a
transmission rate target, which converges into a minimization problem of a given
utility function, namely the overall power budget devoted to both primary and
secondary networks. Numerical simulations are performed in terms of the total and
combined power constraint on both the source and the relay to prove that by
applying a proper relaying policy the proposed scheme can be more energy effi-
cient than the conventional cooperation.

The remainder of this chapter is structured as follows: Section 12.2 describes
the background and the motivations of this research. Further, a concise overview of
cooperative diversity in CR networks is presented. Later, several contributions
made on this research area are consolidated and summarized. Section 12.3 details
the system model and analytically assesses the performance of the proposed
opportunistic cooperative framework in terms of the average required total power,
as power allocation is a major hindrance to the implementation of cooperative
diversity. The key ingredient of this theoretical part is to minimize the average
power required by any of the two policies, either direct or relay-aided, to achieve a
target transmission rate from the primary link perspective. Throughout Sec-
tion 12.4, a basic transmission scenario in CR-based cooperative networks is con-
sidered, and results of extensive Monte Carlo simulations are plotted to prove the
effectiveness of the proposed system. Throughout this section, interesting obser-
vations are made along with some insightful comments to underline the benefits of
such dynamic strategies compared to the conventional deterministic protocols, as
cooperation is adopted only from time to time when it is advantageous. Then, the
conclusion follows in Section 12.5.

12.2 Cognitive radio and cooperation: preliminaries

Last years are witnessing a huge demand for high-quality mobile services over
wireless networks. The promise of high-bandwidth and low-latency wireless
applications with the ability to deliver rich contents whenever and wherever the
consumer wants has placed unprecedented stress on the limited spectrum and the
available frequencies are becoming increasingly exhausted.

Several measurement campaigns for spectrum occupancy statistics conducted by
the Federal Communications Commission as well as its counterparts around the world
at many locations and during many time intervals have underlined the inefficient use
of frequencies due to the intermittent connectivity of licensed users, referred to as
primary users (PUs) [1]. On the contrary, the exclusive and static spectrum govern-
ance left over very little bands for fixed frequency assignments, in addition to the
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mandatory auction process which is slow and expensive (billions of dollars). It is
clearly seen that there will be no more frequency ranges available in the near future,
whereas the already allocated spectrum is not optimally and efficiently used.
These two contradictory findings regarding radio frequency behavior are among the
most pressing challenges for telecommunication industry to face the prospects of a
spectrum crunch.

As the radio spectrum is the lifeblood of the telecommunication market,
research community has intensively worked on ways to provide new frequency
allocation policies. The debate centers mainly focuses on how to allow new entrants
to the wireless market, whilst radio frequencies are limited and naturally finite. As a
result, the cognition in spectrum sharing [2] has arisen as a novel concept to change
the rules for spectrum bands (Figure 12.1). The central idea is considering opening
up the spectral resource to a new type of unlicensed devices, otherwise known as
secondary users (SUs), so that licensed and unlicensed users can coexist with each
other in a noninterfering mode [3].

Nowadays, CR is arousing immense interest among academics and industry.
On 21 November 2013, the European Telecommunications Standards Institute
(ETSI) Future Mobile Summit [4] has cited a number of key recommendations and
concluding messages to forecast what the beyond-4G is envisioned to be. The
unlicensed access to spectrum was one of the raised points. The concept of CR is
among the promising technologies subject of research and investigations in the
context of next generation networks [5], this technology allows the optimization of
spectrum resources utilization and thus the spectral efficiency is maximized which
leads to higher amount of bits transmitted per second and increased throughput.

Last years have also witnessed a recent strong interest in CR technical stan-
dardization [6] to bridge the gap between theory and practical achievements in this
research area. For instance, numerous attempts are made to establish universal
standards for CR, namely IEEE 802.22, IEEE 802.11af, and IEEE 802.19.1. IEEE
802.22 aims at deploying wireless regional area network infrastructures in rural and
remote areas, and it is able to attain an aggregate data rate of up to 23 Mbps. It is
the most mature CR standard at this time as it has started the process of standar-
dization since October 2004. The IEEE 802.11af task group is the IEEE standard
working on the issue of providing WiFi services over TV bands to achieve higher
throughput data rates and faster connections, this task group was formed during
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Figure 12.1 Cognitive radio cycle
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December 2009. While using a certain band of spectrum, the secondary system
must not only avoid disturbing the neighboring licensed network but also obtaining
awareness about other coexisting secondary systems. Therefore, standards like IEEE
802.19.1 have been proposed to address the coexistence issue between several sec-
ondary technologies operating over TV bands (Figure 12.2), this project was approved
on December 2009. Further, the ECMA-392 standard tackles the medium access
control (MAC) and the physical (PHY) parts to enable the operation of portable
devices over TV white spaces, it was published by the end of 2009. Moreover, IEEE
has recently (September 2011) launched the task group IEEE 802.15.4m (802.15.4
over Television White Spaces (TVWS)) with the goal of enabling Wireless Personal
Area Network (WPAN) infrastructures over TV bands. All the aforementioned stan-
dards are operating over TV white spaces (54–60 MHz, TV channel 2; 76–88 MHz,
TV channels 5 and 6; 174–216 MHz, TV channels 7–13; 470–608 MHz, TV channels
14–36; and 614–698 MHz, TV channels 38–51). The basic idea behind is that the
transition of TV channels from analog to digital has freed up a considerable amount of
unused portions of spectrum. It is commonly known that TV bands have good pro-
pagation conditions, excellent building penetration, and high spectrum efficiency.

12.2.1 Interaction between primary and secondary users
Cognitive users need accurate and up-to-microsecond information about the radio
frequency (RF) environment in vicinity to guarantee a peaceful coexistence
between primary and nearby secondary devices. Spectrum rooms should be actively
identified and permanently monitored. Strategies based on spectrum sensing have
been suggested as innovative solutions to explore conventional and unconventional
degrees of freedom (DoF) to locate the abundant spectrum gaps with high-detection
probability [7]. Legacy sensing algorithms supervise the spectrum through three
conventional dimensions: frequency, time, and space. However, other degrees of
freedom such as the used code and the angle of arrival can be examined. Another
alternative mechanism to identify the vacant gaps is the use of a geographic coor-
dination through a central database [8], which is either a substitute or a com-
plementary solution to selfish spectrum sensing. Despite the increasing maturity of
these two techniques, the strong heterogeneity and the nonlinearity of wireless
environments dilute the RF signals and raise some technical challenges such as the
hidden node problem (Figure 12.3), which makes sensing approach prone to
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detection errors. Besides, the massive number of devices interconnected through
wireless networks, their ever-changing characteristics is a limiting factor in the
database solution. For future research, this is a challenging direction that opened up
new horizons for this research area [9].

Depending on the degree of knowledge of the primary signal at the secondary
network, spectrum gaps can be shared according to three levels of cognition,
namely interweave, underlay, and overlay [10].

The interweave-based coexistence approach has been proposed with the objec-
tive of enabling devices to occupy the spectrum rooms that have been left vacant by
noncognitive users. The surrounding environment should be observed to be able to
predict the state of each portion of the frequency spectrum, portions of spectrum
considered as being underutilized may be accessed by SUs as long as the primary
activity remains idle. In order to facilitate the coexistence of both primary and sec-
ondary traffics within the same network in an opportunistic transmission mode,
spectrum opportunities should be actively identified and monitored. Cognitive users
may conduct sensing operations permanently and reliably, and different dimensions
need to be explored to find the abundant spectrum gaps. Legacy sensing algorithms
monitor and supervise the spectrum through three conventional dimensions:
frequency, time, and space. However, other degrees of freedom such as the used code
and the angle of arrival may be examined. Another alternative mechanism to identify
the vacant gaps is the use of a geographic coordination through a central database,
which is either a substitute or a complementary solution to selfish spectrum sensing.

In underlay systems, simultaneous cognitive and noncognitive transmissions are
allowed as long as the interference level at the PU side remains confined within the
interference limit imposed to cognitive devices. In recent literature, many advanced
signal processing techniques have proven to be very efficient for interference
avoidance, among which we find the beamforming and the spread spectrum tech-
niques to be excellent. Beamforming consists of exploiting the superposition concept
of waves to guide the signal toward a specific receiver using multiple antennas. More
importantly, in spectrum-sharing contexts, constructive or destructive interference is
provoked at the intended cognitive receiver to lessen the interference caused to
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noncognitive users while focusing the signal energy toward the desired direction.
Using the spread spectrum technique, the secondary signal is multiplied by a
spreading code to obtain a weaker signal with wider band. The resulting spread
signal causes lower interference level to noncognitive users. The original secondary
signal is recovered at the receiver side by simply multiplying the input signal with
the same spreading code. The spread spectrum technique is also useful for alleviating
the interference caused by the primary signals to the secondary ones. Another
common solution could be limiting the power of the secondary signal to keep the
interference level at the primary side bounded, albeit restricting the secondary
transmissions to short range communications.

Using the overlay approach, cognitive users are able to track the PU messages
or codebooks to be able to either null out the interference caused by the primary
signal at the secondary receiving end or to strengthen the primary signal through
serving as a relay for the licensed traffic. Unlike the underlay scheme, there is no
interference temperature constraint enforced on the secondary signal power. To
coexist with the licensed network without any interference, SUs seek the best
compromise between the interference induced and the improvement brought to the
primary signal to achieve a stagnant signal-to-noise ratio (SNR).

Advanced levels of cognition can be obtained using a combination of the
above-cited frameworks [11]. Later, we will show that increased efficiency may
also be achieved by occasionally and not permanently exploiting the available side
information.

12.2.2 Overview of spatial diversity in cognitive radio networks
CR networks need to be engineered to meet tight constraints in terms of energy,
error resilience, and interference avoidance. To this end, the integration of the
spatial dimension has been proposed as a means to meet these requirements by
creating transmit and/or receive diversity. Recurrent techniques for achieving this
spatial diversity include, typically, MIMO (multiple-input–multiple-output) con-
figurations and relaying. The extra diversity offered by the spatial DoF can be
exploited to substantially boost the rate and speed of communication systems
without the need to purchase extra bandwidth.

To date, MIMO technology is gaining further momentum worldwide [12]. This
technique endows wireless devices with the capability of simultaneous transmis-
sion and/or reception of multiple independent streams using antenna diversity in a
noninterfering mode via interference concealment techniques. However, still a
number of challenges arise including the need for miniaturization to stack many
antennas in a small volume and how to increase the number of collocated antennas
without creating significant inter-antenna interference.

Nowadays, relaying concept has ignited an intensive research as an innovative
technique to achieve reliable connectivity and guarantee favorable conditions for
quality of service (QoS)-sensitive secondary communications [13]. The concept of
relay channel characterizes a class of three-device communication channels and
was examined the first time by van der Meulen [14,15] and later by Cover and
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Gamal [16]. In particular, the source and destination nodes may not always be able
to proceed with a DT especially in harsh environments. Thus, the link between
source and destination can be bridged by a third party, called relay, with rich
spectrum opportunities when there is no available spectrum gaps to establish the
direct source–destination link (Figure 12.4). During the past few years, because of
their ability to deliver streams over longer distances with extended network range
and faster speeds, the applications of relaying have become quite popular, such as
Wireless Sensor Networks [17], Vehicular Ad Hoc Networks [18], and Wireless
Mesh Networks [19]. Given the above promising potentials, cooperative relay-
based schemes still need to overcome some major challenges [20] related to
security vulnerabilities, resource control and management, synchronization proto-
cols, implementation issues, delay overheads, and the number of nodes available
and ready for cooperation.

12.2.3 To cooperate or not? That is the question!
Most of the research on cooperation protocols is based on the approach of ‘always
cooperate when possible’. That said, each transmitting source recruits a number of
relays and solicit their help in stream delivery regardless of the network state. One
defect of such schemes is that the recruited nodes will always cooperate even when
it is not necessarily gainful for the entire communication. It can be also noticed that
a plenty of works that tackled the principle of cooperation via relays have focused
on the goal of maximizing spectral efficiency, minimizing bit error rate (BER), or
maximizing transmission rate. Nevertheless, energy-efficient cooperative designs
have not been paid sufficient attention. Further, the QoS of relay-aided networks
hinges upon the varying network state and need to be subsequently adapted to.
These findings together revealed a number of shortcomings related to fixed
cooperative scenarios and emanate the need for truly flexible and opportunistic
cooperative strategies [21].

It becomes increasingly imperative to develop intelligent systems, wherein the
source–destination pair cooperates with the candidate relays only when it is in its
self-interest based upon local decisions according to optimum energy allocation.

Destination

Channel 1

Source

Channel 2

Channel 3

Channel K

Broadcast channels

Figure 12.4 Dual-hop multirelay CR network
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The sender chooses to make use of a two-hop high data rate path to the destination
via a relay when the source–destination channel is not advantaged, whereas it
transmits data straight to the intended receiver in case of better conditions on the
direct channel (Figure 12.5); bearing in mind that channel conditions are closely
related to energy consumption. Such dynamic strategies enjoy high-error resilience
against channel fluctuations in RF environments and offer better resource exploi-
tation. More importantly, such schemes ‘only cooperate when beneficial’ achieve
low-power consumption which prolong the battery life of wireless devices. In fact,
the tremendous proliferation of smartphones accompanied by the booming growth
of energy-consuming applications urged the industry and academia around the
world to stimulate research on innovative means for longer power autonomy [22].

12.2.4 A literature survey on opportunistic cooperation protocols
In recent studies, the non-fixed type cooperative schemes have raised interest
among researchers.

Li et al. [23] have used some opportunistic cooperative protocols for dis-
tributed sensing activities to attain significant improvements in terms of detection
probability and energy consumption. Unlike earlier schemes, the proposed solution
has the property that dedicated fusion infrastructures are no longer needed as
spectrum decisions are basically dependent on local observations.

Gunduz and Erkip have designed an ODF scheme subject to delay and power
constraints and analyzed its outage behavior in [24] and its delay-limited capacity
in [25]. The relay’s intervention is governed by a local decision regarding the mode
of transmission, that is, direct or relay-assisted (RA), providing the least total
power. Depending on the amount of channel knowledge available at the transmitter
side, the authors have investigated the ODF model under a complete [25] and a
partial [24] channel state information (CSI).

Source Destination

Relay K
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1 Direct-transmission mode

Relay-assisted mode
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Figure 12.5 Hybrid scheme combining direct-transmission and relay-assisted
modes
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The same authors had consolidated the above findings in [26] and proved that with
partial CSI at the transmitter and perfect CSI at the receiver a non-zero delay-limited
capacity can be achieved regardless of the average power constraint. The authors also
showed the merits of the ODF strategy in terms of both delay-limited capacity and
maximum outage probability compared to the classical multihop (MH) protocol.

In [27], El-Bakoury et al. derived the closed form expressions for the average
power needed for both MH and ODF strategies to achieve a target rate through a
one-bit feedback on the relay–destination channel status and a maximum power
constraint on each participating node. The authors argued that a limited information
about the status of the relay–destination channel suffices for the source node at the
cost of a negligible degradation in terms of the minimum required average power.

A different approach has been adopted in [28], wherein the appropriate trans-
mission mode is chosen according to the presence of an outage event. A BER analysis
has been conducted for the proposed scheme and for the non-cooperation and the
coded cooperation cases as well, whereby insightful conclusions are reported regard-
ing the superiority of the newly designed scheme over the conventional strategies.

Urgaonkar and Neely [29] explore the cognitive femtocell concept and investi-
gates the improvement provided by the opportunistic cooperation to such contexts.
More precisely, cognitive devices may enhance the noncognitive transmission and
negotiate to rent special spectrum rights instead of vying for dynamic access. These
interactions have been modeled using a constrained Markov Decision Problem to
converge to an optimal solution.

In [30], a communication system is presented where a threshold-based criter-
ion is used to switch between the cooperative and the noncooperative modes under
the assumption of partial channel information. The authors demonstrated that the
adequate choice of the thresholds permits to compensate for the effects of imperfect
CSI knowledge.

Urgaonkar and Neely have investigated the concept of dynamic cooperation
in mobile ad hoc network under tight delay constraints and random packet
arrivals [31]. The user-level outage behavior is studied according to optimal power
allocation goals.

A more generic opportunistic solution has been proposed in [32] where the
transmission rate is maximized by using a hybrid scheme that switches dynamically
among three transmission modes, which are decode-and-forward, compress-and-
forward, and direct strategy.

As shown in the previous works on the topic, opportunistic cooperative stra-
tegies and their potential to enhance the design of emerging CR networks have not
been fully investigated. In addition, most previous works have omitted the multiple
relay scenario for complexity avoidance.

In the following, we address the question of whether cooperation would always
produce higher levels of reliability than the direct mode wherein no assistance from
any intermediate node is provided. To study this question, we present our argu-
ments in favor of a new type of cooperative relaying schemes based on a certain
energy selection criteria that use the available CSI collected over multiple links.
We will introduce an opportunistic cooperation model where the source–destination
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pair acquires the available relay resources only for irregular intervals depending on
channel impairments.

12.3 Proposed work

12.3.1 General analysis
In this section, we examine a CR network collocated with a primary link. Time is
divided into frames of fixed duration T . Consider the practical scenario in which a
common noncognitive source PTx is sending a single stream to a common non-
cognitive destination PRx during one time frame. Simultaneously, K secondary
transmitter-receiver pairs STi

x � SRi
x (i 2 1; . . .;Kf g) operate on the same wireless

channel, that is, in the range of the ongoing primary communication. All the links
between different nodes are supposed to be Gaussian and each link suffer from a
Rayleigh fading process. Denote the channel gain from the primary transmitter to the
primary receiver as hPP. hTT;i is the channel gain between the primary transmitter and
the ith secondary transmitter and hSP;i is the channel gain between the ith secondary
transmitter and the primary receiver. The channel gain of the secondary link
STi

x � SRi
x is denoted as hSS;i and the channel gain between the secondary transmitter

j and the secondary receiver i is denoted as hSS;ij with i 6¼ j (Figure 12.6). We assume
a frequency-flat block Rayleigh fading which means that the channel gain is invariant
during each frame but changes from one frame to the other. We assume also that noise
processes over various links are zero mean and have identical variance N0.

In what follows, we suppose that the fading conditions are slowly varying so
that the receiver can have an accurate estimate of the state of its associated physical
resources and may disseminate these measurements to the transmitter using a
dedicated feedback channel. Hence, CSI is perfectly known to the transmitter.
Another alternative is periodically sending some pilot signals and collecting feed-
back. It is interesting to note that with only a partial information of the channel at
the transmitter side, good results can be obtained [24]. Besides, we assume a half-
duplex constraint and we suppose that each antenna can ensure the transmission as
well as the reception of radio signals (i.e. transceiver).
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hSP,i

nSS

YS
iXS

i

SRx
i

PRx

YP

nPP

hPP

hPS,i
XP

PTx

STx
i

hTT,i

Figure 12.6 Concurrent cognitive and noncognitive transmissions
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We use the notation j:j for the absolute value in the case of a scalar and the
Frobenius norm in the case of a vector.

12.3.2 Opportunistic cooperative schemes
Due to channel irregularities in radio environments, the primary link cannot be
always connected in the common channels. The primary source can use some
intermediate secondary nodes that experience relatively good channels with the
source and the destination. In return, the chosen relays can overlay their secondary
signals with that of the PUs. However, the involvement of a third party can also be
viewed as another concern. The cognitive and noncognitive users need to balance
the desire to cooperate with the need for maintaining optimal energy levels.

Hybrid schemes, using a combination of point-to-point and cooperative
transmissions, have a great potential to ensure optimal service to the final users.
The primary pair cooperates with some chosen SUs only when the direct channel is
not advantaged. Concretely, at each network state s, the proposed scheme picks the
transmission mode that requires the least total power for the same preassigned rate,
denoted R. In the following, we assume that the source broadcasts its decision,
whether to use the DT or the RA mode, through a control channel to the destination
and the relays. We assume also that the messaging volume resulting from the
transmission of the source decision causes no significant overhead.

To provide a performance analysis of the described scheme, we characterize
the end-to-end instantaneous capacity at the receiving end for both primary and
secondary networks. The instantaneous capacities of the two modes DT and RA are
denoted, respectively, as hp

DT and hp
RA. Define PpðsÞ and Pi

sðsÞ as the transmit power
of the primary transmitter and the ith secondary transmitter, respectively, for a
given realization of channel gains s. The power allocation between the primary and
secondary networks is subject to a long-term maximum allowable power Pmax. Let
C be the set of channel realizations where the DT mode is preferred and C is the set
of network states where relay assistance is sought. The optimal transmission policy
is the one with the lowest energy consumption while guaranteeing a certain rate R
at any channel state.

12.3.2.1 Direct transmission mode: s 2 C

The instantaneous capacity of the direct mode is defined as the throughput of a
straight communication between the primary transmitter and the primary receiver
during the duration of one-time frame

hp
DT ¼ log2 1þ jhPPj2PpðsÞ

N0

 !
: (12.1)

The minimum required total power of the direct mode can be written as follows:

PDT
min ¼ min Ppðs

� �
; h p

DT � Rg: (12.2)

The inequality above means that the transmission rate cannot fall below the
threshold value R because this will occur an outage event.
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Substituting (12.21) with (12.2), we get

PDT
min ¼ N0

2R � 1
� �
jhPPj2

: (12.3)

12.3.2.2 Relay assisted mode: s 2 C

Popular overlay schemes proposed in research literature allow multiple coexisting
cognitive and noncognitive nodes to share the same infrastructure through the use
of time splitting. SUs are allowed to rent some portions of frequency bands for a
negotiated power cost and following a predetermined time schedule subject to an
explicit agreement with the license holders. Concretely, the time frame structure is
decomposed into three blocks according to two parameters a and b (0 < a; b < 1)
as illustrated in Figure 12.7. During the first phase, the noncognitive source keeps
broadcasting the initial stream to both the relays and the destination. These decode-
and-forward relays will collaborate in the second-phase transmission to help
accumulating enough data at the noncognitive destination to recover the original
message with the help of the signal received from the source. The third phase is
granted to the cognitive devices for secondary content delivery as a reward for their
cooperation and assistance (Figure 12.7). A robust approach to select the appro-
priate set of relays is to sort the paths connecting the primary source and the
available secondary transmitters according to the channel gain and select those with
the K highest values (Figure 12.8).

Based on the model described above, the primary source PTx transmits con-
tinuously a given stream XP until the K relaying nodes STi

x

� �
i2 1;...;Kf g are able to

successfully decode the transmitted message. Then, the decoding relays perform

STX
K STX

K STX
K SRX

K

SRX
iSTX

iSTX
i STX

i

PRX PRXPTX

(1 – a)T a(1 – b )TabT

Time Frame

T

Figure 12.7 Three-phase transmission scheme
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parallel transmissions of the same stream over the second hop to the primary des-
tination. Due to the broadcast nature of the wireless transmission, a copy of the
source signal transmitted during phase 1 is also overheard by the destination and
combined with relays signals to increase diversity. Obviously, the final signal YP is
dominated by the worst hop among the first two stages. During the third phase,
each cognitive user STi

x conveys its private stream X i
S to the destination SRi

x. This
signal encounters a Rayleigh channel fading hSS;i and an additive white Gaussian
noise nSS with zero mean and power N0, along the opportunistic path from the
source to the destination. Besides, the secondary pairs sharing the same primary
link can harmfully interfere with each other. The output signal Y i

S subject to fading,
noise, and mutual interference can be expressed as follows:

Y i
S ¼ hSS;iX

i
S þ

XK

j¼1; j 6¼i

hSS;ijX
j
S þ nSS: (12.4)

For a simple derivation of the closed-form expression of the throughput, we assume
a constant transmit rate which is equal to the ergodic capacity. The set of relaying
nodes may be tackled in a holistic manner as all the members behave as a single
destination dominated by the worst member, from the source node viewpoint. The
same set of relays in addition to the source act as an unified structure with accu-
mulated energy at the destination node. Accordingly, the throughput of the primary
communication is the minimum of the throughput in the two first phases and can be
derived as follows:

hp
RA ¼ min CTT

RA;CSP
RA

� �
: (12.5)

with capacities CTT
RA and CSP

RA formulated as follows:

CTT
RA ¼ 1� að Þlog2 1þmini2 1;...;Kf g

��hTT;i

��2PpðsÞ
N0

 !
: (12.6)

Original
message

Coding

Encoded
message MRelay 1

Relay 2Source

Relay K

Destination

M

Decoding relays + destination

hTT,1

hTT,2

hTT,K

hPP

hTT,K <...<hTT,2<hTT,1

M

M

...

Figure 12.8 Decode-and-forward relays sorted in decreasing order of the
channel gain
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and

CSP
RA ¼ 1� að Þlog2 1þ jhPPj2PpðsÞ

N0

 !
þ ablog2 1þ

XK

i¼1

��hSP;i

��2Pi
sðsÞ

N0

0
BBBB@

1
CCCCA: (12.7)

In this case, the minimum required total power of the relay-aided transmission is
defined as follows:

PRA
min ¼ min 1� að ÞPpðsÞ þ a

XK

i¼1

Pi
sðsÞ

 !
; hp

RA � R

( )
: (12.8)

We need to determine the lowest cost in terms of energy for the primary link in
accordance with the throughput of the first hop defined in (12.6). The throughput from
source to relays is a decreasing function of a and the relays-to-destination throughput
is monotonically increasing as the value of a increases, thereby the optimal PpðsÞ (P�p)
is obtained when both uplink and downlink achieve a same throughput value.

CTT
RA ¼ CSP

RA: (12.9)

Under optimal power allocation, which achieves the lower bound of the transmis-
sion rate, we have

CTT
RA ¼ R: (12.10)

based on which the minimum required power of the primary link can be calculated by

P�p ¼ N0
2R= 1�að Þ � 1
� �

mini2 1;...;Kf g
��hTT;i

��2 : (12.11)

On the other side, the vector of optimal powers P�s ¼ P�s;i
� �

1�i�K
picked up by relays

can be set while keeping in mind that each SU should strive to maximize its achie-
vable rate toward its intended receiver during the fraction of time a 1� bÞð . More
importantly, the PU has full rights on its spectrum, and it is responsible for deciding
the appropriate parameters in view of time splitting ða; bÞ and the number of coop-
erating nodes K that maximize its utility in terms of the achieved throughput. Sec-
ondary links observing the decision made by the primary link act subsequently and
choose the optimal power levels P�s in return for the leased fraction of time b, while
seeking to maximize their individual utilities too that is, throughput. In either case,
different players attempt to find a good revenue/payment trade-off. Both the selection
of the appropriate strategy and the optimization of the expected utility issues become
more tractable by transforming the multidimensional problem into a Stackelberg
game and a Nash equilibrium with the primary link as a leader and the followers are
the secondary links [33]. This approach is widely adopted in literature. However, a
major handicap of such frameworks is the fact that the factor b is imposed by the
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primary network, which has substantial impacts on the secondary network reliability
especially in the case of bandwidth-consuming applications. The primary link has
tendency to choose a large b which reduces the time fraction dedicated to secondary
communications and as a result secondary devices may become reluctant to coop-
erate, whereas cognitive users are incapable of providing high-transmit powers to
gain access to a larger portion of time (smaller b values) because they have tight
power constraints.

In the current chapter, to circumvent this bottleneck we proceed differently by
assuming a negotiated spectrum sharing approach in which licensed users conclude
explicit arrangements with interested parties to grant them spectrum access rights
in exchange for monetary and nonmonetary compensations. This option allows the
unlicensed users to trade their power requirements and their utility target for better
spectrum sharing. The licensees may be very interested in allowing high-transmit
power levels at the unlicensed network side, but only with strong technical assur-
ances that cognitive devices guarantee an interference-free environment and as
long as a part of the secondary power will be used to assist the primary traffic.
Moreover, the additional monetary revenues will encourage the licensed operators
to satisfy and deal with the unlicensed traffic demands; in such case, these mone-
tary incomes can be invested in strengthening the resilience of the licensed infra-
structure against potential interference incidents.

Motivated by above discussions, the following formulation is proposed. Each
SU targets at optimizing an utility function that represents its transmission rate and
is equal to the achievable throughput minus the energy cost during the time dura-
tion of the allocated subslot. This utility is given by

Ui
s ¼ a hs

RA � cPi
sðsÞ

� �
: (12.12)

with c is the cost per unit transmission energy and hs
RA is the normalized throughput

at the secondary receiver, obtained from (12.4).

hs
RA ¼ a 1� bð Þlog2 1þ

��hSS;i

��2Pi
sðsÞ

N0 þ
PK

j¼1; j 6¼i

��hSS;ij

��2P j
sðsÞ

0
BBB@

1
CCCA: (12.13)

According to Lee et al. [22], this utility function is concave and thus the maximum
achieved utility is attained at the point where the first derivative is null. By com-
puting the first-order derivative of Ui

s with respect to Pi
sðsÞ, the above utility

function reaches its maximum at the following stable point:

P�s;i ¼

Pmax; if P�s;i � Pmax

1� b
c
� N0��hSS;i

��2 �
XK

j¼1; j 6¼i

��hSS;ij

��2��hSS;i

��2 P�s; j; if 0 < P�s;i < Pmax

0; if P�s;i � 0

8>>><
>>>:

(12.14)

This system of K linear equations has a unique solution: P�s ðbÞ.
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Subsequently, we conclude from results in (12.11) and (12.14) that the mini-
mum required power PRA

min (12.8) depends closely and only on the values of a and b:
PRA

min ¼ PRA
minða; bÞ.

12.3.2.3 Power minimization framework for opportunistic
cooperation

The overall average power required by the system to achieve a certain rate R can be
expressed as follows:

E PT½ � ¼ E PT=s 2 C½ � � Pðs 2 CÞ þ E PT=s 2 C � � P s 2 CÞ:�	
(12.15)

E PT½ � is calculated according to two decision regions, the first one is defined as the
region where the DT mode is more energy efficient than the RA mode and the
opposite happens in the second region.

Algorithm 12.1 Calculate the optimal average power numerically for a given rate R

Generate N network states S ¼ hPP; ðhTT;iÞ1�i�K ; ðhSP;iÞ1�i�K

� �
pb ¼ 0
avDT ¼ 0
avRA ¼ 0
for all s 2 S do

PDT
min ¼ min

log2 1þ
jhPPj2Pp

N0

 !
�R

Pp

PDT
min ¼ N0

2R � 1
� �
jhPPj2

if hPP � max
1�i�K

hTT;i or hPP � max
1�i�K

hSP;i then

pb  pb þ 1
avDT  avDT þ PDT

min

else

PRA
min ¼ min

0<a;b<1
ð1� aÞP�pða;RÞ þ a

XK

i¼1

P�s;iða; bÞ
 !

{P�p and P�s;i are given

in (12.11) and (12.14),
respectively.}

if PRA
min > PDT

min then

pb  pb þ 1
avDT  avDT þ PDT

min
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else
avRA  avRA þ PRA

min

end if
end if

end for

Pðs 2 CÞ ¼ pb

N

Pðs 2 CÞ ¼ 1� Pðs 2 CÞ
PDT

av ¼ avDT
pb

PRA
av ¼ avRA

N�pb

E PT½ � ¼ PDT
av � Pðs 2 CÞ þ PRA

av � P s 2 CÞ�

We can write the first term in (12.15) as

E PT=s 2 C½ � ¼ E P�p=s 2 C
h i

(12.16)

while the second term is given by

E PT=s 2 C
	 
 ¼ E 1� að ÞP�p þ a

XK

i¼1

P�s;i=s 2 C

" #
(12.17)

whereas the weight of each region can be inferred using the below useful obser-
vation

s 2 C , PDT
min � PRA

min: (12.18)

and

Pðs 2 CÞ ¼ 1� Pðs 2 CÞ: (12.19)

Hence, the theoretic formulation of the power minimization problem (12.20) is
completely characterized and can be easily numerically solved (see Algorithm 12.1).

min
0<a; b<1

E PT½ �:
for all network states s

(12.20)

To avoid needless calculations, an intuitive case is when the primary link is better
than all the available source-to-relay or relay-to-destination links in terms of the
channel gain, in which case the source sends its data directly to the destination
without any external assistance.

hPP � max
1�i�K

hTT;i or hPP � max
1�i�K

hSP;i

� �
� C: (12.21)
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12.4 Numerical results and discussions

To corroborate the above theoretical design, some experimental simulations have
been undertaken below to investigate the throughput benefits of the examined
schemes. These simulations have been performed using a large number of random
fading samples generated through Monte Carlo experiments.

For these experiments and unless otherwise stated, a primary transmitter–
receiver pair selects a set of K 2 3; 4; 5f g competing secondary transmitter–receiver
pairs whose transmitter is willing to cooperate with the primary network. In order to
achieve optimal cooperation, we assume that all the chosen relays are located at
the same position on the straight line between the primary transmitter and the
primary receiver, at a normalized distance d ¼ 0:2 from the primary transmitter. For
the relaying operation, we assume a large-scale path loss model with a coefficient
z ¼ 2, as a result the average power gains on the source-to-relay and the relay-to-

destination channels are given as: E jhTT;ij2
h i

¼ 1=dz and E jhSP;ij2
h i

¼ 1= 1� dÞz
�

ð8 i 6¼ j 2 1; . . .;Kf gÞ, respectively. For the secondary competing links, the small
scale Rayleigh fading gives rise to the following average channel gains:

E jhSS;ij2
h i

¼ E jhSS;ijj2
h i

¼ 10 dB ð8 i 6¼ j 2 1; . . .;Kf gÞ. Likewise, the average

channel gain on the primary link is E jhPPj2
h i

¼ 1. The maximum tolerated power

for the overall system is fixed to Pp;dB ¼ Pmax;dB ¼ 40. The variance of noise is
N0 ¼ 1 and the cost per unit energy is c ¼ 0:2:

Figure 12.9 illustrates the primary link achieved rate versus the average power
of the overall system. We surprisingly observe that the capacity of the primary
network is strongly insensitive to the size of the secondary network. This is due to
the fact that only the best cognitive nodes; the one, with the highest channel gain
from the primary source, intervene in the delivery of the licensed stream. More-
over, system resources in terms of time and energy are dynamically allocated in
such way to attain a desired rate regardless of the number of cooperating nodes.

The probability of DT mode under different values of the average total power
is plotted in Figure 12.10 while varying the number of available relays. In low
power regime, data packets are more likely to be promptly accumulated at the
receiver side using the extra diversity offered by the spatial dimension than the
straight communication and thus the cooperative mode becomes more gainful.
Conversely, for higher transmit powers, the direct link may support the data rate of
the primary communication without any external assistance. Hence, the opportu-
nistic system will favor the DT over cooperation to avoid spending the power
budget in simultaneous transmitting and relaying. We also notice that the direct
mode occurs most of time with probability greater than 0.5, which implies that,
unlike the conventional systems, the fixed cooperation strategy does not necessarily
works in CR contexts.

At low and high total average power, relays are listening most of the time as it
can be seen in Figure 12.11. In this case, the cooperation is not beneficial and most
of packets are transmitted through the direct link. Yet at moderate power levels,
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relays start to be increasingly involved in the transmission process. Intuitively, by
increasing the secondary transmit power a larger time need to be leased to the
cognitive transmission and thus the duration of the relaying phase becomes shorter.
However, higher secondary transmit powers cut down the time needed by the
destination to gather necessary packets because the energy is summed over all the
intermediate nodes, and as a direct consequence more time may be granted to all
relays to accomplish receiving enough data packets from the primary source.
Extending the duration of the third phase constitutes an incentive for secondary
devices to cooperate, but shortens the duration of the primary communication. This
observation translates into a trade-off between the throughput gained by SUs and
the overhead added to the licensed communication.

Figure 12.12 shows that most of the cooperation time is used to maximize the
utility for SUs. This situation is still beneficial for the primary network as the
portion of time slot reserved for cooperation is very small. As the total power is
increasing, the relaying nodes show an increased tendency toward cooperation as
the increase in the source power increases the chances of successful decode-and-
forward operations at the relays side. Furthermore, the portion of the time where the
band is leased for secondary usage gets decreased. This is essential for the PU to
remain interested by cooperation while ensuring maximum utility for SUs. At high-
power regime, the source power is higher enough to strengthen the direct link
communication. Under these conditions, the probability of DT is increasing,
whereas cooperation time fraction gets decreased and it is dedicated essentially to
secondary utilization.
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It is worth noting that other metrics like capacity and outage probability are
also recurrent performance indicators in communication systems. Concretely, for
some applications where CSI is not available, there is no minimum power that
guarantees reliable transmission for all possible channel states and thus the preas-
signed transmission rate cannot be achieved. In this case, the outage probability is
non-zero and an outage minimization problem can be easily formulated similarly to
(12.20). Additional metrics such as delay, throughput, and jitter can be readily
computed from the outage probability estimation.

12.5 Conclusions

Opportunistic cooperation is emerging as a promising solution overcoming the
environmental uncertainties characterizing wireless CR networks and ensuring a
peaceful spectrum sharing between incumbent and rental users as well. The system
under consideration is designed to achieve the maximum possible rate for the PU,
whereas ensuring an optimal utility for the SUs in power-constrained environments.
The decision about the need and the amount of cooperation (how and when) is
taken by the PU while considering the impact it will have on the SU behavior. For
further insight into the proposed framework performance, deep numerical simula-
tions have been conducted. It has been shown that the decision to choose between
DT or cooperation implicitly includes an optimal and adaptive power allocation
mechanism. More importantly, under limited power levels, the system will adopt a
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DT policy and surrounding relays will not be involved. This prevents unnecessary
energy consumption. For moderate power values, the relay can successfully decode
the sent packet and cooperate with the source thus forming a virtual antenna array
toward destination. At high SNR regime, the straight link is enough to accom-
modate the primary traffic volume and the relays help becomes useless and can be
discarded. The suggested cooperation scheme allows all the stakeholders to benefit
from a fear spectrum allocation and an effective power management.

Lastly, we firmly believe that the fifth generation represents a big opportunity for
a real and tangible commitment from various telecom actors from industry and aca-
demia to boost and leverage the widespread deployment of CR-based infrastructures,
especially with the recent successful achievements in terms of hardware and pilot
trials around the world to achieve universal service provision [34]. Before being an
opportunity in the context of 5G networks, the concept of CR brings a paradigm shift
as a key solution for various problems encountered by operators such as band
saturation, weak deployments in rural zones, and high quality of service demands.
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The role of edge computing in future 5G mobile
networks: concept and challenges
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Abstract

Future 5G technologies are expected to overcome the challenges of next generation
networks aiming to tackle the novel and manifold business requirements associated
to different vertical sectors. Extraordinarily high speed and capacity, multi-tenancy,
heterogeneous technologies convergence, on-demand service-oriented resource
allocation or even coordinated, automated management of resources are only few
examples of the complex demands 5G aims to undertake. The shift from centralized
cloud computing-based services towards data processing at the edge is becoming
one of the fundamental components envisaged to enable those future 5G technol-
ogies. Edge computing is focused on pushing processing to the network edge where
all the actual interactions in the access networks takes place and the critical low-
latency processing occurs. Combination of network functions virtualization (NFV)
and edge-computing technologies and mechanisms provides a wide range of novel
opportunities for value-added service provisioning covering different features
required in future access networks, such as Quality of Service (QoS), security,
multi-tenancy, and low latency. This chapter provides an overview of edge-
computing technologies, from supporting heterogeneous infrastructure up to ser-
vice provisioning methodologies related to the application-specific requirements. It
describes the role of edge computing and NFV in future 5G mobile networks.
It also provides an insight into how edge computing can potentially facilitate and
expedite provisioning of security in 5G networks. The manuscript analyses the role
of the networking resources in edge-computing-based provisioning, where the
demands of 5G mobile networks are to be met with wireless-networking technol-
ogies, which in essence are different to wired technologies present in core data
centers. Initial results obtained from the evaluations of wireless fog networking
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backhauls are presented, and the challenges ahead of the actual implementation of
those technologies are also analyzed in the chapter.

13.1 Introduction

5G technologies are envisaged as a new networking paradigm in order to overcome
the challenges and requirements associated with the future communication systems.
In fact, 5G systems aim to support extraordinarily high speed and capacity, multi-
tenancy, fixed and wireless network convergence, self-X, unconventional resource
virtualization, on-demand service-oriented resource allocation and automated
management and orchestration [1]. As a consequence, those 5G upcoming tech-
nologies will facilitate both the development and materialization of novel vertical
sectors, such as Industry 4.0, Smart Grids, Smart Cities and e-Health. 5G deploy-
ment is envisaged therefore to accelerate industrial environments, facilitating them
to enter the value chain and increase revenue generation. It is expected that, besides
improving the citizen’s digital experience, such a market revolution contributes
billions to the EU economy each year and creates hundreds of thousands of new
jobs, mostly for the small and medium-sized businesses [2].

The landscape of future communication is reshaped and redefined significantly
by the ongoing digitalization trends [3]. One of the main pillars of such revolution
is the way that new network functions are introduced to the value chain. Tradi-
tionally, such a process demands deployment of specialized devices with ‘‘hard-
wired’’ functionalities. It implies that any adaptation to the ever increasing and
heterogeneous market requirements demands a huge investment to change/deploy
hardware. Thanks to the advent of cloud computing, software-defined networking
(SDN) [4] and network function virtualization (NFV) [5], the idea of having
general-purpose computing and storage assets at networks has been realized along
with the virtualization of networks and network functions, which enables the
automation of network service (NS) provisioning and management [6].

This approach paves the way for various benefits both on network performance
and network control and management aspects, including: (i) efficient management of
hardware resources, (ii) rapid introduction of new network functions and services to
the market, (iii) ease of upgrades and maintenance, (iv) exploitation of existing vir-
tualization and cloud management technologies for virtual network function (VNF)
deployments, (v) reduction in capital expenditure (CAPEX) and operating expenses
(OPEX) expenditures, (vi) enabling a more diverse ecosystem, and (vii) encouraging
openness within the ecosystem, as defined by the European Telecommunication [7].

This chapter provides an overall and schematic review of the concept of vir-
tualization of networks and network functions, and then reviews their role to realize
5G challenging features, for example, multi-tenancy and end-to-end security over
Evolved Universal Terrestrial Radio Access [8], that is, radio access network
(RAN) and backhauling network. In essence, in terms of multi-tenancy, the chal-
lenge remains on how the isolation among different tenants, utilizing virtual
networks on top of, possibly, the same physical infrastructure, can be ensured at all
the levels. For ensuring end-to-end security in 5G networks, a holistic approach is
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required, which takes into account not only the physical but also the virtual
resources of the network. These challenges require a substantial change on the
network devices, from being only network equipment to cloud-enabled devices
enhanced with, for example, novel processor architectures.

13.2 Multi-tenancy over the cloud-RAN

Traditionally, to provide coverage in one point of presence (PoP), actual installation of
physical infrastructure, for example, small cell (SC), is required. Despite the fact that
mounting equipment in one place may not be possible (e.g. dense areas), such an
ownership increases operators’ CAPEX and significantly hampers business agility,
particularly when considering the high degree of cell densification needed to deal
with the 5G requirements. Moreover, the static nature of physical ownership makes it
difficult (impossible in some cases) to handle scenarios with dynamic capacity
requirements. For example, a flash crowd event at a venue (e.g. stadium, urban area,
etc.) cannot be well served without overprovisioning of the underlying physical infra-
structure. It can be easily translated to more operators’ expenses (CAPEX and OPEX),
which, in turn, increases the service cost for the end users. To address this issue, the idea
of multi-tenancy has been initiated in 3GPP [9], and it is expected to play a vital role in
5G networks [10]. In a multi-tenant scenario, a third party owns the underlying infra-
structure and provides access to the actors of the telecom scene like network operators,
service providers (SPs), over-the-top players, and others. Such a sharing increases
service dynamicity and reduces the overall cost and energy consumption.

Furthermore, thanks to the advent of cloud computing, SDN and NFV, stake-
holders can enter the network value chain without deploying specialized ‘‘hard-
wired’’ devices. It relaxes the ever-increasing cost of adaptation to heterogeneous
market needs. This new concept calls for a substantial change on the architecture of
current RAN nodes, from being only a wireless head to a cloud-enabled device
equipped with, for example, novel processor architectures, graphics processing
units, digital signal processors, and/or field-programmable gate arrays. In this line,
new industry initiatives have already introduced the concept of Mobile-Edge
Computing (MEC) [11] and the related key market drivers [12]. The resulting
solution will allow several operators/SPs to engage in new sharing models of both
access capacity and edge-computing capabilities, that is, the logical partitioning of
the localized network infrastructure in one or more PoPs.

In this section, we review the implementation of cloud-enabled small cells
(CESCs) as an example of future cloud-enabled 5G RAN node, able to support
edge cloud computing in a multi-tenant, multi-service ecosystem. Then, some of its
potential benefits and challenges are presented.

13.2.1 Enabling technologies
In this subsection, we introduce the basic concept of CESC and Light Data Centre
(Light DC). The design originates from the Small cEllS coordination for Multi-
tenancy and Edge services (SESAME) project [13].
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13.2.1.1 Cloud-enabled small cell (CESC)
The concept of CESC, shown in Figure 13.1, is the key enabler in order to form a
cloud-enabled network that supports both radio access and edge-computational
services at one PoP. It consists of the union of a SC, although it can be extended
and applied to any other access network system, and a micro-server in one single
device. SC functionalities are foreseen to be split into physical network functions
(PNFs) and SC VNFs [14]. SC VNFs may represent different layers of the Evolved
Universal Terrestrial Radio Access (E-UTRA) protocol stack, while the rest of
protocol entities will remain as PNF (e.g. below Packet Data Convergence Protocol
(PDCP) at data plane protocol stack). The use of SC VNFs provides the required
support for splitting the SC resources in different virtual slices. Therefore, CESC is
able support multi-tenancy in a cloud-RAN environment by instantiating a dedi-
cated SC VNF per tenant, also called virtual network operator (VNO) from now,
while keeping PNFs common for all.

SC VNFs, as well as service VNFs, are going to be hosted by the micro-server,
whose architecture and characteristics are optimized for the MEC environment.
Instantiation of service VNFs (e.g. virtual firewall and virtual caching) over the
CESC micro-server aims to satisfy the identified requirements of 5G (e.g. low
latency). CESC becomes the main serving node, it allows overall edge service
provision avoiding data transfer to the core network.

13.2.1.2 Light Data Centre (Light DC)
As it may be inferred, resources on a single micro-server (i.e. RAM, CPU, storage,
HWA) might not be enough to support the MEC services of all tenants. CESC
clustering enables the creation of a micro-scale virtualized execution infrastructure
in the form of a distributed DC, denominated Light DC (Figure 13.2), enhancing the
virtualization capabilities and processing power at the edge. The hardware archi-
tecture of the Light DC envisages that each micro-server in a CESC will be able to
communicate with all others via a dedicated network, guaranteeing the latency and
bandwidth requirements needed for sharing resources. The resulting solution will
allow VNOs/tenants not only to support connectivity but also to provide added value
mobile edge services (e.g. caching, video transcoding, etc.) in a PoP.

Small cell

SC-PNF

µ Server

CPU

Storage

RAM

Switch

CESC

Figure 13.1 Cloud-enabled small cell (CESC) consisting of the small cell radio
head (SC–PNF) and the micro-server
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Like any DC, Light DC is a pool of resources (computational, storage, net-
work) interconnected using a communication network. Such a clustering can be
achieved with different network topologies (e.g. star, tree, mesh, etc.) and tech-
nologies (e.g. Ethernet over copper or fiber, wireless radio, etc.). The network
topology plays a pivotal role in the architecture, since it determines the scalability,
robustness, performance (e.g. throughput and latency), efficiency and in simple
words viability of a solution. Light DC might adopt and adapt any of well-known
DC topologies such as three-tier, DCell, or even BCube [15]. However, considering
metrics like performance, complexity and the number of network elements (i.e.
network interface card) required per micro-server, the three-tier topology stands out
as the most appropriate topology for the Light DC [16]. In small areas with no
geographical barriers, such as a building or a hospital, the topology might be
simplified to a flat tree or even a star topology, as shown in Figure 13.3. There are
many (physical transport layer) technological options to form the selected network
topology, such as Ethernet over copper or fiber, or even wireless radio. Section 13.5
will review these alternatives focusing on describing a wireless backhauling solu-
tion with more details.

13.2.2 Multi-tenant multi-service management and orchestration
The Light DC concept offers a virtualization platform to meet 5G requirements,
however, management and orchestration of this uniform virtualized environment,
able to support both radio connectivity and edge services, is a challenging task
itself. The most clearly highlighted specific challenges that a cloud-RAN envir-
onment entails are the dynamic composition of the Light DC resources based on the
current status of CESC cluster(s), the coordination of specific type of resources
(radio-related resources, service-related HW accelerators, etc.) and the isolation of
dedicated network slices to each tenant.

Considering the aforementioned challenges, the SESAME project [17] pro-
poses a solution to consolidate multi-tenancy and orchestration in SC cloud-
enabled mobile communication infrastructure. The consolidation is built over the
virtualization and NFV pillars. Figure 13.4 better illustrates that consolidation as

SC
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SC

µS

SC

µS

SC

µS

SC
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Cluster of CESCs
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Figure 13.2 Light DC overview formed by all the micro-server in a CESC cluster
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envisaged by SESAME through the high-level architecture. The diagram depicts
the most relevant building blocks of the proposed system, as well as both their
internal and external inter-connections.

On the right side of the figure, the CESC Manager (CESCM) is the central
service management and orchestration component in the architecture. This com-
ponent, in essence, is responsible for the integration of all the traditional 3GPP
network management elements; at the same time, it adds the novel recommended
functional blocks in order to materialize the NFV paradigm [18]. With respect to
multiplicities during deployment and operation time, the system has been designed
to allow a single instance of a CESCM to control, monitor, and operate several
CESC clusters, whereby each cluster constitutes a Light DC, as described above.
The clusters are independently controlled by a dedicated Virtual Infrastructure
Manager (VIM), whose responsibilities are bound within a single cluster. The
CESCM holds a holistic view of the physical infrastructure, so to optimize its
management.

There exists the possibility to chain distinct VNFs over the provided virtua-
lized execution environment, that is, a given Light DC, in order to meet the
requirements of a given NS as requested by a tenant. It is worth to mention that, in
this context, a NS is understood as a collection of VNFs that jointly supports data
transmission between user equipment (UE) and operators’ Evolved Packet Core
network, with the possibility to involve one or several service VNFs in the data
path. Therefore, each NS is deployed as a chain of PNF, SC VNFs, and Service
VNFs. Again, due to the distributed nature of the Light DC, the proposed VIM
requires data packet extraction (from the traditional 3GPP data path) and a for-
warding rule implementation to guarantee possible communication between SC
VNFs, and Service VNFs, which may reside in different CESCs. SDN principles
are used to provide the system with the required scalability. In this way, the
CESCM instructs the embedded SDN controller at VIM with the specific VNF
forwarding rules, and the SDN controller in return applies them to support the
desired connectivity within the Light DC.

We consider an element management system (EMS) deployed in the CESCM
for each instantiated VNF. The EMS is responsible to perform fundamental man-
agement actions, such as fault monitoring, configuration, accounting, performance
monitoring, and security. Besides, the central management point for the whole
network of the mobile operator is the network management system. Thus, the
corresponding PNF EMS and SC EMS are respectively the elements accounted for
carrying out the management of the physical and virtualized network functions
residing at the SC.

The VNF Manager (VNFM) carries out the basic lifecycle management of the
deployed VNFs. It is included in the CESCM element by leveraging on the mon-
itoring mechanisms, the CESCM, in conjunction with the VNFM, is able to apply
policies for NS-level rescaling and reconfiguration to achieve high resource utili-
zation. It is worth to mention that monitoring mechanisms are dictated by the
CESCM service level agreements (SLA) monitoring unit that allows the monitoring
of SLAs between different business role players. Two main role players interact in
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the proposed scenario, the Mobile Network Operator (MNO) is the owner of
the radio access (Light DC) and management infrastructure and offers sliced NSs
to different Mobile Virtual Network Operators (MVNOs), which act as tenant
MNOs.

Another essential component at the heart of CESCM is the NVF Orchestrator
(NFVO). Besides management and orchestration of the above-mentioned func-
tionalities, NFVO composes service chains (constituted by two or more VNFs
located either in one or several CESCs) and manages the deployment of VNFs
over the Light DC. This includes not only the management of a typical NFV
Infrastructure (i.e. processing power, storage, and networking), but also assignment
of HW accelerators. Besides, to improve the energy efficiency of the proposed
solution, NFVO may need to take care of switching on and off resources at CESC
level.

The CESCM portal is a control panel web graphical user interface that
constitutes the main graphical frontend to access the cloud-RAN management
platform. It includes two login procedures, a login for the MVNO to retrieve
monitoring information and be able to browse catalogues, request and delete NSs,
and another login for the VNO administrator to register extra resources, add new
NSs to the catalogues and configure CESCM elements.

13.2.3 Benefits and challenges
As evaluated in [19], it is expected that in the framework of cloud-RAN networks
the speed of service delivery significantly increases, since the edge cloud services
are executed very near to the end user. It creates an excellent opportunity for sta-
keholders, for example, operators and cloud based platforms, to serve customers
(individuals and businesses) demand for intelligence and complex services in a
practical and latency-free manner. Also, multi-tenancy achieved through the vir-
tualization of network resources, allows efficient use of deployed physical infra-
structure at one PoP, via the on-demand network topology changes (e.g. add/drop
of CESC to a cluster) and elastic per-tenant capacity allocation, aiming to guarantee
the quality of experience and reduce the total cost of operation. Having this in
mind, compared to the current 4G systems, some of the cloud-RAN merits can be
listed as follows [20]:

● Higher wireless area capacity and more diverse service capabilities: by
deploying high-density multi-service multi-tenant SC networks higher traffic
and capacity per geographical areas are supported.

● Reducing the average service creation time: the flexible design of the CESC
platform and the associated management layers promotes a shared virtualized
infrastructure, that is, a cloud environment, right at the network’s edge which
reduces the service deployment time scale.

● Creating a secure, reliable and dependable Internet with a ‘‘zero perceived’’
downtime for services provision: cloud-RAN solutions allow rapid integration
of multiple virtual operators sharing the same infrastructure, thus allowing
isolated and secure provision of vertical services for massive amount of
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connected devices. Also, automated network resource monitoring/optimization
allows to provision them where they are needed the most, that is, resource
rebalancing/repurposing. It guarantees service reliability and minimizes
service downtime.

Despite the potential technical benefits, there are many challenges to address.
For example, viability of a solution strongly depends on the service provisioning
model on the joint radio and cloud environment. The point is that, even though
there is already a good understanding and experience available on the radio access
and/or cloud computing service provisioning, there is no clear vision on a joint
radio-cloud case which covers both worlds simultaneously. From the business
perspective, three major role players are identified [21], as depicted in Figure 13.5:
function provider, is the VNF developer which sells/develops VNFs; SP, is the one
who composes NS that is, chain of VNFs, PNFs with the available VNFs and offers
them to the customer, is the one who purchases NSs. In multi-tenant cloud enabled
RAN, there are two main possible ways to form a joint radio-cloud model with the
above defined roles, as illustrated in Figure 13.5.
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• NS selection
• NS start/stop request
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Figure 13.5 Cloud-RAN possible role players and service provisioning schemes
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● Mobile edge computing as a service: This model (depicted as option 1 in
Figure 13.5) has been inspired mainly from the MNO–MVNO business
relationship. Briefly, in this model, MVNO relies completely on the infra-
structure and other services provided by the MNO. Bearing this in mind,
MVNO asks for high level key performance indicator (KPIs) on the SLA, for
example, on the radio connectivity at one area with support of a desired
downlink/uplink capacity and on the cloud, for example, support for a number
of caching hits, transcoding delay less than a threshold, and others. Here,
MVNO only has an overall vision of the system and MNO has to provide
enough support, that is, both in terms of hardware and number/composition
VNF chains (i.e. NS), to meet the agreed KPIs. Performance reports are
provided to MVNO on time intervals (even real time). In simple words, with
this model, MVNO does not chain VNFs to form a mobile edge service
(i.e. VNF1 connected to VNF2 connected to VNF3), and a high level KPI
view is enough for it to request a service without going to details.

● Radio access node as a service: In this model, shown as option 2 in Fig-
ure 13.5, MVNO on SLA asks for connectivity in a certain coverage area with
some radio KPIs as above and an aggregated cloud resources on the Light DC,
for example, a certain amount of GB of storage, of RAM, and others. This
model corresponds with the famous Infrastructure as a Service (IaaS) para-
digm, which is one of the three fundamental service models of cloud com-
puting [22]. In an IaaS model, a third-party provider (MVO) hosts hardware
(e.g. CESC), software (e.g. Hypervisor, VIM, CESCM, VNFs, etc.), and
other required infrastructure components on behalf of its users (MVNO). IaaS
providers also host users’ applications (i.e. edge/cloud service) and handle
tasks including system maintenance, backup, and resiliency planning. With
this model in place, MVNO can compose VNF chains on demand, that is,
MVNO decides to have VNF1 connected to VNF2 connected to VNF3. As a
consequence, any VNF instantiation (depending on the used hardware
resources) consumes a portion of available MVNO’s aggregated resources.
Therefore, the deployment of VNF chains is conditioned to the amount of
requested resources by the MVNO. Note that VNF (e.g. vCaching, vTran-
scoding) hardware resources are fixed and determined by the VNF developer
(e.g. 2 GB of storage and 2 GB of RAM). Although, it is possible to have
different flavors of one VNF in place, for example, vCaching with extra/less
storage capabilities. In this case, MVNO has more choices among one family
of VNF.

The discussion above showed only a part of complexity of service provisioning
in a joint cloud-radio environment. It is worth to note that, as mentioned above,
there are still other open issues to address on a multi-tenant scenario, for example,
business related questions such as multi-tenant pricing procedure and technical
questions such as VNF placement over the distributed Light DC environment.
These call for further discussions and efforts.
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13.3 Security in 5G networks

5G enables innovative scenarios and applications making use of ultra-high speed,
low-latency telecommunication networks for fixed and mobile users and machine-
to-machine communications, as described by the 5G-PPP project CHARISMA
(Converged Heterogeneous Advanced 5G Cloud-RAN Architecture for Intelligent
and Secure Media Access) [22]. These scenarios together with the introduction of
the new paradigm for computing and network infrastructure which decouples the
actual functionality from the underlying hardware and middleware functions
(Cloud Computing and SDN) further reinforces the need for automated manage-
ment and control of the telecommunication infrastructure. In particular, since a
cloud-based paradigm promotes that infrastructure is highly accessible and shared
by multiple users (for instance, VNOs), the concept of a highly secure network
gains even more relevance. It is of outmost importance to be able to provide robust,
flexible, and proactive mechanisms to detect and prevent security issues and to be
able to perform that on real time and in an automated fashion.

13.3.1 Research challenges
Today, we can’t foresee the new and ever changing threats that 5G networks will
have to protect against, but we do have the basis to create autonomic network
management solutions that shall cope with them, being fed with insights from
governed real-time analytics systems on the one hand, and actuating on network
resources in order to minimize or prevent the effects of the detected threats in real-
time on the other hand.

The following research challenges are by no means an exhaustive list of
security research challenges facing 5G networks; however, they represent few
security aspects that must be considered in 5G networks.

● NS end-to-end security
This refers to all the different mechanisms that can be utilized to ensure con-
fidentiality, integrity, availability, and non-repudiation for a NS. These security
mechanisms include authentication, authorization, user privacy/anonymity,
anti-jamming, encryption, digital signatures, and others, which can be used,
based on priorities and requirements, to mitigate service related vulnerabilities.

● Tenant isolation
Infrastructure sharing by multiple VNOs will require strict isolation at multiple
levels in order to ensure absolute security. In particular, different aspects of
control-plane, data-plane, and resource isolation must be investigated and
guaranteed to ensure zero correlation among different tenant operations.
Tenant isolation is ultimately important in order to ensure a reliable and war-
ranted service assurance, together with data and communication integrity and
confidentiality.

● Virtualized security
Leveraging on the NFV environment, required network security functions
could be deployed, orchestrated, and managed at different locations in the
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network as a VNF, also referred as virtual security functions (VSFs). However,
the security of VNF in itself as an element, for example, VNF hardening, VNF
verification/attestation, VNF code robustness, and others, has to be carefully
considered [23].

● Security management
As mentioned earlier, the complexity of security mechanisms grow manifolds
in the 5G networks not only due to virtualization of resources but also due to
security requirements at different levels or domains such as network slice, NS,
and network resource (physical & virtual). Hence, a holistic security man-
agement system, guided by a set of defined security policies, is essential to
ensure that security mechanisms functions are enforced as planned.

● Trust management
Another vital security challenge is the management of trust among the differ-
ent modules of the NFV environment to ensure reliable and secure operation of
the MANO framework.

13.3.2 A potential approach
As discussed in [24], the already high complexity of securing a network and its
services has scaled up another notch with the introduction of SDN and NFV in 5G
networks, that is, due to softwarization and virtualization of networks and network
functions. In order to build a consistent and robust security ecosystem, network
functions, and NSs in SDN/NFV environments require a comprehensive approach
to end-to-end security for network resources, both physical and virtual, which
ensures automated alignment of security policies to changes in network [25]. The
dependence of security functions on monitoring information becomes even more
crucial in SDN/NFV-based 5G networks because greater level of security related
monitoring is required as compared to the traditional non-SDN/NFV networks.
This is mainly due to dynamic and automated provisioning, orchestration and
management of networks, network functions, and application services that SDN/
NFV-based network deployments allow. In 5G, the difficulty to examine the
complete network, both virtual and physical, increases the complexity of security
monitoring, in order to ensure consistent automated security monitoring manage-
ment. Figure 13.6 shows the security management architecture proposed in the 5G
CHARISMA project, mapped on an ETSI MANO framework inspired control,
management, and orchestration plane for a converged 5G access network.

The proposed security management architecture has two main sub-components,
security policy management (SPM) and security & monitoring analytics (SMA). The
SPM enables the management of end-to-end security policies at service level. It
translates the defined security policy of a service into specific security requirements,
for example, a certain VSF, hardening configuration of the VM running a VNF, and
others, and initiates their provisioning. The SMA receives monitoring information
from all physical and virtual resources. As shown in Figure 13.6, monitoring data is
gathered at service level (e.g. VNFs), virtual resource level (e.g. VMs) and physical
resource level (e.g. server machine). Being provided with a holistic status of the entire
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network, the SMA can extract useable knowledge and recommendations, by running
smart analytics/algorithms on the available information, for SPM consumption. Based
on the monitoring knowledge/recommendations and defined policy of a service, the
SPM can take further actions. It is worth mentioning that the above architecture also
considers multi-tenancy; thus, the SPM can also be observed on per tenant basis.

13.4 Wireless backhauling in 5G

One of the main paradigms of 5G networks is to shift tasks originally performed in
centralized clouds, such as caching or data processing (video acceleration, encod-
ing, etc.), to the edge. There, a variety of services may run on different physical
devices, occasionally requiring data to be moved between devices at the edge in
order to provide the required services.

Thus, to deliver a high-performance, the quick-processing and forwarding of
access data entering the edge network is required. Further, in cases where service
function chaining (SFC) is applied, trespassing several services that may be running
on different machines becomes necessary. This is only possible with a flexible and
powerful backhauling infrastructure that connects the devices at the edge. A solu-
tion that promises to satisfy the requirements of 5G deployments are wireless mesh
backhauls [26,27].

In this approach, the access nodes (SCs) are equipped with wireless radio
interfaces that allow to establish links to other nodes within transmission range.
Figure 13.7 shows an example of topology in a use case where several SCs
equipped with additional wireless backhaul interfaces form a mesh network. Each
node can act as relay for traffic exchanged between any two points of the network:
whenever, access traffic enters the backhaul, it can travel over multiple wireless
links, either to reach one of the other nodes for further processing (at the edge), or
to reach a gateway node. Gateway nodes dispose the additional network interfaces
to establish a connection between the backhaul and the core network.

Core
network

Gateway
node

Small
cell

SS

S

S S G

G

SS

Figure 13.7 A small cell (SC) deployment using wireless interfaces to form a mesh
backhaul. The connection to the core network is established via a
gateway node (G)
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Wireless mesh networks may be composed of a heterogeneous mix of different
wireless technologies that differ in terms of the used radio spectrum and commu-
nication standards or protocols. Well known standards like IEEE 802.11, operating
at the 2.4 and 5 GHz band, can coexist along with other radio technologies, for
example, 60 GHz band technologies [28]. Typical characteristics of aforemen-
tioned technologies, as well as the characteristics of wired technologies used for
wireless backhauls, are shown in Table 13.1.

When comparing key features of wireless backhauls [29] with traditional,
wired backhauls, certain advantages can be identified that can have a crucial impact
on the performance of future 5G deployments:

● Wireless backhauls profit from a high dynamicity when it comes to the
deployment of access nodes in the field. Contrarily to nodes that rely on a
wired backhaul connection and require access to a physical infrastructure,
nodes equipped with wireless interfaces are not bound to a particular physical
location, as long as the connection over radio to at least one of the remaining
nodes of the mesh network is guaranteed. Thus, using a wireless backhaul
allows for a much more flexible deployment.

● The deployment of wireless backhauls is much less expensive when compared
to the deployment of wired backhauls.

● The wireless backhaul architecture allows for a quick integration of new
devices into the existing network infrastructure: newly deployed devices can
join and leave the existing backhaul infrastructure at any moment. This can be
of use whenever the network coverage needs to be increased.

● Since no wired infrastructure is required to interconnect the network nodes
with each other and with the core network, the cost of deploying and extending
the network is much lower when compared with traditional wired backhaul
approaches.

Overall, as strong characteristics of wireless mesh backhauls, the high flex-
ibility and adaptability stand out, which can be useful in a large variety of use
cases. The easy deployment and integration of new nodes into the already existing
wireless backhaul infrastructure, facilitates the MNO to effectively increase the
network coverage and capacity. This is particularly useful whenever during spor-
adically a large number of UEs needs to be supported in environments without

Table 13.1 Typical characteristics of wired technologies used for backhauling in
comparison with wireless backhauling technologies

Technology 1000BASE-T 1000BASE-SX 10GBASE-T WiFi (sub
6 GHz)

WiFi
(60 GHz)

Max. data rate 1 Gbit/s 1 Gbit/s 10 Gbit/s <300 Mbit/s 7 Gbit/s
Range 100 m 200–500 m 55–100 m 100–200 m 50–100 m
Medium Copper Fiber Copper Radio Radio
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static infrastructure, for example, flash events like music festivals in remote areas
or other similarly crowded events. In other scenarios, the easiness of deploying and
reshaping the network topology can be crucial. In situations where within a short
period of time, the deployed SC infrastructure breaks down, it might be necessary
to quickly re-establish network connectivity. A cause for the loss or malfunctioning
of network operation can be natural catastrophes that destroy parts of the deployed
infrastructure. In such scenarios, a wireless backhaul provides the tools to quickly
re-establish basic and emergency communications by reconfiguring the data plane
of the backhaul to assure end-to-end user connectivity via alternative paths and by
deploying new nodes at critical locations to regain access radio and backhaul
connectivity in an area.

In spite of these clear advantages of wireless backhauls, several challenges
arise for the design of such wireless architecture. For example, in contrast to wired
solutions, noticeable fluctuations in the link qualities between the nodes of the
network are possible. This can have a substantial impact on the stability of
the backhaul and can also directly affect the achievable throughput.

Yet, it is possible to overcome possible issues since a careful planning of the
spectrum to be used by the backhaul can avoid interference issues and in general
there is path diversity between the nodes of the network.

Further, for an efficient operation of the backhaul during the network opera-
tion, forwarding policies are required to dynamically adapt the routes taken in the
data plane of the backhaul. Simple policies can avoid problematic or poor per-
forming links, whereas advanced policies can take into account elaborate inter-
ference models, cross-flows performance impacts, and others.

There exist centralized and decentralized approaches on how to determine the
data plane routes. Centralized solutions can be SDN based, where a network con-
troller takes routing decisions by monitoring the network and installing forwarding
rules in the nodes of the wireless backhaul. In decentralized approaches, routing
decisions are taken from the nodes at the edge without a supervisor. In such cases,
routing protocols such as OSLR are used.

Features like SFC of VNFs requires an SDN controller, which takes care of
installing the forwarding rules in the network, enabling the necessary node-to-node
and node-to-core communications.

In a wireless backhaul network, it is possible to extend these SDN controllers
by additionally providing the controller with specific information about the status
of the wireless backhaul, for example, the availability and the quality of wireless
links within the network, as well as the link utilization and ongoing transmissions.
This information can be included in the metrics that are used for the calculation of
optimal data paths. A wireless backhaul architecture for LTE traffic that imple-
ments such a type of logic has been designed and is currently verified [30]. The
basics of intelligent, SDN-based wireless backhauls have also been evaluated in the
context of fog computing networks, where even a backhaul formed of constrained
devices has proven to deliver the required features for wireless backhauling [31].
These preliminary investigations show how a wireless, SDN-based backhaul is
successfully deployed in a network of constrained devices. In spite of the
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constraints of the used hardware, SDN-based wireless backhauling solutions can be
applied, which represents a corner stone toward using wireless backhauls in fog
networking.

The analyzed use case involves several constrained devices that use wireless
transceivers to build a backhaul mesh network that reports channel load statistics to
an SDN controller. The controller uses the gathered information to apply load-
balancing mechanisms in order to avoid the congestion of wireless links, which can
be one of the main causes for performance losses in wireless networks.

Figure 13.8 shows an excerpt from the results, where we can see the channel
load statistics gathered by the SDN controller from a network device. The con-
troller observes some background traffic on channel 11 and as soon as a traffic flow
is generated by a device from the backhaul (t � 70 s), the data flow is allocated on
the less busy channel 48. The reaction to strong external interference introduced at
t � 290 s on channel 48 then leads the controller to take the decision to rebalance
the network load by reassigning the data flow to channel 11. As soon as the external
interference stops, the data flow is reallocated to channel 48, again to balance the
network load and avoid congestion. The load-balancing paradigm followed by the
SDN controller in this example is just one out of many paradigms that can be used
to determine how traffic is routed in wireless backhaul, be it for fog computing or
other 5G use cases. The investigations performed in this works give a hint of the
possibilities and capacities intelligent wireless backhauls might offer to us in future
deployments.

Another important aspect of 5G networks is multi-tenancy, which imposes
several requirements on the wireless backhaul. While accessing edge services,
performing SFC, or accessing the core network, each mobile operator (tenant) may
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Figure 13.8 Channel load information gathered at a network node, showing how
the decisions taken by the SDN-controller affect the cannel load of a
wireless backhaul over the course of an experiment in a fog
computing use case [31]
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have different types of service subscriptions and SLAs with varying KPIs. Since the
wireless backhaul has a direct and crucial impact on some of the KPIs (delay, data
rate), it carries a high responsibility of delivering the QoS each tenant expects,
making multi-tenancy one of the key design parameters for the wireless backhaul
architecture.

One way to handle multi-tenancy in SDN-based solutions is the virtualization
of the backhaul network at several layers. At a higher abstraction layer, the back-
haul nodes and the wireless links are virtualized and part of the virtualized infra-
structure are assigned to each tenant depending on its requirements on network
coverage and edge services. On a lower layer of abstraction, the wireless radio
resources, that is, the data rate of wireless links, the wireless interfaces, and others,
are virtualized and slices of the backhaul are assigned to each tenant [32].

The physical properties and limitations of the radio communications per se are
a challenge to overcome. They impose several restrictions when compared to wired
solutions. In particular, the limited data rate capacities of wireless links compared
to the bandwidths, typical for wired connections and the fact that parallel trans-
missions on the same frequency may interfere each other. The issue of data rate
limitations mainly affects communications in the sub 6 GHz band, for example, the
2.4 and 5 GHz bands used in IEEE 802.11, where data rates of up to 600 Mbit/s are
possible. However, the use of the 60 GHz band gives access to data rates of up to 7
Gbit/s, while covering ranges of up to 100 m between two nodes. The recent
loosening of the limitations for the use of the 60 GHz spectrum have converted this
technology in the most promising and attractive one for future 5G wireless back-
haul deployments.

Further, the use of directional antennas in the sub 6 GHz band and a careful
planning of the radio spectrum used for communications within the backhaul are
two methods to reduce the degree of radio interference and assure a high network
performance.

13.5 Conclusion

Needs and requirements for future 5G networks are very diverse and ambitious
hence, they pose several important research challenges. In particular, one of the
main stated paradigm, is the shift from centralized cloud-computing services
toward an edge-computing service provisioning approach. This chapter highlights
the most relevant subsequent challenges, including multi-tenancy, network security
provisioning, and wireless backhaul implementation. Furthermore, it gathers dif-
ferent ideas and proposals for innovative architectures as potential approaches to
address some of the identified 5G requirements.

The presented concepts, along with their corresponding enabling technologies,
constitute a promising set of topics under research that are paving the way to suc-
cessfully accomplish the desired 5G networks requirements in a mobile edge-
computing environment.
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Chapter 14

A novel marketplace for trading/brokering
virtual network functions over cloud

infrastructures
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Abstract

Following up the success story of the OS-Specific App Stores, we present a new
business case in network function virtualization (NFV), where function provider
(FP) can publish, broke, trade, offer, and advertise their developed functions inside
a novel Marketplace for NFV. This novel approach is able to attract new entrants to
the networking market, including among other, a Novel Brokerage Platform,
allowing Service Providers to transact with the FP. Finally, via the Marketplace,
customers can browse and select services and virtual appliances that best match
their needs, as well as negotiate Service Level Agreements and be charged under
various billing models browse and select the services and virtual appliances that
best match their needs.

14.1 Introduction

This chapter elaborates on the research work that was conducted under the framework
of T-NOVA (‘‘network functions as-a-service (NFaaS) over Virtualized Infra-
structures’’), which is a European FP7 Large-scale Integrated Project. The primary
aim of this project is the design and implementation of a management/orchestration
(MANO) framework for the automated provision, configuration, monitoring, and
optimization of NFaaS over virtualized network and IT infrastructures. T-NOVA
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leverages and enhances cloud management architectures for the elastic provision and
(re-) allocation of IT resources hosting network functions (NFs). It also exploits and
extends Software Defined Networking platforms for efficient management of the
network infrastructure.

The T-NOVA framework allows operators to deploy virtualized NFs, not only
for their own needs, but also to offer them to their customers, as value-added ser-
vices. Virtual network appliances (gateways, proxies, firewalls, transcoders, ana-
lyzers, etc.) can be provided on-demand ‘‘as-a-Service,’’ eliminating the need to
acquire, install, and maintain specialized hardware at customer premises.

Leveraging this NFaaS concept and in order to facilitate the involvement of
diverse actors in the network function virtualization (NFV) scene as well as the
attraction of new market entrants, T-NOVA introduces a novel concept of ‘‘NFV
Marketplace,’’ in which network services (NSs) and functions offered by several
developers can be published and brokered/traded. The NFV Marketplace enables
customers to browse and select services and virtual appliances that best match their
needs, as well as negotiate Service Level Agreements (SLAs) and be charged under
various billing models. A novel business case for NFV is thus introduced and
promoted.

The NF Framework is the conceptual element of the T-NOVA system devoted
to the definition of the structure and behavior of the virtual network functions
(VNFs). It comprises a NF store, where the VNFs are kept and made available to
T-NOVA as building blocks for creating NSs. VNFs and NSs in T-NOVA are
described, traded, and offered to the final users by an innovative Marketplace that
opens the NFV market to software developers and traditional service providers
(SPs) for the benefit of large adoption of NFV solutions.

A VNF is characterized by two attributes: the operational functionalities and
the management behavior. The operational part explicitly defines the NFs that are
supported, whereas the management part is responsible for the VNF lifecycle.
Therefore, a VNF in T-NOVA shall support the application programming interface
(APIs) for interacting with the T-NOVA orchestration and the virtualized infra-
structure and shall implement the VNF lifecycle described in this report. The VNF
metadata is a fundamental part of each VNF. It provides the information for
describing how the VNF is composed, which functionalities it provides, and how to
manage it. Currently, there are many approaches for implementing this concept that
are focused on the technical requirements for making a virtual application running.
In T-NOVA, this information is extended with business aspects that allow the
registration and trading of a VNF in the marketplace.

The marketplace concept has been introduced by T-NOVA as a novelty in the
NFV scheme in order to facilitate the interaction between the different stakeholders
that are identified in the NFV business scenarios. On one hand, the VNFs can be
implemented by a wide range of developers providing software implementation, and
on the other hand, NS providers may want to acquire VNFs to compose NSs to be
provided to their own customers [1]. The T-NOVA Marketplace has been designed
as a distributed platform placed on top of the overall architecture which, besides
of including the users front-end, comprises Operating Support System/Business
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Support System (OSS/BSS) components as billing and accounting, and innovative
modules as the T-NOVA Brokerage to allow trading functionality.

The virtualization of NFs is being addressed by notable standardization bodies
such as European Telecommunication Standard Institute (ETSI) and Internet Engi-
neering Task Force. In particular, ETSI has developed a NFV reference architecture
and has provided a common language in this area. Therefore, this report looks at ETSI
to build on it. The T-NOVA Marketplace specification relies also on ongoing stan-
dardization activities such as business best practices provided by TM Forum [2], as it
is for instance the integration of a business service catalog and SLA Management
issues in virtualization.

14.1.1 Motivation, objectives, and scope
NFV constitutes a topic of immense interest to the networking community in the
research/academic domain but also in industry since it is candidate approach for
short-term exploitation. Via the concept of infrastructure ‘‘softwarization,’’ NFV has
the potential to entirely transform the networking market and open it to new entrants.
In this context, T-NOVA introduces a complete open solution for NFV deployment,
focusing on the VNF as a service perspective with a strong business orientation.

In order to provide this business orientation to the NFV scheme T-NOVA develops
a novel marketplace that will facilitate T-NOVA customers to select virtual appliances
by means of a friendly front-end, ‘‘plug’’ them into their existing connectivity services,
configure/adapt them according to their needs, and, in the case of NS providers, also
allow them to offer NSs composed by several VNFs to their own customers.

The service request will be carried out via a tailored customer front-end/
brokerage platform that is part of the T-NOVA Marketplace. This marketplace will
also provide all the T-NOVA stakeholders SLA and billing functionalities. On the
other hand, T-NOVA introduces an innovative NF store following the paradigm of
already successful OS-specific ‘‘App Stores.’’ This NF store contains VNFs by
third-party developers, published as independent entities and accompanied with the
necessary metadata for both technical and business description of the VNF.

Software developers willing to sell their VNFs through the T-NOVA Market-
place shall extend their implementation of NFs supporting the APIs for interacting
with the virtualized infrastructure and the T-NOVA orchestration for the service
composition, and the VNF lifecycle.

In this way, thanks to the Marketplace, it is expected that T-NOVA will con-
tribute to expand market opportunities by attracting new entrants to the networking
market. This capability will be particularly important for small and medium-sized
enterprises and academic institutions that can leverage the T-NOVA architecture by
developing innovative cutting-edge NFs as software modules that can be included in
the NF store. This will also enable the rapid introduction of VNFs into the market.

14.1.2 T-NOVA Marketplace high-level overview
All features supported by the T-NOVA Marketplace will have to be compliance
with the generic T-NOVA business scenario as depicted in Figure 14.1 that reflects
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the two main commercial relationship that are in T-NOVA: one between the SP and
Function Providers (FPs) to acquire standalone VNFs to compose a NS and the
second one between the SP and the customer (C) who acquire NSs.

The FPs that want to sell their VNFs through T-NOVA Marketplace will enter
the system providing their VNFs information: VNF metadata including technical
constraints, SLAs, price and others.

The SP that wants to purchase VNFs in order to later sell NSs through
T-NOVA enters the system. The SP will be able to compose services acquiring
VNFs by means of a brokerage that will facilitate auctioning process among several
FPs offering VNFs with similar features in achieve the lowest price offer. Then, the
SP will be able to compose NSs bundling VNFs and advertise them creating
offerings that will include service description, SLA, and price and will be exposure
by means of the T-NOVA Marketplace to the customer. The customer will be able
to search for the end-to-end NSs offerings that can be composed by one or several
VNFs, and with different SLA level and price in each offering. In the event that
there is not any available service offering matching a customer request, a new service
composition could to take place triggered by the SP and trading mechanisms [3]
will be performed among FPs if several FPs offer similar VNFs dynamically. The
customer will be able to select offerings, and the SLA agreement procedure will be
initiated: between customer and SP and consequently between SP and FPs; then the
service provisioning will start. All the related information SLAs, prices, and others
will be stored in the marketplace modules for later billing purposes. Customer, SP,
and FP will be able to access their related information by means of the dashboard as
it can be the service monitoring information, SLA fulfillment information and
billing information.
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on NF provided
by SLA

Develops T-NOVA
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Figure 14.1 Business T-NOVA stakeholders relationships
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14.2 Specifications of the T-NOVA Marketplace

The marketplace in the NFV scheme is an innovative concept that T-NOVA intro-
duces with the aim of promoting the VNF service offerings and facilitating the
commercial activity and fluent interaction among the different business stakeholders
identified in. Besides providing the Graphical User Interface (GUI) for all of the
stakeholders, the T-NOVA Marketplace will facilitate all the necessary features
related to the market activity, such as trading, SLA negotiations, and billing.
The components of the T-NOVA Marketplace high level described in Table 14.1.

14.2.1 State-of-art
In order to design and later implement the marketplace context in T-NOVA, we have
first looked at the most relevant ongoing standardization works when applying NSs
provision business processes to NFV. In Sep’ 14 TM Forum provided some first inputs
mapping their standardization document about business process to the ETSI NFV
MANO architecture [4]. Analyzing the state-of-art, we have found some solutions
from which we can build on in order to develop the T-NOVA Marketplace; however,
at this stage it does not exist a proper marketplace to deliver VNF as a Service.

14.2.1.1 European Telecommunication Standard Institute (ETSI)
Industry Specification Group (ISG) network function
virtualization (NFV)

A network operator-led Industry Specification Group (ISG) was setup in the last
quarter of 2012 under the umbrella of ETSI to work through the technical challenges

Table 14.1 Main T-NOVA Marketplace components definitions

Name Description

SLA management
module

The marketplace functional entity that establishes and stores the
SLAs among all the involved parties and checking if the SLAs
have been fulfilled or not will inform the accounting system for
the pertinent billable items (penalties or rewarding)

Accounting module The marketplace functional entity that stores all the information
needed for later billing for each user: usage resources for the
different services, SLAs evaluations, etc.

Billing module The marketplace functional entity that produces the bills based on
the information stored in the accounting module

Access control
module

The marketplace functional entity that administers security in
a multiuser environment, managing and enabling access
authorization/control for the different T-NOVA stakeholders
considering their roles and permissions

Brokerage module The marketplace functional entity that enables the interaction among
actors for service advertisement, request and brokerage/trading

Dashboard The marketplace functional entity that provides the user front-end,
exposing in a graphical manner all customer-facing services
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of NFV. ETSI ISG NFV in its document on global architecture [4] illustrates the
high-level NFV framework, where three main working domains can be identified:

● VNF, as the software implementation of a NF that is capable of running over
the NFV Infrastructure (NFVI).

● NFVI, which includes the diversity of physical resources and how these can be
virtualized. NFVI supports the execution of the VNFs.

● NFV MANO), which covers the orchestration and lifecycle management of
physical and/or software resources [5–7] that support the infrastructure vir-
tualization, and the lifecycle management of VNFs. NFV MANO focuses on
all virtualization-specific management tasks necessary in the NFV framework.

The T-NOVA Marketplace is designed considering the above solutions, the
current NFV ETSI architecture, the ongoing TM Forum best practices for business
services delivery and SLA management. T-NOVA introduces the marketplace
concept aiming at opening the NFV market to third-party developers for the pro-
vision of VNFs, a concept that currently falls outside the technical view of ETSI
NFV. On the other hand, ETSI MANO has been deeply explained; ETSI NFV does
not provide yet any more insight on the OSS/BSS of the operator besides the
definition of an interface. Though OSS/BSS systems are not within the scope of
T-NOVA, the proposed marketplace contains partially some OSS/BSS functional-
ities (i.e., billing, accounting, SLA monitoring, authentication, authorization, and
accounting (AAA)), which will be implemented/adapted.

14.2.1.2 TM Forum
The general objective of Tele Management Forum [2], as a global trade association of
SPs and suppliers, is the improvement on business agility and the growth of business
through knowledge, tools, standard, training, and best practices. The specific TM
Forum’s Agile Business and IT Program aims at optimizing SPs’ operations reducing
costs, risks, and time to market by providing a set of integrated offerings that collects
the experience and best practices gleaned from the major players within the industry.
The TMF’s standards are collectively known as Frameworx, which is composed of
four underlying components, each aimed at standardizing information models,
interfaces, and lexicon:

● Business Process Framework (eTOM, Telecom Operations Map): the indus-
try’s common process architecture for both business and functional processes.
This framework is meant to aid in the creation of a comprehensive, multi-
layered view of all of the business processes necessary for a carrier’s opera-
tion. It provides both guidelines and process flows and aligns with standards
from Information Technology Infrastructure Library and other external bodies.

● Information Framework (SID, Shared Information/Data model): It provides a
common reference model for enterprise information that SPs, software provi-
ders, and integrators use to describe management information. It is used
to develop databases and provide a glossary of terms for business processes.
The framework is intended to reduce integration costs and to reduce project
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management time and cost by minimizing the number of necessary changes to
underlying architecture during the launch of a new product or service offering.

● Application Framework (Telecom Application Map): It provides a common
language between SPs and their suppliers to describe systems and their functions,
as well as a common way of grouping them. It attempts to group the information
and processes defined by the eTOM and the SID into recognizable applications.

● Integration Framework (TM Forum Integration Program): It shows how the
business process, information, and application frameworks interact to
* Create a catalog of business services that define functional and nonfunc-

tional aspects of a service based on service-oriented principles;
* Develop a platform or domain-based enterprise architecture that provides

the business agility required to compete in today’s market;
* Define critical standard interfaces that speed integration.

14.2.1.3 Conclusions
Analyzing the state-of-art, we have found some solutions from which we can build on
in order to develop the T-NOVA Marketplace; however, at this stage it does not exist a
proper marketplace to deliver VNF as a Service. The T-NOVA Marketplace is designed
considering the above solutions, the current NFV ETSI architecture, the ongoing TM
Forum best practices for business services delivery and SLA management.

14.2.2 Requirements for T-NOVA Marketplace
The requirements capture process has focused on identifying the desired behavior
for the T-NOVA Marketplace and its components, most of which were identified
on the basis of the previous requirements analysis performed at T-NOVA system
level. The goal of these requirements is to develop an understanding of what the
marketplace components need, how they interact between each other and their
relationship to the overall T-NOVA architecture.

Requirements were primarily anchored to the existing T-NOVA use cases and
the interactions with the whole system both in terms of the actions and requests that
would be expected. In addition, the high-level data/information that is required by
the marketplace to successfully deploy its functionalities was also identified.
Identified requirements were primarily functional as they are related to the beha-
vior that is expected from the marketplace.

Using a systems’ engineering approach, the high-level architecture for the
marketplace, each component of the overall system was specified in terms of high-
level functional blocks. This approach identified the following functional blocks

● Dashboard
● Access control
● Brokerage module
● SLA management module
● Accounting module
● Billing module
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Also a Business Service Catalog has been identified to be part of the Market-
place matching TM Forum proposal for business agility.

14.2.3 Specification of the T-NOVA Marketplace architecture
Based on the requirements performed at system level, the requirements gathered for
each component in the marketplace including the overall diagram for the T-NOVA
Marketplace architecture with both the external and internal interfaces.

Tables 14.2 and 14.3 collect a brief description of the purpose of each external
and internal interface depicted in Figure 14.2.

14.2.4 External Interfaces to the T-NOVA Marketplace
The marketplace modules will communicate with other two T-NOVA components:
the orchestrator, and the NF store.

14.2.4.1 Orchestrator
The T-NOVA Orchestrator deals with the optimal deployment of NSs instances [8],
as requested by the customer or the SP on the marketplace, according to a yet to be
designed algorithm, the required SLA, and the current status of the available
infrastructure.

Although all NSs instances have been instantiated and are running, it is also the
orchestrator’s responsibility to follow the available metrics, both from the infra-
structure and from the service metrics. In order to meet the agreed SLAs, the
orchestrator may scale out or up the supporting infrastructure, communicating such
changes to the marketplace, so that a change in accounting is registered and later
billed to the customer. Later, if the scaled (out or up) infrastructure [9] is perceived

Table 14.2 Marketplace external interfaces

Marketplace
external interface

Description

T-Da-Or It is used to get monitoring information of the service by the customer
and SP

T-Ss-Or It is used to notify the orchestrator about a new NS instantiation
including the service configuration

T-Sl-Or SLA module requests currently running NS metrics from the
monitoring system in the orchestrator

T-Ac-Or The accounting is notified about any status change of each Network
Service (NS) or VNF instances

T-Bsc-Or The BSC uses this interface to push the Network Service Descriptor
(NSD) relevant fields to the orchestrator when a new service offering
has been created. Also once the orchestrator validates it, the availability
of a service is notified to the BSC to be offered to the customer

T-Br-NFS The brokerage module will use it to retrieves information about the
available VNFs

T-Da-Nfs It is used to upload VNF and metadata by the FPs to the Function
Store
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as being more than enough to fulfill the SLA, it can be scaled in or down [10,11].
Through all this process, the orchestrator must provide the marketplace with
meaningful metrics showing how NS instances are working.

14.2.4.2 Network function store (NF store)
This T-NOVA component will store the VNFs images and metadata that the mar-
ketplace, more concretely the brokerage module, will use to perform trading
mechanisms among FPs, to later include those VNFs in the service composition
process performed by the orchestrator.

For a VNF to be part of a service composition process, it is necessary that the
orchestrator make it available. Whenever a VNF is uploaded, updated or removed
from the NF Store, the orchestrator is informed in order to update its internal reg-
isters. This process makes the VNF available in the Function Store to be retrieved
by the brokerage module.

14.2.5 Marketplace modules specification
14.2.5.1 Dashboard
With the aim of creating a single entry to the T-NOVA system that provides simplicity
for the different T-NOVA users or stakeholders, a unified T-NOVA Dashboard will be

Table 14.3 Marketplace internal interfaces

Marketplace
internal interfaces

Description

T-Ac-AA It is used by the accounting module to access the ‘‘user profiles’’
T-Ac-Bi All the information needed for billing is stored in the accounting

module
T-Sl-Ac SLA module is accessed by the accounting module to extract

information about SLA violations for penalties to be applied
T-Br-Ss This interface is used by the Service Selection module to check

any potential change in the price as a result of the trading
process before creating an entry in the accounting

T-Da-Sl It is used to introduce SLA templates in the SLA module when a
new service of VNF is created and also to provide the dashboard
with SLA fulfillment related information

T-Da-AA It is used to provide and collect all the information necessary to
authenticate the T-NOVA users

T-Da-Ss Once a Customer selects a service in the BSC from the dashboard, it
is managed by the service selection module in order to provide the
custom service configuration

T-Ss-Ac It is used to create the entries in the accounting module to track
every service or VNF instance created in the orchestrator for
billing purposes

T-Da-Bi The three stakeholders use it to visualize billing information
T-Da-Br It is used to request VNFs in order to facilitate auctioning among FPs
T-Da-BSC It is used to publish offerings by the SP, and to browse offerings by

the customer
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designed, taking into account the different roles of the T-NOVA Marketplace. This
common dashboard for the whole T-NOVA environment will host three views for the
three basic stakeholders that will access the T-NOVA Marketplace: the SP, the FP, and
the Customer.

Starting from the dashboard requirements, in this section we include the gen-
eral description of the information that the dashboard will have to show, first ideas
for its design and the general information that will have to be collected by the
different APIs of the dashboard coming from the rest of the T-NOVA components.

Functionality
The main features of the dashboard are presented in Figure 14.3. Each view is
allocated with specific functionalities stemming from the requirements gathered.

The SP view of the dashboard will allow the SP to perform the functionalities
shown in Table 14.4.

The FP view of the dashboard will allow the FPs to perform the functionalities
shown in Table 14.5.

The customer view of the dashboard will allow the customer to perform the
functionalities shown in Table 14.6.

Design
The dashboard constitutes the T-NOVA system front-end, as offered to the Cus-
tomer, the SP and the FPs for service consumption, discovery, interaction, pub-
lication, and others. In order for the dashboard to be as up-to-date as possible and
terminal-agnostic, a web-based design has been selected.

Furthermore, the dashboard shall be able to meet and, if necessary, to adapt to
the specific stakeholder’s needs/requirements as much as possible providing the
best experience to a specific stakeholder. This implies that the implementation shall
achieve a flexible service presentation by means of an appropriate choice of tech-
nologies and tools. T-NOVA will allow every role to personalize some settings
such as interface, appearance, and content according to its profile.
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More specifically, in the authentication stage, all stakeholders share a common
layout that displays the generic graphical interface composed by the basic controls
that enable stakeholder specific authentication. Once authenticated, every stakeholder
will be able to customize the overall experience according to a set of preferences and
his profile.

The main design decision has been to have a common dashboard with different
customized views based on different roles.

Table 14.5 FP dashboard view

Functionality Short explanation

AA Authorization and authentication of the respective role into the
T-NOVA dashboard

VNF upload Graphical wizard that will help the FP to upload his VNF with the
necessary parameters

VNF Publication Graphical representation for the FP to provide the last check in order
to publish the uploaded VNF

VNF modification Small graphical wizard that provides the ability to the FP to modify
the uploaded VNF

VNF withdraw Graphical representation that gives to the FP the ability to remove an
already published or uploaded VNF

VNFs monitoring Graphical representation of all monitoring data for a selected or
‘‘consumed’’ NF

Billing information Graphical representation of the Billing outcomes for a selected or
‘‘consumed’’ NF

SLA information Information of the selected or ‘‘consumed’’ NFs based on the agreed
SLA and its fulfillment

Table 14.4 SP dashboard view

Functionality Short explanation

AA Authorization and authentication of the respective role into the
T-NOVA dashboard

Service composition Graphical wizard that will help the SP to compose a new Network
Service (NS) starting from the brokerage among the FPs owing
the available VNFs

Service monitoring Graphical representation of all monitoring data for a selected
or ‘‘consumed’’ Service

Billing information Graphical representation of the billing outcomes of selected
or ‘‘consumed’’ service. There will be two types of billing
information for the SP:

● Charges for the SP’s customers (BSS functionality)
● Invoices on behalf of its own suppliers, the FPs

SLA information Details of the selected or ‘‘consumed’’ service based on how they
respect the agreed SLA. The SP will have accessed to two
different kinds of SLA contract and SLA monitoring information:

● SLA between SP and its customers (BSS)
● SLA agreed with his its suppliers, the FPs
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Interfaces
The information that will be collected from the rest of T-NOVA components to be
used by dashboard will be provided through the following APIs:

AA: the AA access control system will provide an API to the dashboard to
provide and collect all the information necessary to authenticate the T-NOVA users
or stakeholders.

SLA management: the goal of this API is to show the users the following
information coming from the SLA management module:

● SLA template specification to be filled by the SP and FPs.
● SLA offering to the customer and associated to each service.
● SLA fulfillments by all the stakeholders.

The SLA selection performed by the customer to manage the SLA negotiation
process and the SLA contract information will come from the brokerage module
that performs the trading. The SLA front-end tool that will be integrated in the
dashboard will be also responsible to make the correct request to the SLA API and
then gather and show the results.

Brokerage: This interface is exploited for trading issues, among the T-NOVA
users (i.e., SP, FP) and the brokerage module. The information that will go through
this API will be related to

● VNF request and selection: by means of this API the SP requests and selections
will be sent to the brokerage module.

● Advertise VNF: this functionality is exploited for the communication between
FP and the brokerage module, as the latter perform the intermediate commu-
nication, this is trading.

Orchestrator: The interface between the dashboard and the orchestrator will be
used to manage service usage data: through this interface the SP and customer will
be able to get the monitoring information of the service.

Table 14.6 Customer dashboard view

Functionality Short explanation

AA Authorization and authentication of the respective role into the
T-NOVA dashboard

Service request Graphical representation of the services/functions returned by
the T-NOVA business service catalog

Service selection Graphical representation assisted by a check box providing the
ability to the customer to select a service for consumption

Service configuration Small graphical wizard providing to the customer predefined
parameters for defining the selected service

Service monitoring Graphical representation of the data gathered from the
monitoring modules

Billing information Graphical representation of the billing outcomes of selected or
‘‘consumed’’ service
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Billing: The billing API for the dashboard will have to manage the following
information between dashboard and billing module:

● Bills charged per user and per service (SP and customer)
● Charges done to SP’s customers (BSS functionality to the SP)
● Charges done to FP’s customers, which is the SP.

Business Service Catalog: The Business Service Catalog API for the dashboard
will be used to

● Publish and on-board service offerings by the SP to T-NOVA
● Browse available service offerings by the customer.

Service Selection: This API will have to manage the information needed to
configure each service to be customized for the customer when selecting each
service, for instance providing customer’s network details for later the orchestrator
properly deploy the service. Also used to update on configuration or need to
remove a running NS.

NF Store: This interface allows the FPs to publish and manage their VNFs into
the NF Store. The publication consists in uploading the VNF image, registering the
VNF and its metadata into the function store. The VNFs are versioned allowing the
FPs to provide further upgrades. Finally, the FPs can remove their VNFs. In sum-
mary, the information managed with this interface is

● VNF image and VNF metadata descriptor
● VNF version
● Upload, upgrade, and delete the VNF package.

14.2.5.2 Access control (AA)
In T-NOVA, different stakeholders are foreseen. Each of these stakeholders will have
a specific role and accordingly some associated permissions (see below in this section
Policy Enforcement Service). For instance, a FP will be able to upload a VNF and
upgrade it if needed. The SP will be able to select the VNFs that he is willing to
deploy and use, and should not be allowed to upload/remove a given VNF from the
NF Store. One of the main challenges in T-NOVA is how to administer security in a
multiuser environment. To address this issue, T-NOVA will specify and develop a
lightweight Role Based Access Control (RBAC) system where decisions are based on
the functions a given stakeholder is allowed to perform within T-NOVA.

● The main conclusions are summarized in the following bullets:
● The different stakeholders should be authenticated before any operation on the

T-NOVA system.
● The different stakeholders should be authorized to perform tasks that are

associated with their roles and permissions.
● Roles are created according to their functions in T-NOVA, and stakeholders

are assigned roles based on their responsibilities and qualifications.
● Roles can be reassigned or granted new permissions if needed.
● Roles and permissions should be updatable and revocable.
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Functionality
The RBAC system will be offering two main functionalities as follows:

● Authentication: Authentication is the process by which the system will verify
that a user of T-NOVA is exactly who he is claiming to be.

● Authorization: Authorization is the process by which a user is allowed to
perform the tasks he wants to.

Architecture
The general diagram of the access control system is depicted by Figure 14.4.

To enable the T-NOVA system to provide different functionalities to the sta-
keholders, a mechanism for authenticating a stakeholder is required. In T-NOVA,
this is performed by the authentication manager, allowing a user to register
and login with username and password. In the registration case, the user has to
provide the information required (username, password, email, etc.) by filling out a
registration form. Finally, through the authentication process the authentication
manager returns a JWT authentication token reflecting that the user is logged in.
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Figure 14.4 RBAC high level architecture
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The Policy Enforcement service implements a RBAC mechanism that allows
assigning users different roles resulting in different rights. Such an access control
mechanism allows the T-NOVA system to implement functionality such as
uploading a VNF or purchase a service. When a new user registers a user profile
will be created containing the name and email address of the user. Furthermore, the
profile will also contain the current role of the user.

The roles foreseen at this stage of the project are

● T-NOVA operator: In charge of the T-NOVA system.
● SP: It purchases several VNFs to compose a service to be sold to its final

customers.
● FPs: The entities that are allowed to upload and upgrade a given VNF on the

T-NOVA system.
● Customer: The entity interested in purchasing a T-NOVA service.

Interfaces
Several interfaces are foreseen to ease the communication with the other parts of
the T-NOVA system. This includes the following:

● Interface to the dashboard: The T-NOVA Access Control module will provide
an API to the dashboard allowing it to authenticate the T-NOVA users.

● Interface with all the other components in the marketplace: The T-NOVA
Access Control System will provide an API to access the ‘‘User profiles’’ and
features are needed to handle information, such as user permissions, personal
information, and others.

14.2.5.3 Brokerage module
Towards facilitating trading between diverse actors in the NFV scene, the T-NOVA
Marketplace includes an innovative brokerage module, in which VNFs by several
FPs can be brokered/traded (Figure 14.5).

Functionality
Via the brokerage module API in the dashboard, the SP place their requests and
requirements for the corresponding VNFs, receive offerings, and make the appro-
priate selections, taking into account the price and the offered SLAs. Trading
policies such as long-term lease, scheduled-lease, short-term lease, or spot markets
(these leasing types refer to the duration of VNFs exploitation) can be based either
on fixed-price or action-based strategies.

In T-NOVA, there are several objectives in order to select an auction
mechanism, which should be taken into account. The first objective is to avoid too
much signaling overhead. This objective may be satisfied with the sealed-bid
auction. In this auction scheme, bidders simultaneously submit sealed bids so that
no bidder knows the bid of any other participant. Hence, bidders cannot change
their bids after the announcement of the other bids. In the case of sealed-bid auc-
tion, the first price auction model should be implemented. Sealed-bid auction may
not be truthful (truthfulness prevents market manipulation, since the bidding is
performed considering the true value of the item); however, the VNFs auctions are
often organized to maximize the payoff, and not to be truthful.
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To be precise, the implementation of the second price auction model is also
possible since there is no problem in switching the payment method in an auction
engine (this may be an optional feature implemented in the T-NOVA Brokerage
Module), thus, making this auction truthful. The T-NOVA Brokerage Module may
change the pricing rule in a flexible manner. It is a matter of implementing an extra
policy in the brokerage module operation mechanism. In addition, the call price may
be used to provide rational item valuation. The brokerage module will determine the
proper call price for each VNF based on marketing factors. It is also possible that the
bidders use their own valuation tools along with both the brokerage module, so that
the former (i.e., bidders) to be able to learn the optimum call price.

In summary, the brokerage module will provide the following functionalities:

1. VNF discovery: This process is required in order the brokerage module to seek
for the requested VNF.

2. Trading: This process enables the brokerage module to trade the VNFs, espe-
cially through auctions, in case that one VNF is offered by more than one FP.
Figure 14.5 depicts the sequence diagram of general auction trading.

i. The SP provides to the brokerage module the VNF request and the initial price.
ii. The brokerage module sends an ACK that initiate auctions.

iii. The brokerage module informs the FPs regarding the request and the initial
price.

iv. FP sends their bids for the functions (PriceþSLA specification).
v. The brokerage module solves an auction to maximize its revenue.

Service provider
Brokerage module

Place their request for function
and the initial price

ACK  receiving request

Function provider

Loop

Initate auctions

Call for proposals

Set bids

Accept/reject bids

Call for proposal
New price

Announce winning bid

The winner ACK the result

Informs about functions and price

Accepts the price

Receive the NF

Figure 14.5 Trading process
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vi. The brokerage module informs the bid results.
vii. Depending on the type of auction, an iteration (3–6) continues until the bid

winner is found.
viii. The brokerage module announces the final results.

ix. The winner acknowledges the results.
x. The brokerage module indicates the VNF’s price, which is provided by the

FP that won the bidding, to the SP.
xi. The SP accepts the price and SLA.

xii. The SP receives the VNF.
xiii. Price will be stored in the accounting module, and SLA agreement in the

SLA management module.

Architecture
The overall architecture of the brokerage module and its interfaces is depicted in
Figure 14.6.

In case the customer would like to ask for a service that is not already in the
catalog, he will have the option to perform a request for a new service composition
taking place. Therefore, the SP will use the brokerage module to query for specific
VNFs. The process of trading between SP and FPs is then initiated according to the
sequence diagram depicted in Figure 14.6.

Interfaces
The required interfaces of the brokerage module for the proper communication with
the other parts of the T-NOVA system are as follows:

● Interface to the dashboard: This interface is required in order for the users of
T-NOVA system (i.e., SP, FPs) to be allowed to trade. For this purpose,
functionalities such as service composition/VNF request by the SP and
advertise VNF/trading by the FPs are exploited.

Customers

D
as

hb
oa

rd

Service request/
service selection

NF request/
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provider
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Figure 14.6 Brokerage module internal architecture
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● Interface to the service selection module: With this interface, the service selection
module will check if there could have been a change in the price for the VNFs as a
result of the trading process. Here the SS module is an intermediate component to
finally provide that information to the accounting for billing purposes.

● Interface to the SLA management module: This interface is exploited in order
for the brokerage module to provide information to the SLA management
module regarding the SLA agreed between SP and FPs as a result of the trading
process. (The SLA management module requires such information in order to
create and store the SLA contract and for SLA monitoring issues.)

● Interface to the function store: This interface is required in order for the
brokerage module to retrieve information about the available VNFs for a ser-
vice composition.

14.2.5.4 Business service catalog
According to the system requirements, in order to a T-NOVA user (typically the
customer) to be able to easily know the services already available in the T-NOVA
system, and access the description of those services, the T-NOVA Marketplace will
store all this information in what we have called the ‘‘business service catalog,’’
matching also with the approach suggested by TM Forum in its ‘‘integration
framework,’’ in which functional and nonfunctional aspects of a service based
on service oriented principles are defined.

Starting from the requirements for this component, which are mainly related to
the need of the catalogue to be browsable, including the service description, SLAs
offered by the SPs and price for each services and SLA, we explain next its func-
tionality, and the way the information will be stored.

Functionality
The business service catalog will be used by the SP, to store/create services and
update, or delete the services. All stored services will be browsable based on criteria
such as price, SLA, and other service description characteristics, by SP and Custo-
mer, which are defined in marketplace search view, through Dashboard module.

The business service catalog will be filled with the service offering informa-
tion manually and offline after a service composition has taken place by the SP
through the orchestrator.

Design
The business service catalog contains service offering entries; each of them is com-
posed by: service description þ SLA offerþ price, according what Figure 14.7 shows.

Interfaces
● Dashboard—The business service catalog will be accessed directly and only by

the dashboard module in both read and write mode (by the customer and SP
respectively).

● Orchestrator—The business service catalog will push the NSD relevant fields
to the orchestrator when a new service offering has been created. Once the
orchestrator validates it, the availability of a service is notified to the BSC to
be offered to the customer.
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14.2.5.5 Service selection
Based on the requirements gathered for the Marketplace and the initial imple-
mentation steps in order to improve in modularity, it has been decided to include an
intermediate component between dashboard, business service catalog and orches-
trator that will be responsible to activate in the orchestrator the selected NS by the
customer: the service selection module.

Functionality
The service selection module will provide the T-NOVA customer the ability to
activate a NS that matches his search criteria. It will communicate with orchestrator
in order to activate the service, and depending on orchestrator resources the
selected NS will be provisioned, or it will be discarded [12,13]. In the case of
successful activation, which would be notified by the orchestrator, the service
selection module will pass the NS information to the accounting module in order to
be forwarded later to the billing module. It will not take the action over the
accounting in case the service is not provisioned.

Before introducing the information in the accounting module, it will make sure
the information is updated and consult the brokerage module in case there has been
any change during the trading process.

Design
Figure 14.8 depicts the overall architecture of the service-selection module.

Offering 1 (service1,
SLA11, price11)

Offering 1 (service1,
SLA12, price12)

...

Figure 14.7 Business service catalogue

Core functionality operations

Routing/logic function

Auditing function Authentication
function

Figure 14.8 Service selection overall architecture
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The routing/logic function is responsible to forward the request to orchestrator
and depending on the answer, to forward it to accounting module. The service
module is based on modular architecture, in order to enhance the logic of the
module, and to support additional interfaces with other modules if needed.

Interfaces
● Dashboard—Interface between the customer and the service selection where

the current service selected is being configured.
● Orchestrator—It is used to notify the orchestrator about a new NS instantiation

and pass the custom service configuration.
● Accounting module—It is used to create the entries in the accounting module

to track every service or VNF instance created in the orchestrator for billing
purposes.

● Brokerage module—This interface is used by the Service selection module to
consult any change in the information regarding the price as a result of the
trading process in the brokerage module before creating the accounting entry.

14.2.5.6 SLA management
SLAs represent a contractual relationship between a service consumer and a SP in
order to provide a mechanism to increase trust in providers by encoding depend-
ability commitments and ensuring the level of quality of service is maintained to an
acceptable level.

In T-NOVA, there will be a SLA agreed between FP and SP and between the
SP and its customers, and per each service, since the same service could have
different SLA levels associated. One VNF can be offered by a FP with different
flavors. Depending on the technical characteristics of the virtual infrastructure in
that the VNFs will be deployed, the performance achieved for the NS will be
different. The performance guarantees that a FP can offer for each VNF will be part
of the negotiation through the trading mechanisms implemented by the brokerage
module. Therefore, one NS can be offered with different SLA levels and different
prices, being part of different offerings.

SLAs describe the service that is delivered, its properties and the obligations of
each party involved. Moreover, SLAs establish that in case the guarantee is fulfilled
or violated, rewards or penalties, monetary or not, can be applied, respectively.
T-NOVA SLA management module will provide information for later accounting,
depending on the terms and conditions gathered in the SLA and on whether this
SLA has been met by all parties or not.

The requirements for the T-NOVA SLA management module, listed in
Annex A, are mainly related to the need to provide mechanisms to get an agree-
ment presented and agreed, store all the SLA agreements, to inform the orches-
trator, and to know all the SLA fulfillment to inform the billing system for
possible penalties.

Functionality
The SLA management module is in charge of providing mechanisms to get an
agreement presented and agreed, informing the involved parties (Customer, SP and
FPs), and storing the SLAs, it will later receive and will process all measurements
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related to the SLA from the monitoring system (in the orchestrator) and, checking if
the SLAs have been fulfilled or not, will inform the accounting system for the
pertinent billable items (penalties or rewarding).

A SLA basically consists of two main steps

1. Paper-signed contract, in this case, between the customer and the SP, and
between the SP and FPs, including the description of the quality of service
and the penalties to be applied (could also be on a web site by agreeing terms
and conditions).

2. e-Contract: It is automatically negotiated between parties for each customer,
depending on the demand. Always based on a paper-signed framework con-
tract (step 1).

The SLA management module needs to be able to provide the following
functionalities: publication, discovery and negotiation of SLAs requirements, in
order to manage the SLA lifecycle that can be split into the following phases:

1. SLA Template Specification: For the SP (and FPs), a clear step-by-step pro-
cedure describing how to write an SLA template to provide a correct service
description.

2. Publication and Discovery: Publish the provider offer and possibility for the
customer to browse/compare offers.

3. Negotiation: agreement on SLA conditions between the customer and the SP
and between the SP and the FPs. This could be a bargain-like transaction or
simply a combo list selection of predefined choices when the customer selects
a specific offering.

4. Resource Selection: Depending on the chosen SLA for every service, the SP by
means of the orchestrator will map that specification to the resources that need
to be assigned to the service in order to meet this SLA.

5. Monitoring and Evaluation of the SLA: Comparing all the terms of the signed
SLA with the metrics provided by the monitoring system (from the orches-
trator), in order to internally prevent upcoming violations.

6. Accounting: invoking the charging/billing system according to the result to
inform about billable items as penalties or rewards.

Design
The information that shall be stored in the SLA management module is high level
described below:

● SLA template specification: Input from the SP and FP from the dashboard
● SLA contract: (Parties involved, parameters, penalties) Input from the dash-

board as the output of the SLA negotiation
● SLA fulfillment: Input from the monitoring system in the orchestrator
● Billable items: Output of the SLA management module (to be sent to the

accounting module).
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Interfaces
So far, several interfaces are foreseen to ease the communication with the other
parts of the T-NOVA system. These are

● Interface to the dashboard: The SLA management module will provide
an API to the dashboard to show the pertinent SLA information (template
specification, agreement, SLA fulfillment, etc.) and to introduce the SLA
templates.

● Interface to the accounting system: The SLA management module will be
consulted by the accounting module about billable items as penalties or
rewards when the SLA has not been achieved. Also, the accounting module
will be in charge of introducing the final agreements once a purchase has
occurred and to start/stop the SLA enforcement once a service has been pro-
visioned or stopped.

● Interface to the orchestrator: The orchestrator will get the information about
the terms agreed on the SLA and generate the monitoring information for each
metric that will be consulted periodically by the SLA module to determine the
level of fulfillment of the SLA for each service and function.

14.2.5.7 Accounting
Functionality
The accounting module in T-NOVA will be in charge of registering all the business
relationships and events (subscriptions, SLA evaluations, and usage) that will be
needed for billing. The accounting module will be the intermediate component
between the billing module and the rest of the system.

Design
The high-level information that shall be used by the accounting module is described
in Table 14.7.

Table 14.7 Accounting module information

Type It could be a service or a standalone VNF

Instance ID ID of the instance of the service (or function) in the system once it’s been
instantiated. It’s used for interactions with the orchestrator

Client Purchaser of the service (Customer), or function (SP)
Provider Seller of the service (SP), or function (FP)
SLA Id of the SLA agreement of the transaction (in order to get possible

penalties to be applied)
Status Current status or the service (or function): Running or stopped
Billing Information on how to bill the service (or function) to the client
Dates Date when the service (or function) was instantiated
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Interfaces
● Interfaces to the SLA management module: The SLA management module

will be consulted from the accounting module about billable items as penalties
or rewards when the SLA has not been achieved.

● Interface to the service selection module: The Service Selection module will be
in charge of creating the entries in the Accounting module. Although the
orchestrator is instantiating a service, the Service Selection stores in the
Accounting module all the information necessary to track the newly created
instances and link them to the SLA agreement and the pricing data for a more
accurate later billing.

● Interface to the orchestrator: The monitoring system in the orchestrator will
use this interface to update in the accounting system the status of the different
services and functions.

● Interface to the billing module: By means of this interface the billing module
will get all the information it will need to issue a bill.

14.2.5.8 Billing module
The billing module in T-NOVA is in charge of generating the bills for users and
providers and revenue sharing reports between the SP and the FPs at the end of a
billing cycle. In order to reuse existing solutions, the billing module in T-NOVA will
be an adapted version of the open source rating–charging–billing framework Cyclops.

Functionality
Cyclops allows data collection, normalization, and persistence of resource con-
sumption data for services consumed by the customers. The framework does not
implement metering itself; it assumes that the resources that are being consumed
are being measured. It provides a rich set of APIs for (non-natively supported)
applications to report the consumption data to Cyclops. Natively it extracts the
usage values (of resources) from a few supported Infrastructure as a Service (IaaS)
and Platform as a Service (PaaS) cloud platforms.

Cyclops allows custom set of meters to be defined and further allows providers
to customize the rating and billing rules associated with such meters. Natively, it
supports all built in meters for OpenStack and support for CloudStack is under
development.

The framework generates usage data reports periodically, which has been
extended to support events based usage reports generation for the T-NOVA billing
scenarios. Charge data records (CDRs) are generated periodically also. This in
T-NOVA is governed by the billing models, which are associated with service
or VNFs instances belonging to customers.

Cyclops provides REST APIs for bill generation by specifying any desired
period; hence, the user of Cyclops must determine the end of billing cycle event
and use the bill generation API from Cyclops.

All the data stored within the Cyclops framework have associated timestamps,
thus justifying the data storage into time-series data store. It naturally supports
various data analytics and has rich APIs for data visualization.
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The framework has been extended to allow revenue share computation and
report generation for monetary settlements between the SP and the FP taking into
account the existing revenue sharing agreement between them.

Design
Cyclops framework is inspired by micro-services design approach for distributed
application development. The key micro-services in Cyclops are

1. Usage Data Record (UDR) mService
2. CDR mService
3. Billing mService.

The external applications send relevant data into Cyclops asynchronously over
highly available message bus. The framework is integrated with Gatekeeper
authentication and authorization service.

Interfaces
In T-NOVA, Cyclops has interfaces with the Accounting module and the market-
place dashboard. The lists of various interfaces and the functionality that are (or
could be) achieved over these interfaces are described below:

● Cyclops-UDR-Accounting—It supports event-based usage reports generation
for active service instances.

● Cyclops-CDR-Accounting—It supports event-based charge reports generation
for active service instances and billing model details.

● Cyclops-billing-Accounting—Information flow allowing generation of revenue
sharing report between SP and FP.

● Cyclops-billing-SLA—SLA violations data query from billing micro-service
for a given period.

● Cyclops-billing-dashboard—Bill generation for any desired period.
● Cyclops-UDR-dashboard—Data extraction API could be used to provide rich

visualization to customers.
● Cyclops-messaging-Accounting—It allows sending on billing relevant service

lifecycle events to be sent to Cyclops.

At a much higher level, these interfaces can be aggregated into these two listed
below:

1. Cyclops-Accounting
2. Cyclops-Dashboard.

14.3 Brokerage module

With the expanding introduction of cloud computing, the IT environment is dyna-
mically changed into a lattice of intertwined infrastructure, platform, and application
services, which are conveyed from different administration suppliers. As the quantity
of cloud administration suppliers (or SPs) is increased, as well as the prerequisites of
customers become unpredictable, the requirement for on-screen characters to accept
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a part of intermediation in the middle of suppliers/providers and consumers is getting
to be more grounded. Cloud service intermediation is turning out to be progressively
perceived, as a key part of cloud computing value chain.

Samples of cloud service intermediation offerings include administrations/
services, towards helping to discover and think about cloud services (e.g., mar-
ketplaces/stores), to create and customize services (e.g., aPaaS—application Plat-
form as a Service offerings), to coordinate services (e.g., iPaaS—integration
Platform as a Service offerings), as well as to manage and monitor services.

Such cloud service intermediation offerings usually vary according to the types
of capabilities they offer, or how these abilities are consolidated. However, they
have one thing in common. This common ability is the unified characteristic that
they make it less demanding, more secure, and more gainful for cloud computing
adopters to explore, incorporate, consume, extend, and keep up cloud services.
According to Daryl [1], this is unequivocally the quality suggestion of offerings
under the general class of ‘‘Cloud Services Brokerage,’’ a term that was authored in
2010 to refer to the emerging part of brokers in the connection of cloud computing.

14.3.1 Different roles of brokers
Gartner [14] defines ‘‘brokerage’’ as a model of business. This term is used to refer
to ‘‘the purpose of a business that operates as an intermediary.’’ In more detail,
Gartner [15] exploits the term to denote ‘‘any type of intermediation that adds value
to the consumer’s use of a service.’’ According to the same analysts, a business
cannot be considered a Cloud Service Brokerage, if it does not have a ‘‘direct
contractual relationship with the consumer(s) of a cloud service.’’

Moreover, the same analysts define a useful distinction among the terms
‘‘brokerage’’ and ‘‘broker,’’ which are often alternatively used. However, they
actually refer to different meanings. More specifically, according to Gartner, a
broker is ‘‘a person, company or a piece of technology that delivers an instance of
brokerage or, the specific application of a mechanism that performs the inter-
mediation among consumers and providers.’’ This analysis also states that a Broker
delivers value via three primary roles: service aggregation; service integration; and
service customization, whereas additional roles, such as service arbitrage, are also
possible. These roles of a broker are explained below.

● Aggregation broker: This broker delivers two or more services to consumers
and providers. It does not involve any integration or customization of services.
Its capabilities are to support large-scale cloud provisioning, normalized dis-
covery, access, and billing; and to support centralized management, SLAs, and
security.

● Integration broker: This broker makes independent services work together for
customers. It can allow process integrations, creating new value through inte-
grated results, one-to-many, many-to-one or many-to-many. It is implemented
as a PaaS with capabilities, including messaging adapters, orchestrations, and
translation of event tasks. It can use policies, such as governance policy and
API management, shared services for security. This broker allows cloud-to-
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cloud integration, such as synchronizing between different applications, or
cloud to on-premises integration, like netsuite and quickbooks synchronizing
spread sheets.

● Customization broker: This broker can alter or add to the capabilities of a
service to improve it. Characteristics include new functionality or new mod-
ified service. It uses the original cloud serviced enhanced, one-to-many or
many-to-one capabilities to include modifications or combining services, and
as a basis for implementation of new services. User interfaces and analytics
messages services are typical scenarios of new and composite applications
such as reports for salesforce.com. Other examples include price comparisons
for bookings, business process services, and configurable processes.

With the definition of broker that Gartner defined, it basically considers any
intermediation offering that increases the value of a cloud service to qualify as a
cloud service broker. Any supplier of relevant services, even with the most
essential intermediation abilities and a ‘‘basic’’ worth recommendation as now
qualifies as a service broker. Some different opinions state that this definition is
too comprehensive to be in any way valuable. However, Gartner states that it is a
vendor-driven market research, instead of a vendor-independent assessor of best
practice, and that the views are forcibly shaped by the needs of constituencies that
pay for its research: distributors, system integrators, and independent software
vendors (ISVs).

Alternately, in [16], cloud brokers characterizes the term of the Broker as a
complex business model that offers a high value commitment in the rising cloud
space. Basically, this model influences skills and abilities from every one of the
three of the conventional business models; of software, consulting, and infra-
structure. In Forrester’s view, only integrated or aggregated services, which bring
some kind of value out of the composition, may qualify as a broker, as well as an
intermediary has to provide a certain complex ‘‘combined’’ worth recommendation
so as to qualify also as broker. Forrester [17] also distinguishes three types of Cloud
Brokers, as indicated by the level of the cloud stack at which they operate:

● Simple Cloud Broker—Dynamic sourcing of public IaaS services
● Full Infrastructure Broker—Dynamic sourcing across public, virtual private,

and private IaaS
● SaaS broker—Unified provisioning, billing, and contract management with

multiple SaaS offerings, potentially including integration of services.

In addition, the work in [18] presents the term of Broker as ‘‘an entity that
manages the use, performance and delivery of cloud services, while also negotiates
relationships among service providers and customers.’’ This work also separates
brokers into another three categories, according to their functionality:

● Service intermediation: A cloud broker enhances a given service, by improving
some specific capability and providing value-added services to cloud con-
sumers. The improvement can be managing access to cloud services, identity
management, performance reporting, enhanced security and others.
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● Service aggregation: A cloud broker combines and integrates multiple services into
one or more new services. The broker provides data integration and ensures the
secure data movement between the cloud consumer and multiple cloud providers.

● Service arbitrage: Service arbitrage is similar to service aggregation except
that the services being aggregated are not fixed. Service arbitrage means a
broker has the flexibility to choose services from multiple agencies.

14.3.2 Categorization/classification of brokerage
The classification comprises two dimensions. The first dimension concerns the type
of brokerage capability concerned and includes discovery, integration, aggregation,
customization, quality assurance, and optimization.

● Discovery deals with the provision of service that helps end users to identify
and select the cloud services. For instance, through the use of marketplaces
offering listings of cloud services from different providers, direct comparison
of similar cloud services, ratings of cloud services, and other relevant features
assisting discovery and selection.

● Integration is related to the provision of cloud-based software environment in
order to integrate separate software systems. The integration aims at either
facilitating data exchange between separate systems or realizing collaborative
business processes.

● Aggregation concerns the provision of a cloud service that comprises multiple
third-party services. An aggregate cloud service may allow users to interact
with the interfaces of the third-party services directly (for instance, through a
dashboard-like user interface), or indirectly, through a common interface that
encapsulates the individual services and possibly adds common functionality
such as authentication, billing, or SLA management across those services.

● Customization enables the implementation of new functionality to enrich a
cloud service, by means of extension rather than modification of that service’s
implementation.

● Quality assurance is capable of ensuring that one or more cloud services obtain
specific quality expectations. This can be performed by service testing, policy
enforcement, SLA monitoring, and possibly by self-management mechanisms
triggered to restore service quality.

● Optimization enables the opportunistic improvement of the consumption or
provisioning of a cloud service with respect to various criteria, such as cost,
functionality or performance.

The second dimension is the type of cloud service being brokered and includes
the four standard cloud computing service models, that is Software as a Service
(SaaS), PaaS, IaaS, and Network function virtualization as a service (NFVaaS)
(Figure 14.9).

● SaaS concerns the provisioning of software application functionality that can
be accessed through a web browser or a web API and can be paid for in a
subscription-based or usage-based scheme. The granularity of the service can
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range from a complete software application for customer relationship man-
agement, to a single REST/SOAP web service for obtaining stock market
quotes or translating a document.

● PaaS concerns the cloud-based provisioning of tools and components for the
development, deployment and execution of software applications, ranging from
simple utility services to fully fledged development and runtime environments.

● IaaS concerns the provisioning of computational resources on demand
following a usage-based payment scheme.

● NFVaaS concerns the provision of network components inside already build
infrastructures.

14.3.3 Providers of brokerage modules
This section presents the brokerage providers that are classified considering the
taxonomy presented above. A short description is presented for each provider.

1. Appirio [19] offers enhancements over existing SaaS offerings, such as ser-
vices for contact and calendar synchronization between Salesforce customer
relationship management (CRM) and Google Mail and/or Google Calendar,
file management for Salesforce CRM, and more.

2. Amazon Web Services (AWS) [20] Marketplace offers discovery services for
third-party SaaS and PaaS offerings. It is an online store for consumers to
identify and select business applications and software infrastructure. It allows
users to find, compare, and immediately deploy a SaaS or PaaS to the Ama-
zon Elastic Compute cloud.

3. Boomi [21] aims at offering services for seamless integration between third-
party SaaS offerings. Boomi comprises an integration front-end where
someone can build, deploy, and manage their integration processes, and a
runtime engine that executes a complete end-to-end integration process.

4. Cloudability [22] offers enhancements for managing existing SaaS, PaaS, and
IaaS offerings. It enables consumers to track Key Performance Indicators for
services, to create customizable cost and usage reports, to receive daily email
updates on usage and cost predictions, alerts, and more.

5. CloudKick [23] offers quality assurance services for IaaS offerings. It provides
a monitoring dashboard for overseeing various resources across different IaaS
providers, with integrated metrics-based data collection and visualization.

Service
type

NFVaaS laaS PaaS SaaA Optimiz-
ation

Quality
assurance

Customi-
zation

Aggrega-
tion

Brokers

Integration Discovery

Capability
type

Figure 14.9 Brokers categorization based on service/capability type
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6. GetApp [24] offers discovery services for SaaS. It is a free marketplace that
helps consumers to identify and evaluate cloud business apps for their needs.
Consumers are aided in their search with a recommendation tool, product
reviews, comparison tables, and app evaluation resources.

7. Google [25] allows customization of the SaaS offerings in its Google Apps
suite of services (GMail, Calendar, Drive, Docs, etc.), aggregation of third-
party SaaS offerings, as well as discovery of third-party offerings through its
Google Apps Marketplace.

8. Heroku [26] is the dominant platform for developing applications in the Ruby
programming language. Heroku offers an add-on provider program for third-
party ISVs to offer services that extend its capabilities.

9. Hojoki [27] offers aggregation services primarily for SaaS, although some
IaaS services are also included. The dashboard offered by Hojoki enables
consumers to launch their cloud services from within Hojoki, to keep them-
selves up-to-date regarding any service updates of interest, and to receive
notifications in real-time of any changes in the cloud services they are using.

10. Jitterbit [28] offers integration services for SaaS through a cloud-based data
and application integration platform. Jitterbit supports several integration
types such as application integration, cloud/SaaS integration, ETL and data
integration and business process integration.

11. Kaavo [29] offers aggregation and quality assurance services for IaaS offer-
ings, as well as enhancements for those offerings. It provides a common API
and a dashboard for managing resources across IaaS providers, offers per-
formance monitoring, and management of service-level agreements.

12. New Relic [30] offers quality assurance services for SaaS, particularly
application performance management for Ruby, PHP, Net, Java, and Python
apps. Consumers can leverage New Relic’s services to get real-time end-user
experience monitoring for their apps and visibility across all layers of the app.

13. Rightscale [31] offers discovery, aggregation, quality assurance, and optimi-
zation services for IaaS. Through a marketplace, Rightscale allows consumers
to identify and select computational resources and virtual server configuration
templates, which can be deployed to different IaaS providers through a
common API and UI.

14. Salesforce [32] provides not only a SaaS offering, but also a cloud application
platform supporting the development of custom applications by third parties,
which can be either extensions to the core CRM service by Salesforce, or used
independently.

15. SnapLogic [33] offers integration services allowing users to connect any
combination of Cloud, SaaS or on-premise applications and data sources. The
aim of SnapLogic is to reduce vendor lock-in, providing an open and exten-
sible integration platform for all applications and infrastructure.

16. SpotCloud [34] offers discovery and aggregation services for IaaS that assist
with the identification of geographically targeted computational resources
at the lowest possible cost, as well as the use of those resources through a
common API.
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17. StrikeIron [35] offers aggregation services for SaaS, by provisioning a com-
mon API for accessing various utility services from third-party SaaS appli-
cations. Some of the services StrikeIron offers include email verification,
reverse phone lookup, postal address verification, sales tax calculation, geo IP
location, and more.

18. Tapp [36] offers aggregation and quality assurance services for IaaS offer-
ings, as well as enhancements for those offerings. Tapp introduces a man-
agement layer between a virtual infrastructure and the underlying IaaS
providers, providing a common API and a dashboard for interacting with the
different IaaS providers. In addition, Tapp can monitor the performance of the
virtual resources across the IaaS offerings, as well as it can enhance existing
IaaS offerings with migration capabilities.

19. Microsoft Azure [37] is an open cloud platform that enables developers to build,
deploy, and manage applications across a global network of Microsoft-managed
data centers. The platform supports development in a range of languages, tools,
and frameworks. Through Windows Azure Marketplace Microsoft allows third-
party SaaS offerings that are hosted on Azure or integrated with Azure to be
discovered by Azure users.

20. Equinix Cloud Exchange Platform [38] is a flexible interconnection solution
that provides virtualized, private direct connections that bypass the Internet, in
order to provide better security and performance with a range of bandwidth
options. It provides direct connectivity to several cloud providers (AWS,
Google, Oracle Cloud and Microsoft Azure) and enables buyers and sellers to
quickly provision to cloud connections through its portal or programmatically
through APIs.

21. CoreSite Open Cloud Exchange [39] provides a portal to establish direct and
secure virtual connections to cloud providers and IT SPs. It supports a wide area
of Cloud Providers (AWS, Microsoft Azure, etc.) and several IT providers.

As demonstrated in Table 14.8, there are plenty brokerage modules that offer
different combinations of cloud service brokerage capabilities. The majority of the
brokerage SPs seem to focus on capabilities for service discovery, integration,
aggregation, and customization, with a particular emphasis on SaaS services.

Only few brokerage providers enable quality assurance capabilities (New Relic,
Tapp, CloudKick, Rightscale, and Kaavo, Cloud Exchange Platform). With the
exception of one (New Relic), all of those offerings focus on IaaS, which happens to
be the most commoditized category of cloud services today. Coverage of optimiza-
tion capabilities is even sparser. Moreover, only one brokerage provider addressing
this type of capability (RightScale), which also happens to focus on only one type of
cloud service (IaaS).

The T-NOVA Brokerage module is the only brokering platform working with
the NFVaaS concept achieving in this way benefits for the SP. More specifically,
the T-NOVA SP has the ability to trade among a variety of FP’s and receive the
best available NFV for his service by taking into accounts the infrastructure cost
and the expected performance (SLA) of the NFV.
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14.3.4 Brokerage module architecture
The T-NOVA Marketplace has been designed as a distributed platform placed on
highest layer in the overall architecture which, besides including the users front-
end, comprises BSS components as billing and accounting, and innovative modules
as the T-NOVA Brokerage.

Figure 14.10 depicts the high-level architecture of the T-NOVA Marketplace.
The overall architecture of the brokerage module is depicted in Figure 14.11.
It consists of five main modules that are used in various interactions, as shown

in the Figure 14.11:

● VNF Discovery Module: This module is retrieving all the available and trad-
able VNFs from the NFStore.

● Smart Filtering Module: This module applies a smart filtering and listing to the
list of the available VNFs based on the users preferences and the SLA
parameters.

● Trading Module: This module is providing all the interaction between the SP
and the FPs. The Trading module is used for requesting a new trade/offer from
the SP.

● VNF Advertise Module: This module is responsible to advertise/return all
tradable VNFs to the SPs.

● Accepted Offers DB: This module is responsible to store the accepted offers in
order to be available for the accounting module when this required for billing
purposes.

Table 14.8 Technology selection

SaaS PaaS IaaS NFVaaS

Discovery GetApp, Google
Apps, Salesforce,
Windows Azure,
AWS, Marketplace

Heroku, AWS
Marketplace

SpotCloud,
Rightscale

T-NOVA

Integration Boomi, SnapLogic,
Jitterbit

SnapLogic T-NOVA

Aggregation Hojoki, Google
Apps, Salesforce,
StrikeIron

SpotCloud, Hojoki,
Tapp, Kaavo,
Rightscale

T-NOVA

Customization Appirio, Cloudability,
Google Apps,
Salesforce

Cloudability,
Heroku

Cloudability,
Tapp, Kaavo

T-NOVA

Quality
assurance

New Relic Tapp, CloudKick,
Rightscale, Kaavo,
Cloud Exchange
Platform,
OpenCloud
Exchange

T-NOVA

Optimization Rightscale T-NOVA
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According to the proposed mechanism, the T-NOVA SP browses the offerings
from the Service catalog that match his requirements. If the requested function
supports Brokering/Trading the internal modules will try to fulfill the criteria set by
the SP. Furthermore, the brokerage initiates the appropriate bid/trading policies
according to the T-NOVA SP request inside the trading mechanism in collaboration
with the NF Discovery.

The high-level architecture of the brokering module along with the interaction
inside the Marketplace is depicted in Figure 14.6, all interactions are described below.

1. The SP provides to the brokerage module the VNF request and the initial
price.

2. The brokerage module informs the FPs regarding the request and the initial
price.

3. FP sends their bids for the functions (Price, Infrastructure cost, Setup
priceþSLA specification).

4. The brokerage module solves an auction to maximize its revenue based on
the. Price, Setup price, Infrastructure cost, and SLA specification.

5. The brokerage module informs the bid results.
6. Depending on the type of auction, an iteration continues until the bid winner

is found.
7. The brokerage module announces the final results.
8. The winner acknowledges the results.

NFStore

T-Br-Fs T-Bi-Br

VNF
discovery
module

Accepted
offers DB

VNF
advertise

Smart
filtering
module

Trading
module

User dashboard front-end

Service
provider

VNF
providers

Accepted offers

Brokerage module Billing

Figure 14.11 Brokerage module internal architecture
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9. The brokerage module indicates the VNF’s price, which is provided by the FP
that won the bidding, to the SP.

10. The SP accepts the price.
11. The SP receives the VNF.

Finally, all Setup Prices and the Price will be stored in the accounting module
through the SLA management module.

14.3.5 Trading mechanism
According to the trading process (i.e., auction-based algorithm in T-NOVA),
brokerage module determines the optimal allocation solution, considering the
maximization of SP income. For this, the brokerage module undertakes the trading
mechanism that collects bids from FPs, in order to lease the VNFs to the T-NOVA
customers, through the SP. The brokerage module computes the assigning solution
through this mechanism together with price and SLA per NS.

In order to calculate an Infrastructure Cost that will be used for the Trading
algorithm we have used the calculation of cost based on the following Pseudo
algorithm:

The vdu_cost, cpu_cost, rab_gb_cost, and the storage_gb_cost are calculated
based on the price stemming from various Cloud Infrastructure providers on the
internet [27].

Furthermore, when the auction-based algorithm is followed, the sellers (i.e. FPs)
that are denoted as S ¼ {1,2, . . . ,s} lease the VNFs that denoted as V¼ {1,2, . . . ,v}
to b ¼ 1 buyers, which is the SP. The SP is able to buy/lease xv VNFs for a specific
time period ti, by reporting a price P(b)¼ {xv, ti} (i.e., bid price of VNFs con-
sidering specific requirements), whereas the FPs lease yv VNFs providing a function
cost fv, for a specific time ti and with a specific SLA Lv, by reporting a price P(S)¼
{fv, yv, ti, Lv} (i.e., asking price of VNFs considering specific requirements).
Finally, the pair (b,v) in the pseudo-code of Table 14.9 represents possible combi-
nations of solutions, regarding ‘‘v’’ VNF to SP. In case that SP benefit has to be
maximized, an optimization problem is formulated as follows, based on linear pro-
gramming, that is, the following equation (Table 14.10):

max:
Xs

s¼1

jP bð Þ � P Sð Þjð Þ (14.1)

In this respect and in order to facilitate competition among FPs, a novel
brokerage platform is designed that will allow (i) the T-NOVA customers to search
for available offerings, (ii) auctioning between the third-party function developers
(FPs) and the SP, in order to find the best price for the VNFs that will be part of
each T-NOVA NS.

Furthermore, while the provision of VNFs encompasses several system func-
tionalities, VNF trading can be regarded as one part of the process that deals with the
economic aspects. The trading process determines all the issues related with VNFs
selling and buying (e.g., direct trading between SP and FP or via a brokerage module),
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Table 14.9 Infrastructure cost calculation

vdu_cost¼ 0.03425;

cpu_cost¼ 0.034;

ram_gb_cost¼ 0.02125;

storage_gb_cost¼ 0.0003;

number_of_vdus¼ 0;

number_of_cores¼ 0;

number_of_ram_gb¼ 0;

number_of_storage_gb¼ 0;

for Each(vnf.vdu, function (vdu, vdu_key) {

number_of_vdus þ¼ vdu.resource_requirements.vcpus || 0;

number_of_ram_gbþ¼ vdu.resource_requirements.memory || 0;

number_of_storage_gbþ¼ vdu.resource_requirements.storage.
size || 0;

number_of_vdus þ¼ 1;

});

Infrastracture.Cost¼ (number_of_vdus * vdu_cost)þ (number_of_
cores * cpu_cost)þ (number_of_ram_gb * ram_gb_cost)þ (number_
of_storage_gb * storage_gb_cost);

return (fv,¼ Infrastructure.cost);

Table 14.10 Infrastructure cost calculation

1: Inputs: VNFs, DemandSP
2: Access service catalog store
3: Estimate the initial price per VNF
4: Create and advertise price-portfolio
5: Receive FPs offers P(S) and SP bids P(b), where P(S)¼ {fv, yv, ti, Lv} and P(b)¼ {xv, ti}
6: for all offers and bids do
7: Sort P(S) and P(b) in descending order based on price, function cost and SLA and

create the auction-portfolio
8: end for
9: Calculate the highest valuation S[b,v] for all VNFs (i,v) & {1, 2, . . . , v}

10: set Soptimal¼S[b,v]//Random solution for algorithm initiation
11: for each bid P(b)do//Iteration process in order to find the best solution
12: if (S[b,v])� (S[bþ1, vþ1])//Check if the current solution is better or not to the

neighbor solution
13: then save the new solution (S[bþ1, vþ1]) to the best found
14: end if
15: end for
16: return Best Solution
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whereas pricing is a major issue that determines the value (or worth) of the VNFs to
the SP and the FP.

Another issue is the competition/cooperation among function and SPs, as well
as customers involved in VNF trading. Depending on the VNF trading model, the
VNF access may require permission through the cooperation of SP and FP, through
a payment process. To determine the optimal NF provision during the trading
process, optimization and decision theory techniques can be used.

14.3.6 Dashboard integration
14.3.6.1 VNF trading
In Figure 14.12, the initial screens were the SP is able to select among the available
VNFs and initiate a trade request between him and the FPs.

14.3.6.2 Trade request
In Figure 14.13, we see the pop up that is used in order to simplify the procedure of
the Brokering. In the new windows, we can set new price and or Setup price. In
Figure 14.13, we can see a request for a New Price for the VNF.

14.3.6.3 Pending trade request
In Figure 14.14, we can see that the SP has provided the new price and Setup Price,
and the status of the VNF has changed to Pending. The pending view provides the
necessary time in order the Brokering module to process the request and upon the
reaction of the FP to provide the necessary answer to the SP.

Figure 14.12 VNF trading
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14.3.6.4 Request FP view
In Figure 14.15, the multiple offers from the Brokering module to the FP are
depicted with the answers provided. Furthermore, we can see a pending Auction
request were the FP is able to accept or reject.

14.3.6.5 Accepted trade offer
In Figure 14.16, the acceptance of new price is depicted. The colors Green for
Accept or red for reject provide a quick view to the SP if multiple offers are done.

Figure 14.13 Trade request

Figure 14.14 Pending trade request

Figure 14.15 Request FP view
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14.4 Conclusion

This chapter provides the specification and high-level design of the NF Framework
and T-NOVA Marketplace for later implementation. Analyzing the state-of-the-art,
including main standardization activities, previous research projects, and commercial
solutions, it has been gathered that at this stage a proper marketplace to deliver VNFs
as a Service together with the Function Store as T-NOVA proposes does not exist.

The T-NOVA Marketplace has been designed to be used by three kinds of
stakeholders according to the use cases analysis performed in T-NOVA [1]; there-
fore, a three-view dashboard will be implemented as well as and access control
module that will provide AA functionalities to control their different permissions.
The T-NOVA Marketplace will allow VNFs provided by a variety of software
developers (FPs) to be published and traded by means of a brokerage module that
will implement pricing mechanisms, for example, auctioning, when a new NS is
going to be composed by a SP. T-NOVA Customers will be able to browse and
select among the available NS offerings in the marketplace by means of a business–
service–catalog as well as negotiate the associated SLA and price. The billing
procedure contemplates not only final customers of T-NOVA NSs, but also the
commercial relationship between the SP and FPs.

In relation to the specification of the NF Framework, two main tasks have been
performed: the description and specification of the VNFs and the design of the NF
Store. The first one includes the APIs allowing the VNF to be managed by the
T-NOVA system as well as the information elements that shall be present in the
VNF metadata. A key piece of data of the NF Framework is the metadata descriptor
associated with the actual software implementation of the VNF. Besides the
structural definition of a VNF, its behavior has been studied defining a lifecycle
that is common to all the VNFs in T-NOVA. This lifecycle can be split into an
inactive and active part. In relation to the active one, the lifecycle states describe
the VNF when it is up and running over a virtualized execution platform. On the
other hand, the inactive lifecycle states span from the software development of
the VNF to its uploading into the NF Store that can be thought as the place
where the VNFs are stored. The NF Store APIs provide interfaces by means of the
dashboard with FPs for uploading, updating, and withdrawing the VNF software
images and metadata description and interfaces with the rest of the T-NOVA
system for making this information available for service orchestration.

Figure 14.16 Accepted trade offer
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14.5 Future work

The specification provided in this chapter has been built on the basis of the require-
ments at T-NOVA system level described in some relevant parts of the ETSI NFV
work and TM Forum best practices. The information assembled with this process has
been the critical input into a two-stage process: Stage 1 consisted on a research and
design phase, where a system engineering approach was adopted to define the key
functional components [3]. Stage 2 presented in this chapter has defined both the
reference architecture and its functional entities and interfaces in a technology-agnostic
manner to decouple the specifics of the implementations details. An additional third
stage will address the details of the suitable technologies and their operation. T-NOVA
project will also elaborate on the system integration and testing of all its components,
for example, with the T-NOVA orchestrator and Virtualized Infrastructure Manage-
ment. We do expect that system integration may detect some gaps or need of fine tuning
the interface descriptions. Moreover, testing the system can identify some nonfunc-
tional aspect that could suggest refining some part of this specification. For instance, it
is difficult to figure out performance and component interaction issues with the limited
experience we have with actual NFV implementation in field.

Beyond T-NOVA, we have identified some 5G research and innovation projects
towards T-NOVA Marketplace and NF framework can be a very good reference to
build on. These are among others,

● 5GEx [40], which aims to build a sandbox to extend software networks in a
multi-domain/operator environment. Although 5GEx is not expected to
implement a full marketplace layer, it should specify a northbound API for end
users to access the multi-domain service catalog. T-NOVA Marketplace can be
a good reference to look at, for deriving functional and non-functional
requirements on business-to-customer interface.

● SONATA [41], which focuses on the implementation of an enhanced modular
orchestration platform and an software development kit (SDK) to facilitate ser-
vice composition by service developers. T-NOVA GUI for SPs and its interface
with T-NOVA orchestrator and T-NOVA Function Store can be seen as a relevant
starting point for SONATA to build the SDK for service composition.
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