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Dedication

To Michael Neuberger (1953–2013)

We wish to dedicate this volume to the memory of Michael 
Neuberger, who was a coauthor of the prior volume, won-
derful colleague, and truly outstanding B-cell biologist. 
In his lab at the MRC laboratory of Molecular Biology in 
Cambridge England he made groundbreaking contributions 
to elucidate the mechanisms of antibody gene regulation 
and antibody repertoire diversification. His work was char-
acterized by his careful but very innovative approaches and 
his remarkable scientific insight.

Neuberger’s earlier studies led to his discovery of major 
enhancer elements downstream of the IgH and Igκ loci, 
which have been shown to play critical roles in the second-
ary diversification of antibody genes. The enhancers that 
Neuberger first found downstream of IgH are now known 
to be important both for regulation of IgH class switch 
recombination (CSR), which generates different antibody 
classes through a DNA breakage and joining mechanism, 
as well as for IgH variable region somatic hypermutation 
(SHM) which provides the basis for antibody affinity matu-
ration. In another line of research, Neuberger, together with 
Greg Winter, was the first to use recombinant DNA tech-
niques to generate human antibodies with desired antigen 
binding specificities. He also collaborated with Marianne 
 Bruggemann to pioneer the development of human anti-
body production in transgenic mice. His work in these areas 
helped lay a foundation for the development therapeutic 
human antibodies, which now have proven so successful in 
the clinic.

Neuberger’s more recent work on how antibody genes 
are further diversified by a DNA deamination mechanism 

has been among his most important and influential. One of 
the coauthors of this volume, namely Tasuku Honjo discov-
ered the activation-induced cytidine deaminase (AID) and 
showed that it is required for CSR as well as for SHM. A 
mystery at the time of the discovery was how the small AID 
protein could initiate DNA breaks during CSR and muta-
tions during SHM. Neuberger, along with Mathew Scharf 
and others, proposed that AID could serve this dual role 
by deaminating deoxycytidines in Ig loci to trigger a cas-
cade of events that lead to DNA double-strand brakes dur-
ing CSR and mutations during SHM. Neuberger’s model 
was based on his careful, several decade-long studies of 
the SHM process of antibody genes. Following up on his 
model,  Neuberger performed a beautiful series of genetic 
studies that provided compelling evidence for his DNA 
deamination model of AID function in SHM and IgH class 
switching, a model, which is now widely accepted by nearly 
all workers in the field and that has formed the basis for 
their ongoing studies.

Beyond science, Michael was a warm and enthusiastic 
individual with quite diverse set of interests in history and 
literature, as well as in various sports. Interacting with him 
both scientifically and personally was always a great pleasure. 
It was a privilege to have him as a friend. Michael also was 
well known as a great mentor and leader. His outstanding sci-
entific contributions and leadership have been acknowledged 
by many prestigious awards including his recent election as 
a  Foreign Associate of the US National Academy of Sciences 
which acknowledged both his leadership and discoveries 
 outlined above on antibody diversification.
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Preface

B lymphocytes are an essential part of the humoral immune 
system and produce the specific antibodies generated dur-
ing infection or vaccination. Soon after their discovery as 
antitoxins more than a hundred years ago by Emil Behring 
and Shibasaburo Kitasato it became clear that antibodies 
are enormously diverse and can be generated against many 
different structures. The elucidation of the mechanism 
underlying the generation of diversity (GOD) of the anti-
body system kept immunologists busy over the last hundred 
years. With the discovery of the V(D)J recombination mech-
anism of the immunoglobulin (Ig) genes and the somatic 
hypermutation (SHM) processes many aspects of this prob-
lem were solved. The discovery of the V(D)J recombinase 
machinery consisting of the lymphocyte lineage-specific 
proteins recombination activating gene (RAG) 1 and RAG2 
which provide the specific endonuclease function and the 
generally expressed nonhomologous DNA end joining fac-
tors that join RAG-generated DNA breaks was a fascinating 
development as was the discovery of AID and its associated 
protein machinery mediating class switch recombination 
(CSR) as well as SHM and gene conversion. The prog-
ress in the B-cell field in this area is well documented by 
the different editions of this book series which started in 
1989 under the title “Immunoglobulin genes” and in 2004 
became “Molecular Biology of B cells.”

This new edition of the “Molecular Biology of B cells” 
brings the reader up to date with these Ig diversifying pro-
cesses. However, this book has now a much broader scope 
as it covers many different aspects of B cell Biology.  
B cells are a well-characterized and easily assessable cellu-
lar system that can be used to answer many issues of general 
cell biology. Furthermore due to the availability of several 
different B cell-specific Cre deleter mice the B cell system 
is also useful for general gene function studies. These are 
reasons why many scientists worldwide start to work on 
B cells although they are not regarded as classical ‘B cell 
immunologists’ and for these this book is particularly use-
ful. In fact B cells have served as excellent model systems 
to study many common biological questions including tran-
scriptional regulation of differentiation, signal transduction, 
and tumorigenesis. Furthermore, the mechanism of GOD 
has been considered to be unique to lymphocytes especially 
B cells as the expression of AID is specific to B cells. Sub-
sequently, however, the DNA repair phases of GOD are 

shown to be common between B cells and other types of 
cells, indicating that GOD employs factors that normally are 
entrusted with preserving genome stability. More recently, 
IgA synthesis has been shown to influence the whole body 
metabolic regulation through symbiotic interaction with 
the gut microbiota. These striking developments convince 
us that molecular biology of B cells does not only mean 
molecular biology ‘for’ B cells but also molecular biology 
‘through’ B cells to understand the whole biology.

The chapters of this new edition of “Molecular Biol-
ogy of the B cells” have been written by an international 
faculty of experts in their fields and the readers can expect 
to get a comprehensive overview about the current status 
and the future development of the B-cell field. In particular 
the reader will learn how a B-cell-specific transcriptional 
network drives differentiation of hematopoietic stem cells 
(HSC) through B lymphopoiesis and how during their 
development B cells repeatedly switch between molecu-
lar programs promoting proliferation and those involved 
in differentiation. B-cell research in the age of genomics 
also means that we now know many more details about the 
gene expression program of different B-cell developmental 
stages. This is due to the joint efforts of many scientists, 
for example those working in the ImmGen Consortium. We 
also learned much more about the signaling mechanisms 
controlling the development and activation of B cells. For 
example, it was found that tumor necrosis factor (TNF) 
superfamily members such as lymphotoxin and BAFF play 
an important role in the homeostasis and survival of B cells 
in the periphery.

New topics that were not at all covered in the last edi-
tion of this book are, for example, the role of evolution-
arily conserved microRNAs during B-cell development, 
function, and transformation and the role of IL-10- and 
IL-35-producing regulatory B cells. Furthermore, jaw-
less vertebrates (lampreys and hagfish) were recently 
shown to have B cells employing the leucine-rich repeat 
 (LRR)-based variable lymphocyte receptors (VLR), a 
type of antigen receptor completely different from their 
 mammalian counterpart.

Apart from being a useful tool for basic cell biological 
and signaling studies B cells are also playing an increasingly 
important role in the clinic. Genetic defects of the B-cell 
system are the cause of important human immunodeficiency 
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diseases. A dysregulation of this system causes autoimmu-
nity or tumor diseases, topics which are both well covered 
in this new edition. Furthermore, not only the B cells but 
also their product, namely antibodies made a remarkable 
career in the recent years. As the reader will learn by read-
ing this book, antibodies are highly versatile tools that are 
not only used in clinical diagnostics but also play an impor-
tant role as therapeutic agents. Thus most drug companies 
have antibody departments and factories that produce anti-
bodies and bring them into the clinic for the treatment of 
various diseases.

In spite of the importance of B cells in basic research 
and the clinic, there are still many questions that B biology 
needs to address in the future. We still have to learn more 

about how the B cell system distinguishes between self and 
foreign antigens, in particular after the finding that many 
newly generated B cells have a certain level of autoreac-
tivity. What is the role of B cells in specialized compart-
ments such as mucosal tissues? The maintenance of B-cell 
memory and antibody production over a long period of time 
is also a topic of active research where major breakthroughs 
are to be expected.

 Frederick W. Alt
Tasuku Honjo

Radbruch Andreas
Michael Reth

May, 2014.
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Chapter 1

1.  INTRODUCTION

Our adaptive immune system relies heavily on the use of 
antibodies, produced by B cells, to eliminate foreign patho-
gens and toxins. It is estimated that mammalian organisms 
have the ability to generate on the order of 1011 different 
antibodies [1]. This staggering number is made possible by 
an elaborate mechanism that assembles complete antigen 
binding site sequences from arrays of gene segments encod-
ing portions of the complete antibody proteins. This assem-
bly involves combinatorial selection of each type of gene 
segment and creation of short novel sequences at the junc-
tions of these DNA segments, thus generating a vast variety 
of assembled gene sequences and antigen binding specifici-
ties. Sequence diversity is further increased by the somatic 
hypermutation process that is active in these sequences.

Antibodies are proteins made up of two identical heavy 
chains and two identical light chains. All heavy chains are 
expressed from the Igh locus, whereas light chains are 
expressed from one of two loci, Igκ or Igλ [2]. The DNA 
segments that rearrange to create antibody heavy and light 
chain genes in developing B cells include variable (V) and 
joining (J) elements, and heavy chain genes include a third, 
diversity (Dh), gene segment [3]. Single light chain V and 
J and heavy chain V, D, and J segments are selected and 
joined in a seemingly random process out of the many such 
genomic segments that span as much as 3 Mbp of DNA

Over the past 30 years, a large number of studies have 
been performed to describe the process of V(D)J recom-
bination in molecular terms, including how it is regulated 
during development; how it is controlled by cell signaling; 
how it is modulated by transcription; and how chromatin 
modifications, nuclear positioning and three-dimensional 
(3D) topology affect rearrangement. Collectively, these 
experiments aimed to address a number of critical ques-
tions. Some of the prominent questions follow: How do 

DNA sequences separated by millions of base pairs interact 
to allow recombination? How are gene segments selected 
randomly to allow for the generation of antibody diversity?

2.  GENOMIC ORGANIZATION OF THE 
MOUSE IMMUNOGLOBULIN HEAVY 
CHAIN LOCUS

The Igh locus is made up of multiple variable (Vh), Dh, join-
ing (Jh), and constant (Ch) segments, arrayed in adjacent 
regions of the Igh locus. In mice the locus spans 2.75 mil-
lion base pairs, and there are about 100 Vh segments that 
have seemingly functional coding sequences and nearly 
as many nonfunctional Vh segments, 10–15 Dh segments 
depending on mouse strain, and four Jh segments. Eight 
constant regions encode the Igh isotypes [4,5]. Vh genes 
encode most of the heavy chain variable region including 
the first two hypervariable loops that form the binding site 
for antigen [6,7]. Dh segments are very short, 10–15 nucle-
otides of coding sequence, but they are critically important 
in the generation of antibody diversity. Dh segments deter-
mine most of the heavy chain’s third hypervariable region 
or complementarity determining region 3 (CDR3) [8–10]. 
In the folded protein’s antigen binding site, this region 
makes major, sometimes dominant, contacts with antigen.

Each set of gene segments has evolved, and continues 
to evolve, via gene addition by duplication, divergence 
through mutation, and loss by nonsense or frameshift muta-
tions or by partial or total deletion. A prominent example is 
the ancestral duplication of the constant region IgG2a gene 
and divergence and alternate gene deletion leaving the pres-
ent IgG2a gene in BALB/c and many other mouse strains 
and the IgG2c gene in C57BL/6 and related strains [11,12]. 
A larger scale case in the Igh-V (Vh) array is the duplication 
of the entire proximal region of the Vh array comprising the 
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interspersed Vh7183 and VhQ52 genes (Ighv5 and Ighv2 
families in Figure 1) from 400 kb in C57BL/6 to 800 kb in 
129 and BALB/c [5].

Alignment of Vh gene sequences and grouping them by 
similarity yields an evolutionary structure of the gene popu-
lation, revealing three major branches or groups, splitting 
further into 15 families of genes that share 80% sequence 
identity. The three groups of Vh genes are an ancient evo-
lutionary division; Vh genes from any vertebrate species 
fall into several or all three of these groups. Vh gene fam-
ily structure is apparently not generally shared beyond 
closely related species [13], although the Vh7183 or Ighv5 
family is found widely [14]. In mice, at least, a family of 
Vh genes occupies a restricted region of the Vh array and 
are interspersed there with other families; the proximal,  
3′ 300 kb region of the Vh locus contains only the inter-
spersed Vh7183 and VhQ52 (Ighv5 and Ighv2) families, the 
distal, 5′ 1.5 Mb portion contains only VhJ558 and Vh3609 

(Ighv1 and Ighv8) genes, and the central 680 kb contains the 
remaining families.

In developing B cells, Vh, Dh, and Jh segments recom-
bine to encode the antigen-binding domain of the antibody 
heavy chain [3]. Each Vh, Dh, and Jh segment is flanked 
by a short DNA sequence called the recombination signal 
sequence (RSS). This sequence is recognized by recombi-
nation activating gene enzymes RAG1 and RAG2. RAG1 
and RAG2 form a complex with additional proteins and act 
to create a loop between the two RSSs, bringing them into 
proximity. The RAG complex then induces double-strand 
DNA breaks and promotes ligation of appropriate coding 
segments via the nonhomologous end-joining machinery 
[15–17].

In the Igh locus, V, D, J, and C gene segments are in 
separate clusters, and all in the same 5′→3′ polarity. VDJ 
rearrangements proceed via serial excisions of intervening 
sequences, D to J, then V to DJ, and loss of the excised 
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FIGURE 1 The genomic structure of the immunoglobulin heavy chain locus. The 2.75 Mb Igh locus is located on the distal region of mouse chro-
mosome 12. (A) The various types of gene segments are represented in different colors: functional Vh segments are red, functional Dh segments are 
green, the four Jh segments are blue, and the eight Ch loci are orange. Nonfunctional Vh and Dh pseudogenes are black. The sequence is from mm10, the 
Dec. 2011 Mus musculus assembly (Genome Reference Consortium Mouse Build 38), documented in NCBI Gene ID: 111507 [http://ncbi.nlm.nih.gov/
gene/?term=111507]. (B) Expanded view of the Dh region; the IgM constant region at the left is orange; the Jh regions are blue; functional Dh segments 
are cyan; nonfunctional Dh, Vh, and Adam6 pseudogenes are gray; the intergenic control region 1 (88) with its two CCCTC-binding factor binding ele-
ments, CBE1 and CBE2, are magenta; and functional Vh genes at the right are red.
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sequences as free closed DNA circles. VDJ recombina-
tion is irreversible, although a secondary V–V replacement 
mechanism occurs at low frequency [18].

3.  GENOMIC ORGANIZATION OF THE 
MOUSE IMMUNOGLOBULIN KAPPA 
LIGHT CHAIN LOCUS

The kappa light chain locus (Figure 2) is even larger than 
the heavy chain locus, extending 3.17 Mb; it too contains 
approximately 100 functional and 60 nonfunctional V 
segments and four functional (plus one nonfunctional) J 
segments [19]. Light chain genes do not use D segments. 
Interestingly, half of all Vk genes are in the opposite polar-
ity to the Jk and Ck loci and must rearrange through a non-
destructive inversion of the portion of the Vk gene array 
between the joining Vk and Jk segments. As a result, many 
Vk segments are retained rather than excised, for poten-
tial use in a secondary rearrangement with any remaining 
downstream Jk segments. This conserves a larger set of Vk 
genes for “B cell editing,” i.e., replacement of an initial 
Vk-Jk choice that yields an antiself antibody or is other-
wise a poor partner for the rearranged heavy chain. There 
seems to be no bias between the excision and inversion 
mechanisms because both sets of Vk genes contain similar 
frequencies of both functional genes and highly expressed 
genes [19].

4.  GENOMIC ORGANIZATION OF THE 
MOUSE IMMUNOGLOBULIN LAMBDA 
LIGHT CHAIN LOCUS

In mice the lambda light chain locus is quite small, 200 kb, 
and of limited diversity (Figure 3). There are two adjacent 
VJC clusters, 5′-V2-V3 (originally termed VλX)-J2C2 fol-
lowed by V1-J3C3-J1C1. The major rearranged combina-
tions expressed in serum antibodies are λ1, V1J1C1, λ2, 
V2J2C2, and λ3, V1J3C3. Rarely, λx, V3J2C2, and V2J3C3 
and V2J1C1 products have been noted [20]. The large dif-
ference in germline-encoded diversity between kappa and 
lambda light chains is reflected in the population of serum 
antibodies that is 95% kappa [20].

5.  B CELL DEVELOPMENT AND 
REGULATION OF V(D)J 
RECOMBINATION

Recombination steps define the stages of development 
in B cells. Before V(D)J recombination, the cells are 
called pre-pro-B cells and are not fully committed to the 
B cell lineage [21–23]. However, at the Igh locus Dh to 
Jh recombination can occur at this stage [24]. Vh to DJh 
rearrangement occurs in the pro-B cell stage, and the 

successful production of a heavy chain protein is nec-
essary to permit the transition from the pro-B stage to 
the pre-B cell stage [25,26]. Upon productive Igh locus 
V(D)J gene rearrangement, cycling large pre-B cells 
express the pre-B cell receptor that, in turn, functions 
to suppress RAG1/2 activity, preventing continued Igh 
locus rearrangement [27]. Large pre-B cells divide sev-
eral times to increase the population of cells with func-
tional heavy chains. Large pre-B cells differentiate into 
resting small pre-B cells [26]. In small pre-B cells, the 
RAG genes are expressed again to allow for Ig light 
chain gene rearrangement [27]. At this point, assuming 
successful recombination, the cells will express a B cell 
receptor. Before the cells are released from the bone mar-
row, they undergo negative selection. Self-antigens are 
presented by antigen-presenting cells such as dendritic 
cells. B-cells expressing receptors with high affinity 
toward self-antigens will undergo apoptosis or additional 
recombination of the light chains [28,29]. Surviving B 
cells migrate to the periphery as naïve cells, waiting to 
be activated by their specific antigens [30].

V(D)J recombination is a highly regulated and ordered 
event. Dh to Jh recombination always precedes Vh to 
DhJh recombination, and recombination of the heavy 
chain locus always precedes recombination of the light 
chain loci [31,32]. Furthermore, Vh to DhJh recombina-
tion occurs on only one allele at a time, although both 
alleles have previously undergone Dh to Jh rearrange-
ment [33]. Such a strict order of events is crucial to ensure 
that each B cell produces antibodies with affinity toward 
a single antigen. Although the expression of RAG genes 
is tightly regulated, the fact that they catalyze all recom-
bination steps means that additional mechanisms need 
to be in place to ensure the ordered progression of rear-
rangement [27]. Hence only at the correct developmental 
stage does an antigen receptor locus become accessible to  
recombination.

The Igh locus is, by default, nonpermissive to V(D)J 
recombination. This state is achieved by several mecha-
nisms, many of which resemble general mechanisms used 
in transcriptional repression. First, the locus is tethered 
at the transcriptionally repressive nuclear periphery [34]. 
The Igh locus is highly enriched for nucleosomes that 
are dimethylated at lysine nine of histone 3, correlating 
with transcriptionally inactive genomic regions [35]. Fur-
thermore, the RSS sequences may act as weak nucleo-
some-positioning sequences, causing the recombination 
sequences to be buried within the histones and inaccessi-
ble to the RAG complex [36]. In addition, the Igh locus is 
decontracted, positioning many of the Vh gene segments 
away from the DhJh elements [34,37]. Recombination of 
the Igh locus requires a reversal of the above-mentioned 
trends. The mechanisms by which this occurs vary for dif-
ferent regions of the locus.
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FIGURE 2 The genomic structure of the immunoglobulin kappa light chain locus. The 3.2 Mb Igk locus is located centrally on mouse chromosome 6. (A) The various types of gene segments are 
represented in different colors: functional Vk segments are red, the four functional Jk segments are blue, and the single Ck locus is orange. Nonfunctional Vk and Jk pseudogenes are black. The down-
stream “recombining sequence” (RS) is green. (B) On this map gene segments on the plus strand are colored red, and those Vk segments on the minus strand that rearrange by inversion are blue. The 
sequence is from mm10, the Dec. 2011 Mus musculus assembly (Genome Reference Consortium Mouse Build 38), documented in NCBI Gene ID: 243469 [http://ncbi.nlm.nih.gov/gene/?term=243469].

http://ncbi.nlm.nih.gov/gene/?term=243469%20
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6.  JUNCTIONAL DIVERSITY

The primary antibody repertoire derives its diversity from 
two sources: combinatorial diversity (mix-and-match 
usage of V, D, and J gene segments) and junctional diver-
sity [38]. Junctional diversity occurs because the RAG1/2 
recombinase makes a covalent hairpin at the coding end. 
Because the hairpin can be opened at any location near 
its end, this can result in a random loss of a small num-
ber of nucleotides at the coding end, or the gain of a few 
base pairs from the opposite strand that is now covalently 
linked to the coding end. These latter nucleotides are 
called “P” nucleotides because they are palindromic to the 
coding end. In addition, tremendous diversity is added to 
the junctions by the nontemplated addition of nucleotides 
to the coding ends by terminal deoxynucleotidyl transfer-
ase [38–41]. This “N” region diversity provides extensive 
diversity to all junctions of Ig and of T cell receptors, 
with the exception of light chains. In mice, there are no N 
nucleotides at the light chain V–J junctions, and in humans 
there is less N addition than in the heavy chain. N region 
diversity is also absent early in ontogeny, greatly restrict-
ing the fetal repertoire of antibodies [42,43].

7.  COMBINATORIAL DIVERSITY

Initial estimates of the diversity of the antibody reper-
toire assumed that all V, D, and J genes recombined with 
equal frequencies, thus making combinatorial associa-
tion of the large number of V, D, and J gene segments a 
major aspect of creating a diverse repertoire. However, 
the advent of polymerase chain reaction (PCR) technol-
ogy provided the means to determine that this was not 
the case, but rather Vh and Vk genes were shown to rear-
range at very different intrinsic frequencies [44–48]. D 
and J genes also were used at different frequencies, but 
the differences were much more modest. Early repertoire 
studies consisted of PCR, cloning, and sequencing, but 

after 30 years of this approach, next generation sequenc-
ing now is producing vastly more detailed studies [49]. 
Nonetheless, early studies demonstrating nonrandom V 
gene usage on a small scale are now substantiated and 
extended by the deep sequencing approach [19,50]. The 
reasons for this unequal V gene usage are myriad.

The quality of the flanking RSS is one factor in the 
nonrandom usage of V genes in the primary repertoire 
[51]. The RSS consists of a conserved heptamer and 
nonamer separated by a spacer of approximately 12 or 
23 bp. Although there is a consensus, very few RSSs 
actually have the full consensus heptamer and nonamer 
sequence. In vitro plasmid-based recombination sub-
strate assays have shown the effect of variation from the 
consensus at each position [52,53]. These studies dem-
onstrated that the first 3 bp of the heptamer are essential. 
The remaining 4 bp of the heptamer can tolerate varia-
tion to a greater extent, with reduction in recombina-
tion frequency of 2- to 50-fold. The nonamer has more 
flexibility and should have a core of 3–5 A’s, flanked 
by non-A’s. Again, recombination substrates have dem-
onstrated the importance of each site. The 12 and 23 bp 
spacers are one or two turns of the DNA helix, respec-
tively. Hence, they can tolerate only a slight variation 
in length, and such variation in length will reduce the 
recombination efficiency. The sequence of the spacer is 
much less conserved than the heptamer and nonamer, but 
some spacer sequences support more recombination than 
others [54,55]. Because the RSS is the binding site for 
the recombinase, one might expect that variation from 
the consensus sequence might support less efficient RAG 
binding, and thus less efficient recombination of that 
gene. Indeed, this has been shown for allelic variants of 
a V gene [56]. However, it has also been demonstrated 
that V genes with identical RSS can rearrange at very dif-
ferent frequencies, thus demonstrating that other factors 
play important roles in V, D, and J gene use [47].

FIGURE 3 The genomic structure of the immunoglobulin lambda light chain locus. The small 200 kb Igl locus is located in the proximal region 
of mouse chromosome 16. The various types of gene segments are represented in different colors: the three Vl segments are red, the three functional 
Jl segments are blue, and the three functional Cl loci are orange. Nonfunctional Jl and Cl pseudogenes are black. The sequence is from mm10, the 
Dec. 2011 Mus musculus assembly (Genome Reference Consortium Mouse Build 38), documented in NCBI Gene ID: 111519 [http://ncbi.nlm.nih.gov/
gene/?term=111519].

http://ncbi.nlm.nih.gov/gene/?term=111519
http://ncbi.nlm.nih.gov/gene/?term=111519
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8.  NONCODING TRANSCRIPTION 
AND IMMUNOGLOBULIN LOCUS 
REARRANGEMENT

It was demonstrated many years ago that J gene and con-
stant region genes undergo robust “sterile” or “germline” 
transcription preceding V(D)J rearrangement at that locus 
[39,57,58]. For many years it was not clear whether this 
made those regions accessible for rearrangement, or if the 
transcription was a byproduct of the fact that the regions 
had been made accessible. Key studies using transcriptional 
terminators inserted into the genome demonstrated that the 
J genes downstream of the terminator rearranged less well, 
providing evidence that the germline transcription directly 
facilitated the accessibility of those downstream gene seg-
ments [59]. We know now that noncoding RNA plays many 
regulatory roles, and these “germline transcripts” through 
the J/C regions at the Igh and Igk loci were among the first 
noncoding RNAs to be identified [60].

In addition to the high abundance of transcripts through 
the J/C region, it was also shown many years ago that the 
V genes underwent germline transcription [61]. These tran-
scripts started at the V gene promoter, proceeded through the 
coding region of the V gene segment, and ended at variable 
sites a little further downstream of the gene. These “sense” V 
gene transcripts were easily observed at the VhJ558 genes, 
but they were much more difficult to observe in other V 
genes. Much more recently, it was demonstrated that there 
is antisense transcription also in the Igh locus [62]. The D 
genes undergo antisense transcription precisely at the stage 
of D to J rearrangement [63], whereas the V gene part of the 
locus is transcribed only after DJ rearrangement has com-
pleted [62]. The precise timing of the antisense transcripts 
to the stage at which those segments are rearranging led to 
the proposal that the transcription was making the region 
accessible for rearrangement, although other hypotheses 
were also proposed [62–64]. Recently, RNA-sequencing  
(RNA-seq) analysis of the Igh locus revealed that there 
were three regions of extensive antisense transcription in 
the Vh locus, all at the distal end of the locus [65]. These 
originated at three of the “PAIR” elements, sites that bound 
Pax5, E2A, and CCCTC-binding factor (CTCF) [66]. RNA-
seq also demonstrated that there is extensive, but low level, 
sense transcription of V genes in the distal half of the locus, 
with lower transcription in the proximal half of the locus. 
Nonfunctional pseudogenes had significantly lower level of 
sense transcripts than functional V genes.

9.  THE PROCESS OF DH–JH 
RECOMBINATION

Dh to Jh recombination of the Igh locus is perhaps the least 
regulated step of V(D)J recombination as it is found on both 
alleles in a majority of B cells [31]. DhJh joints can also be 

detected in the common lymphoid progenitor compartment 
and in a fraction of developing T-lineage cells [67–69]. At 
the time of Dh to Jh recombination, the locus is still tethered 
at the nuclear periphery on its 5′ side, allowing the 3′ end, 
containing the Dh and Jh elements, to extend toward the 
cell’s interior, perhaps allowing it to interact with transcrip-
tion factories [34,70]. The intronic enhancer (Eμ) located 
just downstream of the Jh segments is involved in switch-
ing the Dh and Jh regions of the locus from a repressive to 
an active state, allowing for germline transcription across 
the region [71]. Several transcription factors are involved, 
including E2A, EBF, and Pax5 [72–74]. Transcription, along 
with recruitment of the Swi/Snf chromatin-remodeling  
complex is thought to expose RSS sequences on the 5′ end 
of Jh segments and the 3′ end of Dh segments, allowing 
for their recombination [75]. A successful recombination 
exposes the 5′ RSS of the used Dh segment, targeting it for 
recombination with an upstream Vh segment [35].

10.  EPIGENETICS AND 
IMMUNOGLOBULIN LOCUS 
REARRANGEMENT

The epigenetic status of V, D, and J genes can also impact 
rearrangement. Histone proteins can be posttranslationally 
modified by acetylation and methylation, and indeed there 
is significant variation in the local epigenetic environment 
of each V, D, and J gene. Actively transcribed regions 
acquire trimethylation of lysine 4 on histone 3 (H3K4me3) 
because the H3K4 methyltransferase travels with the RNA 
polymerase II complex [76]. Not surprisingly, therefore, 
the highly transcribed J and C genes have the highest 
amount of H3K4me3 [77,78]. This is of great importance 
for repertoire development, and for ordered rearrangement 
of DJ genes before V to DJ gene segments, because it was 
demonstrated that RAG2 specifically binds to H3K4me3 
[79,80]. Thus, RAG2 will initially be bound at the J genes. 
However, there are also regions of H3K4me3 through-
out the V regions at sites of higher transcription (65). In 
addition, acetylation is found more generally throughout 
actively rearranging loci [81]. Indeed, V genes have been 
demonstrated to have more acetylation when that locus is 
undergoing rearrangement than when the locus is inac-
tive [82]. Histone posttranslational modifications such as 
acetylation and methylation can act as docking sites for 
other chromatin-modifying enzymes, e.g., ATP-dependent 
chromatin-remodeling complexes. These could be impor-
tant because the RSS needs to be exposed to bind the RAG 
complex, and thus nucleosomes may need to be moved 
to achieve this goal [83,84]. Bioinformatic analysis of the 
epigenetic status of each V gene demonstrated that there 
was a correlation of the extent of histone acetylation or 
methylation and rearrangement frequency for the distal 
half of the Igh locus [50].



7Chapter | 1 The Structure and Regulation of the Immunoglobulin Loci

11.  INSULATORS AND 
IMMUNOGLOBULIN LOCUS 
REARRANGEMENT

The transition from a repressive to active chromatin state 
that occurs during Dh to Jh recombination is highly local-
ized and does not extend past the 5′ most Dh segment. 
Recent studies have identified an insulator element located 
5′ of the DhJh cluster that interferes with rearrangement 
of Vh gene elements before DhJh joining [85,86]. The 
insulator element is characterized by the presence of two 
CTCF binding sites, also named the CTCF-binding element 
(CBE). In pre-pro-B cells, these CTCF sites interact with 
CTCF sites downstream of the 3′ regulatory regions, creat-
ing a looped domain that includes all of the Dh and Jh genes, 
but excludes all Vh genes, thus facilitating DhJh rearrange-
ment before Vh to DhJh [87]. Deletion of the CBE results 
in a loss of ordered and lineage-specific Igh locus recom-
bination [88]. This leads to the cardinal conclusion that the 
process of ordered rearrangement is controlled, at least in 
part, by an insulator element, acting to suppress VhDhJh 
gene rearrangement before the formation of a DhJh joint. 
We suggest that after Dh to Jh recombination, this insulator 
is inactivated, plausibly through the removal of cohesin, a 
binding partner of CTCF [85,87,88].

12.  3D STRUCTURE AND COMPACTION 
OF THE IMMUNOGLOBULIN HEAVY 
CHAIN LOCUS

It is well established that the folding of the chromatin 
fiber plays a critical role in genome function. For more 
than a century, the organization of the chromatin fiber has 
been extensively analyzed using light microscopy. Each 
chromosome is folded into its own territory [89–91]. 
The DNA from each chromosome can intermingle with 
other chromosomes at the boundaries, but in general it is 
kept within its own territory [92]. In eukaryotes, DNA is 
restricted to the nucleus throughout most of the cell cycle 
where it is highly compacted. The first level of compac-
tion is achieved by wrapping of the DNA around core 
histones (H2A, H2B, H3, and H4) to form nucleosomes 
[93,94]. Addition of histone H1 brings the nucleosomes 
together in a zigzag pattern to form a fiber approximately 
30 nm in diameter [95]. The exact architecture of the 
chromatin past the 30 nm fiber is still a topic of intense 
study. It has been well established that the level of DNA 
compaction varies throughout the nucleus. Gene poor 
regions and repressed genes tend to be located in highly 
compacted heterochromatin, whereas highly expressed 
genes are present in less compacted euchromatin [96,97]. 
Furthermore, heterochromatin tends to aggregate at the 
nuclear periphery. Highly expressed genes are often found 
near the center of the nucleus where they are thought to 

interact with complexes of polymerases and other fac-
tors, termed transcription factories [98,99]. Other highly 
expressed genes, though, are known to associate with the 
nuclear pores during transcription to expedite nuclear 
export of transcripts [100].

Electron microscopic studies have demonstrated the 
presence of ∼90 kb loops in mitotic cells that assemble into 
rosettes that are comprised of ∼18 loops [101–103]. Sim-
ilar bundles of loops have been seen in interphase nuclei 
[104]. Despite the progress in studying the genomic orga-
nization of the Igh locus, the topology of the Igh locus in 
developing B cells remains unresolved. As a first approach 
to address this critical issue, recent studies have used 3D 
fluorescence in situ hybridization to measure end‐to‐end 
physical distances separating multiple markers across the 
Igh locus. These studies showed that in developing B cells, 
the distance distributions are compatible with a multiloop- 
subcompartment (MLS) model [37]. The MLS model pre-
dicts that the chromatin fiber is structured as rosettes of 
small loops, folding into 1 Mbp domains, connected by 
flexible linkers [105,106]. Furthermore, using computa-
tional geometry, this study revealed the striking conforma-
tional compaction of the Igh topology during the transition 
from the pre-pro-B to the pro-B cell stage [37].

Recent observations have identified CTCF binding 
located directly adjacent to many of the proximal Vh 
segments. This has raised the interesting possibility that 
CTCF helps to position Vh segments at the center of a 
rosette. Such a configuration would permit DhJh segments 
to have equal access to any Vh segment [85,107,108]. The 
comparison of experimental and simulated measurements 
suggests that the distal Vh segments also adopt a rosette-
like structure and are repositioned during B- lineage 
progression to merge with the proximal Vh region clus-
ter [37,73,109]. In theory, this should allow the DhJh 
regions equal access to nearly any Vh segment regardless 
of genomic separation. Although the exact mechanism 
remains to be determined, it has been shown that inter-
leukin-7 signaling as well as Pax5, YY1, and Ezh2 are 
required to promote the merging of proximal and distal Vh 
segments [73,110,111].

13.  CONCLUSION

During the past two decades, much has been learned as to 
how the immunoglobulin loci are organized in terms of their 
genomic structure. Recent studies also have revealed as to 
how the immunoglobulin heavy chain locus is spatially 
structured. However, the majority of these studies have used 
populations of studies to generate statistical topologies. 
What is needed now is to reveal the distribution of struc-
tures in single cells and to determine the mechanics that 
permit V, D, and J elements to encounter each other with the 
appropriate frequencies.
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The Mechanism of V(D)J Recombination

Chapter 2

1.  OVERVIEW

In 1976, the revolutionary discovery was made that the DNA in 
lymphoid cells encoding the antigen receptors is altered from 
that of other somatic tissues and germ-line cells [1]. This DNA 
rearrangement is at the heart of the ability of B and T cells 
to generate a highly diverse array of antigen receptor mole-
cules, allowing a virtually unlimited set of antigen molecules 
to be recognized with a high degree of specificity. A series of 
site-specific recombination events, collectively termed V(D)J 
recombination, serves to assemble antigen receptor genes from 
arrays of gene segments (for additional reviews on this topic 
see Refs [2–5]). Defects in the V(D)J recombination mecha-
nism can result in immunodeficiencies, such as severe com-
bined immunodeficiency and Omenn syndrome.

The process of V(D)J recombination can be divided into 
two highly coordinated stages: DNA cleavage and repair. 
In broad terms, rearrangement is initiated by the lymphoid-
specific proteins recombination-activating gene (RAG) 1 
and RAG2 [6,7]. In the first phase of this process, RAG1 
and RAG2, aided by either of the DNA-binding/bending 
proteins high mobility group box protein (HMGB) 1 or 
HMGB2 [8], bind to the recombination signal sequences 
(RSSs) that flank each gene segment and introduce a 
 double-strand break (DSB) between the RSS and the flank-
ing coding DNA (Figure 1(A)). The DNA ends generated 
by cleavage are asymmetrical, with the coding end cova-
lently sealed into a hairpin and the signal end present as a 
5′-phosphorylated blunt DNA end [9–11]. This first stage 
of V(D)J rearrangement is the point at which most of the 
regulation of the recombination reaction is imposed.

The second phase of V(D)J recombination, end process-
ing and end joining, involves RAG1 and 2 as well as the 
DNA-repair proteins of the nonhomologous end joining 

(NHEJ) pathway [12]. The broken DNA generated by RAG 
cleavage can be resolved through several different mech-
anisms. The first is standard V(D)J joining, in which the 
hairpins are opened and joined imprecisely to each other to 
form a coding joint (CJ) and the two signal ends are ligated 
together, to generate a signal joint (SJ) (Figure 1(A)). Join-
ing is mediated by components of the NHEJ DNA repair 
pathway (reviewed in Refs [2,12]). Alternatively, two non-
standard products of V(D)J recombination can be generated 
by the joining of signal ends to coding ends [13]. Rejoining 
of a signal to its original coding flank yields an open and 
shut joint, whereas joining of a signal to its reaction part-
ner’s coding flank generates a hybrid joint. Finally, RAG1/2 
bound to the signal ends can catalyze the transpositional 
attack of the signal ends on unrelated target DNA [14,15]. 
The mechanisms and factors involved in each of these reac-
tions are considered separately later in this chapter.

This chapter considers in detail what is known about the 
V(D)J recombination reaction including the biochemistry 
of the cleavage reactions, the activities of the RAG proteins, 
and the regulation of recombination.

2.  ANTIGEN RECEPTOR GENE ASSEMBLY

Immunoglobulin (Ig) genes and T cell receptor (TCR) genes 
exist in the germ line as linear arrays of clustered gene seg-
ments. During V(D)J recombination, the many germ-line V 
(variable), in some cases D (diversity), and J (joining) seg-
ments undergo stochastic rearrangement, with one V, one D 
in some cases, and one J segment being brought together by 
several highly coordinated DNA cleavage and repair steps, 
resulting in extensive combinatorial diversity (Figure 2). 
Lymphocyte antigen receptor diversity is enhanced by the 
imperfect joining of the V, D, and J segments, resulting in 
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junctional diversity. Each Ig molecule is made up of two 
identical heavy chains (IgH) and two identical light chains 
(IgL), and the many different possible combinations of indi-
vidual IgH and IgL polypeptide chains that pair up to form 
a functional lymphocyte antigen receptor add an additional 
layer of combinatorial diversity [16–18].

Seven antigen receptor loci exist: TCR α, β, γ, and δ 
and Ig H, κ, and λ. Ig κ and λ are the two IgL loci. All loci 
contain V and J segments, whereas three (TCR β and δ and 
IgH) also contain D segments between the V and the J clus-
ters. The heterodimeric immune receptors are always com-
posed of one polypeptide derived from a locus containing 
V, D, and J elements and one from a locus with just V and J 
elements. At each locus, the variable region exon consisting 
of VJ or VDJ elements created during V(D)J recombination 
is then fused to a C (constant) region through RNA splic-
ing. There are several IgH constant regions, each of which 
corresponds to a different Ig isotype. The incorporation 
of some IgH constant regions is determined by a separate 
somatic DNA rearrangement process, class-switch recom-
bination, which is discussed in later chapters.

In the germ-line configuration, gene segments to be 
recombined are flanked by RSSs, each of which contains 

two highly conserved sequence elements, a heptamer (con-
sensus sequence 5′-CACAGTG-3′) and a nonamer (consen-
sus sequence 5′-ACAAAAACC-3′), separated by a spacer 
of conserved length (12 or 23 bp ± 1) but poorly conserved 
sequence. These are referred to as the 12RSS and the 23RSS, 
respectively (Figure 3). Efficient recombination occurs only 
between a 12RSS and a 23RSS (the “12/23 rule”), helping to 
ensure that the correct types of gene segments are joined. All 
segments of a particular type (e.g., Vκ segments) are flanked 
by one type of signal, and all the segments to which they could 
be joined (Jκ) are flanked by the opposite type. In the IgH 
locus, the 12/23 rule ensures that V segments recombine with 
D segments, but not directly to J segments (Figure 3) [5,17].

The 12/23 rule is not sufficient, however, to account for 
the rearrangement patterns observed at the TCRβ locus. 
At this locus, the Vβ segments are flanked by 23RSSs and 
Jβ segments by 12RSSs, whereas the Dβ segments have a 
5′ 12RSS and a 3′ 23RSS. Direct Vβ to Jβ joining is rarely 
observed in vivo, although it would be in accordance with 

FIGURE 1 Schematic of V(D)J recombination. (A) A RAG1/RAG2/
HMGB1 complex can bind a single RSS, forming a signal complex (SC), 
which then captures another RSS to form the paired complex (PC). Under 
physiological conditions, nicking can occur in the SC or PC, but hairpin 
formation can occur only in the context of the PC. After cleavage, hairpin 
coding ends and blunt signal ends are processed by the nonhomologous 
end-joining pathway, creating an imperfectly joined coding joint (imper-
fect joining indicated by purple section between coding gene segments) 
and a perfectly joined signal joint. (B) RAG-mediated DNA cleavage 
occurs in two steps, nicking and hairpin formation. Triangle depicts RSS, 
flanking coding gene segment is omitted for clarity. HO, hydroxyl group; 
HMGB1, high mobility group box protein 1; RSS, recombination signal 
sequence; RAG, recombination-activating gene; NHEJ, nonhomologous 
end joining.

VH VH

VL VL

H H H

FIGURE 2 Schematic of V(D)J recombination in the immunoglobu-
lin heavy chain locus. The germ-line immunoglobulin heavy chain (IgH) 
locus is composed of many V (variable), D (diversity), and J (joining) gene 
segments upstream of the constant (C) regions. For simplicity, only one 
C region is depicted. During the stochastic gene rearrangement process 
of V(D)J recombination, one D gene segment is rearranged to join one J 
gene segment (D–J rearrangement). A second recombination event rear-
ranges one V gene segment to join the previously rearranged DJ gene seg-
ment (V–DJ rearrangement), creating the functional VH exon that encodes 
the variable domain of the immunoglobulin heavy chain. Not shown: the 
immunoglobulin light chain loci Igλ and Igκ are composed of many V and 
J gene segments, and a separate V(D)J recombination event in either the 
Igλ or the Igκ locus results in V to J recombination, yielding the functional 
light-chain variable domain. The immunoglobulin schematic depicts the 
contribution of the V, D, and J gene segments to the variable domains of the 
IgH and IgL chains. Disulfide bonds are shown as black lines.
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the 12/23 rule. In vivo, Vβ gene segments preferentially 
recombine with the 12RSS 5′ of a Dβ gene segment over 
any of the 12RSSs flanking the Jβ gene segments, a restric-
tion termed the “beyond 12/23 (B12/23) rule” [19,20]. 
The B12/23 restriction is largely enforced by the intrinsic 
properties of interactions within the functional cleavage 
complexes (discussed later) containing the TCRβ DNA sub-
strates, the RAG proteins, and HMGB1 or 2 [21–23].

The RSSs are all that is required to render a piece of 
DNA a substrate for V(D)J recombination. The orienta-
tion of the RSSs with respect to each other determines the 
outcome of the reaction. Deletional V(D)J recombination 
occurs when the flanking RSSs are oriented in opposite 
directions, resulting in retention of the CJ in the chromo-
some and deletion of a circular molecule containing the SJ. 
Alternatively, recombination can lead to inversion of the 
DNA between the RSSs with retention of both the SJ and 
the CJ in the chromosome (Figure 4). Both of these arrange-
ments are found in vivo [24–26].

3.  RECOMBINATION SIGNAL SEQUENCES

Although the consensus RSS is cleaved and recombined most 
efficiently, and thus most in vitro experiments have used con-
sensus sequences, virtually all endogenous RSSs vary from 
the consensus in some positions [27]. Only the first three 
nucleotides of the heptamer (CAC) are 99–100% conserved 

and are absolutely required for cleavage. The remaining posi-
tions exhibit 77–91% conservation [27,28]. Similarly, not all 
positions of the nonamer are equally conserved. In the nona-
mer, the cytosine at the second position and several adenines 
in the A tract are over 85% conserved. The remaining nona-
mer positions show 56–77% conservation [27]. This distribu-
tion of sequence conservation has functional correlates, with 
the most highly conserved positions of the nonamer being 
most important for initial protein binding and the conserved 
heptamer positions being required for efficient RAG-medi-
ated cleavage [28,29]. The spacer sequences are much less 
conserved than the heptamer or nonamer sequences, with 
conservation at individual positions ranging from 29% to 
68%. Nonetheless, the sequence of the spacer can have a sub-
stantial effect on RSS recombination efficiency [30].

Although both a heptamer and a nonamer sequence 
are required for efficient DNA cleavage, in the complete 
absence of a heptamer, the nonamer alone can still direct 
some nicking (but no hairpinning) under permissive con-
ditions in vitro. This somewhat imprecise and very ineffi-
cient nicking occurs at the boundary of where the heptamer 
would have been in a 12RSS or 23RSS (that is, 19 or 30 
nucleotides from the 5′ end of the nonamer), as if the pro-
teins reach out a defined distance from the bound nonamer. 
Under the same permissive in vitro conditions, substrates 
containing a heptamer alone also work, although cleavage 
is reduced severalfold [29,31].

The length of the spacer sequence is also important. The 
length difference between the 12RSS and the 23RSS is almost 
precisely one helical turn. Adding an extra one-half helical turn 
(spacer length of 18 or 29 bp) substantially inhibits cleavage, 

FIGURE 3 Diagram of the IgH locus and recombination signal 
sequence. (A) The germ-line immunoglobulin heavy chain locus (IgH) 
contains many V, D, and J gene segments (for simplicity, only two or three 
segments are shown for each), each of which is flanked by a recombination 
signal sequence (RSS) (triangles). (B) The consensus RSS is depicted as a 
gray triangle containing the consensus heptamer and nonamer sequences. 
For simplicity, only top-strand sequences are shown. The heptamer and 
nonamer sequences are separated by a poorly conserved 12 (blue) or 23 
(red)-bp spacer. Recombination activating gene (RAG)-mediated DNA 
cleavage occurs at the 5′ border of the heptamer, cleaving between the 
heptamer and the gene segment (coding flank).

FIGURE 4 Deletional and inversional V(D)J recombination. (A) The 
intervening sequences between the recombining coding segments are 
deleted when the 12 and 23 RSSs are oriented as depicted, forming a CJ 
on the chromosome and an SJ on an extrachromosomal circle. (B) RSSs 
oriented in the same direction along the chromosome, as depicted, lead 
to inversional V(D)J recombination, in which both CJ and SJ remain in 
the chromosome. SJs are typically joined precisely end to end, and CJs 
are imperfectly joined, as indicated by the purple section between coding 
gene segments. RSS, recombination signal sequence; CJ, coding joint; SJ, 
signal joint.
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below that seen with an isolated heptamer, whereas adding one 
full turn (spacer length of 33 or 34 bp) permits a substantial 
level of cleavage [29,31]. Taken together these results suggest 
that the heptamer and nonamer can each function individually 
and can act together synergistically with the proper spacing, 
but they conflict when the spacing is wrong.

In addition to the RSS, the first two or three nucleotides 
of the coding flank immediately abutting the heptamer of 
the RSS can have considerable effects on the efficiency of 
the recombination reaction. Although most sequences are 
essentially neutral, certain nucleotide combinations can be 
favorable or unfavorable to the reaction. The effect of the 
coding flank sequence appears to be primarily at the cleav-
age phase of V(D)J recombination [29,31,32]. This may be 
related to the structural distortion of the coding flank and 
heptamer regions during cleavage, as discussed later.

The variation in endogenous RSS sequences and coding 
flanks has an effect on their cleavage efficiency, and this has 
an impact on gene segment usage in the antibody or TCR 
repertoire. In addition, other factors, including RSS acces-
sibility within chromatin, nuclear localization, and antigen 
receptor locus architecture, all play roles in the control of 
V(D)J recombination targeting and the tightly regulated  
order of recombination events in vivo [4], though their  
specific contributions are still under investigation.

4.  BIOCHEMISTRY OF V(D)J CLEAVAGE

V(D)J cleavage requires only RAG1 and RAG2, a divalent 
metal ion, and a DNA substrate containing the RSS [33]. 
In addition, the nonspecific DNA-bending protein HMGB1 
(or HMGB2) plays an important role in augmenting the 
reaction. No external source of energy is needed [33,34]. 
DNA cleavage in V(D)J recombination occurs in two sepa-
rable steps. First, the top strand is nicked 5′ of the RSS pre-
cisely at the heptamer-coding flank junction, generating a 3′ 
hydroxyl group. In the second step, this 3′ hydroxyl attacks 
the phosphate on the bottom strand of the DNA, performing 
direct transesterification and resulting in a double-stranded 
DNA (dsDNA) break with a hairpin coding end and a blunt 
signal end [33,35] (Figure 1(B)) During hairpin formation, 
the energy required for the formation of the new bond is 
derived from the breakage of the old one. Stereochemi-
cal studies have shown that a covalent bond between the 
RAG proteins and the DNA is not formed [35]. This distin-
guishes the RAG cleavage reaction from that of a number 
of other site-specific recombinases, such as Cre, Flp, and 
Lambda-Int, which rely on a covalent intermediate. Instead, 
the mechanism used by RAG1/RAG2 is similar to that of 
bacterial transposases and HIV integrase [35–37].

The V(D)J recombinase machinery can first assemble 
on a single 12 or 23RSS, creating a signal complex (SC) in 
which nicking can occur. Most evidence suggests that the 
paired complex (PC), which contains both a 12RSS and a 

23RSS, is then formed by the “capture model,” in which 
one SC captures the appropriate partner RSS to form the 
PC, maintaining the same protein content in both the SC and 
the PC [38–41]. However, there is not universal agreement 
with the capture model. Some studies favor the “association 
model,” in which two preformed SCs associate to form the 
PC [42,43]. Under physiological conditions, dsDNA breaks 
are generated only by “coupled cleavage” in the PC [44] 
(Figure 1(A)). These conditions are reproduced in vitro by 
the use of magnesium (Mg2+) as the divalent metal cation 
in the reaction.

Alteration of the structure of the substrate DNA sug-
gests that DNA unpairing and structural distortion play a 
role in V(D)J cleavage [29,31]. More recent studies sug-
gest that base-flipping of a nucleotide in the coding flank 
may play an important role. Use of abasic substrates 
identified a nucleotide in the bottom strand of the cod-
ing flank as a candidate for base-flipping during V(D)J  
recombination. An RSS substrate with an abasic site at 
that location was capable of hairpin formation in the 
absence of a partner RSS, permitting uncoupled cleav-
age [45]. Potassium permanganate footprinting has also 
been used to examine distortion at the coding flank due 
to its selective oxidation of single-stranded or extraheli-
cal thymines in DNA. The same nucleotide in the coding 
flank identified by the abasic substrate experiments was 
found to exhibit permanganate hypersensitivity when a 
pair of prenicked 12/23RSS oligonucleotide substrates is 
incubated in the presence of RAG1, RAG2, and HMGB1 
[46,47]. This permanganate sensitivity is similar to that 
found in the DNA substrates of the Tn5 and Tn10 trans-
posases, which flip out a thymine base during their cleav-
age reaction. Like RAG1/2, Tn5 and Tn10 also perform 
DNA recombination via a nicked and subsequently hair-
pinned DNA intermediate [48,49].

After coupled cleavage, the recombinase proteins and 
both the coding and the signal ends are contained in a post-
cleavage complex [50,51], from which the coding ends are 
rapidly shepherded to the NHEJ proteins for end processing 
and joining (discussed in Section 18.6). The hairpin-sealed 
coding ends are first opened by a complex of the proteins 
Artemis and DNA-dependent protein kinase catalytic sub-
unit (DNA-PKCS), generally resulting in P (palindromic) 
nucleotides due to hairpin opening occurring two nucleo-
tides 3′ of the tip of the hairpin [52]. The ends are then pro-
cessed by other ubiquitous proteins of the NHEJ pathway, 
resulting in addition of N (nontemplated) nucleotides and 
deletion of nucleotides by nucleolytic trimming, before 
being joined to form a CJ. This coding-end processing is 
responsible for the imprecise joining of the V, D, and J seg-
ments, which creates junctional diversity. The signal ends 
are generally precisely joined to each other by the NHEJ 
pathway, forming an SJ that is in many cases lost from the 
genome [12].
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5.  RAG1 AND RAG2

The Rag1 and Rag2 genes are not homologous to each other, 
but highly conserved homologs of both genes have been 
identified in all jawed vertebrates studied. In all species 
examined thus far Rag1 and Rag2 are tightly linked, and in 
most species, the entire open reading frame of each gene is 
contained within a single exon, both features that are more 
commonly found in prokaryotic than in eukaryotic organ-
isms. These findings, along with mechanistic similarities 
between RAG-mediated DNA cleavage and that of some 
transposases, suggest that the RAG genes evolved from 
an ancient transposable element, though conclusive evi-
dence of this evolutionary origin has not yet been identified 
[53,54]. The amino acid sequences of murine and human 
RAG1 and RAG2 are 90% and 88% identical, respectively 
[6,55], and most studies of RAG protein biochemistry have 
used the mouse proteins. In addition, because the minimal 
functional truncation mutants, core RAG1 and RAG2, are 
more soluble in vitro than the full-length proteins, most 
in vitro biochemical experiments to date have used the core 
proteins. However, the noncore regions have been found to 
play essential roles in ensuring physiological V(D)J recom-
bination in vivo. Mice expressing core RAG1 or RAG2 in 
the absence of the wild-type protein exhibit reduced V(D)
J recombination efficiency and fidelity as well as defective 
ordering of gene segment rearrangement [56–60].

Full-length murine RAG1 is a 1040-amino-acid polypep-
tide, with the minimal core protein capable of recombination 

encoded by residues 384–1008 [61,62]. Distinct domains 
within core RAG1 include the nonamer-binding domain 
(NBD), which forms a tight dimer and binds to the RSS 
nonamer [63,64]; the central domain, which interacts with 
RAG2 and preferentially binds the heptamer sequence in 
single-stranded DNA (ssDNA) [65]; and the C-terminal 
domain (CTD), which dimerizes and can bind dsDNA 
nonspecifically [66,67] (Figure 5(A)). The Asp and Glu 
residues that comprise the catalytic triad, also known as the 
DDE motif, are located within the central and C-terminal 
domains [68–70]. The catalytic triad in the recombinase 
active site is thought to coordinate Mg2+ ions that can acti-
vate a water molecule for nucleophilic attack on the DNA 
[71]. The CTD is also implicated in the interaction with the 
nuclear importin karyopherin α (KPNA) 2, which has been 
shown to regulate RAG1 nuclear localization [72,73]. Under 
most in vitro conditions, core RAG1 forms a tight dimer 
in solution [74–77]. Higher-order oligomers (tetramer and 
octamer) may be favored under conditions of low salt con-
centration (0.2 M NaCl) or higher temperature (25–37 °C) 
[78,79], but the physiologic relevance of these higher-order 
RAG1 oligomers is unclear.

The noncore regions of RAG1 include the central 
noncore domain (CND), which contains several motifs 
involved in coordinating zinc ions and binds dsDNA 
weakly and nonspecifically [80]. The CND also interacts 
with nuclear importin KPNA1, but this interaction does not 
mediate RAG1 nuclear transport [72,81]. The zinc dimer-
ization domain, located just N-terminal to the NBD of 

FIGURE 5 Schematic of RAG1, RAG2, and HMGB1 proteins. Murine RAG1 (A) and RAG2 (B) contain minimal core regions (gray) sufficient 
for RAG-mediated cleavage in vitro. RAG1 core contains the DDE active-site residues. Noncore regions (white) are important for V(D)J recombination 
in vivo and include RAG2 Thr490, which is phosphorylated in a cell-cycle-dependent manner, leading to RAG2 ubiquitylation and degradation. Core 
(black) and noncore (white) domains are indicated below the full protein diagram. (C) HMGB1 contains DNA-binding HMG box domains A and B (rect-
angles) and C-terminal acidic tail (rounded rectangle). Basic linkers between domains are depicted as thick black lines. CND, central noncore domain; 
ZDD, zinc dimerization domain; NBD, nonamer-binding domain; CTD, C-terminal domain; RSS, recombination signal sequence; KPNA, karyopherin α; 
RING, really interesting new gene; Zn, zinc cation; PHD, plant homeodomain; H3K4me3, trimethylated lysine 4 of histone H3.
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core RAG1, dimerizes and contains a RING (really inter-
esting new gene) finger and a C2H2 zinc finger [82,83]. 
The RING finger has been identified as an E3 ubiquitin 
ligase that can ubiquitylate RAG1 itself, KPNA1, and 
histone H3 [84–86], although the significance of this E3 
ubiquitin ligase activity in vivo has not been determined. 
The extreme N-terminal region of RAG1 interacts with an 
E3 ubiquitin ligase complex containing VprBP, DDB1, 
Cul4A, and Roc1 [87].

Murine RAG2 is a 527-amino-acid polypeptide. Like 
RAG1, RAG2 has a minimal core region necessary for 
catalysis (amino acids 1–383) [88,89]. Less is known 
about the structure and function of RAG2 than those of 
RAG1. Based on amino acid sequence analyses, core 
RAG2 is predicted to form six Kelch-like motifs that 
assemble into a six-bladed β-propeller structure [90]. 
This structure is attached via a flexible acidic hinge to a 
structurally characterized plant homeodomain that specifi-
cally binds trimethylated lysine 4 on histone H3 [91,92]  
(Figure 5(B)). The far C-terminal region of RAG2 contains 
Thr490, which is phosphorylated in a cell-cycle-dependent 
manner, resulting in ubiquitylation and proteasomal degra-
dation [93–96]. The far C-terminal region also contains a 
nuclear localization signal, which interacts with importin 
5 and can mediate RAG2 nuclear transport [97]. Recent 
studies using RAG2 core knock-in mice have shown that 
the RAG2 C-terminus also plays an important role in 
maintaining genome integrity during V(D)J recombina-
tion in vivo [98,99]. RAG1 and RAG2 have been found 
to associate by coimmunoprecipitation, copurification, 
and pulldown assays, and this interaction has been local-
ized primarily to the central domain of RAG1 and to core 
RAG2, specifically the sixth predicted Kelch repeat motif 
[67,100–102].

6.  A ROLE FOR HMGB1 IN V(D)J 
RECOMBINATION

The high mobility group box proteins HMGB1 and HMGB2 
were identified as a component of the V(D)J recombinase 
through an effort to isolate factors in whole-cell extract that 
stimulate RSS cleavage [8,103]. In vitro, the RAG1 and 
RAG2 proteins alone are necessary and sufficient to cata-
lyze the cleavage reaction. They can efficiently assemble on 
a 12RSS where nicking and, in the presence of a 23RSS, low 
levels of hairpin formation can occur. However, the RAG 
proteins alone bind and nick the 23RSS at very low levels, 
and coupled hairpin cleavage at the 23RSS is nearly unde-
tectable [33,104]. HMGB1 and 2 enhance 23SC formation, 
incorporating stably into the complex and stimulating nick-
ing while suppressing aberrant nicking at inappropriate sites 
within the 23RSS. With the addition of a partner 12RSS, 
HMGB1 stimulates coupled cleavage of both the 12RSS 
and the 23RSS by more than 100-fold in vitro, achieving 

a level of coupled cleavage that would be physiologically 
relevant for V(D)J recombination in vivo [8].

HMGB1 and 2 are sequence-nonspecific DNA-binding  
proteins found only in vertebrates. HMGB1 and 2 are 
highly homologous and each contains two DNA-binding 
HMG-box domains, which bind in the minor groove, con-
nected via basic linkers to each other and to a highly acidic 
C-terminal tail domain (Figure 5(C)) [105]. HMGB1 and 
HMGB2 are structurally and functionally very similar, and 
as a cofactor in V(D)J cleavage, they have been found to be 
functionally redundant in vitro [8,106,107]. For simplicity, 
we refer only to HMGB1 hereafter.

HMGB1 binds DNA without sequence specificity 
but binds B-form DNA weakly, preferring noncanoni-
cal DNA structures such as ssDNA and four-way junc-
tions [108]. HMGB1 binding can also introduce DNA 
bends via partial intercalation of hydrophobic residues 
[109,110]. Within HMGB1, box A favors binding to 
distorted DNA structures, whereas box B can introduce 
up to a 90° bend in the DNA structure. The acidic tail 
domain makes extensive contacts with the DNA-binding 
surface of both HMG boxes, which regulates HMGB1 
DNA binding by acting as a DNA mimetic, resulting in 
a “closed” HMGB1 conformation incapable of binding 
DNA [111].

Studies have identified the components of the 
HMGB1 protein essential for stimulation of RSS cleav-
age [106,112–114]. Although either HMG box, A or B, 
alone can be incorporated into the RAG1–RAG2–DNA 
complex, enhancement of V(D)J cleavage is much more 
efficient with the addition of the tandem box protein. In 
addition, the intercalating residues play a role in stimulat-
ing RAG-mediated RSS binding and cleavage [112–114]. 
The HMGB1 acidic tail is not required for enhancing 
23RSS cleavage. Its deletion increases nonspecific DNA-
binding activity and rescues some HMGB1 mutants 
unable to promote 23SC formation when linked to the 
acidic tail [112]. HMGB1 demonstrates both association 
with the RAG1 NBD in the absence of RSS [107] and 
RSS binding in the absence of RAG1 [106], but HMGB1 
is recruited into a ternary HMGB1–RAG1–RSS complex 
much more efficiently than to either RAG1 or RSS alone 
[115]. Circular permutation analyses and fluorescence 
resonance energy transfer experiments using fluorophore-
labeled 23RSS have shown that addition of HMGB1 
enhances the DNA bend induced by the RAG1–RAG2 
complex [107,116].

Genetic evidence for the role of HMGB1 in V(D)J 
recombination in vivo has been difficult to obtain because 
of the functional redundancy and the diverse but essential 
roles of the HMGB1 and HMGB2 proteins in a variety of 
nuclear processes. Single-knockout mice do not display 
obvious defects in V(D)J recombination or lymphocyte 
development [117,118], and Hmgb1−/−:Hmgb2−/− double 
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knockouts are lethal [119]. Evidence for the importance 
of HMGB1 in V(D)J recombination has been generated by 
one-hybrid and extrachromosomal recombination assays 
in cell culture, demonstrating that HMGB1 overexpres-
sion increases RSS-binding by RAG1 alone or RAG1 and 
RAG2, and increases recombination of a V(D)J plasmid 
substrate [107]. These data indicate that, despite its rela-
tive abundance in the nucleus, HMGB1 is limiting for 
V(D)J recombination, suggesting its importance for V(D)J 
recombination in vivo.

7.  RECOMBINATION COMPLEXES: 
ANALYSIS OF STOICHIOMETRY  
AND ORGANIZATION

The stoichiometry and organization of the SC and PC have 
been the subject of extensive study and debate, and many 
questions remain unanswered. Most studies have shown 
that the SC on either the 12RSS or the 23RSS contains a 
very tight dimer of RAG1 that cannot reassort in solution 
and either one or two molecules of RAG2 that can reassort 
in solution [41,74,76,120]. The addition of HMGB1 to the 
binding reaction supershifts the RSS-bound complex with-
out altering the RAG1/RAG2 protein stoichiometry [41], but 
the number of HMGB1 molecules within the RSS-bound 
precleavage complex has not been addressed. The RAG1/
RAG2 stoichiometry of the PC is less clear, with sugges-
tions that it contains the same proteins as the SC [40,41], 
consistent with the “capture model” of PC assembly that 
is supported by additional evidence [38,39]. However, two 
studies suggest that the PC contains twice the RAG protein 
content of the SC, supporting the “association model” of 
assembly [42,43]. The postcleavage signal end complex, 
composed of RAG1 and RAG2 plus both a 12RSS and a 
23RSS that are precleaved and thus lack a coding flank, 
was found to have a RAG1:RAG2:HMGB1 stoichiometry 
of 2:2:1 [121].

DNA footprinting and interference as well as ultraviolet 
(UV) crosslinking experiments have been used to identify 
locations on the RSS bound by the RAG proteins. DNase I 
footprinting, as well as ethylation, methylation, and potas-
sium permanganate interference, has shown that RAG1 
alone makes extensive phosphate backbone contacts in the 
nonamer and nonamer-proximal spacer on one side of the 
DNA helix on both the 12RSS and the 23RSS [122–124]. 
Base-specific interactions were observed only in the nona-
mer [122,124], consistent with surface plasmon resonance 
experiments and the recent crystal structure of the nonamer 
bound by the RAG1 NBD [63,64]. The addition of RAG2 
extends both phosphate-backbone and base-specific inter-
actions to the 3′ end of the heptamer and the heptamer-
proximal spacer on the 12RSS, which are on the same side 
of the DNA helix as the nonamer and nonamer-proximal 
spacer contacts present for both RAG1 alone and RAG1 

plus RAG2. In the absence of HMGB1, however, neither 
protection nor interference is observed at the heptamer of 
the 23RSS [122–124]. UV crosslinking experiments of RSS 
incubated with both RAG1 and RAG2 demonstrate robust 
RAG1 and weak RAG2 crosslinking to the coding flank 
and heptamer [125]. Overall, these studies show that RAG1 
alone can bind to the nonamer with some sequence speci-
ficity, and they suggest that the addition of RAG2 induces 
a change that allows RAG1 to bind the RSS at the heptamer 
in addition to the nonamer; this could then allow RAG1 to 
assemble the enzymatic active site at the heptamer-coding 
flank border.

Similar footprinting, interference, and UV crosslinking 
experiments with complexes containing HMGB1 have not 
been as extensive but have indicated a role for HMGB1 in 
DNA binding at the RSS. One study of HMGB1 in the SC 
using prenicked substrates demonstrated UV crosslinking 
of HMGB1 in the heptamer and heptamer-proximal spacer 
regions of the 12RSS and predominately in the center of 
the spacer of the 23RSS. These sites of HMGB1 cross-
linking on the 23RSS are on the side of the DNA opposite 
those in contact with the RAG proteins in previous interfer-
ence studies. In contrast to these UV crosslinking results, 
interference footprinting experiments on intact RSS suggest 
that HMGB1 is located at the nonamer-proximal end of the 
spacer [106]. Addition of HMGB1 to the 23SC extends the 
nonspecific protein-phosphate backbone interactions into 
the spacer immediately 5′ of the nonamer as well as to 
the heptamer-spacer junction of the 23RSS, where there 
are new base-specific contacts as well, creating a DNA 
interference footprint in the heptamer-spacer junction that 
is very similar to that of the RAG proteins in the 12SC. 
As HMGB1 has two DNA-binding HMG boxes with 
slightly different DNA binding and bending properties, 
it has been speculated that one HMG box may bind near 
the heptamer to stabilize the RAG-induced DNA bend, 
whereas the other binds near the nonamer, facilitating  
DNA bending [126].

The results of investigations into RAG1 and RAG2 bio-
chemistry as well as SC and PC stoichiometry and orga-
nization have been combined to create a model for the 
binding of RAG1 to a 12/23RSS pair, with much more ten-
tative suggestions for RAG2 and HMGB1 locations as well  
(Figure 6) [126]. The finding that the RAG1 DDE active-
site motif is contributed by one RAG1 protomer (of a RAG1 
dimer) and the NBD is contributed by the other RAG1 pro-
tomer has led to a trans cleavage model [120] in which each 
RSS is in contact with both RAG1 protomers in a dimer. 
This model is consistent with electron microscopy studies 
[121], the crystal structure of the NBD dimer bound to DNA 
[64], and most functional studies. Investigation into the 
structure and orientation of the 12 and 23RSS in the PC sug-
gests that the RSSs are not planar but rather cross over each 
other, each bent in a U-shaped configuration that may be 
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organized around a RAG protein core [116,127]. Despite the 
fairly detailed understanding of the interaction between core 
RAG1 and RSS within the paired complex, there remain 
many unanswered questions about the locations and roles of 
RAG2, HMGB1, and the noncore regions of RAG1.

8.  V(D)J RECOMBINATION IS TIGHTLY 
REGULATED DURING LYMPHOCYTE 
DEVELOPMENT

Given the importance of generating functional B and T cell 
antigen receptors and the need to protect the integrity of the 
genome from inappropriate RAG-catalyzed DNA double-
strand breaks, it is essential that V(D)J recombination is 
tightly regulated to ensure that DNA double-strand breaks 
are generated at the right place (i.e., the appropriate antigen 
receptor locus) and the right time (i.e., the appropriate stage 
of lymphocyte development). Indeed, the process of V(D)
J recombination is strictly regulated at multiple levels: tis-
sue specificity (rearrangement occurs only in lymphocytes); 
lineage specificity (complete Ig gene assembly occurs only 
in B cells; complete TCR gene assembly occurs only in 
T cells); developmental-stage specificity (IgH genes are 
assembled in pro-B cells while Igκ/λ genes are assembled in 
pre-B cells; TCRβ genes are assembled in CD4−CD8− (DN) 
pro-T cells while TCRα genes are assembled in CD4+CD8+ 
(DP) pre-T cells); temporal ordering (D–J joining occurs 
on both alleles before V–DJ joining occurs on one allele); 
allelic exclusion (productive rearrangement of a given anti-
gen receptor gene on one allele prevents rearrangement on 
the other allele); isotypic exclusion (productive rearrange-
ment of the κ isotype of the immunoglobulin light chain 
prevents rearrangement of the λ isotype and vice versa); and 
cell cycle specificity (rearrangement occurs only during G0/
G1) (Figure 7).

Certain aspects of this regulation are RAG-intrinsic 
and are easily explained. For instance, the tissue specific-
ity of V(D)J recombination can be explained by the lym-
phoid-restricted expression pattern of RAG1 and RAG2 
[7]. Similarly, the cell cycle specificity can be explained 
by RAG2’s accumulation in G0/G1 cells, followed by its 
regulated degradation at the G1–S transition [94]. This cell 
cycle-regulated degradation of RAG2 results from cyclin 

FIGURE 6 Model of paired complex protein organization. A core 
RAG1 dimer plus two monomers of RAG2 and one HMGB1 molecule 
are depicted binding a 12RSS (black) and a 23RSS (gray) to form a paired 
complex. Each RAG1 protomer (red, blue) is depicted as primarily binding 
the nonamer (white rectangles) of one RSS and the heptamer (white rect-
angles) of the opposite RSS. Although the majority of the RAG1–nonamer 
contacts are made by the nonamer-binding domain (NBD) as depicted, the 
two NBDs are known to form a tight dimer such that each subunit makes 
some contact with both RSSs. The active site residues are contributed by 
the central and C-terminal domains (CTD), and the DNA is cleaved at the 
border of the heptamer and coding flank. RSSs are arranged in a parallel 
orientation, such that the coding flanks are bound by the CTDs of RAG1. 
RAG1 core dimerization is mediated by the NBD and CTD, and the cen-
tral domain interacts with the heptamer and RAG2. RAG2 (green ovals) 
is shown binding the central domain of RAG1 near the site of cleavage. 
HMGB1 (purple rounded rectangles, H1) is shown binding in the 23RSS 
spacer near the NBD of RAG1. HMGB1 stoichiometry is unknown and it 
is possible that it also makes contact with the 12RSS. For simplicity, only 
one HMGB1 molecule is modeled. The locations of RAG2 and HMGB1 
are speculative. RSS, recombination signal sequence; HMGB1, high 
mobility group box protein 1; RAG, recombination-activating gene. Based 
on Ref. [126].

FIGURE 7 Regulation of V(D)J recombination. V(D)J recombination exhibits tissue specificity, lineage specificity, developmental-stage specificity, 
temporal ordering, and isotypic exclusion (pictured here). V(D)J recombination also exhibits cell cycle specificity and allelic exclusion (not depicted 
here). CLP, common lymphoid progenitor; DN, double-negative (CD4−CD8−) thymocyte; DP, double-positive (CD4+CD8+) thymocyte; SP, single- 
positive (CD4+ or CD8+) thymocyte; Imm., immature; Mat., mature.
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A/CDK2 phosphorylation of T490 in RAG2 at the G1–S 
boundary, which causes RAG2 to be exported to the cyto-
plasm where it is destroyed by the ubiquitin/proteasome 
system [95,96,128,129]. Whereas the mechanisms under-
lying V(D)J recombination’s tissue specificity and cell 
cycle specificity are fairly well characterized, the mecha-
nisms underlying lineage specificity, temporal ordering, 
allelic exclusion, and isotypic exclusion have remained 
elusive.

9.  ACCESSIBILITY MODEL OF REGULATION

Because the same recombinase (RAG1/2) catalyzes all 
V(D)J recombination events, and yet only a subset of all 
recombinationally competent gene segments are actually 
rearranged in a given cell type at a particular develop-
mental stage, antigen receptor gene assembly must be 
regulated by modulating the accessibility of the V, D, 
and J gene segments to the V(D)J recombinase. This 
“accessibility hypothesis” [130] is attractive because it 
provides a simple conceptual framework within which 
to understand the lineage specificity, temporal ordering, 
allelic exclusion, and isotypic exclusion of V(D)J recom-
bination.

Early studies provided evidence supporting the princi-
ple of the accessibility hypothesis. One study showed that 
when fibroblasts—which do not normally perform V(D)J 
recombination—were transfected with RAG1 and RAG2 
expression vectors, these cells would rearrange extrachro-
mosomal plasmid substrates, but failed to recombine their 
endogenous, chromosomal antigen receptor loci [7]. There-
fore, artificial, extrachromosomal RSSs are more accessible 
to the RAG1/2 recombinase than are endogenous, chromo-
somal RSSs. Moreover, when RAG1 and RAG2 expression 
vectors were transfected into fibroblasts that harbored an 
artificial recombination substrate that had stably integrated 
into a random location in the genome, these cells could 
rearrange this artificial, chromosomal recombination sub-
strate, but still failed to recombine their endogenous, chro-
mosomal antigen receptor loci [6,7,131]. Thus, even though 
some regions of the genome—such as the integration sites 
of these artificial recombination substrates—are accessible 
to the V(D)J recombinase in fibroblast cells, other regions 
of the genome—such as the immunoglobulin and T cell 
receptor loci—are inaccessible to the V(D)J recombinase in 
these same cells. Taken together, these observations demon-
strate that the RAG1/2 recombinase is necessary, but insuf-
ficient for chromosomal V(D)J recombination; before the 
RAG1/2 recombinase can initiate V(D)J recombination at 
the endogenous antigen receptor loci, the antigen receptor 
loci must be made accessible to the RAG proteins. How-
ever, the mechanisms by which the antigen receptor loci 
are made accessible or inaccessible were not addressed by 
these early studies.

10.  OVERVIEW OF CHROMATIN 
STRUCTURE

Since the 1990s, increasing evidence has pointed to chro-
matin structure as a key determinant of antigen receptor 
gene accessibility. Chromatin, the physiological template 
of genetic information in all eukaryotic cells, is a dynamic, 
regulatable polymer of nucleosomes. Each nucleosome is 
composed of 146 base pairs of DNA (approximately two 
superhelical turns) wrapped around an octamer of the core 
histone proteins—H2A, H2B, H3, and H4 [132–134]. Addi-
tional proteins, such as histone H1, that bind to the linker 
DNA connecting nucleosomes, allow nucleosomes to be 
packaged into 30 nm fibers [135,136]. These 30 nm fibers 
can be compacted further, but the architecture of these 
higher order structures remains poorly understood.

Studies investigating the role of chromatin in transcrip-
tional regulation have revealed two types of enzymatic 
activity that can regulate the accessibility of chromatinized 
DNA. The first family consists of ATP-dependent chromatin-
remodeling complexes that can noncovalently alter nucleo-
some position, spacing, and conformation [137,138]. The 
second family consists of an increasingly complex group of 
protein complexes that covalently modify the histone pro-
teins, primarily on their surface-exposed N-terminal tails 
(e.g., lysine acetylation, serine/threonine phosphorylation, 
and lysine/arginine methylation) [139]. Together, these two 
families of enzymes play key roles in regulating the acces-
sibility of the eukaryotic genome to nucleic acid enzymes, 
including the RAG1/2 recombinase.

11.  REGULATION BY NUCLEOSOME 
STRUCTURE AND HISTONE 
ACETYLATION

After early studies provided proof-of-principle for the acces-
sibility hypothesis, the next question became, what specific 
aspects of chromatin structure are important for targeting 
the V(D)J recombinase to the appropriate antigen recep-
tor locus in a particular cell at a specific stage of lymphoid 
development? The simplest aspect of chromatin structure 
that could regulate V(D)J recombination is the nucleosome 
itself. Indeed, initial studies showed that incorporating an 
RSS into a mononucleosome can inhibit RAG1/2-catalyzed 
V(D)J cleavage in vitro up to 100-fold [140–142]. Notably, 
this inhibition can be largely relieved by histone acetylation 
and ATP-dependent chromatin remodeling [143], thereby 
providing a plausible mechanism for controlling the acces-
sibility of antigen receptor gene segments. Likewise, posi-
tioning an RSS within an array of nucleosomes can also 
strongly inhibit V(D)J cleavage in vitro, but ATP-dependent 
chromatin remodeling can greatly stimulate RAG1/2- 
catalyzed cleavage of these nucleosome arrays [144]. 
Thus, when an RSS is incorporated into a hypoacetylated 
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nucleosome in vitro, it is effectively inaccessible to the 
RAG1/2 complex. However, when this nucleosome is 
hyperacetylated and mobilized by chromatin remodeling, 
the RSS becomes accessible to the RAG1/2 recombinase.

To determine whether histone acetylation and chroma-
tin remodeling also modulate antigen receptor gene seg-
ment accessibility in vivo, chromatin immunoprecipitation 
was used to map histone acetylation [145–150] and Brg1  
(a chromatin remodeling factor) [146] to the antigen receptor  
loci in a variety of cell types. Consistent with the in vitro 
studies, Brg1 and histone acetylation were enriched at 
recombinationally active antigen receptor loci and depleted 
at recombinationally inactive antigen receptor loci, sug-
gesting that histone acetylation and chromatin remodeling 
play a role in increasing the accessibility of the RSSs in 
these loci during B cell and T cell development. Further-
more, it was observed that treating developing lymphocytes 
with drugs that globally increase histone acetylation in the 
cell can, either directly or indirectly, increase the efficiency 
of V(D)J recombination at the endogenous antigen recep-
tor loci [141,151]. Taken together, these studies suggest a 
model in which the antigen receptor loci normally exist in 
a repressed state that is inaccessible to the RAG1/2 recom-
binase. However, after localized ATP-dependent chromatin 
remodeling and histone acetylation, the nucleosomes can 
adopt a permissive state that allows the RAG1/2 recombi-
nase to access and recombine the gene segments within that 
particular region of the antigen receptor locus.

12.  REGULATION BY HISTONE 
METHYLATION

Although histone acetylation and chromatin remodeling 
seem to play important roles in modulating the accessi-
bility of gene segments within the antigen receptor loci, 
it has become clear that they constitute just two layers of 
a multilayered regulatory process. For instance, when key 
transcription factors such as OcaB [152] or Pax5 [153] are 
removed from the cell, V(D)J recombination of particular 
antigen receptor loci is impaired, even though the levels of 
histone acetylation at these loci are unaffected. Therefore, 
histone acetylation alone is not sufficient to activate V(D)J 
recombination at the antigen receptor loci during lymphoid 
development. To better understand which other aspects of 
chromatin structure contribute to the regulation of V(D)
J recombination, chromatin immunoprecipitation was uti-
lized to map other posttranslational histone modifications—
for example, dimethylated H3K9 [146,154], dimethylated 
H3K79 [155], dimethylated H3K4 [146,156], and trimeth-
ylated H3K4 [92,156]—to the antigen receptor loci in vari-
ous cell types.

Based on these studies, a surprising mechanistic link 
between chromatin structure and V(D)J recombination 
emerged. Using a variety of biochemical assays, it was 

demonstrated that a domain—termed the plant homeodo-
main (PHD) finger—present in the C-terminal region of 
RAG2 specifically recognizes the N-terminal tail of histone 
H3 when it is trimethylated at lysine 4 (H3K4me3) [91,92]. 
Intriguingly, not only is H3K4me3 enriched at gene seg-
ments that are poised to undergo V(D)J recombination, but 
its pattern of enrichment is consistent with the tissue speci-
ficity, lineage specificity, and temporal ordering of antigen 
receptor gene rearrangement [92,156]. With the aid of a 
high-resolution crystal structure of the RAG2 PHD finger 
bound to H3K4me3, the molecular basis of H3K4me3 rec-
ognition was determined, leading to a functional analysis 
of this interaction’s significance [92]. Strikingly, muta-
tions that disrupted RAG2 binding to H3K4me3 severely 
impaired V(D)J recombination in vivo [91,92]. Likewise, 
reducing the abundance of H3K4me3 also leads to a dra-
matic decrease in V(D)J recombination [92]. Perhaps most 
surprisingly, a conserved tryptophan residue (W453) that 
constitutes a key structural component of the H3K4me3-
binding pocket and is essential for RAG2’s recognition of 
H3K4me3 is mutated in patients with a specific primary 
immunodeficiency, termed Omenn syndrome. Overall, 
these studies demonstrated that recognition of H3K4me3 by 
RAG2 is crucial for V(D)J recombination in vivo, thereby 
providing a mechanism by which chromatin structure can 
directly regulate the efficiency of V(D)J recombination.

Although it is clear that recognition of histone H3 lysine 
4 trimethylation by RAG2 is essential for endogenous  
V(D)J recombination, the mechanism by which this inter-
action promotes V(D)J recombination is still somewhat 
unclear. Some studies suggest that H3K4me3 functions to 
allosterically stimulate the catalytic activity the RAG1/2 
recombinase [157,158] by relieving the autoinhibition 
mediated by the C-terminal regions of RAG1 and RAG2 
[158]. However, other studies suggest that H3K4me3 serves 
to recruit RAG2 to recombinationally active antigen recep-
tor gene segments [159]. Regardless of whether the RAG2–
H3K4me3 interaction is required for RAG1/2 recruitment to 
active antigen receptor loci, retention at these loci, or stimu-
lation of RAG1/2-catalyzed DNA double-strand breaks, it 
is clear that this interaction represents an important, direct 
link between chromatin structure and V(D)J recombination.

13.  HOW IS THE CHROMATIN STRUCTURE 
OF ANTIGEN RECEPTOR LOCI 
DEVELOPMENTALLY REGULATED?

Although it is increasingly apparent that alterations in chro-
matin structure regulate V(D)J recombination by modulat-
ing the accessibility of the various antigen receptor loci to 
the RAG1/2 recombinase (Figure 8), it is still not clear how 
the appropriate combination of ATP-dependent chromatin 
remodelers and histone-modifying enzymes are recruited to 
a particular region within a specific antigen receptor locus at 
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the right stage of lymphocyte development. Because each of 
the antigen receptor loci contains at least one enhancer that 
is essential for efficient V(D)J recombination at that locus 
[160–168], early studies investigated whether these enhanc-
ers play a role in regulating the accessibility of the antigen 
receptor loci. These studies demonstrated that enhanc-
ers play an important role in regulating the efficiency of 
RAG1/2-catalyzed double-strand breaks at antigen receptor 
gene segments [169], as well as the posttranslational modi-
fication status [170] and mobility [171] of nucleosomes 
within the antigen receptor loci. Subsequent studies demon-
strated that promoter positioning near antigen receptor gene 
segments plays a key role in modulating the levels of his-
tone acetylation [172,173] and methylation [172], nucleo-
some mobility [171], and overall accessibility of antigen 
receptor gene segments [174] to the RAG1/2 recombinase.

Taken together, these studies suggest a model in which 
locus-specific enhancers and developmentally regulated 
promoters within the antigen receptor loci alter local chro-
matin structure—by modulating both nucleosome mobil-
ity and nucleosome modifications—to developmentally 
regulate the ability of the RAG1/2 recombinase to bind 
and cleave antigen receptor gene segments. However, the 

mechanisms by which these accessibility control elements 
specifically recruit particular chromatin remodeling com-
plexes and histone modifying enzymes to particular regions 
of the antigen receptor loci at various stages of lymphocyte 
development remain unclear.

14.  ADDITIONAL LAYERS OF REGULATION

Although the developmental regulation of antigen recep-
tor loci accessibility is best understood at the level of the 
nucleosome, accessibility control of V(D)J recombination 
by chromatin also extends to larger scales of chromosome 
structure. For instance, VH gene segments located in the 
DH-distal portion of the murine VH domain are differen-
tially accessible compared to VH gene segments located in 
the DH-proximal portion of the VH domain, and the acces-
sibility of the distal gene segments is regulated by a distinct 
set of proteins [153,175]. Thus, the accessibility of an entire 
cluster of antigen receptor gene segments can be regulated 
at the scale of several hundred kilobases of DNA. Further-
more, it has also been shown that the antigen receptor loci 
undergo large-scale locus contraction during lymphocyte 
development [176–178]. This locus contraction, which 
probably occurs via chromosomal looping [177–179] and 
seems to be regulated by transcription factors such as Pax5 
[180], YY1 [175], Ikaros [181], and CTCF [182], brings 
recombinationally active gene segments into proximity 
with one another, thereby facilitating the joining of oth-
erwise distant V, D, and J gene segments. In addition to 
long-range intrachromosomal contacts, the antigen receptor 
loci also exhibit chromosomal pairing, which may play a 
role in mediating allelic exclusion [183,184]. Finally, V(D)
J recombination also seems to be regulated at the largest 
scale of chromosome movement within the nucleus. That 
is, during different stages of lymphoid development, the 
chromosomes that harbor the antigen receptor loci exhibit 
altered subnuclear localization and are positioned at the 
nuclear periphery when they are not poised to undergo 
recombination, but are positioned centrally when they are 
poised to undergo recombination [176].

15.  REGULATION OF V(D)J 
RECOMBINATION: SUMMARY

Based on these overlapping layers of regulation, it has 
been proposed that antigen receptor gene assembly occurs 
within a specific, subnuclear compartment—which can be 
referred to as either a V(D)J recombination factory [3] or a 
recombination center [4]—within which V(D)J recombina-
tion is tightly regulated and carefully orchestrated. These 
specialized, subnuclear compartments would bring together 
the RAG1/2 recombinase, the NHEJ machinery, and the 
many proteins required for chromosomal pairing, chromo-
somal looping, chromatin remodeling, and posttranslational 

FIGURE 8 Accessibility control of V(D)J recombination. (A) In 
pre-B cells, the IgH locus is accessible to the RAG1/2 recombinase. This 
accessibility is due, in part, to nucleosome mobilization (indicated by 
dashed outlines), as well as H3/H4 acetylation and H3K4 trimethylation 
of nucleosomes in the locus (indicated by green spheres). In these same 
cells, the TCRβ locus is inaccessible to the RAG1/2 recombinase. This 
inaccessibility is due, in part, to a lack of nucleosome mobility (indicated 
by solid outlines), as well as a lack of H3/H4 acetylation and H3K4 tri-
methylation (indicated by red spheres). (B) In pre-T cells, the opposite pat-
tern is observed: the IgH locus is inaccessible, whereas the TCRβ locus is 
accessible to the RAG1/2 recombinase. IgH, immunoglobulin heavy chain; 
TCRβ, T cell receptor β.
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histone modification of the antigen receptor loci. By colo-
calizing the various factors that participate in chromosomal 
V(D)J recombination, the cell would be able to functionally 
coordinate the execution and regulation of antigen receptor 
gene assembly.

16.  ONCOGENIC LESIONS IN LYMPHOID 
NEOPLASMS: THE PRICE OF A DIVERSE 
ANTIGEN RECEPTOR REPERTOIRE

The discovery that B and T cell antigen receptor diversity is 
created through V(D)J recombination provided an elegant 
solution to one of the most intriguing mysteries facing 
immunologists of that era [1]. Solving this problem, how-
ever, raised another important question: might this system, 
which involves breakage and rejoining of chromosomal 
DNA, allow occasional errors to undermine genomic stabil-
ity, perhaps leading to oncogenic transformation? Shortly 
after the discovery of V(D)J recombination, characteristic 
chromosome rearrangements involving antigen receptor loci 
were indeed reported in lymphoid neoplasms [185,186]. In 
the following decades, a great deal of evidence accumulated 
to support the hypothesis that errors made by this mecha-
nism are responsible for oncogenic DNA rearrangements in 
early B and T cell neoplasms, as well as in some follicular 
lymphomas [187,188]. Our understanding of the mecha-
nisms responsible for generating recombination errors and 
the safeguards employed to limit them, however, remains 
incomplete.

Gross genomic alterations detected in lymphoid neo-
plasms include megabase-sized deletions and inversions, 
chromosomal translocations, and reinsertion of DNA seg-
ments (excised during normal V(D)J recombination) else-
where in the genome. These events can activate oncogenes, 
inactivate tumor suppressor genes, and cause inappropriate 
expression of developmentally regulated genes. Biochemi-
cal and cell-based studies of V(D)J recombination have sug-
gested a variety of possible mechanisms that might underlie 
such oncogenic rearrangements, as described below. In 
many cases, however, it has been difficult to attribute defini-
tively a particular oncogenic lesion to a specific mechanism. 
Furthermore, our appreciation of the variety of mechanisms 
that can lead to oncogenic DNA rearrangements has been 
limited, until very recently, by the techniques used to detect 
aberrant events, which have been targeted to individual 
lesions that could be observed cytogenetically (e.g., chro-
mosome translocations) or detected by PCR targeted to spe-
cific candidate locations (e.g., activating Notch1 deletions). 
The deployment of large-scale tumor genome sequencing 
will facilitate more comprehensive surveys of the types, 
locations, and relative frequencies of lesions generated in 
neoplastic B and T cells. Such studies are beginning to pro-
vide a much richer understanding of the contributions of 
V(D)J recombination errors to neoplastic transformation.

17.  PROPOSED MECHANISMS 
UNDERLYING RAG-MEDIATED 
GENOMIC LESIONS

V(D)J recombination errors can be classified into two broad 
categories: those that occur before cleavage (recognition 
errors) and those occurring after DNA strand breakage 
(joining errors and transposition) [189] (Figure 9). Both 
categories can, in theory, generate deletions, inversions, and 
chromosome translocations. Misrepair of broken ends can 
also fuel gene amplification, probably through a breakage–
fusion–bridge mechanism [190]. Another type of joining 
error involves insertion of DNA segments flanked by signal 
ends, which are normally excised during V(D)J recombina-
tion, into the genome. Such insertions could, in principle, 
be mediated by joining errors (joining of the signal ends to 
a genomic double-strand break) or by RAG-mediated trans-
position (in which the RAG complex catalyzes integration 
of the signal ends into the new genomic location via a trans-
esterification mechanism) [14,15].

17.1  Recognition Errors: Ectopic 
Recombination between cRSS

Ectopic V(D)J recombination between pairs of DNA 
sequences bearing a fortuitous resemblance to authentic 
RSS, termed cryptic RSSs (cRSSs), have been described 
in oncogenic lesions isolated from lymphoid neoplasms 
(Figure 9(A)). Such events have been well documented in 
experimental systems (see, for example, Refs [191–193]). 
Indeed, detailed analysis of ectopic recombination events 
in extrachromosomal substrates revealed that RSS-like 
sequences capable of supporting low levels of recombi-
nation are found roughly once per kilobase of random 
DNA sequence [191]. Such poor discrimination between 
authentic RSSs and cRSSs, if borne out in developing lym-
phocytes, would signify tremendous potential for RAG-
mediated genomic instability. Given this, it is not surprising 
that lesions that could be attributed to ectopic recombina-
tion have been identified in oncogenic rearrangements. 
These include an activating Tal1–Sil fusion in T cell acute 
lymphoblastic leukemia (T-ALL) [194], oncogenic chro-
mosome translocations in pre-B cell neoplasms [195], acti-
vating deletions in the Notch1 gene in T-ALL [196] and in 
murine T lymphomas [197], and deletions in the Izkf1 gene 
that create dominant negative forms of the Ikaros protein in 
B-ALL [198]. Ectopic recombination involving cRSS pairs 
can also inactivate tumor suppressor genes [199].

Two main criteria are used to determine whether a given 
rearrangement is likely to have been mediated by ectopic 
V(D)J recombination: (1) identification of sequences resem-
bling authentic RSSs in the vicinity of both breakpoints and 
(2) the presence of sequence features reminiscent of normal 
V(D)J recombination at the junction (such as characteristic 
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patterns of nucleotide loss and nucleotide addition). Several 
factors complicate this determination. First, the putative 
cRSSs may be poor matches to the consensus RSS, raising 
the possibility that they are nonfunctional DNA sequences 
present simply by chance. Indeed, when tested in vitro, 
some putative cRSSs isolated from oncogenic rearrange-
ments yield low (or even undetectable) recombination activ-
ity [192,200]. These data suggest that these sequences do 
not function as cRSSs (the caveat being that even very rare 
recombination events can lead to oncogenic transformation 
by conferring a selective advantage). Another complicating 
factor is that some candidate cRSSs identified in putative 
ectopic recombination events can be located far from the 
breakpoints, or in the wrong orientation with respect to the 
putative cleavage site, both of which argue against involve-
ment of the V(D)J recombinase. These observations raise 
an important question: how does one reliably distinguish an 
authentic, RAG-mediated ectopic recombination event from 
other rearrangements that, by chance, happen to lie within 
some (unspecified) distance from a sequence that bears some 
resemblance to an authentic RSS? One approach is to deter-
mine whether the events are recurrent in multiple tumors 
(such as the Notch1 and Ikaros deletions noted earlier) and 
whether the putative rearrangements follow the 12/23 rule 
(again, observed in some of the recurrent rearrangements 
cited above). Other criteria derive from close examination 
of the junction sequences to see whether they bear charac-
teristics of authentic V(D)J recombination. These include 
loss of small numbers of nucleotides from the presumptive 

coding ends, the presence of characteristic nucleotide inser-
tions (N nucleotides, which could be inserted by TdT, and P 
nucleotides, which can be derived from opening of hairpin 
coding ends). Again, these criteria are not absolute, as non-
RAG-mediated rearrangements may bear extra nucleotides 
and harbor short deletions from the broken DNA ends [201].

Another way to approach this problem is to analyze 
the quality of the putative cRSS. One example is pro-
vided by the “RIC score,” a method designed to calculate 
the “recombination information content” of a particular 
sequence by determining its similarity to authentic RSSs 
[202]. This model, however, does not consistently identify 
cRSSs involved in RAG-induced rearrangements isolated 
from sequenced lymphoid neoplasms [203]. Perhaps the 
most diagnostic criterion is the presence of a reciprocal 
junction in DNA harvested from the tumor, although these 
have rarely, if ever, been reported. Further work needs 
to be done to develop more reliable methods to identify 
RAG-mediated genomic rearrangements in sequenced 
tumor genomes.

17.2  Recognition Errors: RAG-Mediated 
Cleavage at Non-B-Form DNA 
Structures

Apart from the (understandable) ability of the RAG nucle-
ase to mistakenly recognize DNA sequences that resemble 
authentic RSSs, can the recombinase cleave at sites that bear 
no sequence similarity to an RSS? This possibility is suggested 

FIGURE 9 V(D)J recombination errors. (A) Ectopic recombination. RAG recognizes and cleaves at sequences in the genome that accidentally 
resemble a 12RSS and a 23RSS (cryptic RSSs), leading to deletion of a portion of the genome or, if the RSSs are oriented differently, to inversion (not 
shown). (B) End donation. After RAG cleaves in a normal manner at a 12RSS–23RSS pair in an antigen receptor locus, the repair step of the reaction fails 
and the ends are released. One or more of the ends generated by RAG can then be joined to an end generated by a fortuitous break generated elsewhere 
in the genome, typically leading to a chromosomal translocation. (C) Transposition. After performing cleavage normally, the RAG proteins remain bound 
to the signal ends, capture a target DNA molecule, and then insert the signal ends into the target, resulting in movement of the sequences bounded by the 
RSSs from one region in the genome to another. Such events are rare and have yet to be reported in primary human lymphocytes or lymphoid tumors. 
DSB, double-strand DNA break.
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by biochemical studies that showed that purified RAG proteins 
can (under certain conditions) generate single-strand nicks at 
certain unusual DNA structures, such as hairpins, 3′ single-
stranded tails, and non-B-form DNA structures [204–207]. 
Analysis of oncogenic rearrangements in B cell lymphomas 
involving particular hot spots for breakage (termed “major 
breakpoint regions” or MBRs) in the vicinity of oncogenes 
(Bcl1 and Bcl2) failed to reveal cRSSs. Studies by Lieber’s 
group, however, have indicated that the RAG proteins can 
cleave at a non-B DNA structure in the Bcl2 MBR [206].

17.3  Joining Errors: End Donation

The second broad category of mistakes made during V(D)J  
recombination involves errors made after strand cleavage. 
Errors made in repair of broken DNA ends, in which an 
end created by RAG cleavage is joined to an end created 
through some other process, have been termed “end dona-
tion” [189,208], or “strand donation” [209] (Figure 9(B)). 
Such rearrangements can, for example, place normally silent 
oncogenes in the proximity of strong Ig or TCR enhancers. 
Examples include IgH–Myc translocations in Burkitt’s lym-
phomas [186] and TCRα–TCL3 translocations involved in 
human B and T cell neoplasms [210]. The DNA ends may be 
joined either by classical NHEJ (cNHEJ), the high-fidelity 
end-joining mechanism normally responsible for repairing 
RAG-mediated DNA breaks, or by the poorly characterized, 
error-prone mechanism (or set of mechanisms) termed alter-
native NHEJ (aNHEJ) [201]. Junction sequences from chro-
mosome translocations classifiable as end-donation events 
often show sequence features considered characteristic of 
aNHEJ, which is increasingly recognized as a genotoxic 
process in other systems [201]. Work has revealed, however, 
that junctions created by aNHEJ in developing lymphocytes 
or in T cell lymphomas need not show such features [211].

17.4  Joining Errors: Transposition

RAG-mediated transposition, joining an excised DNA 
fragment bounded by signal ends to an unrelated DNA 
sequence (Figure 9(C)), was suggested as a potential geno-
toxic mechanism by in vitro observations using purified, 
truncated RAG proteins [14,15]. Such events are expected 
to generate characteristic short duplications of DNA 
sequences at the site of integration (target site duplications) 
and should lack insertion of extra nucleotides at the junc-
tions. Transposition events that meet these strict criteria 
have been observed in cell culture systems, but these events 
are uncommon [212,213] and have not yet been identified 
in oncogenic DNA rearrangements, including in lympho-
mas from mice lacking the C-terminus of RAG2 (which 
increases the frequency of transposition in vitro) [211,214]. 
Reinsertion of excised DNA fragments terminating in sig-
nal ends by end joining is more common than transposition 

in these systems [212,213] and has been observed in fol-
licular lymphomas [215] and in mouse thymocytes [216]. 
Overall, the available evidence suggests that, although end-
joining events that superficially resemble transposition are 
readily detected, true transposition events are uncommon. 
One caveat, however, is that some transposition events need 
not leave distinguishable footprints [217].

18.  REGULATORY CONTROLS PROPOSED 
TO SUPPRESS RAG-MEDIATED 
GENOMIC INSTABILITY

Given the diversity of potential mechanisms by which the 
recombinase may commit the errors described above, it is 
reasonable to consider the possibility that the entire reac-
tion is carefully regulated at multiple steps. Several poten-
tial regulatory controls have been examined, although we 
do not yet know which of these are the most critical to pre-
vent oncogenic rearrangements, or how they might work 
together to suppress aberrant events.

18.1  Control Cell Type and Developmental-
Stage-Specific Expression of 
Recombination Activity

To minimize opportunities for errors, it seems logical to limit 
RAG expression to the right cells and to the proper develop-
mental stage, terminating expression once V(D)J recombi-
nation activity is no longer needed. Support for this idea is 
provided by the observation that constitutive expression of 
RAG1/RAG2 transgenes in mice severely reduced life span, 
with features reminiscent of DSB repair deficiency [218]. 
Transcriptional control elements responsible for regulating 
expression of RAG1/2 have been identified. Other mecha-
nisms may also control the duration of RAG activity in lym-
phocyte precursors undergoing active V(D)J recombination, 
such as an ATM-dependent process described in 2013 [98].

The importance of minimizing the window of time during 
which RAG activity is expressed is emphasized by accelerated 
lymphomagenesis in engineered mice lacking p53 in which 
V(D)J recombination persists, without receiving an “off” 
signal from a completed antigen receptor [219]. This accel-
eration presumably occurs by increasing the time window in 
which errors can occur. This is supported by the identification 
of SLP65 deficiencies in human B cell neoplasms, resulting 
in “perpetual activation” of RAG activity [220].

18.2  Restrict RAG Activity to an Appropriate 
Stage of the Cell Cycle

V(D)J recombination normally occurs during the G0 phase 
of the cell cycle. This restriction requires the presence of 
a degradation motif located in the noncore C-terminus of 
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RAG2, ablation of which results in abnormal persistence 
of RAG-induced DSBs throughout the cell cycle [129]. 
Mice bearing a point mutation that disables this function 
experience accelerated lymphomagenesis in a p53-deficient 
background, with chromosome translocations providing 
evidence of genomic instability [221]. The mechanism(s) 
underlying the accelerated lymphomagenesis remains 
unclear. Persistence of signal ends throughout the cell cycle 
was also observed in mice lacking the C-terminus of RAG2 
[60], with aberrant integration of signal end- or signal joint-
containing DNA fragments into chromosomal DNA [216]. 
Indeed, mice lacking the entire dispensable C-terminus of 
RAG2 experience a much stronger acceleration of lym-
phomagenesis, suggesting that suppressive mechanisms in 
addition to cell cycle regulation may be disabled [99,211].

18.3  Suppress Recognition of Inappropriate, 
Ectopic Target Sequences

Recognition of cRSSs at ectopic genomic locations plays 
a clear role in V(D)J recombinase-mediated oncogenic 
DNA rearrangements. Reducing the length of time RAGs 
are expressed as well as maintaining cell cycle and cell- 
type-specific controls probably plays some role in mini-
mizing opportunities for off-target recombination activity. 
Another layer of control that is likely to be important is tar-
geting RAG1/2 to appropriate chromosomal locations. The 
RAG proteins are preferentially localized to appropriate 
antigen receptor loci [159]. This localization may involve 
the PHD finger in RAG2’s C-terminus, which recognizes a 
chromatin mark associated with active chromatin, trimeth-
ylated histone H3K4 [91,92], consistent with the chromatin 
immunoprecipitation studies noted above [159]. Another role 
for histone modifications in regulating RAG activity is the 
autoinhibition of cleavage mediated by noncore portions of 
RAG1 and RAG2 that is relieved by binding to epigenetic 
marks characteristic of active chromatin [158].

18.4  Downregulate RAG’s Inherent 
Transposition Activity

Expression of robust transposition activity would clearly 
have mutagenic consequences. This appears to be regulated, 
at least in part, by the noncore C-terminus of RAG2, which 
suppresses transposition in vitro [222–224]. Noncore regions 
of RAG1 and RAG2 also appear to limit another aberrant out-
come of V(D)J recombination, hybrid joint formation [225].

18.5  Suppress Interchromosomal V(D)J 
Recombination

RAG2’s noncore C-terminus also plays a role in suppressing 
interchromosomal rearrangements between antigen recep-
tor loci (the TCRδ and TCRβ loci) [60]. The underlying 

mechanism has not yet been clarified, but could reflect per-
sistent RAG activity through the cell cycle or elevated over-
all levels of recombinase activity.

18.6  Regulate Joining: Ensure High-Fidelity 
cNHEJ Machinery Is Used and 
Discourage End Donation

Postcleavage roles for the RAG proteins were noted upon 
analysis of certain mutant RAG1 and RAG2 proteins in 
cell-based assays, in which a defect in joining was observed 
[226–228], leading to the suggestion that a RAG1/RAG2 
postcleavage DNA–protein complex might play an archi-
tectural role in orchestrating the joining reaction. By coor-
dinating the joining of both pairs of ends, such a complex 
could serve to limit opportunities for end donation. Sub-
sequent work revealed a role for the RAG proteins in 
shepherding the broken ends to the high-fidelity cNHEJ 
pathway, minimizing opportunities for the broken ends to 
engage in inappropriate repair pathways such as homolo-
gous recombination and aNHEJ [229]. Indeed, the dispens-
able C-terminus of RAG2 is critical for preventing access of 
the ends to aNHEJ [230], leading to the proposal that RAG2 
is important for enforcing repair pathway choice. Interest-
ingly, the RAG mutants that affect postcleavage steps appear 
to perturb the RAG postcleavage complex [228–232]. These 
observations led to the hypothesis that the RAG postcleav-
age complex might function to couple the cleavage reaction 
to the high-fidelity cNHEJ pathway, thereby limiting oppor-
tunities for the ends to engage in aNHEJ [230,232], which 
is known to be translocation-prone [233].

The above hypothesis predicts that mice bearing such 
RAG mutants should experience an elevated frequency of 
aberrant V(D)J recombination events, perhaps leading to an 
elevated incidence of lymphoid neoplasms. This prediction 
has, at least in part, been borne out. A RAG1 mutant that dis-
rupts the postcleavage complex in vitro results in accelerated 
lymphomagenesis in knock-in mice lacking p53 [234]. Mice 
lacking both p53 and the dispensable RAG2 C-terminus  
experience a much greater acceleration of lymphomagen-
esis, again with chromosome translocations involving anti-
gen receptor loci not observed in p53−/− littermates bearing 
wild-type RAG2 [99,211]. These observations suggested 
that an identifiable type of V(D)J recombination error may 
be enhanced in RAG2-mutant animals, perhaps of the end-
donation type, and perhaps involving aNHEJ. Very recent 
studies tested these hypotheses by performing whole 
genome sequencing of lymphomas derived from two differ-
ent RAG2 C-terminal-deletion mutant mice. Although some 
chromosome translocations were observed, the predomi-
nant genomic lesions, and all of those that cause known or 
suspected driver lesions, are ectopic recombination events 
between RSS pairs [211,214]. These data, although incom-
plete (only a few tumors have been studied to date), suggest 
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that the C-terminus of RAG2 may play additional roles in 
discouraging ectopic recombination events.

These events, which are mostly deletions in the size 
range of normal V(D)J recombination events, would be 
largely undetectable by traditional cytogenetics-based 
approaches.

19.  V(D)J RECOMBINATION ERRORS AS 
PATHOGENIC LESIONS IN LYMPHOID 
NEOPLASMS: SUMMARY

The discovery of V(D)J recombinase-induced mutations in 
lymphoid neoplasms has been largely restricted to events 
involving recurrent rearrangements that could be detected 
either cytogenetically or by targeted analysis of candidate 
genes. The advent of new techniques for genome-wide 
identification of structural variants will fuel the rapid devel-
opment of comprehensive information about the types and 
locations of aberrant, RAG-mediated genome rearrange-
ments. This information should illuminate both the nature 
of oncogenic V(D)J recombination errors and the mecha-
nisms employed to prevent them.

Portions of this chapter were previously published in 
The Mechanism of V(D)J Recombination by Joann Sekigu-
chi, Frederick W. Alt, and Marjorie Oettinger © 2004.
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Transcriptional Regulation of Early  
B Cell Development
James Hagman
National Jewish Health, Denver, CO, USA

Chapter 3

Sequential progression through a series of developmental 
stages results in the generation of antibody-producing B lym-
phocytes (Figure 1). In the bone marrow, hematopoietic stem 
cells (HSCs) provide a multipotent, self-renewing reservoir 
of progenitors for all lineages of the blood. Differentiation of 
HSCs involves the loss of potential and gain of commitment 
to specific cell types. These stages are largely achieved by the 
sequential activation of lineage-specific transcription factors.

Although many transcription factors participate in B 
lymphopoiesis, several are crucial for this process. The E26 
transforming sequence (ETS) factor purine box transcrip-
tion factor 1 (PU.1) is required for the development of all 
myeloid and lymphoid cells. Ikaros synergizes with PU.1, 
and through its control of lineage priming sets the stage for 
lymphoid cell development and reduced myeloid potential. 
E2A proteins perform critical functions in HSCs through 
B cell specification and commitment. E2A modifies the 
epigenetic landscape and activates key downstream fac-
tors including Early B cell Factor (EBF1), which drives the 
expression of the B cell program. Early B cell Factor syner-
gizes with Foxo1 to activate and repress genes in early B cell 
progenitors. Collectively, E2A, EBF1 and Foxo1 constitute 
a regulatory network that drives the B cell fate. Commitment 
to this fate requires activation of Pax5 by these factors. In 
turn, Pax5 and EBF1 repress genes of other hematopoietic 
lineages. This chapter reviews past and  current literature 
that defines the global network of transcriptional control in 
B lymphopoiesis in murine bone  marrow.

1.  PU.1 SETS THE STAGE FOR LYMPHOID 
AND MYELOID DEVELOPMENT

Purine box transcription factor 1 was first identified as a 
member of the ETS gene family [4], which is composed 
of a large group of transcription factors in B lineage cells 
and other cell types (reviewed in Ref. [5]). Purine box 

transcription factor 1 was named for its DNA-binding 
specificity, which is a purine-rich sequence encompass-
ing a GGA-containing core (Table 1). This sequence is 
recognized by the protein’s ETS domain, a winged helix-
turn-helix motif (Figure 2) [9]. Other domains in PU.1 
activate or repress transcription in different contexts. The 
gene encoding PU.1 was confirmed to coincide with sites 
of proviral integration in Friend leukemias; consequently, 
the gene was renamed Spi1 (or Sfpi1) [17]. Expression 
of PU.1 is limited to cells of the hematopoietic lineages  
(Figure 1) [1,3]. Purine box transcription factor 1 is essen-
tial for early progenitors in both fetal and adult hematopoi-
esis, including thymic progenitors, as well as for generating 
differentiated cells including macrophages, granulocytes, 
and B cells. Effects of the lack of PU.1 on the development 
of many hematopoietic cell types confirmed its importance 
as a key director of cell differentiation in the blood.

Although candidate target genes including Igκ light 
chain (L) genes [18] were identified biochemically in B 
cells, experiments using gene-targeted mice were crucial 
for determining the functions of PU.1 in early hematopoi-
esis and B cell development. Purine box transcription factor 
1 is expressed in fetal mice as early as the yolk sac. Fetal 
mice lacking PU.1 fail to generate most blood cell types or 
to complete development in utero [19,20]. Experiments in 
PU.1-deficient mice suggested the existence of a multipo-
tent PU.1-dependent progenitor with lymphoid and myeloid 
potential. Other studies demonstrated PU.1’s importance for 
generating the lymphoid/myeloid branch of hematopoiesis, 
and particularly for the generation of terminally differenti-
ated myeloid cells [21,22]. With the identification of multi-
potent progenitor cells (MPP) that depend on PU.1 for their 
differentiation [23], elegant experiments confirmed that 
the myeloid versus B lymphoid lineage decision depends 
on high versus low expression of PU.1 in these cells [24]. 
These data provided one of the earliest examples of the 
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FIGURE 1 Progression of B cell development in the bone marrow and expression of key transcription factors. Stages shown include those ana-
lyzed in Seita et al. [1]. Pluripotent hematopoietic stem cells (HSC) differentiate in the bone marrow to generate multipotent progenitors (MPP), common 
lymphoid progenitors (CLP), B lymphoid progenitors (BLP), pre–pro-B cells, and B cell fractions as defined previously by Hardy and colleagues [2]. 
Although not indicated, lymphoid-primed multipotent progenitors (LMPP) would be present between MPP and CLP. Cell surface expression of the pre-
BCR on Fr.C′ and BCR on Fr.E are indicated. The arrow and dashed line indicate transit to the periphery. For each transcription factor indicated, relative 
amounts of mRNAs were estimated using data at Gene Commons [1] and the Immunological Genome Project (ImmGen) [3].

TABLE 1 Regulation Transcription Factors in B Cell Development

Common Name
Gene Name  
Mouse/Human Other Names

Transcription  
Factor Family

DNA Binding  
Specificitya References

PU.1 Spi1/SPI1 Sfpil; Dis1; Tcfpu1 ETS [6,7]

Ikaros Ikzf1/IKZF1 LYF1; ZNFNA1 Zinc finger; IK  
family

[7,8]

E2A Tcf3/TCF3 E12; E47:Tcfe2a;  
Pan1; bHLHb21; A1

bHLH [6,7]

STAT5 Stat5a/STAT5A MGF STAT [6,7]

EBF1 Ebf1/EBF1 EBF; OE-1; Olf1;O/E-1;  
COE1

EBF; COE [6,7]

Foxo1 Foxo1/FOXO1 FOXO1A; FKH1;  
FKHR

Forkhead [6,7]

Pax5 Pax5/PAX5 BSAP; ALL3;  
KLP; EBB-1

PAX; Paired box [6,7]

aDNA binding specificity is represented by sequence logo motifs. These motifs are graphical representations generated by multiple sequence alignments of 
experimentally determined binding sites. The relative height of each letter represents the frequency of nucleotide binding at a given position.
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control of differentiation outcomes by graded expression of 
a transcription factor in mammals.

Functions of PU.1 in differentiated B cells have been 
controversial; however, development in mice with a con-
ditionally targeted allele may have settled this issue [25]. 
Similar to previous knockout mice, total deletion of floxed 
Spi1 genes in early hematopoiesis resulted in the expected 
loss of B cells and other lineages. In contrast, conditional 
deletion of these genes in differentiated B cells using Cd19-
Cre had little or no effect on B cell–specific gene expres-
sion. This may be partly due of functional redundancies 
between PU.1 and the related ETS protein Spi-B. However, 
PU.1, but not Spi-B, is required by early lymphoid pro-
genitors [26]. These data suggest that the two proteins have 
overlapping but distinct functions during B lymphopoiesis.

How does PU.1 activity in early MPPs direct B lym-
phopoiesis at later stages of differentiation? Purine box 
transcription factor 1 is required for the expression of 
factors that shepherd B cells through key developmental 
checkpoints. In the absence of PU.1, cells fail to express 

interleukin-7 receptor-α (IL-7Rα/Cd127; Il7r) [27], which 
is crucial for B cell lineage specification and develop-
ment [28–31]. Reconstitution of PU.1-deficient MPPs with 
IL-7Rα mimicked reconstitution with PU.1 itself [27]. PU.1 
is also required for expression of EBF1 (see section below) 
and the protein tyrosine phosphatase CD45R/B220 [32]. 
Moreover, PU.1 acts upstream of other transcription factors 
necessary for B cell development.

As mentioned above, the expression levels of PU.1 
orchestrate different lineage fate decisions during hemato-
poiesis. Low amounts of PU.1 promote the development of 
B cells over myeloid cells [24]. Levels of PU.1 are influ-
enced by the following two mechanisms: (1) growth factor–
independent 1 (Gfi1), which represses transcription of Spi1 
(PU.1) [33], and (2) relative to B cells, slower cell cycle 
progression in myeloid cells that allows PU.1 to accumu-
late [34]. Together, PU.1, Gfi1, and a recurrent network of 
repressors control lineage decisions for the generation of 
cells necessary for adaptive (B and T) and innate (myeloid) 
immunity.

FIGURE 2 Schematic structure of transcription factors required for B cell development in the bone marrow. Diagrams include transcription 
factors discussed in the text. Functional domains are color coded as blue (DNA-binding), yellow (dimerization/multimerization and stability), green 
(activation), and red (repression). The basic-helix-loop-helix domains of E12 and E47, which combine DNA-binding and dimerization functions, are 
shown in magenta. These two domains are indicated with different shading to emphasize alternative splicing. PU.1 features an acidic and glutamine-rich 
activation domain and the proline, glutamic acid, serine and threonine domain (PEST) that governs its stability. Ikaros is shown as the alternatively spliced 
Ik-1 isoform. Stat5a: SH2- Src-homology domain. EBF1: IPT/TIG-Ig, plexin, transcription factor-like/transcription factor-Ig domain. Pax5: HD-partial 
homeodomain. Id2 and Id3 have only HLH domains and do not bind DNA [10–16].
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In early progenitors, entry into lymphoid lineages is 
specified by PU.1 and other transcription factors includ-
ing Runx1 [35], Ikaros [36], and E2A (see the following 
section). This mechanism of cell fate decision, termed lin-
eage priming, activates or represses different lineage pro-
grams [37]. The direct function of PU.1 in this circuit is 
again dosage-dependent. It likely involves PU.1 acting as a 
pioneer factor that induces changes in chromatin structure. 
Indeed, PU.1 initiates nucleosome remodeling, which pre-
cedes deposition of histone H3 lysine 4 monomethylation 
(H3K4me1), a mark of poised transcriptional enhancers 
[38]. Thus, PU.1 leaves gene loci with functional adapta-
tions for later activation by other temporally regulated fac-
tors (such as EBF1; see the following section).

2.  LINEAGE PRIMING IN LYMPHOID 
PROGENITORS BY IKAROS

Ikaros (Ikzf1; also known as Lyf-1) was identified first as a 
T and B lineage–specific zinc finger protein responsible for 
the regulation of genes related to antigen receptor assembly 
(Cd3δ and terminal deoxynucleotidyl transferase) [39,40]. 
Ikaros and its relatives, including Aiolos (Ikzf3), each pos-
sess DNA binding domains containing Krüppel-like zinc 
fingers (Cys2-His2) and a pair of carboxy-terminal zinc 
fingers that mediate multimerization (Figure 2). Multimer-
ization is required for Ikaros to bind its DNA consensus 
site (Table 1). Ikaros is essential for the generation of all 
lymphoid lineages [41]. It is expressed in mouse fetal liver 
progenitors, in thymus, and in the bone marrow of adult 
mice. Of particular note, studies identified at least eight 
alternatively spliced isoforms of Ikaros. Conservation or 
omission of amino-terminal zinc fingers 1–4 (ZF1–4) in 
these isoforms contributes to potentially different DNA-
binding specificities, whereas all isoforms possess the two 
carboxy-terminal zinc fingers (ZF5–6) (Figure 2) [42]. Iso-
forms containing ZF5–6, but not ZF1–4, act as dominant 
negative regulators of Ikaros function. This was revealed in 
the first Ikzf1 gene–targeted mice in which deletion of the 
DNA-binding domain resulted in a dominant negative phe-
notype [41].

Mice lacking functional Ikaros proteins (Ikaros-null 
mice) fail to produce B, T, and NK cells, which suggests 
that Ikaros has key functions in early lymphoid progenitors 
[43]. Similar to proposed activities of PU.1, Ikaros has been 
linked with transcriptional priming required for lineage 
potential and cell fate decisions [36,44]. Ikaros is necessary 
for the development of functional lymphoid-primed mul-
tipotent progenitors (LMPP), which have enhanced lym-
phoid potential, but retain potential for differentiating into 
myeloid cells. In LMPPs, Ikaros is necessary for expression 
of the following lymphoid lineage transcripts: nuclear regu-
lators (e.g., Sox4), Ig genes, cytokine receptors, and signal-
ing proteins (e.g., Notch1), in addition to the repression of 

genes that contribute to stem cell, myeloid, and erythroid 
lineages. Ikaros may begin this process as early as HSCs. 
In the absence of Ikaros, LMPPs do not differentiate into 
common lymphoid progenitors (CLPs) (Figure 1). Instead, 
LMPPs exhibit extensive changes in gene expression that 
promote myeloid cell development. In connection with the 
earlier discussion of PU.1, Ikaros promotes expression of 
Gfi1. In turn, Gfi1 limits PU.1 expression to low levels to 
promote B cell development, as opposed to high levels that 
promote myeloid cell development [33]. Ikaros may be reg-
ulated by E2A proteins (see subsequent discussion), which 
suggests that Ikaros and E2A act together in a feedforward 
loop to promote lymphoid development [45].

Recent studies using conditionally deleted or partially 
modified Ikzf1 alleles revealed important roles of Ikaros in 
B cell development in the bone marrow. After conditional 
expression of Cre recombinase in mice, floxed sequences 
encompassing ZF5–6 of Ikaros were deleted [8]. B cell–
specific deletion was achieved using mb-1(Cd79a)-Cre, 
such that Cre expression was initiated in pro-B cells. In this 
system, loss of Ikaros expression resulted in impairment of 
pro-B cells transitioning to pre-B cells. In addition, defective 
proliferation of the developmentally arrested cells was asso-
ciated with defective pre-BCR signaling. A second study 
using similar mice also detected developmental arrest at the 
early pre-B (Fraction C′) stage after conditional deletion of 
Ikzf1 genes [46]. Use of endogenously tagged, biotinylated 
Ikaros in chromatin interaction analysis sequencing (ChIP-
seq) assays identified > 8000 target genes in pro-B cells [8], 
including activated genes involved in signal transduction, 
surface receptors, and transcriptional regulation. Repressed 
genes included many of the same categories, including 
genes required at later stages of B cell differentiation (Ikzf3, 
Bach2, and Irf4). Repression of transcription by Ikaros 
is mediated by its recruitment of the Mi-2/nucleosome  
remodeling and deacetylase (Mi-2/NuRD) complex. Mi-2/
NuRD is a multiprotein assemblage of ATPase/helicase, 
histone deacetylase, and lysine demethylase proteins. Mi-2/
nucleosome remodeling and deacetylase localizes genes 
with Ikaros within pericentromeric heterochromatin in 
developing lymphocytes [47–50].

An interesting new development concerns the func-
tions of various zinc fingers in Ikaros. The alternatively 
spliced isoforms of Ikaros contain various combinations of 
the amino-terminal zinc fingers [51]. A recent study dem-
onstrated that mRNA splicing necessary to generate func-
tional isoforms of Ikaros requires Foxo1 [52]. To address 
the differential activities of these isoforms, ZF1 or ZF4 
was deleted using gene targeting in embryonic stem cells. 
Analysis of the mice demonstrated that ZF1 is required for 
the maturation of late pro-B/early pre-BI (fractions B/C) 
to large pre-BII cells (C′). However, ZF4 is selectively 
required for tumor suppression. A second study generated 
similar results by conditional deletion in pro-B cells of the 
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entire Ikaros DNA-binding domain [53]. Together, these 
studies further support roles of Ikaros as a gatekeeper of B 
cell checkpoints during early differentiation.

3.  E2A REGULATES THE CHROMATIN 
LANDSCAPE TO PROMOTE GENE 
EXPRESSION IN B CELL DEVELOPMENT

In early studies of the immunoglobulin gene enhancers, evi-
dence was sought for a transcription factor(s) binding to a 
motif they shared in common: an inverted repeat sequence 
termed the E box (5′-CANNTG-3′) (Table 1) [54,55]. Two 
closely regulated but distinct proteins that bound in vitro to 
the κE2 enhancer motif were identified (Figure 2) [56,57]. 
These proteins, E12 and E47, were identified as alterna-
tively spliced isoforms of the E2A gene (also referred to as 
Tcf3/Tcfe2a in mice and TCF3/Pan1/2 in humans; Table 1).  
E12 and E47 possess different basic-helix-loop-helix 
(bHLH) domains (related to the daughterless transcription 
factor of Drosophila) that mediate their homo- or heterodi-
merization. Each protein’s basic region binds one half-site 
of the E box. This model was confirmed by X-ray crystallo-
graphic analysis of E47 homodimers bound to E box DNA 
[58]. E12 and E47 also include domains (AD1 and AD2) 
that function in transcriptional activation [10]. Because of 
the strict recognition of E boxes by E12 and E47 and related 
family members (encoded by the E2-2/TCF4 and HEB/
TCF12 genes), these proteins are referred to as E proteins. 
The following section will focus on functions of E2A in 
early B cell development.

The generation of mice lacking functional E2A genes 
confirmed their importance for B cell development and 
function. These gene-targeted mice produce neither E12 
nor E47 proteins. The mutant mice completely lacked B 
cells [59,60]. Indeed, the absence of cells expressing the 
pan-B cell marker B220 and a lack of immunoglobulins, 
with no evidence of V(D)J recombination, suggested that B 
cell development was arrested at a very early stage. Expres-
sion of key B cell–specific genes, including mb-1(Cd79a), 
the surrogate light chain (φL) genes λ5 (Igll1) and VpreB 
(Vpreb1), Cd19, and Recombination activating gene 1 
(Rag1) were not detected in E2A gene targeted mice. Also, 
the Pax5 gene, which regulates much of the early B cell 
transcriptome, was not transcribed in these mice.

Initial observations of the lack of B cells in E2A-defi-
cient mice suggested that functions of E2A proteins are 
restricted to B cells. However, these factors are required 
for the normal development of both B and T cells. Experi-
ments using conditional knockout mice demonstrated that 
E2A proteins are required for the development and func-
tion of thymocytes, mature CD4+ cells, invariant natu-
ral killer T (iNKT) cells, and Th17 cells as well [61–66]. 
Deficiencies in B and T cell development in Tcf3 (E2A) 
knockout mice likely result from reduced development of 

LMPPs (see below), which require E2A for the expression 
of lymphoid-specific genes [67]. Even reduced expression 
of E2A proteins in Tcf3 haplo-insufficient mice severely 
impairs the generation of lymphoid progenitors [68]. Inter-
estingly, E2A-deficient progenitors exhibit pluripotency 
and inappropriate expression of regulators of other lineages 
including the Gata1 (erythroid lineage-specific) and Tcf1  
(T cell–specific) factors [69].

In B cells, E2A proteins have long been associated with 
the process of antigen receptor gene assembly via V(D)J 
recombination. In E2A-deficient B cells, V(D)J recombi-
nation is not detected [59,70]. Importantly, expression of 
E2A proteins in non-lymphoid cells activated Ig germline 
transcription and expression of proteins (terminal deoxy-
nucleotidyl transferase) involved in Ig heavy chain (IgH) 
gene rearrangements [71]. Moreover, in the presence of 
co-expressed RAG1/2 proteins, E2A proteins allowed for 
completion of Igκ light (L) chain gene rearrangements 
[72,73]. Although some studies suggested similar capabili-
ties of E12 and E47 [72,74], other experiments highlight 
distinct functional differences between the two isoforms 
[71]. For example, E47 and E12 are required differentially 
in a temporally controlled fashion for Ig gene recombina-
tion during B cell development [75]. E47 is required in 
pre–pro-B cells, which undergo DH to JH, followed by VH 
to DJH rearrangements. Although E12 is not required in 
pre–pro-B cells (Figure 1), both E12 and E47 are increased 
in pre-B cells coincidently with IgL gene rearrangements 
[76–78].

Recent evidence suggests that a complex set of mecha-
nisms controlled by E2A proteins and their partners EBF1 
and Pax5 regulate Ig locus accessibility, nuclear position-
ing, and long-range interactions necessary for successful 
recombination (reviewed in Ref. [79]). E2A and cofactors 
that mediate epigenetic modifications control chromatin 
accessibility necessary for V(D)J recombination at both 
IgH and IgL genes [80–82]. Accessibility and use of Vκ 
segments may be controlled by E2A, perhaps by increasing 
looping between germline segments before rearrangements 
[83]. E12 may be more important for germline transcrip-
tion, rearrangement, and expression of Igλ L chain genes 
[75,84,85]. Furthermore, expression of the Rag1/2 genes 
depends on E2A, which drives their promoters via the Erag 
enhancer in CLPs [86,87].

How do E2A proteins control gene transcription? At 
least two levels of interactions are important: (1) DNA 
binding together with other transcription factors and (2) 
recruitment of auxiliary proteins that bridge between E2A 
proteins and the transcription machinery. In either case, 
associations with proteins that mediate epigenetic modi-
fications of chromatin are an important consequence of E 
protein DNA binding.

E2A cooperates with other transcription factors bound at 
adjacent sites. Among the first identified functional partners 
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of E2A was EBF1, which binds adjacent sites with E2A in 
promoters of the φL genes λ5 (Igll1), VpreB1 (Vpreb1), and 
BCR accessory protein mb-1/Ig-α (Cd79a) [88–90]. Chro-
matin interaction analysis sequencing studies identified 
>4500 sites in pre–pro-B cells and nearly 12,000 sites in 
pro-B cells occupied by E2A proteins [91]. Binding of E2A 
proteins correlated strongly with H3K4 monomethylation 
(which marks promoters and enhancers), but less so with 
H3 acetylation (which marks actively transcribed genes). 
Many of these sites were already occupied in pre–pro-B 
cells in the absence of EBF1, which suggests a hierarchy 
of DNA binding. However, co-occupancy (binding within 
150 bp of each other) of regulatory modules by E2A and 
EBF1 was detected at half of the EBF1-binding sites iden-
tified in pro-B cells. These findings suggest that synergy 
between E2A and EBF1 is essential for early B cell specifi-
cation and commitment. Mutual positive feedback circuits 
in B cell differentiation were confirmed by the binding of 
E2A to regulatory elements of Ebf1 genes and to the Foxo1 
gene in collaboration with EBF1. Genes regulated by E2A, 
EBF1, and Foxo1 binding include those encoding compo-
nents of the pre-BCR and BCR, as well as signaling and 

survival proteins from distinct pathways (Figure 3) [91]. An 
independent study reported many of the same target genes 
and confirmed requirements for E2A proteins in the main-
tenance of target gene expression in early B cell progeni-
tors [92]. Chromatin interaction analysis sequencing also 
detected co-occupancy of promoters by E2A proteins and 
Runx proteins (likely Runx1) in pre–pro-B cells. It has also 
been proposed that E2A proteins function cooperatively 
with NF-κB as well [93].

E2A proteins function by recruiting proteins that drive 
epigenetic remodeling that precedes transcription. The 
recruitment of the archetypal coactivators, CREB-binding 
protein (CBP)/p300, by E2A proteins is well described [81]. 
Recruitment of CBP/p300 brings their histone acetyltrans-
ferase activities to target genes. E2A proteins also recruit 
the lysyl-acetyltransferase GCN5/PCAF subunit of the Spt-
Ada-Gcn5-Acetyltransferase (SAGA) coactivator complex 
[94]. More recently, biochemical analysis identified addi-
tional interactions between E2A and epigenetic regulators 
including lysine-specific histone demethylase 1 (LSD1), 
protein arginine methyltransferase 5 (PRMT5), and the co-
repressor CoREST in association with E47 [95]. The diverse 

FIGURE 3 Regulatory network linking transcriptional activators, signaling proteins, and survival factors in developing B cells. Transcription 
factor binding sites were identified using ChIP-seq and integrative genome-wide bioinformatic analysis [91]. Transcriptional regulatory targets of E2A 
and EBF1, or that are bound by Foxo1, are indicated in groups based on their activation or repression in pro-B cells (relative to E2A- or EBF1-deficient 
pre–pro-B cells). Genes that are critical for B cell specification and commitment are shown. Circles reflect the number of genes identified within each 
group. Genes with confirmed binding sites for Foxo1 are indicated by darker colors. Provided by Cornelis Murre.
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functions of these partner proteins suggest their participa-
tion in context-dependent activation or repression by E2A 
proteins. E2A proteins also interact directly with the basal 
transcription machinery. E47 binds to core promoters coop-
eratively with TFIID through its TAF4 subunit [96].

As described above, E2A facilitates the activation of 
downstream regulators commencing in LMPPs and CLPs. 
However, it is now apparent that E2A primes lymphoid 
cell development during the earliest stages of hematopoi-
esis. E2A proteins may prepare genes for activation or 
silencing as early as HSCs. In these cells, it is proposed 
that E2A proteins bind and pre-mark enhancers for acti-
vation [67,97]. This is evidenced by the deposition of 
histone marks including H3K4me1, which are predictive 
of both transcriptional enhancers and multilineage prim-
ing for transcription [98]. Although the mechanisms nec-
essary for the deposition of H3K4me1 are incompletely 
understood, restoration of E47 expression in E2A-deficient 
pre–pro-B cells was sufficient for genome-wide deposition 
of H3K4me1 [91]. Before lymphopoiesis, it is likely that 
E2A proteins and other collaborating factors (e.g., PU.1 and 
Ikaros), directly or indirectly recruit histone methyltransfer-
ases, including those of the mixed-lineage leukemia (MLL) 
protein family [99]. Other data suggest that E2A positions  
genes within loops of chromatin associated with the nuclear 
lamina [100]. These topological structures are associated 
with poised genes that change location within subcompart-
ments of the nucleus during B cell development. In this 
regard, E2A may synergize with PU.1 to anchor interac-
tions between enhancers of coregulated genes. This mecha-
nism may preclude premature gene activation, resulting in 
appropriate temporal regulation of downstream regulatory 
genes (such as Ebf1).

4.  E2A IS INHIBITED BY ID PROTEINS

Functional amounts of E2A proteins are controlled at the  
1) transcriptional level and 2) posttranslationally by the 
Inhibitor of DNA binding (Id) family of helix-loop-helix 
(HLH) proteins. In the bone marrow, developing B cells 
express Id2 and Id3 at discrete phases of lymphopoiesis 
(Figure 1). Neither Id2 nor Id3 contains an independent 
DNA-binding domain; however, each protein can het-
erodimerize with E2A proteins [101–103]. Heterodimer-
ization dampens E2A activity because E2A:Id complexes 
are unable to bind DNA stably. Repression of Id2 and Id3 
genes, first by Gfi1 and then by EBF1, aids in establish-
ment and maintenance of sufficient levels of E2A proteins 
for B lineage specification and commitment [104,105]. Id3 
induces growth arrest and controls survival signals in B 
cell progenitors [106]. Upregulation of Id3 in immature B 
cells may be important for controlling allelic exclusion and 
secondary rearrangements associated with receptor edit-
ing [76]. Id2 is also upregulated in immature B cells [107]. 

Importantly, inhibition of E47 by Id2 in early hematopoiesis 
limits lineage priming and the generation of B cells [108].

5.  INTERLEUKIN-7/STAT5 SIGNALING 
PROVIDES AN EARLY SIGNAL FOR B 
CELL LINEAGE SPECIFICATION

Interleukin-7 (IL-7) provides key signals for early B cell–
specific proliferation, differentiation, and lineage pro-
gression. In developing B cells, IL-7 engages receptors 
including the α subunit encoded by the l7r (also known 
as Cd127/Il7ra) gene, together with the cytokine receptor 
common γ chain (γc) to activate Janus kinases 1 (Jak1) and 
3 (Jak3). Subsequently, Jak1 phosphorylates Stat5A/B on 
specific tyrosines (Tyr694/699, respectively) necessary for 
homodimerization, translocation to the nuclear compart-
ment where it functions as a transcription factor (reviewed 
in Ref. [109]). DNA binding by Stat5 homodimers results 
in interactions with other proteins that modify chroma-
tin. These interactions govern key checkpoints during 
bone marrow B cell development, including the transition 
between pro-B and pre-B cells that is regulated by the pre-
BCR (reviewed in Ref. [110]). An important feature of this 
mechanism is the control of Rag1 gene expression by IL-7/
Stat5. The basis of control of this developmental progres-
sion by IL-7 is poorly understood, but new findings shed 
much light on this mechanism.

The onset of early B lymphopoiesis critically depends 
on IL-7 signaling [28]. In the absence of IL-7 or its recep-
tor, B cell development is arrested at an early progenitor 
stage [111,112]. Because the Il7r gene is activated by PU.1, 
PU.1-deficient MPPs are developmentally arrested. Dif-
ferentiation is restored by enforced expression of the IL-7 
receptor [27]. The lack of IL-7 receptors is complemented 
by constitutively active Stat5a, which restores IgH gene 
rearrangements and lineage progression in IL-7R–deficient 
mice [113].

Synergy between IL-7 and Flt3L/Flt3 signaling in 
hematopoietic progenitors activates MAPK/Erk and PI3K/
Akt pathways. In turn, this increases the survival and pro-
liferation of pre–pro-B cells [114]. Many of the effects of 
IL-7 signaling result from its activation of EBF1 expres-
sion, which is necessary for the B cell transcriptional 
program [30–32]. IL-7 signaling drives EBF1 expres-
sion directly. IL-7/Stat5, E2A, and EBF1 itself activate 
the distal promoter of the Ebf1 gene [115–117]. Because 
it results in EBF1 expression, IL-7 signaling is considered 
to have an instructive role in activating the early B cell– 
specific transcriptome [112]. Furthermore, B cell develop-
ment in the thymus is increased by enforced expression of 
constitutively active Stat5 [118].

Assembly of the pre-BCR is an important checkpoint 
in early B cell development. In pro-B cells, Stat5 activates 
IgH rearrangements and represses IgL rearrangements. 



Molecular Biology of B Cells42

Interleukin-7/Stat5 is necessary for germline transcrip-
tion, histone acetylation, and DNA recombination of dis-
tal VH to DJH gene segments in pro-B cells [119]. Then, 
loss of the IL-7/Stat5 signal, together with pre-BCR sig-
naling, drives pre-B cells to rearrange Igκ genes. In Stat5-
deficient pro-B cells, Igκ rearrangements are detected 
prematurely [120]. The molecular basis of Stat5’s tempo-
ral regulation of Igκ rearrangements has been dissected. 
Stat5 binds as a tetramer at the κ intronic enhancer (Eκi), 
which inhibits Igκ rearrangements. Tetrameric Stat5 
recruits Polycomb Repressive Complex 2 (PRC2) and its 
core subunit Enhancer of zeste homolog 2 (Ezh2), a his-
tone lysine methyltransferase [121]. Consequently, Ezh2 
adds the repressive H3K27me3 mark to nucleosomes. 
This reduces accessibility to the Eκi enhancer, the Jκ clus-
ter, and Cκ.

After expression of the pre-BCR, developing B cells 
traffic to microenvironments with low IL-7. With reduced 
IL-7 signals, pre-B cells exit the cell cycle in preparation for 
Igκ rearrangements [122]. Ikaros facilitates the transition of 
large pre-B (Fr.C′) to small non-cycling pre-B cells, which 
rearrange Igκ genes [8,46]. E2A opens Igκ loci to facilitate 
binding of recombination signal sequences by Rag proteins 
[73]. Together, Ikaros and E2A synergize with other fac-
tors including Pax5 and Interferon regulatory factor 4 (Irf4). 
In preparation for Igκ gene rearrangements, these proteins 
(1) promote increased local accessibility by the removal of 
H3K27me3 and the addition of histone acetylation and (2) 
upregulate Rag1 in pre-B cells [8,46,122].

6.  EARLY B CELL FACTOR: CENTRAL 
COORDINATOR OF B CELL 
DEVELOPMENT

The onset of B cell differentiation is initiated by Early B 
cell Factor 1 (EBF1, also known as EBF/COE1/O/E−1). 
Although many important transcription factors, including 
PU.1, Ikaros, and E2A, are expressed before EBF1 and pre-
pare cells for the B cell fate, it is EBF1 that drives B cell 
specification and commitment (see section on Regulation of 
B Cell Lineage Commitment). EBF1 functions by interact-
ing and cooperating with partner proteins, including many 
that are controlled by EBF1 itself (e.g., Pax5). Recent stud-
ies, including elucidation of its three-dimensional structure, 
identification of its target genes in developing B cells, and 
its orchestration of epigenetic modifications, have greatly 
increased understanding of how EBF1 accomplishes speci-
fication and commitment to the B lineage.

Early B cell Factor 1 was first identified as a B cell– 
specific protein that binds the mb-1/Cd79a promoter 
[123,124]. As expected for an early coordinator of B cell 
differentiation, EBF1 was implicated in the regulation of 
multiple genes (e.g., B29/Cd79b, Vpreb1, λ5/Igll1) and func-
tions cooperatively with other known regulators of early B 

cell–specific transcription, including E2A [86–89,125,126].  
Cloning of cDNAs encoding EBF1 and subsequent func-
tional studies identified its atypical helix-loop-helix-loop-
helix (HLHLH) domain (Figure 2), which mediates its 
homodimerization [125,127]. However, these studies also 
revealed a novel DNA-binding domain that binds conserved 
inverted repeat sequences (Table 1). Structural studies of 
EBF1 bound to DNA or of its individual domains confirmed 
the similarity between its HLHLH motif and the HLH motif 
of E2A [126,128]; however, heterodimerization between 
HLH domains of E2A and EBF1 has not been reported. The 
structure of the DNA-binding domain of EBF1 and its mode 
of DNA recognition has several remarkable features. DNA 
binding is mediated by recognition of each of the inverted 
repeats by a Rel-like (with similarities to Ig-like folds) 
core, similar to those of NFAT and NF-κB subunits, includ-
ing loop modules that contact the major groove of DNA 
[128]. The structure confirmed previous studies suggesting 
the presence of an unusual zinc-binding domain, the zinc 
knuckle, which participates in DNA recognition [125,129]. 
Both the very short length (14 residues) and configuration 
of residues coordinating zinc (His–Cys3) distinguish the 
zinc knuckle from Krüppel-like (Cys2-His2) and other types 
of zinc fingers. The structure of a second Ig-like fold of 
unknown function, termed the Ig plexin transcription factor-
like (IPT)/transcription factor-Ig (TIG) domain, confirmed 
its Ig-like fold as well.

The absence of EBF1 in gene-targeted mice results in 
developmental arrest at an early pre–pro-B, or CLP-like 
stage of differentiation [130]. Within the hematopoietic sys-
tem, only B cell development is affected. Early B cell Factor 
1–deficient mice fail to express sterile transcripts of the IgH 
locus (Iμ and μ0) that precede V(D)J recombination and 
exhibit a total lack of Ig gene rearrangements. Many early 
B cell–specific genes, including Cd19 and mb-1/Cd79a, are 
not expressed in the absence of EBF1. Importantly, this B 
cell–specific phenotype differentiates EBF1-deficient mice 
from mice lacking PU.1, Ikaros, or E2A, which lack cells of 
multiple hematopoietic lineages.

Early studies demonstrated the ability of EBF1 to drive 
HSCs to the B cell fate at the expense of other lineages 
[131]. Early B cell Factor 1 also has abilities to activate the 
B cell program in progenitors in the absence of upstream 
factors, including PU.1 and E2A [32,132]. In normal mice, 
B lineage restriction in Ly6d+Il7r+ CLPs correlates with the 
earliest onset of Ebf1 transcripts [112,133]. In these cells, 
expression of Ebf1 precedes expression of critical B cell–
specific markers, including ψL genes. Activation of B cell–
specific genes occurs together with the silencing of genes of 
T and NK cells that are expressed in early CLPs. Expression 
of Ebf1 in CLPs and pre–pro-B cells is sufficient for activa-
tion of other important members of the B cell–specific tran-
scriptional network, including Foxo1, Pax5, and Pou2af1 
(the coactivator Oca-B) [134]. In addition, the histone H2A 
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deubiquitinase Myb-like, SWIRM, and MPN domains 1 
(MYSM1) is necessary for efficient activation of Ebf1 gene 
expression in CLPs [135].

Two promoters drive Ebf1 transcription at different 
stages of development. Ebf1 transcripts increase in pro-B 
cells [1,117]. Then, maximal expression is reached in 
pre-B cells (Hardy Frs. C′ and D). At early stages, the dis-
tal (−4.4 kb) Ebf1α promoter is activated by IL-7 signaling, 
E2A, and EBF1 itself [115–117]. In contrast, the Ebf1β 
proximal promoter is activated by Pax5 and ETS proteins. 
The proximal protein is also activated by Runx1 and its 
partner CBFβ [203]. Together, the two promoters finely 
tune EBF1 expression. The importance of Ebf1 gene dos-
age is evidenced further by critical requirements for nor-
mal amounts of EBF1 at different stages of differentiation. 
For example, Ebf1 haplo- insufficient mice exhibit reduced 
abilities to rearrange Ig genes and impaired B cell lineage 
commitment and progression [68,136,137].

In addition to transcriptional mechanisms, levels of 
EBF1 in B cells are also controlled by posttranslational 
mechanisms. The carboxy-terminal domain of zinc finger 
protein 521 (Evi3/Zfp521/ZNF521) interacts with EBF1 
and inhibits its DNA binding in vitro and in transfected 
cells [138,139]. Zfp521 is expressed together with Ebf1 in 
early B cell progenitors (from CLPs to pro-B cells) [1,3] 
and in non-lymphoid cells including osteoblasts and adi-
pocytes [140,141]. These observations suggest that the two 
factors may have coevolved in a regulatory partnership.

Gene expression profiling and ChIP-seq identified 565 
genes that are occupied and transcriptionally regulated by 
EBF1 [91,142]. Binding sites for EBF1 were largely localized 
at promoters and enhancers. In pro-B cells, EBF1 preferen-
tially regulates genes involved in signal transduction, including 
the expected φL chains (Vpreb1, Vpreb2, Vpreb3, and Igll1), 
Ceacam1, and Notch3. Transcription factor genes were also 
activated, such as Hes1, a mediator of Notch signaling. Other 
classes of activated genes include kinases (Blk), phosphatases 
(Sbk1), metabolic enzymes (Neu1), membrane transport-
ers, and genes associated with the cytoskeleton and motil-
ity (Sema7a). A number of important genes were repressed 
directly by EBF1, including Icosl, Dusp7, and Itgb7.

The ability of EBF1 to both activate and repress gene 
targets suggests that it directs changes in the structure of 
surrounding chromatin to facilitate activation or repres-
sion depending on the local context. In this regard, active 
genes bound by EBF1 in pro-B cells feature enriched 
local densities of H3K4me3 and H3Ac epigenetic marks, 
whereas genes that shut off in these cells after EBF1 bind-
ing are enriched for repressive H3K27me3. Chromatin 
interaction analysis sequencing studies also suggested 
that EBF1 is associated with poised chromatin (associated 
with the H3K4me2 mark) at many targets, including genes 
that are inactive in pro-B cells but activated at later stages 
of development.

Similar to E2A, EBF1 interacts with other DNA bind-
ing proteins and cofactors to activate or repress transcrip-
tion. Early B cell Factor 1 binds genes together with 
Runx1, including the mb-1/Cd79a promoter [143]. Chro-
matin interaction analysis sequencing and subsequent 
bioinformatic analysis suggested that approximately one-
fourth of the regulatory modules bound by EBF1 include 
or are near Runx1-binding sites [91]. Early B cell Factor 
1 is also known to recruit p300, which may be involved in 
activation or repression in different contexts [144]. Impor-
tantly, EBF1 recruits SWI/SNF complexes and initiates 
chromatin remodeling through its interactions with the 
Brahma-related gene 1 (Brg1) ATPase [145]. In relation 
to EBF1’s ability to initiate demethylation of DNA (see 
subsequent discussion) [145], a recent report suggests that 
EBF1 interacts with the Ten-Eleven Translocase 2 (Tet2) 
protein [146], a hydroxylase that oxidizes 5-methylcy-
tosine to 5-hydroxymethylcytosine [147]. This chemical 
modification is the first step in converting methylated to 
unmethylated cytosine necessary for removal of this epi-
genetic mark (see following sections).

The importance of EBF1 for activation of B cell– 
specific developmental programs was evidenced further by 
studies using Ebf1 conditional knockout mice [148,149]. As 
expected from results of previous studies using cell lines and 
knockout mice, conditional mutagenesis of Ebf1 genes con-
firmed requirements for EBF1 for lineage commitment in 
early progenitors (see subsequent discussion), proliferative 
expansion, and survival of pro-B cells and their transition 
to pre-B cells in the bone marrow. Genes and mechanisms 
affected by the loss of EBF1 include regulators of cell 
cycle progression and signaling by the pre-BCR and BCR, 
including the PI3K/Akt and BAFF receptor pathways in the 
bone marrow. Interestingly, although EBF1 is required for 
activating hundreds of genes in pro-B cells, it is not uni-
formly required for the maintenance of their expression as 
development proceeds. Moreover, EBF1 activates differ-
ent sets of genes at different stages of B cell development. 
Conditional deletion of EBF1 at later stages of development 
did not result in significant changes in the expression of a 
number of EBF1 target genes (e.g., Cd79a, Pax5, and Blnk/
SLP-65). This suggests that EBF1 functions by establishing 
epigenetic modifications that are propagated in its absence. 
These results explain why other genes dependent on EBF1, 
such as Cd79b/Ig-β, remain transcriptionally active after the 
silencing of EBF1 in terminally differentiated plasma cells 
[123,127].

7.  COLLABORATION BETWEEN EBF1 AND 
FOXO1

The Foxo1 gene encodes Forkhead box O1, a key effector 
of the PI3K-Akt/PKB signaling pathways in B cells and a 
host of other tissues [150]. Foxo1’s subcellular localization 
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is regulated by phosphorylation of its nuclear localization 
or nuclear export signals. Foxo1 is required at multiple 
stages of B cell development [151]. In CLPs, E2A and the 
bHLH protein HEB collaborate to activate Foxo1 expres-
sion [152]. Ablation of floxed Foxo1 genes at the pro-B cell 
stage accumulated additional pro-B cells, but also a 90% 
reduction in numbers of B cells in the bone marrow relative 
to wild-type mice [151]. Moreover, Foxo1-deficient B cells 
that progressed to the periphery lacked surface expression 
of IgM and IgD. The increase in pro-B cells suggests that 
Foxo1 deficiency creates a partial block in the transition of 
these cells to pre-B cells. In part, the phenotype of Foxo1-
deficient pro-B cells may result from low responsiveness to 
IL-7 owing to reduced amounts of IL-7 receptors. Reduced 
expression of Rag1 and Rag2 in pre-B cells lacking Foxo1 
also contributes to decreased developmental progression at 
this stage. In the periphery, Foxo1 also regulates genes such 
as Aicda that are required for Ig gene maturation in germi-
nal center B cells.

Foxo1 DNA binding was observed coordinately with 
E2A and EBF1 in pro-B cells [91]. Genetic studies revealed 
synergistic activities of E2A and Foxo1. Together, these 
studies assembled a global network consisting of E2A, 
EBF1, Foxo1, downstream regulators, signaling, and sur-
vival genes that control B cell specification and commitment 
(Figure 3). Genes bound by Foxo1 included genes that are 
important for B cell survival, including the previously iden-
tified target, Bcl2l11 (Bim); [153,154]. Together with E2A, 
Foxo1 binds the Bcl11a gene, which encodes another tran-
scription factor that contributes to lymphocyte development 
[155]. Interestingly, Foxo1 and EBF1 crossregulate each 
other in a positive feedback circuit, because Ebf1 transcripts 
are absent from Ly6d+ CLPs in the absence of Foxo1 [156]. 
Gene profiling and ChIP-seq revealed that EBF1 and Foxo1 
regulate similar sets of genes, which suggests that the two 
factors coregulate B cell lineage specification. However, 
EBF1 and Foxo1 do not necessarily regulate transcription 
to the same outcome. Examples were noted of genes that are 
repressed by EBF1 alone (e.g., Cd5), Foxo1 alone (Thy1), 
or EBF1 and Foxo1 together (Gfib), or positively regulated 
by EBF1 alone (Cd79b) or Foxo1 alone (Blnk/SLP-65), 
or activated by EBF1 and Foxo1 together (Blk). Together, 
these proteins collaborate in different ways, involving mul-
tiple feedback circuits, to establish B cell identity.

8.  REGULATION OF THE B CELL–SPECIFIC 
PROGRAM BY PAX5

Paired box gene 5 (Pax5) is a member of the paired domain, 
or PAX, family of DNA-binding proteins, which includes 
important regulators of development in humans and mice 
[157]. Originally identified in a wide array of contexts as the 
B cell–specific activator protein (BSAP), Pax5 is the only 
PAX protein expressed in hematopoietic cells (reviewed in 

Ref. [158]). Early studies suggested regulation by Pax5 of 
components of the pre-BCR and BCR (i.e., mb-1/Cd79a), 
Cd19, and IgH and IgL genes. As this section will detail, Pax5 
is among the most important regulators of the B cell lineage.

Noteworthy features of Pax5 begin with its paired 
domain, which includes two helix-turn-helix (HTH) motifs 
separated by a short flexible spacer (Figures 2, 4) [159]. 
Both HTH motifs are capable of binding DNA and are used 
together or separately in different contexts. Differential use 
of these domains and the numerous possible contacts made 
by Pax5 with DNA results in its complex DNA-binding 
specificity, which is considerably more degenerate than 
those of other proteins described here (Table 1). Pax5 also 
comprises other domains necessary for protein–protein 
interactions, transcriptional activation, and repression. In 
turn, Pax5 activates the B cell–specific transcriptome and 
represses the transcriptional programs of other lineages.

Pax5’s quintessential roles in B lymphopoiesis were 
confirmed in gene-targeted mice [160–163]. In the absence 
of Pax5, B cell development is arrested at a stage between 
normal pre–pro-B and pro-B cells. Arrested cells fail to 
express many B cell–specific genes including mb-1/Cd79a 
and Cd19. Unlike EBF1- and E2A-deficient mice that 
exhibit a complete lack of Ig gene rearrangements, Pax5-
deficient mice express Rag1/2 and are partially defective in 
V(D)J recombination. IgH gene D-JH rearrangements are 
detected in normal amounts, but VH to D-JH rearrangements 
are rarely detected. Moreover, in the absence of Pax5, only 
the most DH-proximal VH segment (VH7183) is assembled 
into complete IgH genes. Distal VH segments (VHJ558), 
which rearrange frequently in wild-type mice, are not used. 

FIGURE 4 One context of Pax5 binding to DNA: overview of the crys-
tal structure of the paired domain of Pax5 and ETS domain of Ets-1 bound 
to the mb-1/Cd79a promoter. This view shows the crystal structure of 
the paired domain of Pax5 (green) in complex with the ETS domain of 
Ets-1 (turquoise) on the 25 bp mb-1/Cd79a promoter binding site. The 
structure was solved at a resolution of 2.25 Å [159]. The Pax5 paired 
domain includes amino- and carboxy-terminal subdomains connected by 
a flexible spacer. The region marked by a red circle includes multiple side 
chains that mediate direct contacts between the two proteins and with 
DNA. The figure was prepared from the PDB file IK78 using PyMOL 
(www.pymol.org) (provided by Mair Churchill).

http://www.pymol.org
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The lack of Pax5 also affected pre-BCR signaling on many 
levels [77]. In particular, Blnk/SLP-65 was not expressed 
in Pax5-deficient pro-B cells. Together, these data demon-
strate critical roles for Pax5 in the generation of immuno-
globulins and expression of proteins necessary for signaling 
and function of B cells. Perhaps of most importance, pro-B 
cells lacking Pax5 exhibited latent potential for differen-
tiation to other hematopoietic lineages [164,165]. In the 
absence of Pax5, cytokine receptors and other factors that 
can steer lineage choices to non-B cell fates are expressed 
inappropriately. These observations are discussed in detail 
in the next section.

Gene expression profiling of conditionally deleted, 
Pax5-deficient pro-B cells identified 170 genes activated by 
Pax5 [166]. This extensive profile included genes encod-
ing receptors and adhesion molecules (e.g., Vpreb3 and 
Enpep/BP-1), B cell signaling proteins (Bcar3 and Nedd9), 
transcription factors (Ikzf3, Spib, Irf4, Irf8, and Id3), and 
other proteins involved in cell-cycle control. Pax5 particu-
larly affected genes involved in B lymphocyte adhesion, 
migration, and trafficking (e.g., Cd44, Cd97, and Tnfrsf19). 
Analysis of DNA binding in wild-type pro-B cells using 
ChIP-seq detected enrichment of Pax5 binding to promot-
ers and enhancers and its association with positive histone 
marks H3K9ac, H3K4me2, and H3K4me3 on active genes. 
In light of these data, Pax5’s ability to repress over 110 
genes in other contexts is striking [167].

Whether Pax5 activates or represses transcription is usu-
ally attributed to the context of its binding site. The target 
sequence may be permissive for interactions with other 
DNA-binding proteins or coactivators/corepressors that 
modulate transcriptional activity. In this regard, Pax5 inter-
acts directly with the coactivators Daxx and CBP [168], 
retinoblastoma (Rb1) [169], and the SAGA histone acetyl-
transferase complex [170]. Previous studies suggest Pax5’s 
direct recruitment of the TFIID subunit TATA binding pro-
tein (TBP) and other general transcription factors [169]. 
Recent studies using endogenously biotinylated Pax5 as 
bait for interacting proteins detected its associations with 
additional subunits of TFIID and components (BAF57 and 
BAF170) of BAF chromatin remodeling complexes [171]. 
Pax5 also bound PAX-interacting protein 1 (Paxip1/PTIP), 
which recruits MLL-containing H3K4 methyltransferase 
complexes. Together, these proteins add positive H3K4 
methylation after DNA binding by Pax5.

Concerning how Pax5 mediates repression, a specialized 
domain in its carboxy-terminus recruits four corepressors  
of the Groucho (Grg)/transducin-like enhancer of split 
(Tle) family [11]. In this regard, context may include bind-
ing of Pax5 together with PU.1, which recruits Grg4 to 
an enhancer at the IgH locus [172]. Pax5 also recruits the 
NCoR1 repressor. Genes repressed by Pax5 featured a high 
density of H3K27me3 marks that are likely added by PRC2 
complexes [171].

One context of Pax5 binding that is clearly defined is 
its recruitment of ETS family proteins to activate the mb-1/
Cd79a gene [173]. Activation of mb-1/Cd79a promoter 
transcription is a stepwise process. In early B cell progeni-
tors, including cells derived from E2A- or EBF1-deficient 
fetal livers, mb-1/Cd79a promoters are hypermethylated on 
CpG dinucleotides. Moreover, the local chromatin structure 
is closed and inaccessible. Before the expression of Pax5, a 
complex of EBF1, Runx1 (and its partner CBFβ) and E2A is 
assembled at the distal end (−178 to −148) of the promoter 
[143]. These factors begin the process of DNA demethyl-
ation at distal CpGs and facilitate chromatin accessibility 
necessary for the binding of Pax5 [145]. These early events 
require recruitment of SWI/SNF and Tet2 (implicated, but 
not yet proven) by EBF1 and its partners [145,146]. Bound 
factors collaborate to deplete mb-1/Cd79a promoters of 
Mi-2/NuRD complexes, which help maintain the hyper-
methylated state of the promoter in the absence of activators 
[145,174]. After the local opening of chromatin and loss of 
DNA methylation (which blocks ETS protein DNA bind-
ing), Pax5 recruits Ets-1 to bind the promoter [143,145,175]. 
Interactions with Pax5 enhance Ets-1 DNA binding by 
>800-fold [176]. Thus, DNA binding by Pax5 and Ets-1 is 
highly cooperative. The basis for Pax5-Ets-1 interactions 
was revealed by the X-ray crystallographic structure of the 
two proteins’ DNA-binding domains assembled with mb-1/
Cd79a promoter DNA (Figure 4) [159]. Highly conserved 
residues in Pax5 and Ets1 interact in a network of contacts 
that allows Ets-1 to bind a non-consensus site. Together, 
these data describe a mechanism in which E2A, EBF1, and 
Pax5 synergistically activate a model B cell–specific gene. 
Recently, long-range analysis of interactions at the genomic 
level identified two enhancers that may drive mb-1/Cd79a 
promoter activation [177]. A similar stepwise epigenetic 
process activates Cd19 expression in B cells, which cru-
cially depends on E2A, EBF1, and Pax5 (but not Pax5–Ets 
complexes) [178].

Pax5 expression itself depends on a host of upstream 
factors, including other transcription factors detailed in 
this chapter. As described earlier, Pax5 was not expressed 
in gene-targeted mice lacking E2A, EBF1, or Foxo1. This 
suggests that the four factors coordinate early B cell devel-
opment as part of a functional hierarchy of transcription 
factors [60,89,130,156]. Once active, Pax5 transcription is 
detected at all stages of bone marrow B cell development 
and in peripheral B cells. However, Pax5 expression must 
be shut off to allow the onset of plasma cell differentiation 
[179]. During development, Pax5 and Ebf1 transcripts con-
comitantly increase at the stage of B cell–committed CLPs 
[134]. Not surprisingly, Pax5 genes are activated rapidly 
after ectopic expression of EBF1 in EBF1-deficient pro-
genitors [145].

Chromatin interaction analysis sequencing confirmed 
binding of EBF1 to a novel regulatory module upstream of 
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exon 1B of the Pax5 gene [91,180]. In addition, a potent 
enhancer in intron 5 drives B cell–specific expression of 
Pax5. The enhancer binds the following transcription fac-
tors that are all important for B cell development: PU.1, 
Irf4, Irf8, and NF-κB. Irf4 and Irf8 may crossregulate 
Pax5 because Pax5 is required for their efficient expression 
[166]. Foxo1 binds additional elements of the Pax5 gene 
and is essential for Pax5 expression [91,156]. Interestingly, 
a recent examination of the Pax5 locus (and the entire B cell 
genome) using Chromatin Interaction Analysis by Paired-
End-Tag (ChIA-PET) sequencing identified two additional 
enhancers ∼250 kb upstream of the transcription start site 
[177]. Functional consequences of these interactions are 
currently unknown, but this observation reveals the power 
of the ChIA-PET technology to identify new regulatory 
modules on a genome-wide scale.

One of the more intriguing questions concerning Pax5 
is its ability to facilitate V(D)J recombination between rear-
ranged DJH gene segments and remote VH segments [162]. 
In the absence of Pax5, only the most proximal VH segment 
(VH7183) is used. Ectopic expression of Pax5 in Pax5- 
deficient pro-B cells restored the use of distal VH segments 
during V(D)J recombination [181]. As expected [182], 
the restoration of normal recombination frequencies was 
accompanied by repositioning of the IgH locus away from 
the nuclear periphery. Moreover, Pax5 induced contraction 
of the IgH locus. The murine IgH locus spans ∼3 Mb of DNA 
Thus, contraction is necessary to synapse and recombine dis-
tant VH and DJH gene segments. This process involves local-
ized epigenetic modifications (i.e., acetylation of histones 
at accessible VH segments [183]. Rearrangements of distal 
VH segments are controlled by other transcription factors, 
including Ikaros, Yin-yang 1 (YY1), and Ezh2 [52,184–187].  
How these other proteins function together with Pax5 is 
currently an intense area of study.

IgH locus recombination has been proposed to involve 
the reorganization of chromatin topology into loops, or 
rosettes, that facilitate long-range interactions between VH 
segments and rearranged DJH genes in V(D)J recombina-
tion [188]. Similar to how transcription factors mediate the 
association of distant enhancers and promoters by loop-
ing the intervening DNA, DNA-binding proteins are nec-
essary for DNA compaction via loop formation within Ig 
loci. Pax5 facilitates looping of intervening DNA in IgH 
recombination by binding Pax5-activated intergenic repeat 
(PAIR) elements, which are interspersed with VH gene seg-
ments in the distal VHJ558 gene cluster [82,189]. Pax5, 
E2A, CCCTC-binding factor (CTCF), and cohesin bind 
PAIR elements [186]. Three-dimensional structural stud-
ies (chromosome conformation capture, or 3C) suggest 
that loops generated by PAIR elements interact with other 
loops including rearranged D-JH and the Eμ enhancer of the 
IgH locus during V(D)J recombination in pro-B cells [190]. 
Pax5-activated intergenic repeat elements give rise to long 

non-coding antisense transcripts in pro-B cells that regulate 
distal rearrangements, possibly by influencing locus con-
traction [82,186,190]. Pax5 also binds elements within the 
3′ regulatory region (3′RR) at the far end of the IgH locus 
[191], which also interacts with upstream regions in pro-B 
cells [192]. Interestingly, other elements associated with 
DNA looping, but not Pax5-dependent PAIR elements, were 
identified in more proximal VH segment clusters [192]. This 
model helps explain the requirement for Pax5 during distal, 
but not proximal, VH gene rearrangements.

9.  REGULATION OF B LINEAGE 
COMMITMENT

Lineage commitment has been defined as “the decision made 
by a cell to enter, or generate progeny that enter a particular 
maturation lineage” [193]. Lineage commitment during B 
lymphopoiesis has been elegantly shown to require sequen-
tial activities of most of the transcription factors described 
previously, including PU.1, Ikaros, EBF1 (and Foxo1), and 
Pax5. Activities of Pax5 and EBF1 were revealed in studies 
using gene-targeted mice that have lost B lineage commit-
ment, and these experiments are the focus of this section.

As described earlier, mice lacking Pax5 do not generate 
functional B cells and exhibit developmental arrest at a pre–
pro-B/pro-B–like stage (referred to hereafter as pro-B cells) 
[160,163]. B cell progenitors from these mice exhibit a num-
ber of special properties [194]. The cells grow indefinitely 
in the presence of IL-7 and do not differentiate in vitro as 
long as this cytokine is maintained. However, after removal 
of IL-7, Pax5-deficient pro-B cells demonstrate expanded 
lymphomyeloid potential but cannot differentiate into ery-
throid cells. Coculture with instructive cytokines drives 
Pax5-deficient pro-B cells to differentiate into all of the fol-
lowing types of cells: functional, phagocytic macrophages 
(M-CSF), granulocytes expressing Gr-1 (IL-3, IL-6, SCF, 
and G-CSF), dendritic cells that present antigen (GM-CSF), 
and NK cells that kill tumor cell targets (IL-2). Strikingly, 
Pax5-deficient pro-B cells grown in the presence of RANKL 
(Trance/Tnfsf11) developed into osteoclasts. Furthermore, 
after transfer into RAG-deficient mice, Pax5-deficient pro-B 
cells were transcriptionally reprogrammed in the thymus 
and generated functional T cells [165]. The molecular basis 
of these effects includes the inability of Pax5-deficient cells 
to repress transcription of 110 genes [167]. The inappro-
priate expression of these genes, including cytokine recep-
tors (e.g., c-fms/M-CSFR) and transcription factors (e.g., 
GATA1) promote expression of transcriptional programs of 
non–B cell lineages and promiscuous differentiation. Res-
toration of Pax5 expression blocks this differentiation and 
reinstates commitment to the B lineage via the mechanisms 
described in the previous section.

Linkage of EBF1 with lineage commitment was 
evidenced by its ability to drive the differentiation of 
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progenitors toward B cell development and the absence 
of B cells in mice lacking EBF1 [130,131]. Indeed, ecto-
pic expression of EBF1 promoted B cell development of 
MPPs more potently than did Pax5 [195]. Further studies of 
EBF1-deficient B cell progenitors revealed a role of EBF1 
that is similar to that of Pax5 in B lineage commitment. 
After transfer into RAG-deficient mice, EBF1-deficient 
cells were able to differentiate into cells including Mac-1+ 
and Gr-1+ myeloid cells, dendritic cells, NK cells, and T 
cells [195]. Enforced expression of EBF1 in EBF1-deficient 
cells activated Pax5 and antagonized transcription of genes 
that contribute to alternative potential, including C/EBPα, 
PU.1 (which collaborate to drive myeloid differentiation), 
and Id2 (which promotes NK cell development). EBF1 also 
mediates commitment by blocking expression of GATA3, 
which is essential for T cell development [196]. Ectopic 
expression of EBF1 restored normal patterns of B cell–spe-
cific transcription, including its repression of non-B cell 
genes. Importantly, Pax5 was not required for the repres-
sion of alternative lineage genes by EBF1. Another study 
demonstrated altered fate choices and lineage conversion of 
EBF1-deficient pro-B cells, which differentiated into innate 
lymphoid cells and T cells in vivo [197]. Although Pax5+/− 
mice are phenotypically normal [68,194], the full dosage 
of EBF1 is necessary for lineage commitment. Pro-B cells 
from Ebf1+/− mice are functionally haplo-insufficient and 
express genes of alternative lineages, including macro-
phage- and NK cell–specific genes [137,195]. These results 
are supported by the partial loss of many EBF1-dependent 
functions (e.g., IL-7 responsiveness) in Ebf1 heterozygous 
knockout mice [68].

10.  CONCLUSION

This chapter has focused on transcription factors that are 
essential for the development and commitment of B cells 
from progenitors in the bone marrow. By no means has 
this discussion been totally inclusive, because many other 
factors are required for the regulation of B cell–specific 
transcription. As a goal for the field, the elucidation of 
regulatory networks in B cell development and function 
has just begun. Similar to data shown in Figure 3 for E2A, 
EBF1, and Foxo1 in pro-B cells, extension of our current 
understanding of these networks has been achieved at only 
a few stages of development and for a small number of tran-
scription factors. However, with additional, more inclusive 
ChIP-seq studies, it should be possible to expand gene net-
works to later stages of development and a wider range of 
transcription factors. To some degree, data already available 
as part of the Encyclopedia of DNA Elements Consortium 
at the University of California, Santa Cruz (an international 
collaboration of research groups funded by the National 
Human Genome Research Institute; http://genome.ucsc.edu)  
complements studies described here, but its predictive value 

is currently limited by a small number of contributed datas-
ets relevant to B cells.

Other types of studies are moving the field ahead in 
different ways. Genomic analysis of long-range interac-
tions using multiplexed chromosome conformation capture 
sequencing (4C, 5C, and HiC) can predict locations of pro-
moters and enhancers for bioinformatic analysis of their 
composition (reviewed in Ref. [198]). Measurements of 
chromatin connectivity using ChIA-PET have revealed the 
differential use of enhancers between embryonic stem cells 
and B cells [177]. Other methods that survey the B cell–
specific interactome can reveal new interactions between 
transcription factors [199].

The relationships between the various transcription fac-
tors and cancer were also not discussed. It is notable that 
human leukemias, including B cell (and T cell) acute-lym-
phoblastic leukemia, have been linked with mutations in 
Ikzf1, E2A, Ebf1, and Pax5 loci [200–202]. In many ways, 
functional analyses of transcription factors in B cells have 
been instructive about cancer development and prognosis, 
and vice versa.
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Chapter 4

1.  INTRODUCTION

We have focused our analysis on gene expression in B 
cells, specifically differences in expression that distin-
guish maturing and mature B cell populations. B cells 
form one arm of the immune system and are responsible 
for mediating humoral immunity [1]. They are gener-
ated through a tightly regulated sequence of develop-
mental stages in which immunoglobulin heavy chain and 
light chain genes are rearranged and their products are 
selected, yielding a diverse antigen receptor repertoire 
that is largely purged of high-affinity pathogenic self-
reactivity [2]. Over the past 20 years considerable prog-
ress has been made in mapping out the differentiation 
stages from committed B cell progenitors (Pro-B cells) 
through transitional populations in spleen to mature B 
cells. Yet some controversy persists regarding the nature 
of some transitional stages and the precise origins of 
certain functional B cell subsets. Thus, for example, 
transitional stage 3 (T3) cells were initially described 
as intermediate in maturation to follicular (Fo) B cells, 
but later work described this pool of cells as an aner-
gic self-reactive subset [3]. Furthermore, whereas most 
functional B cells are considered to have been purged 
of autoreactive B cell antigen receptors (BCRs), certain 
functionally distinct subsets, including the marginal zone 
and CD5+B cell (“B1a”) subsets, show some degree of 
self-recognition [4,5].

As members of the ImmGen project, we generated a 
wide panel of gene expression datasets that follow the full 
range of B cell differentiation. These data, in relation to pro-
files from other lineages, allowed us to: (1) characterize the 
relationship of the T3 subset to other transitional cell frac-
tions; (2) compare gene expression in three major mature 
functionally distinct B cell subsets; and (3) assess tissue 
specific specialization of Fo-like B cells.

2.  GENE PROFILE CHANGES WITH B CELL 
MATURATION SUGGEST AN ORDERING 
OF TRANSITIONAL STAGES

In adult mice, B cells are produced in the bone marrow and 
then migrate to the spleen where they mature into func-
tional cells. Before the mature stage, B cells express CD94 
(AA4.1) and these maturing cells can be subdivided based 
on changes in cell surface proteins. Previously we proposed 
a subdivision of these cells into three transitional stages, 
using expression of CD94, CD23, and changes in the immu-
noglobulin (Ig)M/IgD ratio [6]. Flow cytometry gating for 
isolation of these T1, T2, T3, and Fo (follicular, mature 
stage) cells is shown in Figure 1(A). However, studies 
with autoreactive B cell antigen receptor (BCR) transgenic 
models have shown that self-reactive B cells may become 
arrested at a CD94+ stage, even as such cells upregulate 
CD23 and downregulate IgM expression [7]. Based on 
such observations, one report proposed that T3 cells found 
in normal (nontransgenic) mice consisted of a pool of self-
reactive functionally inactivated (“anergic”) B cells [3].

To further test this idea, we purified B cells represent-
ing these four stages from the spleen and carried out a series 
of cell transfer experiments. In one set of experiments, we 
directly purified B cell fractions from B6 mouse spleen 
according to the gating strategy in Figure 1(A) and injected 
cells intravenously into Ly5 congenic B6 recipients. Mice 
were analyzed 6 days later, gating on the Ly5 allele of the 
donor mice. Results presented for CD19+IgM+ cells in Fig-
ure 1(B) showed a gain of CD23 by T1 cells and progressive 
loss of CD93/AA4.1 from T1 to T2 and T3. We observed 
no distinctive failure to engraft by T3 cells, unlike the pre-
vious report. Next, we used an irradiation/self-repopulation 
approach to generate larger numbers of transitional B cells 
in BALB/c spleen, sorted the transitional and follicular frac-
tions as before, and transferred these into allotype congenic 



FIGURE 1 Progression of transitional B cells in intact hosts to B cells with a mature follicular (Fo) phenotype. (A) Flow cytometry resolution 
of transitional B cell stages in spleen. Gates shown were used for isolation of transitional cells in spleen, for preparation of RNA and for cell transfer 
experiments. (B) Data from B6 Ly5 congenic transfers. Spleen cells from 4 B6 mice were sorted as shown in Figure 1A and transferred into Ly5 congenic 
B6 recipients. Recipients were sacrificed 6 days later and spleen cells were analyzed for the presence of B6 B cells using Ly5 allele-specific reagents. 
CD19+IgM+ cells are shown in the panels. (C) Data from BALB/c B cell transfers. For left-most and center panels, spleen cells from 10 irradiated 
BALB/c mice were stained and sorted as in Figure 1A, then transferred to C.B-17 recipients by i.v. injection. Recipients were sacrificed 5 days later and 
spleen cells were analyzed for the presence of BALB/c B cells using IgH-a allotype IgM and IgD reagents. For right-most panel, spleen cells from BALB/c 
mice were sorted as shown in Figure 1A, then transferred into C.B-17 recipients by i.v. injection. Four or six days later, recipients were sacrificed and 
spleen cells were analyzed for engrafted BALB/c B cells.
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C.B-17 recipients. After 5 days, we analyzed the spleens of 
recipient mice for the presence of donor-allotype B cells. As 
shown in the left-most and center plots of Figure 1(C), we 
found comparable engraftment by T2 and T3 fractions and 
progressive increasing generation of Fo-type B cells from T1 
to T2 to T3. Finally, we directly sorted these B cell fractions 
from un-irradiated BALB/c mice and transferred the cells by 
intravenous injection into C.B-17 recipients. As shown in the 
right-most panel of Figure 1(C), we found similar results ana-
lyzing recipient spleen cells at day 4 or 6 post-transfer, with 
an increasing proportion of B cells showing an Fo phenotype 
from T1 to T2 to T3. Again, we found no distinctive deficit 
in repopulation with T3 type B cells. In summary, different 
from the previous report, we found no distinctive deficit in 
engraftment of T3 stage cells or any block in their progres-
sion to cells with an Fo phenotype. Therefore, we searched 
for changes in global gene expression in these B cells.

First, to understand the similarity and relationships of 
different cell populations, we used multidimensional scal-
ing (MDS) analysis [8] to capture the dissimilarity mea-
sured by the Euclidean distance among groups using genes 
that passed nonspecific filtering (coefficient of variation 
>0.2 and maximum normalized expression across samples 
>100), and then projected the distance/difference in a two-
dimensional space. The resulting plot (Figure 2(A)) shows 
a linear progression from T1 to T2 to T3 to Fo (mature) B 
cells, consistent with identifying T3 cells as an intermedi-
ate stage in the progression from T2 to Fo cells. However, 
one could argue that this approach might not be sensitive 
enough to identify distinctive features in T3, so we also ana-
lyzed genes with significant expression whose level differed 
among five B cell fractions, newly formed B cells in bone 

marrow (Fr. E), and the splenic transitional (T1, T2 and T3) 
and mature Fo B cells. Genes with at least a 1.5-fold differ-
ence were included, identifying a set of 1101 members that 
were then subject to cluster analysis, to group those with 
similar patterns of expression. The k-means cluster analysis 
identifies five groups of genes with distinctive patterns of 
expression across the five B cell fractions analyzed (Figure 
2(B)). Of note, we did not identify a distinctive gene cluster 
restricted to the T3 or T2/T3 stages.

We next used Ingenuity Systems IPA software to exam-
ine the five gene clusters shown in the heat map. Consider-
ing that newly formed B cells have been recently generated 
from cells that were proliferating, it is not surprising that 
the first two clusters (A and B), high in the earliest frac-
tions, include genes in pathways related to regulation of the 
cell cycle. The small cluster C, abundant in T1 and T2, is 
harder to analyze by this approach, but it contains a Notch 
pathway gene, Hes1, possibly indicating the branch point 
for marginal zone B cells that require Notch signaling for 
their generation [9]. Cluster D contains genes increasing in 
expression through the Fo stage and genes from pathways 
important in mature B cell function, including interleukin-4 
signaling, antigen presentation, CD40 signaling, phospha-
tidylinositol 3-kinase signaling, B cell receptor signaling, 
and B cell activating factor (BAFF) signaling [10]. Also, a 
number of genes involved in Toll-like receptor signaling are 
present in this cluster [11]. Cluster E, genes that show late 
expression in this sequence, also include genes in pathways 
crucial to mature B cell function, including BAFF, chemo-
kine, and apoptosis signaling.

Because this analysis did not identify a cluster of genes 
in the T3 cell stage considered to reflect anergy, we took 

FIGURE 2 Changes in gene expression during maturation from newly formed B cells in bone marrow to mature follicular B cells in speen.  
(A) Multidimentional scaling analysis shows progressive gene changes from T1 to T2 to T3 to Fo. MDS using Euclidean distance, with genes filtered by 
coefficient of variation (cv) >0.2 and maximum expression >100 (4329 gene probes passed this filter). Bone marrow samples identified as CD19+CD43–
AA4+, IgM– (Fr. D) or IgM+ (Fr. E) were also used in this analysis. Genes selected based on criteria provided in Methods. (B) Heatmap display of genes 
changing during B cell maturation. Three samples for each cell type show extent of variability. Genes were clustered into five sets using k-means and 
Pearson distance metric. A 1.5-fold cutoff was used to filter the gene set.
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a more direct approach, examining genes that were altered 
in T3 compared with both adjacent stages, T2 and Fo. We 
searched for genes in the list of the 1101 members that 
showed a selective increase or decrease in T3 relative to 
these adjacent stages, and relaxed our selection criteria to 
require a 1.4× change, because more stringent analyses 
identified few genes and we are searching for evidence of 
a biological process that may not be regulated by sharp 
changes in mRNA levels. This less stringent filter generated 
a list of 26 genes, shown in Table 1. Significantly, a number 
of these genes have been described previously as indicating 
an anergic state [21], including two of the three genes men-
tioned in a report from the Cambier laboratory [3].

3.  DISTINCTIONS IN GENE NETWORKS 
ACTIVATED IN MATURE B CELL 
POPULATIONS

We can identify three functionally distinct mature popula-
tions of B cells: the splenic follicular pool that is respon-
sible for mediating T cell–dependent immune responses, 
the spleen marginal zone B cell population that makes 
T-independent responses to blood-borne pathogens, and 
the B1a subset, localized in the peritoneal cavity, respon-
sible for production of natural autoantibody. Based on 
experiments with BCR transgenic mice, we proposed 
that these cells show significant differences in the level 

TABLE 1 Genes with Altered Expression in T3 B Cells Relative to T2 and Fo B Cells

Gene T1 T2 T3 Fo T3/Fo T3/T2 Fo/T3 T2/T3 Citation

Myb 282 221 401 68 5.9 1.8

Lef1 192 241 428 92 4.7 1.8 [17]

Sox4 198 147 300 74 4.1 2.0 [18]

Pcp4 66 104 190 73 2.6 1.8 [12]

ATP6 3386 1334 2291 907 2.5 1.7

Rgl1 117 98 275 118 2.3 2.8

Rgs2 305 161 220 96 2.3 1.4 [20]

Ephx1 663 726 1666 838 2.0 2.3

Ndrg1 156 120 253 127 2.0 2.1

Egr2 102 121 167 89 1.9 1.4 [12,21]

Egr3 271 358 539 305 1.8 1.5

Nr4a1 182 367 520 307 1.7 1.4 [15]

Lck 109 113 286 170 1.7 2.5

Dexi 400 371 532 323 1.7 1.4

Lass6 111 86 116 72 1.6 1.4

Spn 112 95 152 99 1.5 1.6

Bcl2 101 160 222 151 1.5 1.4

Faim3 3230 3630 6128 4212 1.5 1.7 [23]

Grap2 677 888 1263 875 1.4 1.4 [24]

Rnf157 119 177 259 183 1.4 1.5

Nab2 240 288 491 353 1.4 1.7 [12,21]

Cd83 356 674 935 675 1.4 1.4 [25]

Fhl3 104 119 221 160 1.4 1.9

Snora44 156 201 145 296 0.5 0.7 2.0 1.4

Cacna1i 478 504 351 518 0.7 0.7 1.5 1.4

Slfn5 400 372 243 328 0.7 0.7 1.4 1.5
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of self-reactivity, with B1a the highest, MZ B interme-
diate, and Fo B cells the lowest [22]. Thus, we would 
expect significant differences in global gene expression 
when comparing these three mature B cell populations. 
Figure 3(A) shows how these cells differ in surface phe-
notype and presents an approach to separating these cells 
from spleen and peritoneal cavity. Our analysis of gene 
expression is shown in the heat map in Figure 3(B), in 

which genes expressed at significant levels and differing 
among these subsets were clustered based on comparable 
expression, identifying six patterns. Thus, we found gene 
clusters with distinctive low- and high-level expression 
for each B cell subset.

As before, we applied MDS to investigate the simi-
larities and differences among these three cell popula-
tions using the Euclidean distance measure. The MDS 

FIGURE 3 Differences in genes expression among three mature B cell populations. (A) Flow cytometry identification of follicular (Fo) and marginal 
zone (MZ) B cells in spleen, and CD5+ (B1a) B cells in peritoneal cavity (PerC). Samples were first gated as CD19+IgM+, then as shown in the figure 
for preparation of RNA. (B) Heatmap display of genes that differ among MZ, Fo, and B1a B cells. Analysis as in Figure 1C. Genes clustered into six sets, 
identifying those that are up- and down-regulated in each of the three types of B cells. (C) MDS analysis illustrating overall population distance between 
MZ, Fo, and B1a B cells using Euclidean metric. Analysis as Figure 1B; 3610 gene probe passed the filtering criteria.
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plot (Figure 3(C)) shows the distinct separation among 
these cell types, consistent with their functional distinc-
tions. Next, we used IPA network analysis to investigate 
the major pathways in the gene clusters shown in the heat 
map. Using this approach, we found that some pathways 
were represented in most of the clusters: for example B 
cell receptor signaling, PI3K signaling in B lymphocytes, 
and apoptosis signaling. In contrast, some pathways were 
restricted to a particular subset, such as low CD40 signal-
ing in B1a B cells, high Notch signaling in MZ B cells, and 
high B cell activating factor signaling in Fo B cells.

Finally, we carried out a focused analysis of differences in 
the BCR signaling network, because this is likely to underlie 
functional differences among these three B cell subsets. We 
computed a mean-normalized signal level among the three 
cell populations for genes in the IPA BCR signaling pathway 
(Table 2). This analysis revealed differences in the BCR sig-
naling network among these three types of B cells. Thus, MZ 

B cells show higher levels of BCR-proximal signaling com-
ponents, such as BLNK, whereas Fo B cells show a higher 
level of Bcl6, a transcription factor that functions to repress 
transcription, potentially mediating the quiescent state of 
this naive B cell pool and having a key role in their progres-
sion to germinal center B cells. Curiously, B1a B cells do 
not show distinctively high levels of BCR-proximal genes. 
Instead, they have high levels of Akt1, Pou2f2 (OCT2) and 
several members of the PI3-kinase family. Pik3cd is impor-
tant in Akt1 signaling and Pik3r1 and Pik3r5 are both regula-
tory subunits that can associate with Pik3cd, which suggests 
the importance of these genes and this pathway in the sur-
vival and/or proliferation of B1a B cells.

4.  Fo/B2 B CELLS IN DIFFERENT TISSUES 
ARE SIMILAR, BUT SPECIALIZATION 
WITH LOCATION EMERGES

Mature B cells that resemble follicular B cells in spleen can 
be identified in peritoneal cavity (where they are referred 
to as B2), in bone marrow (where they may represent 
cells recirculating in blood that contaminate bone mar-
row cell preparations), and in lymph nodes (Figure 4(A)).  
An analysis of the distance between follicular-like/B2 B 
cells in different tissues using MDS, comparing bone mar-
row, peritoneal cavity, and lymph nodes, showed the gen-
eral similarity of global gene expression, compared with 
immature B cells in bone marrow, marginal zone B cells 
in spleen, and B1 B cells in spleen or peritoneal cavity 
(Figure 4(B)).

However, when we focus on genes that differ among the 
Fo-like/B2-type mature B cells from these different tissue 
sites, distinctions emerge, as revealed by cluster analysis of 
the samples shown in the heat map (Figure 4(C)). For exam-
ple, the B2 cells in peritoneal cavity can be distinguished 
from the follicular-like B cells in all other sites, whereas  
Fo/B2 cells in bone marrow (Fr. F) are most similar to the 
Fo subset in spleen. The Fo/B2 cells in peripheral and mes-
enteric lymph nodes are similar and are distinct from all 
other Fo/B2-type B cells.

We applied gene ontology to examine the gene clus-
ters generated in our analysis and found several interest-
ing features (Table 3). The Fo/B2 cells in peritoneal cavity 
expressed at higher levels genes related to programmed 
cell death, cell adhesion, and the response to granulocyte 
macrophage–cerebrospinal fluid (GM-CSF). This latter 
enrichment likely reflects the novel environment of the 
peritoneal cavity, where lymphoid cells may be triggered 
to produce GM-CSF [23]. Adhesion signaling may indi-
cate selective retention in this novel anatomical site. Ele-
vation expression of genes related to apoptosis suggests 
that these cells, more than other Fo/B2 B cells, are par-
ticularly sensitive to extracellular signals inducing death 
rather than proliferation or Ig secretion. The cluster of 

TABLE 2 B Cell Antigen Receptor Signaling Genes 
Distinguishing Mature B Cell Populations

Clusters A and F showed the strongest differential expression in B1a B 
cells; clusters D and B showed the strongest differential expression in 
Fo B cells, and clusters E and C in MZ B cells. Red indicates increased 
expression in the specified cluster; and green indicates decreased  
expression.
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genes that is most expressed in spleen Fo and BM (Fr. F) 
B cells is related to cell growth and may reflect the recent 
generation of these cells from transitional and precursor 
stages where cells were not quiescent. The cluster of genes 
that is most expressed in lymph nodes identifies B cells 
with a mature functional capacity, including the ability to 
present antigen and respond to antigen receptor signaling. 
Interestingly, we also identified a set of genes detected at 
the highest expression levels that are classified as mediat-
ing innate immunity. This suggests that both adaptive and 
innate responses can derive from the cells we identified as 
Fo/B2-like, where we specifically excluded cells resem-
bling MZ or B1 B cells.

5.  CONCLUSIONS

Analyses of global gene expression in the ImmGen data 
sets reveals interesting aspects of B cell function and devel-
opment. First, looking at global gene expression in cell 
fractions representing putative maturation stages, we find 
support for this model, because MDS analysis shows a pro-
gressive change in gene expression from transitional stages 
(T1 to T2 to T3) to mature follicular (Fo) B cells in spleen. 
Furthermore, our cluster analysis does not identify any stage 
as a uniquely distinctive dead end or branch population. 
However, because a prior publication suggested that the T3 
stage represented a pool of anergic B cells [3], we focused 

FIGURE 4 Comparison of gene expression in follicular-like (Fo/B2) B cells from different tissues. (A) Flow cytometry identification of Fo/B2 B 
cells in peritoneal cavity, bone marrow, spleen, mesenteric lymph node and peripheral lymph node. Cells gated as shown were purified for RNA prepara-
tion. All samples resemble follicular B cells in spleen. (B) MDS analysis illustrating overall population distances among Fo/B2 type B cells determined by 
the Euclidean metric. Pre-B cells (Fr. D) and newly-formed B cells (Fr. E) in bone marrow, MZ B cells in spleen, and B1 B cells in spleen and peritoneal 
cavity are also included to illustrate distances found with different types of B cells. Analysis as in Figure 1B; 7639 gene probes passed the filtering criteria. 
(C) Heatmap display of genes that differ among Fo/B2 B cells present in different tissues. Analysis as in Figure 1C. Optimal cluster separation was found 
using three gene sets.
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our attention on identifying any gene with a discontinuous 
expression in this progression, searching for genes whose 
expression was either higher or lower than both T2 and Fo 
stages. This analysis yielded a set of 26 genes, 10 of which 
had previously been described as having some relevance to 
the anergic state. However, the difference in gene expres-
sion compared with T2 or Fo in most cases is not large, par-
ticularly for Egr2 and Nab2, mentioned by Goodnow and 
Cambier, both less than twofold upregulated in T3. Consid-
ering a recent report [24] that monitored one of these 10, 
Nur77(Nr4a1), at the individual cell level using a BAC-GFP 
reporter, it seems reasonable to speculate that only a fraction 
of cells in the T2, T3, and Fo stages may have self-reactivity 
sufficient to render them unresponsive (anergic). However, 
because most Fo B cells are clearly capable of mediating T 
cell–dependent responses, even while expressing similar or 

higher levels of the Nur77 reporter than most T3 stage cells, 
it seems likely that most B cells in the T3 stage constitute 
an intermediate transitional stage cells that will progress to 
fully functional cells, given that space is available (in the 
competition for BAFF). This conclusion is also supported 
by cell transfer experiments that showed no deficit in gen-
eration of cells with an Fo phenotype when T3 cells were 
used as a donor pool.

A comparison of the three mature functionally dis-
tinct B cell subpopulations, B1a, MZ, and Fo, highlighted 
both similarities and differences. Analyzing clusters with 
genes distinctively higher or lower in each subset showed 
the expected presence of Notch signaling in MZ B cells, 
because these cells require Notch-2 signaling for generation 
[9]. We also found enrichment for BAFF signaling genes 
in the Fo subset, as expected because this subset of B cells 
absolutely depends on this cytokine for maintenance [10]. 
Another finding is the downregulation of CD40 signaling in 
B1a B cells, which reflects their relative independence from 
T cell cognate help. A comparison focused on the BCR sig-
naling network in these three mature B cell types showed a 
different emphasis in the network for each, possibly reflect-
ing the balance between BCR activation and its outcome, 
whether positive or negative, that varies among these cell 
types.

We also asked if B cells with a similar cell surface 
phenotype and generally considered to function similarly, 
Fo/B2 B cells, exhibited distinctive gene signatures. The 
idea of anatomically specialized B2 cells has a precedent 
because a report showed that B2 cells in peritoneal cav-
ity could more efficiently reenter this site compared with 
Fo/B2 cells from the spleen [25]. This analysis revealed 
two clear-cut distinctions: (1) Fo/B2 cells in the perito-
neal cavity expressed a set of genes different from Fo/B2 
B cells in other sites analyzed; and (2) lymph node Fo/B2 
B cells could be distinguished from spleen Fo/B2 B cells. 
Fo/B2 B cells in the peritoneal cavity had a higher expres-
sion of genes related to cell death, cell adhesion, and the 
GM-CSF response. Elevated apoptotic pathway genes 
may indicate a greater sensitivity to activation-induced 
cell death, rather than a productive response, upon antigen 
encounter. The increase in genes related to cell adhesion 
likely indicates the specialization of these B cells to the 
peritoneal cavity, and the GM-CSF response may indicate 
cell conditioning by the peritoneal microenvironment. 
In contrast to the peritoneal cavity Fo/B2 B cells, Fo B 
cells in the lymph nodes were enriched for genes related 
to immune responses in general. For example, pathways 
such as antigen presentation, lymphocyte activation, 
innate response, and antiviral activity were enriched in the 
cluster with elevated expression. Thus, it appears that the 
broadly defined Fo population in the spleen is not fully 
mature compared with cells recirculating through the  
lymphatics.

TABLE 3 Gene Differences in Fo/B2-Type B Cells with 
Tissue Location

Cluster
Biological  
Cell Function Genes

A Programmed cell  
death

Nod1, Rhob, Casp4, cd44, 
Hipk1, Anxa1, Sik1, Tnfrsf8, 
Dyrk2, Jak2, Amigo2, Lmna, 
Pim1, Rara

A Cell adhesion Rhob, Cd44, Nid1, Jak2, 
Amigo2, Cd2, Cd9, Emb, 
Itgam, Pde3b, Sele, Cd97

A GM-CSF 
response

Jak2, Pde2a

B Cell growth B430203M17Rik, Ccna2, 
Wapal, Tipin, Klhl9, Cetn3, 
Kif2a, Pafah1b1, Cep63, 
Rrs1, Lrrcc1, Cdkn1b, Rny1, 
Top2a, Itgb1, Taok1, Cspp1

C Antigen  
presentation

H2-dma, H2-Oa, H2-Eb2, 
Iifi30, Psme1

C Lymphocyte  
activation

Fgr, Tlr7, Gfr, Tnf, H2-Dma, 
Lck, Lyl1, Igbp1, Psmb10, 
Gadd46g, Chd7, H2-Oa, 
Cr2, Slamf1, Tnfrsf13c, 
Tnfrsf13b, Cd83, Samsn1

C Innate immunity Ciita, Crcp, Fgr, Ptpn6, Tlr7, 
Mif|Gm16379, Mx1, Zbp1, 
Ifitm3, Irgm1, Clec2d, 
Irgm2

C Antiviral activity Tlr7, Irf9, Irf7, Tnf, Crcp, 
Mx1, Zbp1, Ifitm3, Rps15a, 
Ifit2, Ifit27l2a

Cluster A—Fo/B2 type B cells in peritoneal cavity; Cluster B—Fo/B2 type 
B cells in spleen and bone marrow; Cluster C—Fo/B2 type B cells in 
mesenteric and peripheral lymph nodes.
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In summary, we addressed three issues related to B cells 
and B cell development using the ImmGen Consortium 
Project datasets. We examined transitional B cells undergo-
ing maturation to a functional population, which suggested 
that although certain genes related to anergy are increased 
in the T3 subset, this signal likely arises from only a fraction 
of the cells, with most representing intermediates between 
the T2 and Fo stages. We identified sets of genes distinc-
tively up- and downregulated in spleen Fo and MZ B cells 
and in the peritoneal cavity B1a B cells. This analysis high-
lighted similarities among these subsets, but also revealed 
differences such as the Notch and BAFF dependence of 
MZ and Fo B cells. Our analysis also revealed differences 
between Fo/B2 B cells in peritoneal cavity and lymph nodes 
compared with cells with that phenotype in spleen. The B2 
cells in peritoneal cavity are most distinct, likely owing to 
the novel microenvironment, but we also found that lymph 
node B cells appear more functional compared with the fol-
licular pool in spleen. Such studies and results reveal the 
power and richness of information present in the ImmGen  
Consortium database.
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Chapter 5

1.  INTRODUCTION

The first microRNAs (miRNAs) lin-4 and let-7 were dis-
covered upon careful characterization of heritable genetic 
mutations in Caenorhabditis elegans that affect the timing 
of larval development [1,2]. Autosomal dominant mutations 
in the 3′ untranslated region (UTR) of the lin-14 gene phe-
nocopied lin-4 loss-of-function mutants [3]. As will be dis-
cussed later, in retrospect this is surprising because genetics 
suggests that the lin-4 miRNA may only have one functional 
target, whereas biochemical, genomic, and computational 
analyses suggest that miRNA targeting is more extensive by 
several orders of magnitude. Nevertheless, this work pro-
posed the prescient model that the lin-4 miRNA binds to 
complementary sequences in the 3′ UTR of lin-14 mRNA to 
repress expression of the latter post- transcriptionally [1,3]. 
In principle, similar mutations or (epi)genetic variations 
in miRNA genes and their targets may occur in humans to 
mediate quantitative traits or even disease such as cancer, 
immunodeficiency, or autoimmunity.

Mature miRNAs are tiny regulatory RNAs, ∼21 nucleo-
tides long, generated by an evolutionarily conserved pathway. 
In the human genome, there are ∼1000 miRNA genes [4].  
Many miRNAs are evolutionarily conserved to different 
degrees, but some are species specific [5]. Most miRNA 
genes are transcribed by RNA polymerase II into long pri-
mary miRNA (pri-miRNA) transcripts that are processed in 
the nucleus by Drosha and its partner Dgcr8 that together 
recognize and cleave the base of stem-loop RNA to release 
a precursor miRNA (pre-miRNA). The short hairpin pre-
miRNA, ∼65–70 nucleotides long, is exported to the cyto-
plasm by exportin-5 [6,7] and further processed by Dicer to 
generate a double-stranded RNA ∼21 nucleotides long [8]. 
Generally, one of the two mature strands is preferentially 
loaded into the RNA-binding protein Argonaute (Ago).

These miRNAs act as sequence-specific guides for Ago 
to bind cognate mRNAs and mediate post-transcriptional 
gene silencing. In mammals, Ago proteins are encoded by 
four paralogous genes (commonly referred to as Ago1-4, 
but officially named Eif2c1-4), and they interact with 
miRNAs to form a multi-component ribonucleoprotein 
complex called the miRNA-induced silencing complex 
(miRISC) that is programmed to silence targets with 
sequence complementarity to the 5′ end of the mature 
miRNA, the so-called “seed” region (nucleotides 2–8). The 
crystal structure of human Ago2 complexed with a miRNA 
provides a molecular basis for target recognition by the seed 
sequence [9]. The most recent systematic analyses of the 
evolutionary conservation of putative miRNA-binding sites 
in the human 3′ UTRome predict that miRNAs may col-
lectively target ∼60% of the protein-coding transcriptome, 
identifying >45,000 potential sites [10].

Elucidating the molecular mechanisms of miRNA-
mediated silencing is an area of intense research. Of the 
mammalian Ago proteins, only Ago2 harbors an enzymati-
cally active RNaseH-like PIWI domain called “slicer,” which 
is responsible for mediating RNA interference (RNAi) [11] 
and Dicer-independent biogenesis of mature miR-451 
[12,13]. Although Ago2 is required for early B cell devel-
opment, this particular function does not seem to require its 
catalytic activity [14]. In mammals, Ago recruits Tnrc6a, 
-b, and -c, also known as the GW182 (glycine–tryptophan 
(GW) repeat-containing protein of 182 kDa) family of pro-
teins. GW182 proteins are essential for miRNA-mediated 
silencing because they recruit additional proteins includ-
ing the CCR4-NOT deadenylase complex. Indeed, mRNA 
decay initiated by deadenylation of poly-A tails is one 
mechanism by which miRNAs can silence cognate targets 
[15]. In addition, Ago2 and miRNAs have been found to 
cosediment with polysomes [16,17]. This may reflect the 
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ability of miRISC to inhibit translation by mechanisms that 
are still debated and not fully understood. Notably, one 
recent study suggested that in mammalian somatic cells, 
miRNAs primarily act by reducing mRNA stability rather 
than translation [18].

A prominent feature of miRNA control is the dose-
dependent modulation of target protein expression over a 
generally narrow range. This suggests that miRNAs natu-
rally possess drug-like properties, and in turn miRNA tar-
gets may serve as potentially interesting drug targets. In B 
cell physiology, this was exemplified in an early study in 
which it was shown that miR-150, a miRNA selectively and 
highly expressed in mature lymphocytes, controls certain 
aspects of B cell differentiation by regulating the expression 
level of a key transcription factor, c-Myb, over a roughly 
twofold range [19]. In this system, the effect of miR-150 
overexpression could be largely reproduced by c-Myb 
hemizygosity. The ensemble of small changes of gene 
expression, the targeting of hundreds of potential functional 
players, and the paradoxical functional prominence of just a 
few of them are what make the study of miRNA control so 
difficult. It seems likely that miRNAs are tailored to control 
pathways in which the precise concentrations of specific 
proteins matter.

2.  CONTROL OF CELL SURVIVAL AND 
PROLIFERATION BY MIR-17∼92 
IN B CELL DEVELOPMENT AND 
LYMPHOMAGENESIS

A number of miRNAs are expressed in B lineage cells, a few 
of which display intriguing patterns of developmental stage-
specific expression [20–22]. To determine whether  miRNAs 
are required for B cell development, Dicer was ablated genet-
ically in progenitor B (pro-B) cells [23]. This, along with the 
work of Ventura et al., led to the finding that the polycistronic 
miR-17∼92 cluster is required for the maturation of pro-B 
cells into precursor B (pre-B) cells by inhibiting apoptosis 
[23,24]. Thus, a reasonable target was the pro-apoptotic mol-
ecule Bim (Bcl2l11), which harbors several conserved bind-
ing sites for miR-17∼92 in its 3′ UTR, and whose expression is 
elevated in the absence of  miR-17∼92. Furthermore, deletion 
of Bim could partially rescue development of  Dicer-deficient 
mature B cells. Ultimately, however, in vivo validations of 
miRNA-target relationships await mutation of the binding 
sites in the endogenous 3′ UTR. Thus, Bim upregulation in 
the absence of miR-17∼92 could equally well reflect direct 
miRNA-seed match interaction as well as a more complex 
miRNA-inhibited cell death program with accompanying 
Bim upregulation. Consistent with the latter interpretation, 
B cell–specific mutation of six putative  miR-17∼92 bind-
ing sites in the 3′ UTR of Bcl2l11 has no functional conse-
quence in a genetically engineered mouse model, where the 

same mutations produced a major phenotype in a different 
 cellular context (V. Labi, S. Peng and KR, unpublished data).  
Thus, although other interpretations are possible, Bim may 
not be a direct functional target of  miR-17∼92 in developing 
B cells.

Before the discovery of miRNAs, the locus encoding 
the miR-17∼92 cluster was designated Chromosome 13 
open reading frame 25 (C13orf25), a misnomer because 
this transcript is most likely untranslated and instead 
serves as a polycistronic pri-miRNA. The miR-17∼92 
cluster encodes six miRNAs belonging to four families: 
miR-17, -18a, -19a, -20a, -19b-1, and -92a-1 (Figure 1). 
Although the miR-17∼92 cluster is essential for B cell 
development, the paralogous miR-106b∼25 and miR-
106a∼363 clusters seem dispensable for B cell develop-
ment [24]. Based on seed sequence identity, miR-17 and 
-20 belong to one family, along with the paralogous miR-
93 and -106. A second, closely related family is miR-18. 
A third family of distinct sequence is miR-19; and finally 
a fourth family of distinct sequence is composed of miR-
92 and the paralogous miR-25 and -363. Within the miR-
17∼92 cluster, miR-92 is the most ancient evolutionarily 
being conserved in Drosophila [25]. In principle, each of 
these miRNA families can repress many target mRNAs 
either on their own or cooperatively. Evolutionarily, it 
would make sense for individual miRNAs within the miR-
17∼92 cluster to coevolve to act cooperatively; however, 
there is currently no evidence that such a general principle 
applies in this case. Furthermore, it is not known whether 
a subset or all of the miRNAs within the miR-17∼92 clus-
ter are required for B cell development. Interestingly, in 
the case of mouse pre-B cell transformation by the Eμ-
myc transgene (discussed below), only miR-19 appears 
to be required. Surprisingly, in this tumor model, miR-92 
antagonizes miR-19 [26].

Consistent with the idea that the tumor suppressors 
Bim and Pten are targets of this miRNA cluster, transgenic 
expression of the miR-17∼92 cluster in lymphocytes driven 
by CD2-cre resulted in lymphoproliferation and reduced 
apoptosis, with the most dramatic cellular expansion in the 
CD4+ T cell compartment [27]. In these miR-17∼92 trans-
genic mice, there are more B-1a and fewer marginal zone 
B cells, but the molecular basis for this lineage skewing 
was not studied [27]. In addition, there are more germinal 
center B cells, which could result from increased follicular 
helper T (Tfh) cells in these mice [28,29]. Thus, some of 
the in vivo B cell phenotypes in this mouse model may not 
be B cell autonomous. However, ex vivo transgenic B cells 
proliferated more upon activation with anti-immunoglobu-
lin (Ig)M or lipopolysaccharide, and were more resistant to 
Fas-mediated cell death [27]. In any case, the augmented 
germinal center response resulted in higher serum Ig titers 
and formation of autoantibodies to DNA that was compa-
rable to the MRL-lpr/lpr autoimmune mouse model [27].
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The miR-17∼92 cluster exhibits genomic amplification 
(13q31-q32) and high expression in some cases of diffuse 
large B cell lymphomas (DLBCL) in humans [30], spe-
cifically in the germinal center B cell–like (GCB) but not 
the activated B cell–like (ABC) subtype [31]. Transgenic 
expression of the miR-17∼92 cluster in B cells driven by 
CD19-cre is sufficient to mediate lymphomagenesis in 
mice, reminiscent of human DLBCL in 12 of 24 cases [32]. 
Interestingly, one key transcriptional target of the c-Myc 
oncogene may be the miR-17∼92 cluster, with both acting 
together to control E2F1 expression and thus cell prolifera-
tion [33]. In Burkitt lymphoma, a condition in which Myc 
is highly expressed owing to its translocation to the IgH 
enhancer, the miR-17∼92 cluster is also highly expressed 
[34]. A similar correlation was apparent in a mouse model 
of Myc-induced B cell lymphomas, in which conditional 
deletion of the miR-17∼92 cluster using the CD19-cre 
knock-in transgene significantly delayed lymphomagenesis 
[32]. In an attempt to exclude that this was the result of 
Cd19 haploinsufficiency and/or Cre toxicity through induc-
tion of DNA breaks [35], the authors demonstrated in an 
unpublished control experiment that CD19-cre alone does 

not have a significant effect on development of lymphomas 
or survival of these Myc-transgenic mice, albeit on a dif-
ferent genetic background (M. Lai and C. Xiao, personal 
communication).

In one Myc-transformed B cell lymphoma line, deletion 
of the miR-17∼92 cluster again seemed to mainly increase 
apoptosis and did not affect cellular proliferation [36]. Pio-
neering work has demonstrated that retroviral expression 
of miR-17∼19b-1 (not including miR-92a-1) significantly 
accelerated pre-B cell lymphomagenesis by the Eμ-myc 
transgene [37]; thus, miR-92 is not required for oncogen-
esis in this mouse model. In fact, it was later revealed that 
miR-92 enhances Myc-induced proliferation and apoptosis, 
which results overall in less efficient tumorigenesis [26]. 
Follow-up studies found that within the miR-17∼92 clus-
ter only miR-19 is required and sufficient for oncogenesis 
in this model, with PTEN being a critical target of miR-
19 [36,38]. Of 46 putative targets that were functionally 
validated, RNAi-mediated knock-down of PTEN best mim-
icked enforced expression of miR-19a and -19b [36]. Fur-
thermore, heterozygous germline deletion of Bim or Pten 
phenocopied miR-17∼19b-1 overexpression to different 

FIGURE 1 (A) Schematic of chromosomal organization of miR-17∼92 family members and paralogs in the mouse genome. Pre-miRNAs and mature 
miRNAs are denoted by colored and black boxes, respectively. Mature miRNAs with the same seed sequence are depicted in the same color. Information 
was based on the UCSC Genome Browser (http://genome.ucsc.edu) and miRBase (http://www.mirbase.org). (B) Mature miRNA sequences of miR-17∼92 
family members are aligned and grouped together when they share the same seed sequence (red font). Families have been grouped and color-coded as in 
(A). Information was obtained from miRBase (http://www.mirbase.org).

http://genome.ucsc.edu/
http://www.mirbase.org/
http://www.mirbase.org
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degrees in the Eμ-Myc transgenic mouse model [39,40], 
which reaffirms the notion that inhibition of apoptosis is 
critical in this cancer model.

3.  THE PROBLEM OF MIRNA TARGET 
IDENTIFICATION AND VALIDATION

Direct identification of miRNA targets has been a challenge 
for the field. One problem is the incomplete annotation 
of 3′ UTRs in different cell types. Alternative 3′ UTR use 
could have an impact on miRNA targeting [41,42]. Thus, 
comprehensive identification of polyadenylated RNA ter-
mini in transcriptomes would be a valuable resource for 
identifying miRNA binding sites [42,43]. Recently, high-
throughput sequencing of RNA isolated by crosslinking 
immunoprecipitation (HITS-CLIP), and a variant meth od, 
photoactivatable-ribonucleoside-enhanced crosslinking 
and immunoprecipitation (PAR-CLIP) of Ago complexes 
allow ed transcriptome-wide identification of miRNA–
mRNA interactions experimentally [44,45]. Further refine-
ments to this technology have been proposed to improve 
identification of miRNA–mRNA interactions [46,47]. 
However, these methods require large numbers of cells, and 
in the case of PAR-CLIP, the cells of interest need to be  
fed ribonucleotide analogs, which potentially limits the 
ability to identify mammalian miRNA targets in vivo. 
These studies found widespread evidence of noncanoni-
cal miRISC binding sites lacking perfect seed matches 
[46,48]; whether these are functionally relevant in vivo 
remains to be demonstrated.

Photoactivatable-ribonucleoside-enhanced crosslinking  
and immunoprecipitation of Ago2 was recently performed 
in human lymphoblastoid B cell lines transformed with 
Epstein Barr virus [49]. Previously reported targets of 
miR-17∼92 including Bim, E2F3, Phlpp2, and Pten were 
validated by this PAR-CLIP analysis, whereas others (e.g., 
E2F1, E2F2, p21, and Rbl2) were not. In addition, these 
experiments revealed that multiple inhibitors of the NFκB 
pathway (Cyld, A20, Itch, Rnf11, and Tax1bp1) are directly 
targeted by miR-17∼92, thus contributing to the activation 
of the canonical NFκB pathway in Myc-driven lymphomas 
[32]. Using CLIP methods, thousands of miRNA-binding 
sites can be identified through deep sequencing, but these 
may not all be functional and will need to be experimentally 
validated in vivo by site-directed mutagenesis. Frequently, 
artificial reporter constructs and heterologous transformed 
cell lines are used in the context of overexpression to vali-
date miRNA–mRNA target interaction. As a case in point, 
Bim is implicated as a direct target of miR-17∼92 by 
PAR-CLIP and in vitro reporter assays, but as previously 
discussed, mutation of six of the binding sites in the endog-
enous 3′ UTR suggests otherwise.

A computational search for miR-17∼92 targets in this 
dataset identified 3744 unique binding sites (considering 

only 7mer-A1 and 7mer-m8 seed matches) in this tran-
scriptome, 30% of which are conserved between mouse and 
human [32]. Of 3744, 1699 mapped to 3′ UTRs of protein-
coding mRNAs, and nearly half of those sites (772) are 
conserved in mice but only 397 overlap with miRNA target 
predictions from TargetScan (http://www.targetscan.org/). 
Thus, PAR-CLIP may identify miRNA targets that would 
otherwise be missed. About 80% of these identified miR-
17∼92 binding sites were located in protein-coding genes, 
whereas the rest mapped to intervening regions and may 
correspond to long noncoding RNAs (lncRNAs). Interac-
tions between miRNAs and competing endogenous RNAs 
have been reported [50–52], but need to be explicitly tested 
in B cells. In the future, it would be interesting to perform 
Ago PAR-CLIP or HITS-CLIP in additional lymphomas 
and primary B cell subsets whenever feasible. Ideally, a 
matched sample in which the miRNA of interest has been 
perturbed would be analyzed in parallel. As more datasets 
become available, it may become apparent why some tar-
gets are accessible to miRISC in one cell type but not in 
another. Presumably, RNA within a cell is not naked but 
coated with RNA-binding proteins that can compete with 
each other. In addition, RNA is probably structured and not 
linear.

Although it is useful and important to demonstrate 
miRISC binding, it remains a great challenge to prove that 
these interactions are functional. Often, artificial reporter 
constructs are tested in a heterologous cell line, but such 
experiments do not address what truly happens in vivo. 
Increasingly, there is a desire to mutate the endogenous 
miRNA-binding sites, but this line of investigation has low 
throughput. Recent advances in genome editing technolo-
gies may facilitate such studies, but they pose significant 
challenges in practice. It is not trivial to predict which bind-
ing sites will result in gene derepression upon mutation. 
Furthermore, such perturbations may not be sufficient to 
phenocopy ablation of a miRNA, which causes dysregu-
lation of multiple target genes—potentially thousands of 
transcripts.

4.  MIR-155 IN GERMINAL CENTER B CELLS 
AND LYMPHOMAGENESIS

Another interesting miRNA that has been determined to 
be required by B cells is miR-155 [53,54]. This miRNA is 
remarkably well conserved during evolution (Figure 2) and 
is even present in the primitive sea lamprey (Petromyzon 
marinus) and sea squirts (Ciona intestinalis and savignyi). 
Furthermore, a human and chicken virus appears to have 
an ortholog of cellular miR-155 [55–57]. The Mir155 gene 
was first identified as a common retroviral integration site 
in B cell lymphomas from chickens infected with avian 
leukosis virus, and named B cell integration cluster before 
the discovery of miRNAs [58,59]. Since then, miR-155 

http://www.targetscan.org/
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gain-of-function has been implicated in a variety of malig-
nancies [60–63], and it has been shown in a mouse model 
that B cell–specific overexpression of miR-155 results in 
B cell malignancy [64]. Interestingly, miR-K11, the miR-
155 ortholog in Kaposi sarcoma–associated herpesvirus, 
has been suggested to contribute to B cell lymphomagen-
esis [55]. In B cells, miR-155 is highly expressed in ger-
minal center B cells [65]. In vitro, miR-155 expression can 
be induced upon B cell activation via the B cell receptor, 
TLR4 or TLR9 in a manner dependent on NFAT and NFκB 
[53]. Germline deletion of miR-155 results in fewer ger-
minal center B cells and consequently defective Ig isotype 
switching and affinity maturation, and humoral memory 
response [53,54] such that autoantibodies are reduced in a 
mouse model of lupus [65]. Conversely, transgenic expres-
sion of miR-155 in mature B cells driven by CD21-Cre 
promoted development of germinal center B cells [53]. A 
possible target of miR-155 is Sfpi1 encoding the transcrip-
tion factor PU.1, because overexpression of the latter can 
inhibit development of IgG1-expressing B cells in vitro 
[66]. In addition, it was found that miR-155 is responsible 
for fine-tuning activation-induced cytidine deaminase (AID 
or AICDA) expression in germinal center B cells to prevent 
excessive genomic translocations [67]. This was partially 
due to direct interaction of the miRNA with a single seed 
match in the 3′ UTR of AICDA, as demonstrated by targeted 
mutation of that sequence. However, further elucidation of 

the mechanisms by which miR-155 promotes the germinal 
B cell reaction may yet reveal some novel biology.

5.  DISCOVERY OF AN ELUSIVE TUMOR 
SUPPRESSOR: MIR-15A∼16-1 CLUSTER

A pioneering study found that the miR-15a and miR-16-1 
cluster located within an intron of DLEU2 (Figure 3), a 
long noncoding RNA gene of unknown function at 13q14, 
is frequently deleted or repressed in B cell chronic lympho-
cytic leukemias (CLL) [68]. Consequently, bcl-2 a puta-
tive target may be derepressed [69]. However, upregulation 
of bcl-2 alone is not sufficient for CLL pathogenesis and 
deletion of the miR-15a and miR-16-1 cluster does not sig-
nificantly affect cell survival, but instead proliferation [70]. 
Interestingly and surprisingly, the most related paralogous 
miR-15b and miR-16-2 cluster on human chromosome 3 
seems to perform a distinct function because it is not redun-
dant with the miR-15a and miR-16-1 cluster. Large dele-
tions surrounding the DLEU2 locus in the mouse have been 
performed to model CLL [71]. These experiments dem-
onstrated that deletion of only the miR-15a and miR-16-1 
cluster produced a milder phenotype than larger deletions, 
and suggested that there may be uncharacterized element(s) 
encoded in the DLEU2 locus that collaborate to mediate 
tumor suppression.

6.  LIN28B REGULATES THE FETAL–ADULT B 
CELL DEVELOPMENT SWITCH

During ontogeny, there is a fascinating switch in B cell 
development that is akin to the fetal–adult hemoglobin 
switch occurring during erythropoiesis [72]. In fetal liver, 
B cell development mainly generates innate-like CD5+ 
B-1 cells, whereas in adult bone marrow, B cell develop-
ment primarily generates conventional adaptive B-2 cells 
[73,74]. Searching for a molecular basis for this phenom-
enon, Yuan et al. discovered that fetal liver pro-B cells do 
not express the let-7 family of miRNAs, whereas pro-B 
cells from adult bone marrow do [75]. Interestingly, fetal 
liver pro-B cells expressed the RNA-binding protein 
Lin28b that is known to inhibit let-7 biogenesis, whereas 
pro-B cells from adults do not harbor this inhibitor [75,76]. 
Furthermore, ectopic expression of Lin28b in adult bone 
marrow pro-B cells efficiently blocked let-7 expression 
and enhanced development of peritoneal B-1a cells and 
marginal zone B cells [75]. However, it is important to 
consider that Lin28b may have targets in addition to the 
let-7 miRNAs. It will therefore be important to perform 
CLIP of Lin28b in fetal liver hematopoietic stem and pro-
genitor cells if feasible. More generally, identification of 
RNA-binding proteins that directly interact with miRNAs 
may be important experimental avenues to consider in the 
future.

FIGURE 2 Mature miRNA sequences of miR-155 orthologs from 
25 different genomes (two of which are viral) are aligned, and the seed 
sequences are highlighted in red. Information was obtained from miRBase 
(http://www.mirbase.org). HHV-8/KSHV, human herpesvirus 8/Kaposi 
sarcoma–associated herpesvirus; GaHV-2/MDV, Gallid herpesvirus 2/
Marek disease virus.

http://www.mirbase.org/
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Determining whether the let-7 miRNAs have a role in B 
cell development is not trivial. Genetic deletion of the let-7 
family will be challenging because there are 12 members 
encoded by eight distinct loci (Figure 4). Overexpression of 
let-7 in fetal liver pro-B cells is conceivable, but it may not be 
feasible to match the high aggregate expression level of the 
let-7 family in adult pro-B cells. Identification of let-7 tar-
gets may offer some useful clues. A prominent target of let-7 
described in the literature is Hmga2, which harbors seven 
potential binding sites in its 3′ UTR that are evolutionarily 
conserved [77]. Consistent with the idea that it is a target of 
let-7, Hmga2 expression is high in fetal hematopoietic stem 
cells (HSCs) and Lin28-transduced adult HSCs compared 
with appropriate adult control populations [75,78]. However, 

unlike Lin28b, enforced expression of Hmga2 in adult HSCs 
did not result in fetal-like B lymphopoiesis [78]. Thus, addi-
tional targets of let-7 and/or Lin28b will need to be uncovered 
to better understand this regulatory network that controls the 
switching of fetal and adult B cell development programs.

7.  TO BE FURTHER DETERMINED

There have been notable gain-of-function studies of miR-
NAs that require further clarification. For instance, retrovi-
ral expression of miR-181 in hematopoietic stem/progenitor 
cells resulted in a preference for developing B cells at the 
expense of T cells [20]. A tetracycline-regulated miR-21 
construct in mice mediated pre-B cell transformation upon 
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overexpression [79] although there was no control for a spe-
cific action of miR-21 in that experiment. In these cases, the 
targets of these miRNAs are not definitively known, and it 
would be interesting to determine the roles of miR-21 and 
miR-181 in B cell development and their mechanisms of 
action. We independently observed that conditional deletion 
of miR-21 does not have an overt effect on mouse B cell 
development (B. Brady and SM; T. Chakraborty and KR, 
unpublished data), nor did we observe B cell expansion or 
transformation upon B cell–specific miR-21 overexpression 
in vivo (T. Chakraborty and KR, unpublished). In the case of 
miR-181, a family of six mature miRNAs encoded by three 
paralog gene clusters, recent work has identified a major role 
of these miRNAs in NKT and T cell physiology through the 
targeting of PTEN and thus the phosphatidylinositol 3-kinase 
(PI3K) signaling pathway [80]. Because PI3K signaling has 
a key role in B cell development and homeostasis, the miR-
181 family may well have a critical role in B cell physiol-
ogy if PTEN is also targeted. It remains to be seen whether 
miR-181 has a role in the T versus B cell lineage decision, as 
initially proposed. Overall, miRNA overexpression experi-
ments should be interpreted with caution until complemen-
tary loss-of-function studies have been performed and the 
relevant miRNA targets have been validated in vivo.

8.  CONCLUDING REMARKS

Despite their small size and modest effect on the repres-
sion of direct target genes, it is clear that particular 

miRNAs have important roles in B cells, as illustrated by 
the examples cited previously. The list of such miRNAs 
will certainly grow beyond those that we have discussed 
because other miRNAs, such as miR-142 and miR-148, for 
example, are also highly and stage-specifically expressed 
in the B cell lineage. Once the issue of synthetic miRNA 
delivery is solved, it will be possible to use miRNAs 
themselves or antisense miRNA inhibitors as drugs. The 
targets of miRNAs may also be interesting candidates for 
drug development because evolution has already selected  
them as key nodes in pathways that can and need to be 
modulated. It will be highly instructive to integrate miR-
NAs into models of genetic regulatory networks that pro-
gram B cell development and function. In most cases, we 
still lack a comprehensive understanding of the pathways 
upstream and downstream of miRNAs. Such knowledge 
may bring us one step closer to being able to (re)program 
B cells at will, with the goal of augmenting desirable 
immune responses or inhibiting pathogenesis of cancer or 
autoimmunity.

ACKNOWLEDGMENTS
We thank C. Kanellopoulou for reading the manuscript. S.A.M. is sup-
ported by the NIH Intramural Research Program of NIAID. K.R. is 
supported by the Helmholtz Association and an Advanced Grant from 
the European Research Council.

REFERENCES
 [1]  Lee RC, Feinbaum RL, Ambros V. The C. elegans heterochronic 

gene lin-4 encodes small RNAs with antisense complementarity to 
lin-14. Cell 1993;75:843–54.

 [2]  Reinhart BJ, Slack FJ, Basson M, Pasquinelli AE, Bettinger JC, 
Rougvie AE, et al. The 21-nucleotide let-7 RNA regulates develop-
mental timing in Caenorhabditis elegans. Nature 2000;403:901–6.

 [3]  Wightman B, Ha I, Ruvkun G. Posttranscriptional regulation of the 
heterochronic gene lin-14 by lin-4 mediates temporal pattern forma-
tion in C. elegans. Cell 1993;75:855–62.

 [4]  Kozomara A, Griffiths-Jones S. miRBase: integrating microRNA 
annotation and deep-sequencing data. Nucleic Acids Res 
2011;39:D152–7.

 [5]  Bentwich I, Avniel A, Karov Y, Aharonov R, Gilad S, Barad O, et al. 
Identification of hundreds of conserved and nonconserved human 
microRNAs. Nat Genetics 2005;37:766–70.

 [6]  Lund E, Guttinger S, Calado A, Dahlberg JE, Kutay U. Nuclear 
export of microRNA precursors. Science 2004;303:95–8.

 [7]  Yi R, Qin Y, Macara IG, Cullen BR. Exportin-5 mediates the nuclear 
export of pre-microRNAs and short hairpin RNAs. Genes Develop-
ment 2003;17:3011–6.

 [8]  Bernstein E, Caudy AA, Hammond SM, Hannon GJ. Role for a 
bidentate ribonuclease in the initiation step of RNA interference. 
Nature 2001;409:363–6.

 [9]  Elkayam E, Kuhn CD, Tocilj A, Haase AD, Greene EM, Hannon GJ, 
et al. The structure of human argonaute-2 in complex with miR-20a. 
Cell 2012;150:100–10.

FIGURE 4 Twelve Let-7 paralogs are encoded by eight distinct chro-
mosomal loci. Mature miRNA sequences of paralogs belonging to let-7 
family are aligned and the seed sequences are highlighted in red. Clusters 
are grouped together and their location on mouse chromosomes is indi-
cated. Information was obtained from miRBase (http://www.mirbase.org). 
1clustered with miR-100; 2clustered with miR-99a; 3clustered with miR-99b 
and miR-125a.

http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0010
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0010
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0010
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0015
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0015
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0015
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0020
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0020
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0020
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0025
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0025
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0025
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0030
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0030
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0030
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0035
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0035
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0040
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0040
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0040
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0045
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0045
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0045
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0050
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0050
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0050
http://www.mirbase.org/


Molecular Biology of B Cells72

 [10]  Friedman RC, Farh KK, Burge CB, Bartel DP. Most mamma-
lian mRNAs are conserved targets of microRNAs. Genome Res 
2009;19:92–105.

 [11]  Liu J, Carmell MA, Rivas FV, Marsden CG, Thomson JM, Song JJ,  
et al. Argonaute2 is the catalytic engine of mammalian RNAi.  
Science 2004;305:1437–41.

 [12]  Cheloufi S, Dos Santos CO, Chong MM, Hannon GJ. A dicer-inde-
pendent miRNA biogenesis pathway that requires Ago catalysis. 
Nature 2010;465:584–9.

 [13]  Cifuentes D, Xue H, Taylor DW, Patnode H, Mishima Y, Cheloufi 
S, et al. A novel miRNA processing pathway independent of dicer 
requires Argonaute 2 catalytic activity. Science 2010;328:1694–8.

 [14]  O’Carroll D, Mecklenbrauker I, Das PP, Santana A, Koenig U, 
Enright AJ, et al. A slicer-independent role for Argonaute 2 in hemato-
poiesis and the microRNA pathway. Genes Dev 2007;21:1999–2004.

 [15]  Wu L, Fan J, Belasco JG. MicroRNAs direct rapid deadenylation of 
mRNA. Proc Natl Acad Sci USA 2006;103:4034–9.

 [16]  Maroney PA, Yu Y, Fisher J, Nilsen TW. Evidence that microRNAs 
are associated with translating messenger RNAs in human cells. Nat 
Struct Mol Biol 2006;13:1102–7.

 [17]  Nelson PT, Hatzigeorgiou AG, Mourelatos Z. miRNP: mRNA 
association in polyribosomes in a human neuronal cell line. RNA 
2004;10:387–94.

 [18]  Guo H, Ingolia NT, Weissman JS, Bartel DP. Mammalian microR-
NAs predominantly act to decrease target mRNA levels. Nature 
2010;466:835–40.

 [19]  Xiao C, Calado DP, Galler G, Thai TH, Patterson HC, Wang J, et al. 
MiR-150 controls B cell differentiation by targeting the transcription 
factor c-Myb. Cell 2007;131:146–59.

 [20]  Chen CZ, Li L, Lodish HF, Bartel DP. MicroRNAs modulate hema-
topoietic lineage differentiation. Science 2004;303:83–6.

 [21]  Monticelli S, Ansel KM, Xiao C, Socci ND, Krichevsky AM, Thai 
TH, et al. MicroRNA profiling of the murine hematopoietic system. 
Genome Biol 2005;6:R71.

 [22]  Kuchen S, Resch W, Yamane A, Kuo N, Li Z, Chakraborty T, et al. 
Regulation of microRNA expression and abundance during lympho-
poiesis. Immunity 2010;32:828–39.

 [23]  Koralov SB, Muljo SA, Galler GR, Krek A, Chakraborty T, 
 Kanellopoulou C, et al. Dicer ablation affects antibody diversity and 
cell survival in the B lymphocyte lineage. Cell 2008;132:860–74.

 [24]  Ventura A, Young AG, Winslow MM, Lintault L, Meissner A, 
 Erkeland SJ, et al. Targeted deletion reveals essential and overlap-
ping functions of the miR-17 through 92 family of miRNA clusters. 
Cell 2008;132:875–86.

 [25]  Tanzer A, Stadler PF. Molecular evolution of a microRNA cluster.  
J Mol Biol 2004;339:327–35.

 [26]  Olive V, Sabio E, Bennett MJ, De Jong CS, Biton A, et al. A com-
ponent of the mir-17-92 polycistronic oncomir promotes oncogene-
dependent apoptosis. eLife 2013;2:e00822.

 [27]  Xiao C, Srinivasan L, Calado DP, Patterson HC, Zhang B, Wang J, et al. 
Lymphoproliferative disease and autoimmunity in mice with increased 
miR-17-92 expression in lymphocytes. Nat Immunol 2008;9:405–14.

 [28]  Kang SG, Liu WH, Lu P, Jin HY, Lim HW, Shepherd J, et al. 
MicroRNAs of the miR-17~92 family are critical regulators of T(FH) 
differentiation. Nat Immunol 2013;14:849–57.

 [29]  Baumjohann D, Kageyama R, Clingan JM, Morar MM, Patel S, de 
Kouchkovsky D, et al. The microRNA cluster miR-17~92 promotes 
TFH cell differentiation and represses subset-inappropriate gene 
expression. Nat Immunol 2013;14:840–8.

 [30]  Ota A, Tagawa H, Karnan S, Tsuzuki S, Karpas A, Kira S, et al. 
Identification and characterization of a novel gene, C13orf25, as a 
target for 13q31-q32 amplification in malignant lymphoma. Cancer 
Res 2004;64:3087–95.

 [31]  Lenz G, Wright GW, Emre NC, Kohlhammer H, Dave SS, Davis 
RE, et al. Molecular subtypes of diffuse large B-cell lymphoma arise 
by distinct genetic pathways. Proc Natl Acad Sci USA 2008;105: 
13520–5.

 [32]  Jin HY, Oda H, Lai M, Skalsky RL, Bethel K, Shepherd J, et al. 
MicroRNA-17~92 plays a causative role in lymphomagenesis by 
coordinating multiple oncogenic pathways. EMBO J 2013;32: 
2377–91.

 [33]  O’Donnell KA, Wentzel EA, Zeller KI, Dang CV, Mendell JT. 
c-Myc-regulated microRNAs modulate E2F1 expression. Nature 
2005;435:839–43.

 [34]  Schmitz R, Young RM, Ceribelli M, Jhavar S, Xiao W, Zhang M, 
et al. Burkitt lymphoma pathogenesis and therapeutic targets from 
structural and functional genomics. Nature 2012;490:116–20.

 [35]  Schmidt-Supprian M, Rajewsky K. Vagaries of conditional gene tar-
geting. Nat Immunol 2007;8:665–8.

 [36]  Mu P, Han YC, Betel D, Yao E, Squatrito M, Ogrodowski P, et al. 
Genetic dissection of the miR-17∼92 cluster of microRNAs in Myc-
induced B-cell lymphomas. Genes Dev 2009;23:2806–11.

 [37]  He L, Thomson JM, Hemann MT, Hernando-Monge E, Mu D,  
Goodson S, et al. A microRNA polycistron as a potential human 
oncogene. Nature 2005;435:828–33.

 [38]  Olive V, Bennett MJ, Walker JC, Ma C, Jiang I, Cordon-Cardo C, 
et al. miR-19 is a key oncogenic component of mir-17-92. Genes Dev 
2009;23:2839–49.

 [39]  Egle A, Harris AW, Bouillet P, Cory S. Bim is a suppressor of 
Myc-induced mouse B cell leukemia. Proc Natl Acad Sci USA 
2004;101:6164–9.

 [40]  Wendel HG, Malina A, Zhao Z, Zender L, Kogan SC, Cordon-Cardo C,  
et al. Determinants of sensitivity and resistance to rapamycin- 
chemotherapy drug combinations in vivo. Cancer Res 2006;66: 
7639–46.

 [41]  Nam JW, Rissland OS, Koppstein D, Abreu-Goodger C, Jan CH, 
Agarwal V, et al. Global analyses of the effect of different cellular 
contexts on MicroRNA targeting. Mol Cell 2014;53:1031–43.

 [42]  Mangone M, Manoharan AP, Thierry-Mieg D, Thierry-Mieg J, Han 
T, Mackowiak SD, et al. The landscape of C. elegans 3’UTRs. Sci-
ence 2010;329:432–5.

 [43]  Jan CH, Friedman RC, Ruby JG, Bartel DP. Formation, regula-
tion and evolution of Caenorhabditis elegans 3’ UTRs. Nature 
2011;469:97–101.

 [44]  Hafner M, Landthaler M, Burger L, Khorshid M, Hausser J, 
Berninger P, et al. Transcriptome-wide identification of RNA-
binding protein and microRNA target sites by PAR-CLIP. Cell 
2010;141:129–41.

 [45]  Chi SW, Zang JB, Mele A, Darnell RB. Argonaute HITS-CLIP 
decodes microRNA-mRNA interaction maps. Nature 2009;460: 
479–86.

 [46]  Helwak A, Kudla G, Dudnakova T, Tollervey D. Mapping the human 
miRNA interactome by CLASH reveals frequent noncanonical bind-
ing. Cell 2013;153:654–65.

 [47]  Grosswendt S, Filipchyk A, Manzano M, Klironomos F, Schilling 
M, Herzog M, et al. Unambiguous identification of miRNA: target 
site interactions by different types of ligation reactions. Mol Cell 
2014;54:1042–54.

http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0055
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0055
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0055
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0060
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0060
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0060
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0065
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0065
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0065
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0070
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0070
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0070
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0075
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0075
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0075
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0080
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0080
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0085
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0085
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0085
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0090
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0090
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0090
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0095
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0095
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0095
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0100
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0100
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0100
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0105
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0105
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0110
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0110
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0110
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0115
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0115
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0115
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0120
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0120
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0120
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0125
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0125
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0125
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0125
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0130
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0130
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0135
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0135
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0135
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0140
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0140
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0140
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0145
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0145
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0145
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9145
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9145
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9145
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9145
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0150
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0150
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0150
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0150
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0155
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0155
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0155
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0155
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0160
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0160
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0160
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0160
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0165
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0165
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0165
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0170
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0170
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0170
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0175
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0175
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0180
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0180
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0180
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0185
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0185
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0185
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0190
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0190
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0190
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0195
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0195
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0195
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0200
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0200
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0200
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0200
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0205
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0205
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0205
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0210
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0210
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0210
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0215
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0215
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0215
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0220
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0220
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0220
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0220
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0225
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0225
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0225
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0230
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0230
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0230
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9230
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9230
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9230
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref9230


73Chapter | 5 Roles of MicroRNAs in B Lymphocyte Physiology and Oncogenesis

 [48]  Loeb GB, Khan AA, Canner D, Hiatt JB, Shendure J, Darnell RB, 
et al. Transcriptome-wide miR-155 binding map reveals widespread 
noncanonical microRNA targeting. Mol Cell 2012;48:760–70.

 [49]  Skalsky RL, Corcoran DL, Gottwein E, Frank CL, Kang D, Hafner 
M, et al. The viral and cellular microRNA targetome in lymphoblas-
toid cell lines. PLoS Pathog 2012;8:e1002484.

 [50]  Memczak S, Jens M, Elefsinioti A, Torti F, Krueger J, Rybak A, et al. 
Circular RNAs are a large class of animal RNAs with regulatory 
potency. Nature 2013;495:333–8.

 [51]  Taulli R, Loretelli C, Pandolfi PP. From pseudo-ceRNAs to circ-
ceRNAs: a tale of cross-talk and competition. Nat Struct Mol Biol 
2013;20:541–3.

 [52]  Hansen TB, Jensen TI, Clausen BH, Bramsen JB, Finsen B, 
Damgaard CK, et al. Natural RNA circles function as efficient 
microRNA sponges. Nature 2013;495:384–8.

 [53]  Thai TH, Calado DP, Casola S, Ansel KM, Xiao C, Xue Y, et al. 
Regulation of the germinal center response by microRNA-155.  
Science 2007;316:604–8.

 [54]  Rodriguez A, Vigorito E, Clare S, Warren MV, Couttet P, Soond DR, 
et al. Requirement of bic/microRNA-155 for normal immune func-
tion. Science 2007;316:608–11.

 [55]  Gottwein E, Mukherjee N, Sachse C, Frenzel C, Majoros WH, Chi 
JT, et al. A viral microRNA functions as an orthologue of cellular 
miR-155. Nature 2007;450:1096–9.

 [56]  Skalsky RL, Samols MA, Plaisance KB, Boss IW, Riva A, Lopez 
MC, et al. Kaposi’s sarcoma-associated herpesvirus encodes an 
ortholog of miR-155. J Virol 2007;81:12836–45.

 [57]  Morgan R, Anderson A, Bernberg E, Kamboj S, Huang E, Lagasse G, 
et al. Sequence conservation and differential expression of Marek’s 
disease virus microRNAs. J Virol 2008;82:12213–20.

 [58]  Tam W, Ben-Yehuda D, Hayward WS. bic, a novel gene activated 
by proviral insertions in avian leukosis virus-induced lymphomas, 
is likely to function through its noncoding RNA. Mol Cell Biol 
1997;17:1490–502.

 [59]  Clurman BE, Hayward WS. Multiple proto-oncogene activations in 
avian leukosis virus-induced lymphomas: evidence for stage-specific 
events. Mol Cell Biol 1989;9:2657–64.

 [60]  Eis PS, Tam W, Sun L, Chadburn A, Li Z, Gomez MF, et al. Accumu-
lation of miR-155 and BIC RNA in human B cell lymphomas. Proc 
Natl Acad Sci USA 2005;102:3627–32.

 [61]  Kluiver J, Poppema S, de Jong D, Blokzijl T, Harms G, Jacobs 
S, et al. BIC and miR-155 are highly expressed in Hodgkin, pri-
mary mediastinal and diffuse large B cell lymphomas. J Pathol 
2005;207:243–9.

 [62]  Metzler M, Wilda M, Busch K, Viehmann S, Borkhardt A.  
High expression of precursor microRNA-155/BIC RNA in children 
with Burkitt lymphoma. Genes Chromosomes Cancer 2004;39: 
167–9.

 [63]  Yanaihara N, Caplen N, Bowman E, Seike M, Kumamoto K, Yi M, 
et al. Unique microRNA molecular profiles in lung cancer diagnosis 
and prognosis. Cancer Cell 2006;9:189–98.

 [64]  Costinean S, Zanesi N, Pekarsky Y, Tili E, Volinia S, Heerema N, 
et al. Pre-B cell proliferation and lymphoblastic leukemia/high-grade 
lymphoma in E(mu)-miR155 transgenic mice. Proc Natl Acad Sci 
USA 2006;103:7024–9.

 [65]  Thai TH, Patterson HC, Pham DH, Kis-Toth K, Kaminski DA,  
Tsokos GC. Deletion of microRNA-155 reduces autoantibody 
responses and alleviates lupus-like disease in the Fas(lpr) mouse. Proc 
Natl Acad Sci USA 2013;110:20194–9.

 [66]  Vigorito E, Perks KL, Abreu-Goodger C, Bunting S, Xiang 
Z, Kohlhaas S, et al. microRNA-155 regulates the genera-
tion of immunoglobulin class-switched plasma cells. Immunity 
2007;27:847–59.

 [67]  Dorsett Y, McBride KM, Jankovic M, Gazumyan A, Thai TH, 
Robbiani DF, et al. MicroRNA-155 suppresses activation-induced 
cytidine deaminase-mediated Myc-Igh translocation. Immunity 
2008;28:630–8.

 [68]  Calin GA, Dumitru CD, Shimizu M, Bichi R, Zupo S, Noch E, et al. 
Frequent deletions and down-regulation of micro- RNA genes miR15 
and miR16 at 13q14 in chronic lymphocytic leukemia. Proc Natl 
Acad Sci USA 2002;99:15524–9.

 [69]  Cimmino A, Calin GA, Fabbri M, Iorio MV, Ferracin M, Shimizu M, 
et al. miR-15 and miR-16 induce apoptosis by targeting BCL2. Proc 
Natl Acad Sci USA 2005;102:13944–9.

 [70]  Klein U, Lia M, Crespo M, Siegel R, Shen Q, Mo T, et al. The 
DLEU2/miR-15a/16-1 cluster controls B cell proliferation and 
its deletion leads to chronic lymphocytic leukemia. Cancer Cell 
2010;17:28–40.

 [71]  Lia M, Carette A, Tang H, Shen Q, Mo T, Bhagat G, et al. Functional 
dissection of the chromosome 13q14 tumor-suppressor locus using 
transgenic mouse lines. Blood 2012;119:2981–90.

 [72]  Lee YT, de Vasconcellos JF, Yuan J, Byrnes C, Noh SJ, Meier ER, 
et al. LIN28B-mediated expression of fetal hemoglobin and pro-
duction of fetal-like erythrocytes from adult human erythroblasts 
ex vivo. Blood 2013;122:1034–41.

 [73]  Hardy RR, Hayakawa K. A developmental switch in B lymphopoi-
esis. Proc Natl Acad Sci USA 1991;88:11550–4.

 [74]  Kantor AB, Stall AM, Adams S, Herzenberg LA. Differential devel-
opment of progenitor activity for three B-cell lineages. Proc Natl 
Acad Sci USA 1992;89:3320–4.

 [75]  Yuan J, Nguyen CK, Liu X, Kanellopoulou C, Muljo SA. Lin28b 
reprograms adult bone marrow hematopoietic progenitors to mediate 
fetal-like lymphopoiesis. Science 2012;335:1195–200.

 [76]  Yuan J, Muljo SA. Exploring the RNA world in hematopoietic 
cells through the lens of RNA-binding proteins. Immunol Rev 
2013;253:290–303.

 [77]  Mayr C, Hemann MT, Bartel DP. Disrupting the pairing between 
let-7 and Hmga2 enhances oncogenic transformation. Science 
2007;315:1576–9.

 [78]  Copley MR, Babovic S, Benz C, Knapp DJ, Beer PA, Kent DG, 
et al. The Lin28b-let-7-Hmga2 axis determines the higher self-
renewal potential of fetal haematopoietic stem cells. Nat Cell Biol 
2013;15:916–25.

 [79]  Medina PP, Nolde M, Slack FJ. OncomiR addiction in an in vivo 
model of microRNA-21-induced pre-B-cell lymphoma. Nature 
2010;467:86–90.

 [80]  Henao-Mejia J, Williams A, Goff LA, Staron M, Licona-Limon P, 
Kaech SM, et al. The microRNA miR-181 is a critical cellular meta-
bolic rheostat essential for NKT cell ontogenesis and lymphocyte 
development and homeostasis. Immunity 2013;38:984–97.

http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0235
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0235
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0235
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0240
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0240
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0240
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0245
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0245
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0245
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0250
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0250
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0250
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0255
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0255
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0255
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0260
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0260
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0260
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0265
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0265
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0265
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0270
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0270
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0270
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0275
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0275
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0275
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0280
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0280
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0280
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0285
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0285
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0285
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0285
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0290
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0290
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0290
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0295
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0295
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0295
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0300
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0300
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0300
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0300
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0305
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0305
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0305
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0305
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0310
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0310
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0310
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0315
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0315
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0315
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0315
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0320
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0320
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0320
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0320
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0325
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0325
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0325
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0325
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0330
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0330
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0330
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0330
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0335
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0335
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0335
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0335
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0340
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0340
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0340
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0345
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0345
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0345
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0345
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0350
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0350
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0350
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0355
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0355
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0355
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0355
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0360
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0360
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0365
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0365
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0365
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0370
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0370
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0370
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0375
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0375
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0375
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0380
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0380
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0380
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0385
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0385
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0385
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0385
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0390
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0390
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0390
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0395
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0395
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0395
http://refhub.elsevier.com/B978-0-12-397933-9.00005-9/ref0395


75
Molecular Biology of B Cells. http://dx.doi.org/10.1016/B978-0-12-397933-9.00006-0
Copyright © 2015 Elsevier Ltd. All rights reserved.

Proliferation and Differentiation Programs 
of Developing B Cells
Markus Werner1 and Hassan Jumaa1,2,3

1Institute of Immunology, University Clinics Ulm, Ulm, Germany, 2Faculty of Biology, Albert-Ludwigs University of Freiburg, Freiburg, Germany, 
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Chapter 6

B lymphocytes derive from undifferentiated pluripotent 
cells, termed hematopoietic stem cells (HSCs), in a highly 
regulated and dynamic process. This developmental process 
takes place in the fetal liver before birth and after birth in 
the bone marrow, and it is driven by soluble and membrane-
bound growth factors. To this end, in the fetal liver, and later 
in the bone marrow, distinct microenvironments exist in 
which individual sets of these factors are produced in high 
concentrations to trigger developmental stage-specific pro-
liferation and differentiation programs that cooperatively 
govern the development of uncommitted progenitors into 
cells of the B lineage [1].

HSCs are the source not only for B cells but also for 
all other cells of the immune system, such as T cells, mac-
rophages, dendritic cells, or natural killer (NK) cells [2]. 
Therefore, the hematopoietic microenvironment has to 
provide a plethora of factors required to drive the differ-
entiation of uncommitted precursor cells into the distinct 
hematopoietic lineages. Out of this large set of growth fac-
tors, uncommitted precursors have to obtain access to lin-
eage-specific sets of these factors for a critical time period to 
receive sufficient signals that allow their differentiation into 
a specific hematopoietic lineage. The large number of cells 
in the bone marrow suggests, however, that precursor cells 
compete for these growth factors and that the development 
of a precursor cell into a certain hematopoietic  lineage is 
not a one-way road but rather a permanent struggle between 
survival and differentiation signals delivered by the growth 
factors. Therefore, uncommitted precursors may be able 
to switch between distinct hematopoietic lineages until 
one specific set of growth factors becomes dominant and 
induces a lineage-specific program that promotes the dif-
ferentiation along this lineage and simultaneously represses 
the potential to adopt other hematopoietic lineages.

B cell differentiation takes place in distinct steps that 
can be identified according to the expression of B cell 

lineage-related markers and cell surface proteins as well as 
the recombination status of the immunoglobulin (Ig) heavy 
chain (IgH), and Ig light chain (IgL) genes [3]. From the 
common lymphoid progenitor (CLP), developing B cells 
progress in the bone marrow through a pre-pro-B, pro-B, 
and pre-B cell stage before they become immature B cells. 
For the generation of B lineage cells from uncommitted pre-
cursors, the chemokine stromal cell derived factor 1 (SDF-1, 
also known as C-X-C motif chemokine CXCL12; encoded 
by CXCL12), and the cytokine interleukin-7 (IL-7; encoded 
by IL7) emerged as important factors [1]. During ontogeny 
CXCL12 is responsible for the migration of hematopoi-
etic cells from the fetal liver into the bone marrow where 
cells expressing the SDF-1 receptor, also known as C-X-C 
chemokine receptor type 4 (CXCR4; encoded by CXCR4), 
are retained [4,5]. Uncommitted precursor cells, as well as 
pre-pro-B cells, are associated with stromal cells that pro-
duce high levels of the chemokine CXCL12 [5], indicating 
that CXCL12 helps to retain uncommitted precursor cells 
in those microenvironments where B cell lineage-specific 
factors are generated [1].

IL-7 induces intracellular signaling cascades that pro-
mote survival and proliferation of B cell precursors as well 
as their further differentiation along the B cell lineage [6]. 
Interestingly, in contrast to pre-pro-B cells, pro-B cells were 
shown to interact with IL-7-producing stromal cells that 
secrete only low amounts of CXCL12 [5]. It is currently not 
completely clear how the movement of very early B lineage 
precursors away from the CXCL12hi stromal cells toward 
the IL-7-producing stromal cells is regulated, but dynamics 
in CXCR4 surface expression during B cell development 
may play a role. The necessity of IL-7 receptor (IL-7R)-
derived signals for early B cell development is impressively 
demonstrated by the almost complete absence of mature B 
cells in mice lacking IL-7R or IL-7 [7,8]. Within the bone 
marrow, B cell development in IL-7R-deficient mice is 
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blocked at the early pro-B cell stage with cells unable to 
differentiate further along the B cell lineage and prone to 
undergo apoptosis [7]. IL-7R signaling is also essential for 
recombination of the IgH genes, which if successful results 
in the expression of a precursor B cell antigen receptor (pre-
BCR) and transition to the pre-B cell stage [9]. Similar to 
the IL-7R in pro-B cells, pre-BCR signaling at the pre-B 
cell stage is essential to induce proliferative expansion and 
further differentiation into immature B cells expressing for 
the first time a mature BCR complex on the cell surface. 
Intriguingly, IL-7R and pre-BCR are thought to cooperate 
at the pre-B cell stage, as absence of either receptor inter-
feres with B cell development [9].

This chapter focuses on the proliferation and differen-
tiation programs that drive early B lymphopoiesis. Starting 
from the pro-B cell stage, we describe the surface receptors 
and downstream signaling events, which guide pro-B cells 
stepwise into mature B cells. During this maturation, B cell 
lineage-specific signaling systems are established and cul-
minate in the BCR signaling complex, which provides basal 
survival signals ensuring long-term persistence of mature 
naïve B cells. Because of repeated switching between pro-
liferation and differentiation, developing B cells are prone 
to unrestrained proliferation and cellular transformation, or 
apoptosis. Therefore, tight regulation of the proliferation 
and differentiation programs during B cell development is 
of fundamental importance.

1.  PROLIFERATION AND DIFFERENTIATION 
PROGRAMS AT THE PRO-B CELL STAGE

At the pro-B cell stage, crucial processes take place leading 
to expansion of the B cell precursors, commitment to the 
B cell lineage, as well as recombination of the IgH genes. 
Interestingly, signaling cascades triggered by the IL-7R reg-
ulate most of these processes at the pro-B cell stage.

1.1  The IL-7R

As outlined above, the IL-7R complex is an important 
surface receptor on murine pro-B cells. It consists of the 
IL-7Rα-chain (CD127) associated with a common gamma 
chain (γc, also known as interleukin-2 receptor subunit 
gamma; encoded by IL2RG) (Figure 1) [6]. Both receptor 
chains are not unique to the IL-7R as the γc is also part of 
the receptors for IL-2, IL-4, IL-9, IL-15 and IL-21, and 
the IL-7Rα chain also associates with the thymus stroma 
lymphopoeitin (TSLP) receptor chain to form a receptor 
complex that is specific for TSLP, a growth factor thought 
to be important for fetal B cell development [10,11]. 
Binding of IL-7 to the IL-7R promotes heterodimeriza-
tion of the two receptor chains and leads to the activa-
tion of the receptor-associated Janus kinases JAK1 and 
JAK3 (encoded by JAK1 and JAK3, respectively), which 

are associated with the IL-7Rα and the γc, respectively 
[6]. Activated JAKs phosphorylate specific tyrosine resi-
dues located within the cytoplasmic tails of the IL-7Rα 
chain, thereby providing binding sites for the sarcoma 
(Src) homology 2 (SH2) domain of signal transducers 
and activators of transcription (STATs). Subsequently, 
JAK-mediated phosphorylation of STATs enables them 
to form homo- and heterodimers and to translocate into 
the nucleus where they bind to specific promoter motifs 
and regulate a variety of genes [6,10]. The family of STAT 
transcription factors comprises, in total, seven members 
(STAT1, 2, 3, 4, 5a, 5b, and 6) of which only STAT1, 
STAT3, STAT5a, and STAT5b (hereafter collectively 
referred to as STAT5) are activated in response to IL-7 
[10,12]. Although STAT1 plays only a minor role in B cell 
development, STAT3 was shown to be involved in induc-
ing proliferation in pro-B cells in response to IL-7 [13]. In 
addition, numbers of pro-B, pre-B, and the more mature 
B cell stages were markedly reduced in STAT3-deficient 
mice [13]. Nevertheless, STAT5 is considered to be the 
major component downstream of the IL-7R, as introduc-
tion of solely a constitutively active form of STAT5 largely 
restores B cell development in IL-7Rα-deficient mice, and 
B cell-specific deletion of STAT5 closely resembles the 
phenotype of IL-7R-deficient mice [14–16].

Signaling from the IL-7R involves in addition to Src-
kinases such as the protein tyrosine kinases Fyn or Lyn, 
signaling pathways activating the mitogen-activated pro-
tein kinases (MAPK)/extracellular signal-regulated kinase 
(Erk) signaling pathways [10,17,18]. The precise role of 
Src-kinases in IL-7R signaling is not completely clear, but 
Src-kinases can directly phosphorylate and activate STATs, 
providing an additional possibility for STAT activation, 
independent of JAKs [19]. The importance of Erk/MAPK 
signaling downstream of the IL-7R was impressively dem-
onstrated in the absence of Erk1/2, where B cell develop-
ment is blocked at the pro-B to pre-B cell transition because 
of reduced survival and proliferation in response to IL-7 
[20]. How the Erk signaling cascade is activated down-
stream of the IL-7R is to date not completely elucidated. 
It is however possible that the adaptor protein Src homol-
ogy and collagen homology (Shc; encoded by SHC) plays a 
role in the IL-7R-dependent activation of MAPK signaling 
by recruiting the adaptor protein Grb2 and the Ras GTPase 
SOS [21]. Consistent with this, Shc becomes phosphory-
lated and activated after IL-7 stimulation [22]. The finding 
that B cell development is blocked at the pro-B cell stage in 
mice lacking Shc further supports the idea of an important 
role of Shc in IL-7R signaling at the pro-B cell stage [22]. 
Hence it may well be that, in response to IL-7, JAKs become 
activated and phosphorylate target motifs within the cyto-
plasmic domains of the IL-7R chains, thereby generating 
docking sites for Shc, leading to activation of MAPK/Erk 
downstream signaling.
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Another important signaling pathway activated by IL-7R 
engagement is the phosphatidylinositol 3-kinase (PI3K) 
signaling cascade [23]. How PI3K signaling becomes acti-
vated by the IL-7R as well as the molecular outcomes of 
PI3K signaling are discussed later in this chapter.

1.2  SOCS are Negative Regulators of IL-7R 
Signaling

Because unrestrained IL-7R signaling is frequently 
observed in leukemic cells, a tight control of IL-7R activ-
ity is required. The family of suppressors of cytokine 
signaling (SOCS), consisting of seven members termed 
SOCS1 to SOCS7 and cytokine-inducible SH2 protein, 
evolved as important negative regulators of IL-7R signal-
ing [24]. SOCS can directly bind to and inhibit the activ-
ity of JAKs, or become recruited to phosphorylated motifs 
within the IL-7R cytoplasmic chains, thereby functioning 
as competitive inhibitors of STAT5 binding and activation 
[24]. In addition, SOCS can associate with other proteins 
and become part of an E3-ubiquitin ligase complex that is 

able to mark JAKs and the IL-7R chains for proteasomal 
degradation. Interestingly, IL-7R engagement itself was 
shown to induce SOCS1 expression [10,25], suggesting 
that the IL-7R establishes a negative feedback to control its 
own activity. The importance of this negative feedback is 
evident, as mutations of SOCS1 are frequently observed in 
primary mediastinal B cell lymphoma and in classic Hodg-
kin lymphoma and cause nuclear accumulation of activated 
STAT5 [26].

1.3  Human B Cells Develop Independently  
of the IL-7R

In contrast to murine B cell development, the generation of 
human B cells seems not to depend on IL-7 or IL-7R signal-
ing. Human individuals harboring mutations in the IL-7Rα 
chain develop severe combined immunodeficiency disease 
(SCID), characterized by a lack of T cells but normal num-
bers of NK and B cells [27]. Similarly, levels of B cells are 
normal, whereas T and NK cells are reduced in individuals 
with SCID due to absence of JAK3 [28–32]. It is currently 

FIGURE 1 IL-7R signaling at the pro-B cell stage. IL-7R engagement leads to the activation of numerous signaling cascades, including JAK/STAT, 
PI3K, and MAPK/Erk. These signaling cascades collectively promote proliferation by inducing Myc, Cdc25, and cyclin D and repressing the cell cycle 
inhibitors p21 and p27 as well as Bcl6. Furthermore, IL-7R signaling promotes survival of early B lineage cells by inducing the prosurvival factors Bcl2 
and Mcl1 and inhibiting the proapoptotic factors BAX and BAD. In addition, IL-7R signaling induces Ebf1 and Pax5 and thereby B cell lineage specifica-
tion as well as IgH gene recombination.
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not clear whether other cytokines compensate for the loss of 
IL-7R derived signals in the above-mentioned human indi-
viduals. Recently, FLT-3L was shown to promote human B 
lymphopoiesis in vitro from neonatal cord blood precursors 
independent of IL-7 [33,34], suggesting that certain growth 
factors may be important to drive IL-7-independent human 
B cell development. However, whether the FLT-3L-driven 
human B cell generation reflects the in vivo situation is not 
completely clear and requires further investigation.

1.4  IL-7R Signaling and the Proliferation  
of Pro-B Cells

For cell cycle entry and progression, developing B cells 
must activate specific G1 cyclins and cyclin-dependent 
kinases (CDKs). Concomitantly, cell cycle inhibitors of the 
CDK interaction protein (CIP)/kinase-interacting protein 
(KIP) family, which impair cyclin or CDK activity, must be 
either downregulated or inhibited [35].

IL-7R signaling promotes cell cycle entry by several 
mechanisms (Figure 1). For instance, in response to IL-7R 
signaling and STAT5 activation, expression of the transcrip-
tion factors n-myc and c-myc (hereafter collectively referred 
to as Myc) is induced [36]. Whether STAT5 induces Myc 
expression directly is controversial. However, STAT5 was 
shown to regulate Myc gene expression by repressing B cell 
lymphoma 6 protein (Bcl6; encoded by BCL6), a zinc-finger-
containing transcription factor that functions as a sequence 
specific repressor of Myc gene transcription [37–39]. STAT5-
mediated repression of Bcl6 may therefore free Myc from 
Bcl6-mediated repression, leading to increased Myc expres-
sion in response to IL-7R engagement. Myc plays a funda-
mental role in processes that ensure cell growth and cell cycle 
initiation, such as ribosome biogenesis, DNA replication, and 
telomere maintenance [40–42]. In addition, Myc promotes 
cell cycle entry by repressing the cell cycle inhibitors p21 
and p27 (also referred to as CIP1 and KIP1, respectively, 
and encoded by CDKN1A and CDKN1B, respectively) and 
by inducing CDK4, CDK6, and cyclin D gene transcription 
[43–50]. Cyclin D forms heterodimers with either CDK4 or 
CDK6, resulting in the activation of CDK4/6 and entry into 
the G1 phase of the cell cycle. Besides this, CDK4-D-type 
cyclin and CDK6-D-type cyclin complexes promote further 
progression of the cell cycle by relieving transcription fac-
tors of the E2F family from retinoblastoma protein-mediated 
repression [51]. E2F transcription factors are essential for 
G1-to-S phase transition by inducing transcription of the 
genes for cyclin A (encoded by CCNA2) and E-type cyclins 
(cyclin E1 and cyclin E2; encoded by CCNE1 and CCNE2, 
respectively), as well as other proteins involved in cell cycle 
progression and DNA replication [35].

Another mechanism that promotes cell cycle progression 
at the pro-B cell stage is the IL-7R-mediated stabilization of 
the dual specific phosphatase Cdc25 (cell division cycle 25) 

family [52]. Members of the Cdc25 family activate CDKs 
by removing inhibitory phosphates from the CDK active 
site, thereby promoting transition through several phases of 
the cell cycle, even in the presence of cell cycle inhibitors 
[52]. Notably, the finding that IL-7R signaling stabilizes 
Cdc25 protein expression was discovered in T cells but may 
well be applicable for IL-7R signaling in B cells.

Erk signaling also regulates Myc expression by phos-
phorylating and marking Bcl6 for proteasomal degradation 
[53,54]. In addition, Erk phosphorylates Myc at serine 62, 
leading to increased protein stability of Myc [55]. Erk was 
also shown to interact with Cdc25C in interphase and to 
activate Cdc25 by phosphorylation at threonine 48 in mito-
sis [56]. Hence, MAPK/Erk signaling supports the STAT5-
mediated Myc induction and the subsequent cell cycle entry 
downstream of the IL-7R.

1.5  IL-7R Signaling and the Survival  
of Pro-B Cells

Besides inducing pro-B cell proliferation, IL-7R signaling 
provides survival signals (Figure 1). Pro-apoptotic proteins, 
such as the Bcl-2 homology domain 3 (BH3)-only proteins 
interfere with cell survival by directly binding to and inactivat-
ing members of the prosurvival Bcl2-family [57]. Hence, the 
ratio of proapoptotic BH3-only proteins (such as BAX, BAD, 
BIM) to members of the Bcl2-family (Bcl2, Mcl-1) is a critical 
determinant of cell survival. Interestingly, IL-7R signaling was 
shown to maintain an antiapoptotic ratio between Bcl2 and the 
BH3-only protein Bax, as mice lacking IL-7Rα or Jak3 show 
strongly increased levels of the BH3-family member Bax and 
consequently reduced survival [58,59]. Mice expressing an 
IL-7 transgene instead suppressed precursor B cell apoptosis by 
producing high Bcl2 and low Bax levels [59]. The importance 
of Bcl2 synthesis downstream of the IL-7R is further demon-
strated by the ability of Bcl2 to rescue survival of IL-7R- or 
STAT5-deficient precursor B cells when expressed as a trans-
gene [60]. Besides affecting the Bax/Bcl2 ratio, IL-7R signal-
ing promotes survival by inactivating Bad, thereby preventing 
its movement to the mitochondrial membrane where it binds 
to and inactivates Bcl2 [61]. Also, the activity of the BH3-only 
family member BIM is inhibited on the posttranslational level 
by IL-7 [62]. Interestingly, BIM deficiency partially rescued 
B cell development in IL-7-deficient mice [63,64], demon-
strating the importance of the IL-7-dependent inactivation 
of BIM. Finally, IL-7R signaling induces transcription of 
the Mcl1 gene, whose product emerged to be a key molecule 
for B cell precursor survival. Expression levels of Mcl1 are 
approximately 8-fold reduced in STAT5-deficient pro-B cells 
[60], suggesting that STAT5 directly promotes expression of 
Mcl1. Consistent with an important role of Mcl1 in early B 
cell development, Mcl1-deficient mice have markedly reduced 
numbers of mature B cells due to a B cell developmental block 
at the pro-B cell stage [60].
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1.6  The Role of IL-7R in Inducing 
Differentiation Programs

In addition to promoting survival and proliferation of pro-B 
cells, IL-7R signaling is involved in establishing differen-
tiation programs that lead to transition from the pro-B to 
the pre-B cell stage (Figure 1). This became apparent by 
studies dissecting the function of distinct cytoplasmic 
domains within the IL-7Rα chain [65]. The introduction 
of an IL-7Rα-mutant chain lacking a specific tyrosine into 
IL-7R-deficient precursor cells severely interfered with the 
proliferative capacity of the IL-7R, but not with its ability 
to promote pro-B cell differentiation to the μHC-positive 
stage [65]. Replacement of the whole IL-7Rα cytoplasmic 
domain with corresponding sequences from the IL-2Rβ 
chain in contrast did not affect the initiation of prolifera-
tion, but it markedly impaired differentiation of pro-B cells 
toward the pre-B cell stage [65]. These data clearly demon-
strate that signals from the IL-7R are essential to promote 
B cell differentiation and that these signals are distinct from 
those inducing proliferation.

One possibility how IL-7R signaling promotes pro-B 
cell differentiation stems from the observation that expres-
sion of the early B cell factor 1 (Ebf1, encoded by EBF1), a 
crucial transcription factor for B cell lineage specification, 
is induced by STAT5 in response to IL-7 [66,67]. Similar 
to IL-7R-deficient mice, Ebf1-deficient mice show a B cell 
developmental block at the very early pro-B cell stage and 
already in Ebf1-deficient CLPs, the expression of numerous 
B cell-specific genes is lacking [68,69]. This is consistent 
with the ability of Ebf1 to act as a potent B cell lineage 
specifier by inducing expression of numerous B cell-spe-
cific genes that are required for further differentiation [70]. 
In addition, Ebf1 is an essential component of the transcrip-
tional program that regulates survival and proliferation in B 
cells. This so far unknown role of Ebf1 was uncovered by 
studies showing that the deletion of Ebf1 in various B cell 
subsets results in rapid cell death [71]. Genome-wide analy-
sis of Ebf1-dependent transcriptional targets revealed that 
Ebf1 regulates the expression of several molecules involved 
in proliferation and survival [71]. This points to a key role of 
Ebf1 downstream of the IL-7R by directly connecting gene 
transcription of survival/proliferation-specific molecules to 
the expression of B cell-specific genes that promote further 
differentiation of pro-B cells.

An important gene that is unequivocally required for 
further B cell development and is induced by Ebf1, is the 
transcription factor paired box protein 5 (Pax5; encoded by 
BSAP) [72,73]. Notably, downstream of the IL-7R, Pax5 can 
also be induced independent of Ebf1, as it was shown that 
ectopic expression of a constitutively active form of STAT5 
was able to induce Pax5 expression in T cell progenitors, 
which usually do not express Ebf1 [74,75]. Consistent with 
this, functional binding sites for STAT5 have been identified 

in the Pax5 promoter [74]. Therefore, the IL-7R/STAT5 axis 
can induce Pax5 expression directly as well as indirectly 
via Ebf1. Within the hematopoietic system, Pax5 is only 
expressed in B cells and considered to be a key factor for 
B cell lineage commitment [76]. This is based on the find-
ings that Pax5 promotes expression of numerous prominent 
proteins that are essential for B cell development, including 
CD19, immunoglobulin alpha (Ig-α; encoded by MB-1) and 
SH2 domain-containing leukocyte protein of 65 kDa (SLP-
65; encoded by BLNK) [76]. Moreover, Pax5 simultane-
ously represses B cell lineage inappropriate genes such as 
csf1r and notch1, whose products (CSF1R and Notch1) are 
essential for myeloid and T cell development, respectively 
[76]. In line with this instructive role of Pax5 in early B cell 
development, Pax5-deficient mice show a B cell develop-
mental block at the pro-B-cell stage with cells retaining the 
ability to develop into T cells, macrophages, or NK cells 
[76–78]. This indicates that as soon as B lineage precur-
sors receive continuous input via the IL-7/IL-7R signaling 
axis leading to expression of Ebf1 and Pax5, B cell-specific 
gene expression is induced, and the potential of develop-
ing B cells to respond to growth factors of other cell lin-
eages becomes reduced. The important role of the IL-7R in 
B cell lineage specification is further demonstrated by the 
observation that Pax5-deficient progenitor B cells are only 
able to differentiate into other hematopoietic lineages upon 
withdrawal of IL-7 [79]. It is notable that complete dele-
tion of Pax5 seems not to be required to confer alternative 
lineage potential to early B cell precursors, as it was shown 
that already slight reductions in Pax5 expression were suf-
ficient to allow conversion of B cell precursors into myeloid 
cells [80]. It is therefore possible, that during the dynamic 
process of hematopoiesis, the amount of IL-7 available for 
precursor B cells is a critical determinant for their choice to 
differentiate further along the B lineage or to adopt other 
hematopoietic lineages.

Another process how the IL-7R promotes the differenti-
ation of B cell precursors is by regulating V(D)J recombina-
tion at the IgH locus. In fact, D to JH joining is not impaired 
in developing B cells lacking IL-7 or IL-7Rα, but the rear-
rangement of the distal VH genes is severely perturbed [81]. 
This indicates that IL-7R-derived signals are dispensable 
for DJH recombination but essential for proper VH to DJH 
joining and for broad VH gene usage. It appears that IL-7R 
signaling plays a role in regulating distal VH gene acces-
sibility, as IL-7 treatment increases histone acetylation and 
nuclease sensitivity of the distal VHJ558 gene segments 
[82,83]. STAT5 is thought to be the link between VH gene 
accessibility and IL-7, as reintroduction of a constitutively 
active STAT5 in STAT5-deficient pro-B cells increased his-
tone acetylation, germline transcription, as well as recom-
bination of distal VH genes [84]. The perturbed distal VH 
gene recombination in the absence of IL-7R signaling is 
also in line with the above-mentioned induction of Pax5 by 
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IL-7R signaling. Pax5 itself was shown to be essential for 
distal VH gene rearrangement by inducing compaction of 
the IgH locus, thereby bringing distal VH genes into prox-
imity to the rearranged DJH gene segments [85]. In addition, 
Pax5 promotes recombination of the VH genes by recruiting 
the recombination machinery including the recombination 
activation genes 1 and 2 (Rag1 and 2, hereafter collectively 
referred to as Rag1/2; encoded by RAG1 and RAG2, respec-
tively) to the recombination signal sequences located 3′ of 
every VH gene [76,86]. Studies suggest that Pax5 requires 
the help of the transcription factor Yin Yang 1 (YY1) and 
Ikaros to establish distal VH gene rearrangement [87,88]. 
It is therefore tempting to speculate that IL-7R signaling 
regulates Pax5, and probably also YY1 and Ikaros, leading 
to efficient recombination of the distal VH genes.

2.  PROLIFERATION AND DIFFERENTIATION 
PROGRAMS AT THE PRE-B CELL STAGE

The successful recombination of the IgH genes at the pro-B 
cell stage leads to the expression of the pre-BCR complex 
and transition to the pre-B cell stage. The pre-BCR com-
plex contains two identical μHCs each associated with a 
surrogate light chain (SLC) composed of two germline-
encoded proteins, VpreB and λ5, as well as the signaling 
transducing subunits immunoglobulin (Ig) alpha (Ig-α) and 
Ig-β [9,89–91]. Each single μHC protein carries one vari-
able (Vh) domain, four constant (Ch1–Ch4) domains, and 
a transmembrane region, which anchors the receptor to the 
plasma membrane [89]. Expression of the pre-BCR is the 
first important checkpoint in B cell development by estab-
lishing, similar to the IL-7R at the pro-B cell stage, molecu-
lar programs inducing proliferative expansion and further 
differentiation of pre-B cells.

2.1  Signal Induction from the Pre-BCR

Several mechanisms have been suggested for how pre-BCR 
downstream signaling is initiated. One mechanism is based 
on the interaction of the pre-BCR with external ligands 
such as heparan sulfate and galectin-1, both presented by or 
derived from stromal cells in the bone marrow [92–94]. In 
line with this mechanism, secreted pre-BCRs are polyvalent 
and able to bind to multiple antigens [95]. However, surface 
expression of the pre-BCR is not inevitably required for 
triggering the downstream signaling cascades, as pre-BCR 
signaling can already be initiated upon pre-BCR assem-
bly within the trans-Golgi network compartment [96]. In 
addition, biochemical analysis revealed that the pre-BCR 
is impaired in binding antigen and rather self-associates in 
a ligand-independent manner [97]. This is in line with the 
finding that signaling from the pre-BCR is induced autono-
mously and that this is dependent on the arginine-rich tail of 
the SLC component λ5 [95,98,99]. Further studies revealed 

that an N-linked glycosylation site (N46) in the Ch1-domain 
of the μHC, which is conserved between mouse and human, 
is critical for pre-BCR formation and function [100]. It was 
shown that the λ5 tail is able to interact with the Ch1-domain 
of the μHC, but failed to bind the μHC Ch1-domain in the 
absence of the N46 glycosylation site [100]. This interac-
tion might provide the structural basis for receptor assembly 
by releasing λ5 from its autoinhibited form and enabling 
the formation of a functional SLC able to associate with 
another μHC protein, thereby inducing ligand-independent 
pre-BCR signaling in an autonomous manner.

2.2  Signals from the Pre-BCR Induce Both 
Proliferation and Differentiation  
of Pre-B Cells

The signaling cascades activated by the pre-BCR induce, 
on one hand, a phase of intense proliferation that increases 
the amount of cells having successfully recombined the IgH 
genes. On the other hand, pre-BCR signaling was shown 
to lead to the downregulation of the pre-BCR, as well as 
the initiation of IgL gene recombination [9]. Hence, the 
pre-BCR is able to establish both proliferation and differ-
entiation programs of developing pre-B cells. It is therefore 
not surprising that defects in pre-BCR expression lead to 
severe developmental defects during the early stages of B 
cell development. For instance, developing B cells that can-
not express a functional μHC protein, due to deletion of the 
μHC transmembrane region, are blocked at the pro-B cell 
stage and unable to proceed in differentiation [101]. Simi-
larly, mice lacking either Ig-α or Ig-β have a complete block 
at the pro-B cells stage, as a signaling competent pre-BCR 
can only be expressed in the presence of both signaling 
transducing subunits [102,103]. Consistent with this, also 
in mice lacking the SLC components λ5 or VpreB, develop-
ing B cells are impaired in transitioning from the pro-B to 
the pre-B cell stage [104,105]. However, the developmental 
block caused by SLC deficiency is not complete, indicat-
ing that pre-B cells are able to compensate for the loss of 
a normal pre-BCR under certain circumstances. Premature 
expression of a conventional light chain (LC), together 
with the μHC protein, or receptors consisting only of the 
μHC protein, were shown to compensate for the loss of the 
pre-BCR, possibly because they can generate the signals 
required to establish the pre-B cell survival and differen-
tiation programs [106–109]. Notably, the partial rescue of 
B cell development in the absence of SLC only occurs in 
mice, whereas humans with deficiency in SLC show severe 
B cell deficiency and agammaglobulinemia [110], indicat-
ing that pre-BCR expression and signaling are fundamental 
for human B cell development.

The signals induced by a normal pre-BCR are transmit-
ted via the signaling transducing subunits Ig-α and Ig-β and 
involve the activation of Src-kinases (Lyn, Fyn, and Blk) 
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that are continuously associated with the pre-BCR complex 
[111]. Activation of the Src-kinases leads to phosphory-
lation of the immunoreceptor tyrosine-based activation 
motifs (ITAMs) present within the cytoplasmic tails of Ig-α 
and Ig-β [112,113]. The spleen tyrosine kinase (Syk) is 
recruited to these phosphorylated ITAMs by its tandem SH2 
domain and is subsequently activated by (auto)phosphory-
lation [114]. Interestingly, the Syk-kinase activity can be 
further enhanced by phosphorylation of the upstream Src-
kinases and by Syk-mediated phosphorylation of ITAMs 
from neighboring pre-BCRs, thereby creating an amplifica-
tion loop for signal initiation [114]. Extensive efforts in the 
recent years revealed that three major signaling pathways 
are activated by the pre-BCR. The activation of the PI3K 
and MAPK/Erk signaling cascades is, for instance, linked 
to the induction of survival and proliferation programs 
[20,115], whereas Syk-dependent activation of SLP-65 is 
necessary to initiate differentiation processes that result in 
developmental progression [9,115]. Consistent with this, B 
cell development is arrested at the pre-B cell stage in Syk-
deficient mice [116].

The extensive phase of proliferation triggered by the 
pre-BCR is supported by an upregulation of IL-7R expres-
sion and thus IL-7R signaling [117–119]. This provides 
pre-BCR-positive cells with a selective advantage over 
pre-BCR-negative cells, leading to an enrichment of pre-B 
cells in the bone marrow. Interestingly, pre-BCR signaling 
and IL-7R signaling were shown to use similar signaling 
cascades that share intense crosstalk and lead to activation 
of a similar set of genes to promote survival and prolifera-
tion [120]. For instance, as is the case for the pre-BCR, the 
IL-7R is able to activate PI3K signaling [23], and therefore 
PI3K-deficient pre-B cells show defective proliferation in 
response to IL-7 stimulation [121]. However, the precise 
role of PI3K downstream of the IL-7R is not completely 
clear to date, as introduction of a mutation into the IL-7Rα 
chain, which abrogates activation of PI3K, does not block B 
cell development [122].

2.3  Role of Class IA PI3K in Pre-BCR-Induced 
Proliferation

As mentioned above, expression of the pre-BCR on large 
pre-B cells induces a phase of intense proliferation and sur-
vival that are largely mediated by PI3K signaling. In mam-
mals, three classes of PI3K are expressed, termed class I, 
II, and III [123]. The class I of PI3K evolved as especially 
important for PI3K signaling in lymphocytes and is further 
subdivided into class IA and class IB. The class IB of PI3K 
comprises one catalytic subunit (p110γ) that is associated 
with one of two regulatory subunits (p84 and p101) and 
becomes predominantly activated downstream of G protein-
coupled receptors [123]. The class IA of PI3K instead is 
preferentially activated upon antigen receptor engagement 

[123]. In B cells, three class IA PI3K catalytic subunits 
(p110α, p110β, and p110δ) are expressed, and they form 
heterodimers with one of five regulatory subunits (p85α, 
p85β, p55α, p55γ, and p50α) [124]. Because every regula-
tory subunit can associate with every catalytic subunit, the 
class IA of PI3K shows great redundancy and studying the 
specific roles of selective catalytic or regulatory subunits 
is very difficult because of compensation by the remaining 
subunits. Downstream of the pre-BCR, signaling through 
class IA PI3K is initiated by Lyn- or- Syk-mediated phos-
phorylation of a common tyrosine-motif (YxxM) present in 
adaptor proteins such as CD19 and B cell adaptor protein 
(BCAP) (Figure 2) [124,125]. Binding of a class IA PI3K 
heterodimer to phosphorylated YxxM-motifs within CD19 
or BCAP via its SH2 domains results in activation of the 
catalytic subunit. It is notable that members of the Ras-
family that directly bind to the Ras-binding domain present 
in every catalytic subunit can also activate p110α, p110β, 
and p110δ independent of a regulatory subunit [123,126]. 
Because pre-BCR signaling was shown to activate Ras-
dependent signaling pathways [127], it is possible that the 
activation of specific Ras-family members by pre-BCR sig-
naling results in activation of distinct class IA PI3K cata-
lytic subunits, which would add another level of complexity 
to the class IA PI3K signaling system downstream of the 
pre-BCR.

After activation, class IA PI3Ks catalyze the genera-
tion of the signaling intermediate phosphatidylinositol 
(3,4,5)-trisphosphate [PI(3,4,5)P3] from phosphatidylino-
sitol (4,5)-bisphosphate [PI(4,5)P2] at the inner leaflet of 
the plasma membrane. PI(3,4,5)P3 provides a molecu-
lar scaffold for signaling molecules possessing a pleck-
strin homology (PH) domain, resulting in recruitment of 
selected signaling proteins to the plasma membrane and 
establishment of important signaling complexes involved 
in the regulation of survival, proliferation and differen-
tiation of pre-B cells [128]. Important proteins possess-
ing PH domains are protein kinase B (PKB or AKT), 
3-phosphoinositide-dependent protein kinase-1 (PDK1), 
the Tec-family kinase Bruton’s tyrosine kinase (Btk) or 
phospholipase C gamma 2 (PLC-γ2) [123]. Upon recruit-
ment to the plasma membrane via its PH domain, Btk is 
rendered active and able to phosphorylate PLC-γ2, an 
enzyme generating signaling intermediates required to 
induce calcium flux from intracellular and extracellular 
stores [129–131]. The importance of class IA PI3K signal-
ing for Btk activation is impressively demonstrated by the 
observation that a mutation within the PH domain of Btk is 
as severe as complete deletion of Btk, and similar to p85α 
or p110δ deficiency [123,129]. In humans, Btk inactiva-
tion is responsible for the X-linked agammaglobulinemia, 
a severe immunodeficiency syndrome characterized by the 
lack of peripheral B cells and hypogammaglobulinemia 
[132,133].
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So far, the investigations of how PI3K signaling regu-
lates survival and proliferation have mainly focused on 
the AKT signaling axis (Figure 2). In mammals, three 
highly related AKT isoforms encoded by three differ-
ent genes are expressed (AKT1, AKT2, and AKT3, 
hereafter collectively referred to as AKT) [134]. It is 
thought that all three AKT isoforms share similar and 
thus overlapping substrate specificities. However, with 
the help of isoform-specific deletions, specific functions 
of the different AKT isoforms are becoming apparent, 
although, identifying the specific roles of the AKT iso-
forms awaits further analysis. Activation of the serine/
threonine kinase AKT depends on sequential phosphory-
lation of two highly conserved amino acid residues. The 
phosphorylation of AKT at serine 473 is mediated by the 
 rapamycin-insensitive mammalian target of rapamycin 
(mTOR) complex 2 (mTORC2, consisting of mTOR, 
Rictor, Sin1, and MLST8) and seems to be a precondition  
for the PDK1-mediated phosphorylation on threonine 
308, which renders AKT fully active [128].

2.4  Regulation of Survival and Cell Cycle  
by the Class IA PI3K Downstream  
Target AKT

AKT is responsible for most of the class IA PI3K-mediated 
effects on survival and cell cycle regulation and controls 
these processes by phosphorylating its target proteins pos-
sessing serine/threonine residues within the consensus motif 
RXRXXS/T (R represents arginine, X represents any amino 
acid) (Figure 2) [135]. For instance, AKT-mediated phos-
phorylation of the proapoptotic protein BAD, which binds 
directly to and inactivates members of the prosurvival Bcl2-
family, results in dissociation of Bad from its target proteins 
and thereby promotes survival [136,137]. In addition, AKT 
phosphorylates the E3 ubiquitin-ligase mouse double min-
ute 2 homolog (MDM2; encoded by MDM2) at serine 166 
and serine 186, which enables MDM2 to translocate into 
the nucleus [138,139]. An important function of nuclear 
MDM2 is the marking of tumor protein 53 (p53; encoded 
by TP53) for proteasomal degradation, thereby preventing 

FIGURE 2 The activation of PI3K signaling by the pre-BCR. The pre-BCR consists of two identical μHCs, each associated with the invariant 
SLC, composed of λ5 and VpreB. The pre-BCR signals through the Ig-α and Ig-β heterodimer, resulting in the activation of Src- and Syk-kinases. 
Phosphorylation of YXXM-motifs within the coreceptors CD19 and BCAP by Src- and Syk-kinases then lead to the recruitment and activation of class 
IA PI3K, which converts PI(4,5)P2 at the inner leaflet of the plasma membrane to PI(3,4,5)P3. PI(3,4,5)P3 functions as a molecular scaffold for proteins 
possessing PH domains, such as PDK1 or AKT. Upon full activation by PDK1, AKT promotes the survival and proliferation of pre-B cells by regulating 
expression and function of numerous proteins.
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p53-dependent induction of proapoptotic proteins and cell 
cycle arrest [139,140].

As mentioned above, for cell cycle entry as well as cell 
cycle progression, cells have to activate specific G1-cyclins 
and CDKs. Concomitantly, cell cycle inhibitors, which 
impair cyclin or CDK activity, have to be either downregu-
lated or inhibited. AKT directly phosphorylates the cell 
cycle inhibitors p21 and p27. The AKT-mediated phosphor-
ylation of p21 reduces its CDK2 inhibitory activity, and 
the phosphorylation of p27 renders p27 unable to enter the 
nucleus and to suppress the cell cycle [141–144]. In addi-
tion, class IA PI3K/AKT signaling regulates p27 protein 
stability as p27 levels are reduced upon activation of class 
IA PI3K and increased upon downregulation of class IA 
PI3K activity by the pan-class IA PI3K inhibitor LY294002 
or introduction of a kinase-dead version of AKT [145]. 
Hence, by negatively regulating the activity, localization, 
and protein stability of the cell cycle inhibitors p21 and p27, 
AKT directly abrogates the p21/p27-mediated G1 cell cycle 
arrest and thereby promotes cell cycle progression. Another 
prominent target of AKT is glycogen synthase kinase 3 beta 
(GSK-3β), which marks cylin D, cyclin E, and Myc for pro-
teasomal degradation by phosphorylating threonine 286 of 
cyclin D, tyrosine 380 of cyclin E, and threonine 58 of Myc 
[146–148]. Intriguingly, the phosphorylation of Myc on 
threonine 58 by GSK-3β is dependent on prior phosphor-
ylation of serine 62 by Erk [55]. The activity of GSK-3β 
is negatively regulated by AKT, meaning that an activated 
class IA PI3K/AKT signaling axis relieves Myc, cyclin D, 
and cyclin E from GSK-3β-mediated repression.

AKT also regulates the rapamycin-sensitive mTOR 
complex 1 (mTORC1) that promotes cell cycle and stimu-
lates protein synthesis as well as cell growth [134]. AKT 
activates mTORC1 by inhibiting the tuberous sclerosis 
complex 2, a tumor suppressor that effectively counteracts 
mTORC1 activation by functioning as a GTPase-activating 
protein for the Ras-related small G protein Rheb [149]. 
Rheb, when bound to guanosine triphosphate, strongly acti-
vates mTORC1 [149]. Another mechanism how AKT can 
activate mTORC1 involves the proline-rich AKT substrate 
of 40 kDa (PRAS40), which binds to and inhibits mTORC1 
[150]. Active AKT phosphorylates PRAS40 at threonine 
246, which marks PRAS40 for 14-3-3 binding and pro-
teasomal degradation [151]. Hence, there exist at least 
two independent ways how AKT can activate mTORC1. 
Whether both act redundantly or independently of each 
other is currently not clear. Treatment of proliferating tumor 
B cells with the chemical compound rapamycin blocked 
G1-to-S phase transition by downmodulating expression of 
cyclins A, D, and E [152], impressively demonstrating the 
importance of mTORC1 for cell cycle.

It is also noteworthy that signaling through PI3K/AKT 
promotes cell survival and proliferation by sharing crosstalk 
with other signaling pathways. A prominent example is the 

AKT/mTORC1-dependent activation of nuclear factor-κB 
signaling, which promotes survival and proliferation in var-
ious cell types [153]. Signaling through class IA PI3K also 
inhibits the stress-induced proapoptotic c-Jun NH2-terminal 
kinase (JNK) and p38 signaling cascades by inactivating the 
JNK/p38 upstream kinase apoptosis signal-regulated kinase 
1 [154]. Thus, although class IA PI3K signaling plays a 
major role downstream of the pre-BCR in inducing survival 
and proliferation, it does not act separately but is rather a 
central component of a complex signaling network within 
developing B cells.

2.5  The Family of FoxO Transcription Factors 
is a Highly Conserved Downstream Target 
of PI3K Signaling

Besides modifying the activity and function of survival/ 
proliferation-specific factors on the protein level, class IA 
PI3K signaling also controls the transcription of genes 
implicated in the regulation of survival or cell cycle. The 
family of FoxO transcription factors is a highly conserved 
downstream target of AKT, and it comprises, in mam-
mals, FoxO1, FoxO3a, FoxO4, and FoxO6, all of which 
are orthologous to the Caenorhabditis elegans transcrip-
tion factor DAF-16 [155]. FoxO transcription factors are 
controlled by several posttranslational modifications, 
including ubiquitination, acetylation, and phosphorylation 
[156]. Specifically, AKT, and accordingly, class IA PI3K, 
regulates FoxOs through phosphorylation of three highly 
conserved serine/threonine residues [157]. This phosphory-
lation pattern creates binding sites for 14-3-3 chaperones 
that guide FoxO transcription factors out of the nucleus into 
the cytoplasm, where FoxOs are degraded in a proteasome-
dependent manner [155]. It is generally thought that FoxO 
transcription factors negatively regulate survival and cell 
cycle. For instance, FoxOs induce expression of the pro-
apoptotic factors p53, the BH3-only family member Bcl2-
like protein 11 (Bim; encoded by BCL2L11), and Fas ligand 
(FasL; encoded by FASLG) and repress expression of cyclin 
D, which is essential for cell cycle entry [158–160]. Another 
important target of FoxOs involved in the regulation of the 
cell cycle is the CDK inhibitor p27, which blocks progres-
sion from G1 to S phase by binding to CDK2-E-type cyclin 
complexes [160]. Together, it appears likely that the activa-
tion of class IA PI3K signaling by the pre-BCR promotes 
cell cycle entry and progression as well as cell survival by 
reducing the expression levels of FoxO transcription factors.

2.6  Differentiation of Pre-B Cells Involves 
Allelic Exclusion of the IgH Gene Locus

Normally, incorporation of the μHC protein into a pre-BCR 
generates the signal for successful recombination of one 
of the two IgH alleles. That signals from a pre-BCR are 
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involved in establishing allelic exclusion became appar-
ent by studies showing that impaired pre-BCR signaling, 
either by preventing pre-BCR expression or by introduc-
ing mutations within the cytoplasmic tails of Ig-α or Ig-β, 
perturbs allelic exclusion and blocks pre-B cell develop-
ment [161,162]. Consistent with these data, the absence 
of particular signaling components downstream of the pre-
BCR interferes with allelic exclusion. For instance, in the 
absence of Syk and its family member zeta-chain-associ-
ated protein kinase 70, pre-B cells show strongly impaired 
allelic exclusion of the IgH gene loci [163]. Also, defective 
activation of the Syk-downstream signaling target class IA 
PI3K, by deletion of p110α and concomitant inactivation 
of p110δ, leads to ongoing recombination of the IgH genes 
and impaired allelic exclusion [121]. Together, these data 
strongly support a model in which signals by the pre-BCR 
provide feedback for successful recombination of one of the 
IgH genes by inducing allelic exclusion of the second IgH 
allele and making it inaccessible for the Rag1/2-dependent 
recombination machinery. According to this model, a non-
productive recombination of the first allele does not result 
in expression of the pre-BCR complex and the second allele 
remains accessible for the Rag1/2-dependent recombina-
tion machinery. Recombination of the second IgH allele 
may then result in the generation of a functional pre-BCR, 
which promotes further development. In addition, the pre-
BCR-driven activation of class IA PI3K supports the ter-
mination of recombination processes at the IgH genes by 
downregulating FoxO1 activity and Rag1/2 expression, 
thereby resulting in inactivation of the recombination 
machinery [115,164–166].

2.7  Pre-BCR Signals Induce Differentiation  
by Activating SLP-65-Dependent 
Signaling Pathways

It is notable that the ubiquitously expressed class IA PI3K 
signaling system is not only involved in promoting pre-B 
cell expansion and survival, but also in regulating highly 
B cell-specific processes such as IgH gene recombination 
or allelic exclusion. It appears therefore likely that class IA 
PI3K signaling downstream of the pre-BCR is connected 
to B cell-specific signaling elements to regulate class IA 
PI3K activity in the B cell context. Recent work revealed 
that the adaptor protein SLP-65 regulates class IA PI3K 
activity and is thus a key molecule for pre-B cell differentia-
tion by interconnecting multiple signaling cascades down-
stream of the pre-BCR or BCR (Figure 3) [167]. Signaling 
through SLP-65 depends on Syk-mediated phosphorylation 
of five highly conserved tyrosine residues (tyrosine 72, 84, 
96, 178, and 189 in SLP-65) [168,169]. The phosphoryla-
tion of these tyrosines results in the relocalization of SLP-
65 from the cytoplasm to the plasma membrane, as well 
as recruitment of various signaling molecules possessing 

SH2 domains such as Btk (to tyrosine 178) and PLC-γ2 
(to tyrosine 189) [167,170]. By these mechanisms, SLP-65 
promotes the establishment of signaling complexes near the 
plasma membrane and brings them into proximity to other 
signaling molecules such as Src-kinases, Syk, or class IA 
PI3K. SLP-65 exerts an important role in the activation of 
calcium-dependent signaling pathways by recruiting PLC-
γ2 that cleaves PI(4,5)P2 into the second messengers ino-
sitol triphosphate (IP3) and diacylgycerol. Binding of IP3 
to its receptor IP3R located at the endoplasmic reticulum 
(ER) results in release of calcium ions (Ca2+) from the ER 
into the cytosol. This Ca2+ release provides further opening 
of extracellular Ca2+ channels in the plasma membrane and 
an additional Ca2+ influx from the extracellular space into 
the cytosol [171]. In B cells, the mobilization of Ca2+ is for 
instance important to activate calcineurin-dependent signal-
ing pathways that lead to activation of nuclear factor of acti-
vated T cells, a transcription factor important for numerous 
cellular processes [167,172].

Besides establishing Ca2+-dependent signaling path-
ways, signaling through SLP-65 induces the exit from the 
proliferative phase and thereby drives pre-B cells into dif-
ferentiation. This important role of SLP-65 became apparent 
by studies showing that activation of SLP-65 downmodu-
lates class IA PI3K activity, leading to stabilization of FoxO 
transcription factors [115]. How SLP-65 signaling interferes 
with PI3K activity is currently not clear as the regulation 
of class IA PI3K activity could occur at numerous levels. 
It is, for instance, possible that SLP-65 interferes with the 
activity of pre-BCR proximal signaling elements such as 
Src-kinases, Syk, CD19, or BCAP, or that SLP-65 inhibits 
class IA PI3K activity through yet not defined mechanisms. 
Alternatively, SLP-65 may activate lipid phosphatases such 
as phosphatase and tensin homolog (PTEN; encoded by 
PTEN) or SH2-containing inositol phosphatase 1 (SHIP; 
encoded by SHIP), which dephosphorylate PI(3,4,5)P3 and 
thereby abrogate membrane recruitment and activation of 
downstream signaling molecules such as AKT or PDK1 
[124]. Finally, SLP-65 may activate the PH domain and 
leucine-rich repeat protein phosphatases 1 and 2 (PHLPP1 
and PHLPP2) that remove the phosphate at serine 473 of Akt 
[173,174]. It is notable that besides the downregulation of 
class IA PI3K activity, additional mechanisms through which 
SLP-65 counteracts proliferation exist. SLP-65 -dependent 
signaling, for instance, was shown to induce expression of 
Ikaros and Aiolos (encoded by IKZF1 and IKZF3, respec-
tively), transcription factors that directly repress λ5 gene 
transcription and pre-BCR expression [98,175,176]. The 
termination of pre-BCR expression and signaling may 
therefore represent another mechanism for how activation 
of SLP-65 results in downmodulation of class IA PI3K sig-
naling. Moreover, Ikaros and Aiolos counteract prolifera-
tion by inducing expression of p27 and by repressing gene 
transcription of Myc and cyclin D3 [177]. Based on these 
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findings, it is not surprising that defects in the activation or 
expression of SLP-65 result in a B cell developmental block 
at the pre-B cell stage with cells showing stable pre-BCR 
surface expression and mice having increased incidence of 
pre-B cell leukemia [178,179]. In addition, a recent study 
showed that the pre-BCR-induced cell cycle arrest in BCR-
ABL-positive acute lymphoblastic leukemia (Ph + ALL) 
critically depends on SLP-65 and Ikaros. This might provide 
a molecular explanation for the high frequencies of Ikaros 
deletions in Ph + ALL and suggest that SLP-65 exerts its 
tumor suppressor function, at least partially, by activating 
Ikaros [180]. Another important mechanism for how SLP-65 

prevents tumorigenesis is based on the ability of SLP-65 
to interact with and inhibit the IL-7R downstream kinase 
JAK3. In line with this, a hyperactive IL-7R/JAK3 signaling 
axis that results in enhanced STAT5 activity promoting sur-
vival and proliferation is characteristic of SLP-65-deficient 
pre-B cell tumors [181]. In addition, SLP-65-deficient pre-B 
cell tumors were described to produce IL-7 in an autocrine 
manner, suggesting that these cells do not depend on exter-
nal IL-7 and that signaling from the IL-7R is constitutively 
triggered in these cells, in a cell autonomous manner [181]. 
Therefore, SLP-65 is also essential to control IL-7-respon-
siveness in developing B cells.

FIGURE 3 Activation of SLP-65 by the pre-BCR. Activation of Syk leads to activation of class IA PI3K and SLP-65. The Syk-dependent activation of 
SLP-65 results in the activation of FoxO transcription factors by inhibiting class IA PI3K activity through as yet unidentified mechanisms. FoxOs exert an 
important role at the pre-B cell stage by promoting cell cycle arrest (e.g., by inducing p21), as well as by activating IgL gene recombination through the 
induction of Rag1/2 and Ikaros. In addition, Ikaros and Aiolos lead to repression of λ5 and thereby pre-BCR expression.
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2.8  SLP-65-Dependent Signaling Promotes 
IgL Gene Recombination and 
Differentiation

In addition to promoting the exit from the prolifera-
tive phase, the characterization of SLP65-deficient cells 
revealed an important role of SLP-65 in the initiation and 
regulation of IgL gene recombination (Figure 3), which is 
necessary to replace the SLC of the pre-BCR with a conven-
tional LC and thus to express a mature BCR complex on the 
cell surface. The downmodulation of class IA PI3K activ-
ity and the concomitant stabilization of FoxO transcrip-
tion factors is key for the initiation of the recombination 
processes at the IgL genes, because FoxOs directly induce 
expression of Rag1 and 2 [115,182]. This important role 
of FoxO transcription factors for IgL gene recombination 
became apparent in studies showing that, upon inactivation 
of FoxO1 at the late pre-B cell stage, the transition of pre-B 
cells to the immature and mature B cell stages was impaired 
[183]. Consistent with this, a pre-B cell population lacking 
IgL gene recombination could be detected in the periph-
ery of these mice [183], which supports the crucial func-
tion of FoxO1 in IgL gene rearrangement. As outlined 
above, FoxO transcription factors also induce expression 
of cell cycle inhibitors and repress expression of cyclins. 
Cell cycle regulation is essential for Ig gene recombination 
because Rag2 becomes rapidly degraded is S phase of the 
cell cycle due to phosphorylation by cyclin A-CDK2 com-
plexes [184]. Therefore, the Rag recombination complex is 
stably expressed and able to initiate Ig gene recombination 
only in specific phases of the cell cycle.

In addition to Rag1/2, FoxO1 was recently shown to 
induce Ikaros [88]. Upon binding to DNA, Ikaros forms 
chromatin-remodeling complexes in cooperation with other 
proteins, thereby regulating gene accessibility and transcrip-
tion of its target genes [185]. FoxO1 does not regulate basal 
gene transcription of Ikaros but rather seems to be essential 
for proper Ikaros splicing [88]. How FoxO1 regulates the 
splicing of Ikaros is not yet completely understood. How-
ever, there is to date no evidence available that FoxO1 itself 
can function as a splicing factor. It appears therefore likely, 
that the effects of FoxO1 on Ikaros splicing are indirect.

Another factor induced by SLP-65-dependent signaling 
is the interferon regulatory factor 4 (Irf4), a member of the 
Irf transcription factor family [98]. Irf4 can bind to DNA 
either alone or in cooperation with other transcription fac-
tors, thereby functioning as a repressor or activator of gene 
transcription, respectively [186]. It is notable that in adipo-
cytes FoxO1 directly induces Irf4 [187] and that in pre-B 
cells, the deletion of FoxO1 leads to a loss of Irf4 expres-
sion [188]. This strongly suggests that at the late pre-B cell 
stage, Irf4 becomes induced through the SLP-65-dependent 
stabilization of FoxO1. A role of Irf4 in IgL gene recombi-
nation became apparent by analyzing pre-B cells lacking 

Irf4. As is true for IgH gene recombination, germline tran-
scription of the IgL gene loci is a precondition for IgL gene 
rearrangement by making the different IgL genes accessible 
to the Rag1/2-dependent recombination machinery. Irf4 has 
been shown to induce Igκ germline transcription and Igk 
recombination cooperatively with the Ets-family transcrip-
tion factor Spi-B [189,190]. Accordingly, Igκ gene recom-
bination is severely perturbed in Irf4-deficient pre-B cells 
[189–192]. In addition, Irf4 induces the expression of Ikaros 
and its family member Aiolos, thereby also promoting cell 
cycle exit as well as pre-BCR downregulation through the 
above-mentioned mechanisms [193].

Together, activation of SLP-65 results in the activation 
of a transcription factor circuitry that collectively regulates 
pre-BCR surface expression, cell cycle exit, and IgL gene 
recombination (Figure 3). The action of these transcription 
factors, switches off proliferation programs and installs dif-
ferentiation programs that ultimately result in the exchange 
of the SLC by a conventional LC and the expression of a 
mature BCR complex on the cell surface.

2.9  Interplay of the Proliferation and 
Differentiation Programs at the  
Pre-B Cell Stage

The above-described molecular programs downstream of 
the pre-BCR provide the basis for an ordered and sequential 
occurrence of proliferation and differentiation at the pre-B 
cell stage. The successful recombination of one of the two 
IgH alleles at the pro-B cell stage, results in expression of 
the μHC protein together with an SLC and the signaling 
transducing subunits Ig-α and Ig-β on the cell surface. The 
pre-BCR-dependent activation of Src- and Syk-kinases 
then predominantly activates the class IA PI3K/AKT sig-
naling axis leading to proliferation. In the absence of SLP-
65, pre-B cells persist in this proliferative state, possibly 
leading to cellular transformation and tumorigenesis. How-
ever, in the presence of SLP-65, Syk-dependent activation 
of SLP-65 results in downmodulation of class IA PI3K 
activity, thereby terminating pre-B cell proliferation and 
allowing the establishment of the differentiation-inducing 
program. How pre-BCR signals are integrated to ensure that 
proliferation precedes differentiation is currently not com-
pletely clear. However, it appears likely that to allow several 
cycles of proliferation before the differentiation processes 
are initiated, the activation of SLP-65 has to be delayed 
relative to the activation of class IA PI3K. One possibility 
is that at the early pre-B cell stage the expression level of 
SLP-65 is too low to induce differentiation processes and 
that expression of SLP-65 first has to be induced during the 
pre-B cell stage. Interestingly, it was shown that a reduc-
tion of IL-7R signaling induces the expression of SLP-65 
in pre-B cells [188]. In vivo, one could therefore imagine 
that once pro-B cells, whose survival and proliferation 
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is critically dependent on stromal cells producing IL-7, 
recombine their IgH genes and start to express a pre-BCR, 
they undergo an intense phase of proliferation. Assuming 
the amount of IL-7 is limited within this niche, proliferating 
pre-B cells compete with each other for the available IL-7, 
resulting in attenuation of IL-7R signaling and induction of 
SLP-65. Once a critical threshold of SLP-65 is exceeded, 
the pre-BCR-dependent activation of SLP-65 would then 
terminate proliferation and induce differentiation programs. 
Intriguingly, FoxO1 and Irf4, which become, as mentioned, 
activated downstream of SLP-65, induce the expression of 
CXCR4 and possibly thereby the movement of differen-
tiating pre-B cells away from the IL-7-producing stromal 
cells toward CXCL12hi-expressing stromal cells, which do 
not secrete IL-7 [188,191]. As in addition the expression 
levels of SOCS1 were shown to peak at the small pre-B 
cell stage [25], this suggests that IL-7 consumption may act 
in concert with the movement of small pre-B cells away 
from IL-7-producing stromal cells and the upregulation of 
negative regulators of IL-7R signaling to augment SLP-65 
expression and the activation of the pre-B cell differentia-
tion program.

It is noteworthy that this model is only applicable for 
murine B cell development, which is clearly dependent on 
IL-7. As mentioned, human B cell development in contrast 
seems to occur independent of IL-7, suggesting that other 
mechanisms have to exist that ensure a delayed activation of 
SLP-65 in the human context. Possibly, a mechanism simi-
lar to the IL-7R-dependent induction of SLP-65 in murine 
pre-B cells could increase SLP-65 expression in human 
pre-B cells during their proliferative expansion. Interest-
ingly, the phenotypes of various mice defective in the acti-
vation of class IA PI3K suggest that the pre-BCR itself may 
generate the signals promoting establishment of the differ-
entiation-inducing programs. For instance, the combined 
deletion of CD19/BCAP severely perturbs activation of 
class IA PI3K/AKT signaling downstream of the pre-BCR/
BCR, and B cell development in CD19/BCAP double- 
deficient mice is blocked at the large pre-B cell stage, with 
cells being unable to differentiate into small pre-B cells 
[125]. Also, the deletion of particular regulatory or cata-
lytic class IA PI3K subunits results in an impaired pro-B to 
pre-B transition. Absence of p110α combined with muta-
tional inactivation of p110δ, for example, leads to an almost 
complete block in B cell development at the pre-B cell stage 
[121], similar to CD19/BCAP-deficient mice. Interference 
with activation of AKT by deletion of AKT1 together with 
AKT2, leads to an accumulation pro-B and pre-B cells in 
the bone marrow, whereas the more mature B cell stages are 
severely reduced [194]. Collectively, these studies indicate 
that the class IA of PI3K plays an important role in pre-B 
cell differentiation. In line with this, PDK1-deficient pre-B 
cells, which have reduced AKT activity, show reduced lev-
els of SLP-65 [195], supporting the idea that defects in the 

class IA PI3K/AKT signaling system downstream of the 
pre-BCR interfere with pre-B cell differentiation. A positive 
correlation between class IA PI3K and SLP-65 can also be 
observed in individuals lacking the regulatory p85α subunit 
and showing almost complete absence of CD19+ B cells, 
as do SLP-65-deficient human individuals [196,197]. It is 
to date unclear how class IA PI3K/AKT activity is linked 
on the molecular level to SLP-65 expression. However, the 
idea that the pre-BCR-induced class IA PI3K/AKT signals, 
which promote survival and proliferation, are coupled to 
the basal expression level of SLP-65 provides an elegant 
mechanism for how activation of SLP-65 would be delayed 
relative to the activation of class IA PI3K, downstream of 
the pre-BCR. Most importantly, because the induction of 
SLP-65 does not depend on signaling through the IL-7R or 
other cytokine receptors, this model could also be applied 
to human pre-B cells.

2.10  The Conventional BCR Replaces the Pre-
BCR in Providing Survival Signals

The process of IgL gene recombination allows pre-B cells 
to replace the SLC by a conventional LC and to develop 
into immature B cells. However, during the process of IgL 
gene recombination, late pre-B cells are deprived from sur-
vival signals, due to the above-mentioned SLP-65-mediated 
repression of both class IA PI3K and IL-7R activity. This 
dampening of survival and proliferation signaling is on one 
hand important to allow activation of Rag1/2 and recombi-
nation processes, but on the other hand, it may trigger an 
apoptotic program if not terminated before a critical time 
point. It appears therefore likely that late pre-B cells have 
a fixed time frame in which the recombination processes 
have to be successfully accomplished to shut off the dif-
ferentiation program and regain survival signals. There is 
accumulating evidence that the expression of a conventional 
BCR is essential for the maintenance of mature B cells. This 
became apparent by studies taking advantage of mouse 
models in which BCR surface expression could by induc-
ibly deleted resulting in deletion of mature B cells within 
1–2 weeks [198]. Later studies investigating the nature of 
the basal BCR signal revealed that a resting BCR transmits 
these survival-inducing signals via the class IA PI3K sig-
naling cascade [199]. In fact, enhanced class IA PI3K sig-
naling activity, either by introducing a constitutively active 
form of p110α or by deletion of PTEN, could rescue the 
survival of BCR-depleted B cells [199]. Consistent with 
the involvement of class IA PI3K/AKT signaling in basal 
BCR signaling, deletion of FoxO1 was sufficient to allow 
BCR-deficient B cells to survive for prolonged times [199]. 
These data suggest that a resting BCR activates class IA 
PI3K signaling, thereby establishing a B cell-specific sur-
vival program. How a resting BCR can trigger the activation 
of the class IA PI3K signaling cascade is not completely 
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elucidated at present. One recent study suggested that the 
small GTPase Ras-related protein R-Ras2 (TC21; encoded 
by RRAS2) interacts continuously with the unphosphory-
lated ITAMs of a resting BCR and recruits the p110δ cata-
lytic subunit, leading to the initiation of class IA PI3K 
downstream signaling and the generation of PI(3,4,5)P3 
[200]. The subsequent activation of AKT would then result 
in inactivation of FoxO transcription factors and to survival 
of mature B cells.

Besides the basal BCR signal, survival of mature B cells 
is dependent on the cytokine B cell-activating factor of the 
TNF family (BAFF) [201]. BAFF receptor (BAFFR) is 
expressed at low levels on immature B cells and increases 
during further development [201]. Interestingly, reminis-
cent of the pre-BCR-driven upregulation of IL-7R expres-
sion, signals generated by a conventional BCR influence the 
expression of BAFFR [202]. These signals depend on class 
IA PI3K, as deletion of p110δ or application of the class 
IA PI3K inhibitor wortmannin impairs the BCR-dependent 
upregulation of BAFFR expression [203]. This indicates 
that the generation of a conventional BCR complex and the 
accompanying basal class IA PI3K signals are a precon-
dition for the establishment of the BCR/BAFFR survival 
system. Studies in which BCR and BAFFR were deleted 
revealed that the signaling cascades downstream of both 
receptors share intense crosstalk and depend on each other 
[204]. For instance, one study suggested that BAFF stimu-
lation induces phosphorylation of the BCR signaling com-
ponents Syk and Ig-α, leading to activation of BCR-related 
downstream signaling cascades such as PI3K [205]. Con-
sistent with this, in the absence of Syk peripheral mature 
B cells were not able to respond to BAFF and as a conse-
quence underwent massive cell death [205]. This suggests 
that efficient B cell maintenance relies on both expression 
of a conventional BCR and BAFF-BAFFR engagement.

3.  SELECTION MECHANISMS AT THE 
IMMATURE B CELL STAGE

The variable nature of IgH and IgL gene recombination 
during early B cell development generates a mature B cell 
pool expressing BCRs that are able to recognize an almost 
unlimited number of foreign substances. However, this ran-
dom assembly of gene segments bears the inherent risk of 
generating nonfunctional BCRs or BCRs with specificities 
directed against self-structures (Figure 4). Indeed, it has 
been reported that the majority of the early immature B cells 
express BCRs with marked self-reactivity, including speci-
ficities to several nuclear and cytoplasmic self-antigens such 
as DNA, insulin, lipopolysaccharide, or antinuclear antibod-
ies [206]. It is traditionally thought that self-reactive recep-
tor species have to be eliminated to prevent the destruction 
of self-structures in the periphery and development of auto-
immune diseases. Several concerted mechanisms ensure the 

generation of a self-tolerant B cell pool and are collectively 
referred to as central tolerance. A prominent feature of cen-
tral tolerance is clonal deletion, which results in the apop-
totic elimination of self-reactive immature B cells. This was 
unraveled by studies showing that enforced expression of a 
self-reactive BCR in the presence of its self-antigen results 
in a complete block in B cell development at the immature 
B cell stage [207]. A second mechanism ensuring central 
tolerance is termed receptor editing, a process in which the 
original BCR specificity is altered by secondary recombina-
tion of the previously rearranged IgL genes [208]. It is also 
possible that during receptor editing, the IgH genes undergo 
secondary recombination, a process named VH replacement 
[209]. This process also contributes to altered receptor spec-
ificity by recombining the VH genes located 5′ of the VH 
gene used for the original VH to DJH gene recombination. 
Moreover, self-reactive B cells may be rendered inactive or 
unresponsive to self-antigen binding, a state that is termed 
anergy [210]. Together, clonal deletion, receptor editing 
and anergy are traditionally thought to prevent the develop-
ment of autoimmune diseases. It appears therefore likely, 
that defects in central tolerance can result in autoimmune 
diseases [211–213].

3.1  Role of Self-Reactivity in Early B Cell 
Development

In contrast to the traditional view, however, recent studies 
suggest that self-reactivity plays a positive role or is even 
necessary for B cell development in the bone marrow. This 
is reminiscent of the development of T cells in the thymus 
where only precursors recognizing self-peptides presented 
by major histocompatibility complex class I or II (MHC 
I/II) are allowed to mature further [214]. Interestingly, it 
was shown that the pre-BCR and a self-reactive BCR show 
functional similarities and that the pre-BCR represents the 
“prototype” of a self-reactive BCR [95,206]. As already 
mentioned above, studies using a secreted form of the pre-
BCR revealed that its self-reactivity is based on a unique 
polypeptide region of λ5 [95]. Interestingly, this part of λ5 
comprises several positively charged amino acids, which 
represents also a hallmark of self-reactive antibodies [99]. 
In line with this, replacing the unique polypeptide region of 
λ5 by transferring the CDR3 region of a self-reactive BCR 
to λ5 retains pre-BCR function [95]. These studies show 
that the pre-BCR has features similar to a self-reactive BCR 
and that the germline encoded SLC confers a certain degree 
of self-reactivity to every newly generated pre-BCR.

The assumption that a pre-BCR functionally resembles 
a self-reactive BCR predicts that a BCR with self-reactive 
specificity should be able to promote B cell development 
in the absence of the pre-BCR. This interesting question 
was investigated by crossing λ5-deficient mice, which can-
not form a pre-BCR, to 3-83 BCR knockin mice, whose 
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developing B cells exclusively carry the 3-83 BCR recog-
nizing different MHC I haplotypes with distinct affinities 
[215]. Interestingly, the 3-83 BCR was able to promote 
early B cell development in the presence of its cognate 
self-antigen with efficiencies similar to the pre-BCR in a 
wild-type situation [215]. In contrast, in the absence of the 
cognate self-antigen and thereby self-reactivity, the accu-
mulation of precursor B cells was severely compromised. 
As a consequence, only a few mature B cells accumulated 
in the periphery [215]. This revealed that a self-reactive 
BCR is indeed able to rescue a pre-BCR-deficiency and that 
self-reactivity plays an important role for positive selection 
and expansion of B cells early in development.

If self-reactivity is essential for an efficient generation 
of B cells, the question arises how development of self-
reactive B cells and autoimmune diseases is prevented. 
As already described earlier in this chapter, self-reactive 
immature B cells, which become exposed to self-antigen, 
reactivate SLP-65, resulting in secondary recombination 
mainly of the IgL genes and removal of the original self-
reactive BCR specificity. Indeed, in the above-mentioned 
study using the λ5 deficiency combined with the 3-83 BCR 
knockin, mature B cells that developed out of the self-reac-
tive precursor B cells in the presence of their cognate self-
antigen in the bone marrow, changed their BCR specificity 
by receptor editing [215].

Together, a scheme emerges in which self-reactivity pro-
vided by the pre-BCR or a self-reactive BCR is important for 
positive selection of precursor B cells early in development 
(Figure 4). The recognition of self-structures by the pre-BCR 
induces proliferation of precursor B cells, which is followed 
by cell cycle arrest, stabilization of Rag1/2, and rearrange-
ment of the IgL gene loci. Successful recombination of the 
IgL genes can have two outcomes. First, upon IgL gene 
recombination a self-tolerant BCR is expressed. This results 
in basal activation of class IA PI3K signaling, termination 
of recombination processes at the Ig gene loci, and further 
B cell maturation in the periphery. Second, IgL gene recom-
bination results in the generation of a self-reactive BCR 
that immediately upon expression encounters self-antigen, 
resulting in the generation of a BCR signal which is stronger 
relative to the basal signal of a self-tolerant BCR. This then 
induces receptor editing of the IgL and IgH genes, or pos-
sibly clonal deletion. The data suggest that the signaling cas-
cades activated downstream of a pre-BCR and a self-reactive 
BCR are similar. However, it is not clear to date whether self-
reactive immature B cells immediately reactivate SLP-65 
and induce secondary recombination processes, or undergo 
first a proliferative expansion, similar to pre-B cells. Because 
the above-mentioned studies revealed that accumulation of B 
cell precursors and generation of mature B cells was severely 
affected in the absence of self-reactivity [95,215], it appears, 

FIGURE 4 Checkpoints during B cell development. Upon successful recombination of a μHC, pro-B cells transit to the large pre-B cell stage and 
express a pre-BCR complex. Signals from the pre-BCR induce an intense phase of proliferation, leading to expansion of pre-B cells having successfully 
recombined their IgH genes. In addition, signals from the pre-BCR promote the recombination of the IgL genes, resulting in replacement of the SLC by a 
conventional LC and expression of a mature BCR complex. Due to the random nature of Ig gene recombination, newly generated BCRs can possess either 
self-tolerant or self-reactive receptor specificities. As only self-tolerant B cells are allowed to mature further, several mechanisms evolved to prevent the 
generation of self-reactive mature B cells. For instance, self-reactive immature B cells undergo additional rounds of recombination of the IgL genes to 
remove the self-reactive BCR specificity. However, if this is not successful, self-reactive B cells become eliminated.
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that in the complete absence of self-reactivity, only limited 
proliferative expansion of precursor B cells with recombined 
Ig genes is possible. One could therefore speculate, that self-
reactive immature B cells might undergo also proliferative 
expansion upon self-antigen encounter but that this expan-
sion phase may be shorter relative to that from pre-B cells, as 
self-reactive immature B cells have already passed through 
the pre-B cell stage and may be “poised” to re-activate SLP-
65. Once a self-reactive immature B cell undergoes second-
ary rearrangement of the Ig gene segments, this can again 
have two different outcomes. If developing B cells lose their 
self-reactivity by expressing a self-tolerant BCR, they are 
allowed to proceed in development. Conversely, if the B cells 
still recognize self-antigens upon receptor editing, they may 
undergo further rearrangement of their Ig genes until the self-
reactive BCR-specificity is removed. However, if recombina-
tion processes take too long or all available gene segments 
have been used and no more recombination processes are 
possible, the cells may be deleted due to FoxO-induced apop-
totic programs. In line with this, transgenic expression of the 
pre-BCR, which cannot be removed, was shown to promote 
ongoing IgL gene rearrangement, resulting in a severe devel-
opmental block at the immature B cell stage [216,217]. This 
clearly demonstrates that although self-reactivity is important 
during early B cell developmental stages, self-reactive BCR 
specificities have to be removed to allow for proper B cell 
maturation and development.

3.2  The Role of BCR Signaling in the 
Differentiation of Peripheral B Cells

Immature B cells expressing BCRs of the IgM isotype leave 
the bone marrow and travel to the spleen. During their mat-
uration, they pass through early and late translational stages 
before they become selected into the marginal zone (MZ) 
or follicular B cell (FO) compartment [218]. B1 B cells rep-
resent a separate subset of B cells in the periphery. Unlike 
conventional B (B2) cells of the MZ and FO B cell compart-
ments, which develop throughout life out of transitional B 
cells, B1 B cells are thought to be mainly generated in the 
fetal liver and to depend on self-renewal in the periphery 
for their persistence [218,219]. However, B1 B cells show 
functional similarities to MZ B cells, as both subsets rap-
idly secrete so-called natural IgM antibodies of low affin-
ity in response to common bacteria and viruses [219,220]. 
FO B cells, in contrast, are able to induce specific immune 
responses by increasing the affinity of their BCR for the 
invading pathogen and by replacing the isotype of their 
BCR through processes that are termed somatic hypermuta-
tion and class switch recombination, respectively [221].

How the selection of developing B cells into the B1, 
MZ and FO B cell compartments is regulated is not com-
pletely clear to date, but the analysis of numerous gene-
targeted mice with reduced or enhanced BCR signaling 

activity indicated that the strength/intensity of BCR signal-
ing critically influences peripheral B cell development. For 
instance, a study using the Epstein-Barr virus-encoded sig-
naling protein LMP2A as a constitutively active BCR sur-
rogate revealed that high signal intensities promote B1 B 
cell development, whereas low signal intensities drive dif-
ferentiation of developing B cells into the MZ and FO B cell 
compartments [222]. Similarly, a study, taking advantage 
of the BCR transgene specific for the T cell-restricted cell 
surface molecule Thy1.2, found that high levels of the self-
antigen promoted the differentiation of developing B cells 
into the B1 cell compartment at the expense of MZ and FO 
B cell development [223,224]. Lower doses of this antigen 
instead favored differentiation into MZ B cells [225]. In 
combination these studies suggest, that strong signals deliv-
ered by the BCR promote development into B1 B cells, 
whereas weaker signals drive developing B cells into MZ 
and FO B cell compartments.

An important question in this context is the source that 
induces this BCR signal and the downstream signaling 
cascades that drive the differentiation of peripheral B cells 
into the distinct compartments. As above-mentioned, self-
reactivity is important for B cell development in the bone 
marrow. It has been reported that peripheral B cells con-
stantly encounter endogenous antigen and that B1 and MZ 
B cell compartments are enriched for polyreactive recep-
tor specificities recognizing microbial and/or self-antigens 
[219,220,224–227]. However, whether self-reactivity plays 
a role and how it may regulate peripheral B cell differentia-
tion remain to be determined by future studies.

Several studies suggest that the activation of class IA 
PI3K signaling downstream of a BCR is a critical determi-
nant for peripheral B cell differentiation. The deletion of 
specific regulatory or catalytic subunits, for example, results 
in a reduction of B1 and MZ B cells [228–230]. Similarly, 
reduced class IA PI3K signaling due to the absence of CD19 
also leads to reduced B1 and MZ B cell compartments 
[231,232]. This skewed peripheral B cell differentiation of 
CD19-deficient mice could be largely rescued by concomi-
tant deletion of PTEN and increased class IA PI3K activity 
[233]. Together, these studies point to an important role of 
class IA PI3K signaling in the decision of developing B cells 
to differentiate into the distinct mature B cell compartments.

3.3  The Role of BCR Signaling in Malignant 
Transformation of B Cells

As outlined above, expression of conventional BCR com-
plexes is crucial for proper survival of B cells. Interestingly, 
most B lymphoma cells express functional BCRs even in 
the presence of additional oncogenic hits [234]. Accord-
ingly, the nonproductively rearranged Ig gene loci are pref-
erentially used for translocation events [234,235]. In line 
with the role of the BCR in malignancies and the function 
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of Syk to activate class IA PI3K signaling and thereby trig-
ger survival and proliferation, several B cell lymphomas 
show a hyperactive PI3K signaling cascade [236–239]. 
For instance, transgenic expression of T cell leukemia/
lymphoma 1, which binds to AKT and enhances its kinase 
activity, was used to generate a mouse model represent-
ing human B chronic lymphocytic leukemia (CLL) [240]. 
Consistent with this, Syk inhibitors potently induce apopto-
sis of CLL B cells and the application of a p110δ-specific 
inhibitor (GS-1101) led to reduction in lymph node sizes 
of a large proportion of CLL patients, demonstrating the 
importance of Syk and class IA PI3K signaling in CLL B 
cells [241–246]. Therefore, a better understanding of the 
signaling networks regulating normal B cell proliferation 
and differentiation is of fundamental importance for the 
development of strategies to treat and possibly cure B cell-
related malignancies in the future.
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Chapter 7

1.  INTRODUCTION

In the bone marrow and fetal liver, precursor B lineage cells 
differentiate into immature B cells as they pass through 
a series of developmental steps that are marked by the 
sequential rearrangement of the immunoglobulin (Ig) heavy 
(H) and light (L) chain gene loci, the expression of H chain 
and L chain proteins, their association to create a complete 
Ig molecule, and tests of the function of membrane-bound 
surface IgM (mIgM), which together with Igα and Igβ form 
the B-cell receptor (BCR) for antigen [1,2] (Figure 1).  
As these newly formed immature B cells leave the tissues 
of their birth, they are subject to further selection steps 
as they enter into the pool of mature B lymphocytes [3]. 
These steps involve a series of developmental programs that 
include checkpoints to evaluate the composition, specific-
ity, and reactivity of the BCR carried by each individual 
lymphocyte [4,5]. These programs and checkpoints eventu-
ally result in the creation of an array of mature B cells that 
display a diverse BCR repertoire that can react to a broad 
range of both ancient and novel antigens [6–8]. Cells within 
this B-cell pool can be segregated into subsets of mature 
IgM-bearing B lymphocytes on the basis of characteristic 
phenotypic differences in surface molecule expression, dif-
ferences in anatomic location, and differences in responses 
to immunologic stimuli. Cells belonging to these subsets 
have been shown to be the product of distinctive ontogenic 
progenitors, developmental programs, and maintenance 
requirements [9–12].

Most studies of B-cell subset development and function 
have been performed using mouse models. While compara-
tive studies of humans have demonstrated similar patterns 
of development and subset composition between mice 
and humans, these patterns are not identical (reviewed by 

Schroeder [13]). Thus, while this chapter focuses on B-cell 
subsets in mice, attention is given to areas where mouse and 
human B-cell development diverges.

2.  B-1, MARGINAL ZONE AND 
FOLLICULAR B CELLS

2.1  Introduction to the Three Subsets

In the adult mouse, three major subsets of mature IgM-
bearing B lymphocytes are recognized: B-1 cells, marginal 
zone (MZ) B cells, and follicular (FO) B cells. Non-B-1 
cells are typically referred to as conventional B cells, or B-2 
cells; thus by definition both MZ and FO B cells fall within 
this category. However, in practice, references to B-2 cells 
generally involve the study of cells of the FO lineage since 
these cells comprise the vast majority of B lymphocytes 
in the spleen and lymph nodes, as well of the recirculat-
ing B-cell pool in the bone marrow and in the blood. All of 
these B-cell subsets are heterogeneous in nature and can be 
further divided into finer subgroups based on phenotype, 
anatomic location, and/or function.

The phenotypic, microanatomic localization, and func-
tional differences that characterize B-1, MZ, and FO B-cell 
subsets in mice suggest specialized functions linked to the 
niches in which they reside. A specific subset of B-1 cells, 
the B-1a cells, produce natural (preexisting) antibodies 
(NAbs) that are polyreactive, of relatively low affinity, and 
primarily of the IgM isotype [14]. In mice, NAbs are pres-
ent at equivalent levels in the absence of foreign stimuli, 
suggesting a role for endogenous ligands in the selection 
of the NAb repertoire [15–17]. NAbs play a critical role 
in the innate immune response against pathogens [18–20]. 
A failure to produce proper NAbs can lead to increased 
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susceptibility to microbial infections. NAbs often bind with 
low affinity to a variety of self-antigens, which allows them 
to play a role in systemic homeostasis [21,22]. B-1 B cells, 
mainly the B-1b subset, as well as MZ B cells, are char-
acterized by their ability to effect early and rapid immune 
responses. Both B-1 and MZ B cells produce low-affinity 
pathogen-specific IgM or IgG3 antibodies and can be easily 
and quickly activated by T-cell-independent means. Their 
activation depends on either costimulation through innate 
receptors on the B cell (e.g., Toll-like receptors [TLRs]) or 
polymeric antigen stimulation of IgM on the cell surface 
(e.g., bacterial polysaccharides). These properties contrib-
ute to the apparent lower threshold of B-1 and MZ cells 
for activation, proliferation, and differentiation into anti-
body-secreting cells than recirculating FO B cells. These 
shared functional characteristics suggest that B-1 and MZ 
cells may be selected similarly. FO B cells are programmed 
to create high-affinity pathogen-specific antibodies that 
require help from T cells to produce. With the aid of T cells, 
this population has the capability to undergo extensive 
proliferation, somatic hypermutation, and class-switching, 
yielding IgG, IgA, and IgE antibodies of high affinity. FO 
B cells require days to weeks to produce class-switched 

antibodies, which contain Fc effector domains that often are 
tailored to promote optimum protection. When pathogens 
enter the body, all B-cell subsets are mobilized. In minutes 
to hours, microbes encounter circulating NAbs. In hours to 
days, B-1 and MZ B cells are activated in a thymus-inde-
pendent (T-independent) fashion by the microbes or their 
products. In days to weeks, microbial antigens activate T 
cells as well as B cells, enabling high-affinity FO immune 
response (Figure 2).

B-1 cell subsets are the major subpopulation in pleural 
and peritoneal cavities, comprising 30–60% of total lym-
phocytes at these sites [23]. They can also be found, albeit 
at a low frequency, in the spleen and other lymphoid organs 
(about 0.2–1%). Their differential distribution in character-
istic microenvironments is driven, at least in part, by anti-
gen receptors, given the canonical BCRs used by some of 
these cells [24]. B-1 cells are self-renewing, with cell cycle 
and activation properties different from the bulk of recir-
culating B-2 cells, which are continuously being renewed 
from bone marrow output of newly formed B cells [25]. 
This pattern of strict anatomic localization with a restricted 
antigen receptor is similar to that seen in γδ T cells and 
αβ natural killer T cells, which are characterized by their 
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own particular geographical preferences [26]. It has been 
proposed that B-1 B cells derive from a specific fetal B-cell 
progenitor, distinct from those found in adult bone marrow. 
There is a strong debate about this proposal, known as the 
dual-lineage model of B-cell development, as discussed in 
more detail in Section 3.

In humans, the existence of B-1 cells has been inten-
sively debated. CD5-expressing B cells are found in a num-
ber of human lymphoid tissues, including coelomic cavities. 
However, unlike mice, CD5 is not restricted to human B-1 
homologs [27]. Griffin et al. [28,29] recently phenotypi-
cally identified a B-cell population as CD20+ CD27+ CD43+ 
CD70− cells, with some of them expressing CD11b. Fur-
ther analyses indicated that these cells display many of the 
features that characterize murine B-1 cells. This includes 
spontaneous IgM secretion, limited somatic mutations, and 
a skewed Ig repertoire targeted to typical B-1 cell specifici-
ties, including phosphorylcholine (PC) [28,29]. However, 
definitive evidence that these are the true human homologs 
of murine B-1 cells has yet to be obtained.

MZ B cells contribute approximately 5–10% of the B 
cells in the spleen. The “marginal zone” designation refers 
to their primary localization within the MZ of the spleen at 
the interface between the red and the white pulp adjacent 
to the marginal sinus, where—in both mice and humans—
these cells can be constantly bathed in blood and its asso-
ciated contents [30–32] (Figure 3). This anatomic location 
facilitates their role as a rapid first line of defense against 
blood-borne particulate antigens [33,34]. In this location, 

MZ B cells are intimately associated with metallophilic 
and marginal sinus-associated macrophages that are richly 
endowed with innate receptors involved in scavenging for-
eign and self-antigens. New evidence shows that recruitment 
and localization in this site is also dependent on character-
istic extracellular matrix proteins that are prevalent in this 
part of the spleen [35].

Mouse MZ B cells are commonly confined to the 
spleen [33,36]. Within the spleen, however, these cells can 
shuttle between the MZ and the follicles. Moreover, dur-
ing immune responses, MZ B cells can carry antigen to 
the junction between the T-cell zone and the B-cell follicle 
[37–39]. This enables them to transport antigen in a native 
state to the white pulp [40].

By contrast, in humans, B cells that share surface mark-
ers with mouse MZ B cells are not confined to the spleen: 
they recirculate. In addition to coexpression of IgM and 
IgD, which is a mark of a naive mature B cells in mice, the 
MZ-like cells that are found in human blood also express 
CD27, a marker of B-cell memory and thus a marker of 
antigen experience. The presence of CD27 in this human 
MZ-like population suggests that these cells have already 
encountered and responded to antigen, even though both 
IgM and IgD are expressed [41]. These CD27+IgM+IgDlo B 
cells are a major source of antipolysaccharide IgM antibod-
ies in human serum and are thought to be responsible for 
controlling infection from encapsulated bacteria [42–44].

FO B cells are the most prevalent of the three subsets 
in the adult mouse (Figure 3). They form the major subset 
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of B lymphocytes in spleen and lymph nodes, comprising 
up to 80–90% of B cells in these organs. Their anatomic 
enrichment in primary follicles gives them their name. As 
with B-1 and MZ B cells, FO B cells are not confined to the 
follicles. Cells sharing the same surface markers and behav-
iors also predominate among the mature populations of B 
cells in the bone marrow, blood, and other lymphoid organs. 
FO B cells are continuously generated from bone marrow 
B-cell precursors throughout life. They are normally rest-
ing cells and are relatively long-lived, with a half-life of 
approximately 4 months in mice [45]. These recirculating 
cells are typically referred to as B-2 cells, or “conventional” 

B cells, even though, as noted earlier, MZ B cells can also 
considered B-2 cells because of their derivation from con-
ventional, postnatal B-cell progenitors. FO B cells are 
mainly involved in interactions with T cells, and their 
response to T-cell-dependent antigens eventually cause the 
germinal center (GC) reactions (reviewed by Victora and 
Nussenzweig [46]).

All B-cell subsets are derived from newly formed B 
cells traveling from the fetal liver or the adult bone mar-
row to appropriate sites in the periphery under the influence 
of some known molecules, including molecules related to 
BCR signaling [30]. The relative contribution of known 
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mechanisms producing the enrichment of B-cell subsets 
and the relative roles of self- and environmental antigen 
signals and survival signals that drive or maintain B cells 
in their proper anatomic and functional niches remains a 
focus of investigation. Multiple hypotheses propose BCR 
signaling to be crucial in the enrichment of B-1, MZ, and 
FO B cells in their independent niches, since this process 
is impaired in xid, CD19−/−, CD45−/−, and other genetically 
manipulated mice [47–49]. Conversely, global alteration 
of the antigen-binding site repertoire to enrich for specific 
physicochemical properties leads to very different distribu-
tions of B cells by anatomic site and B-cell subset [50,51]. 
The relative contribution of different mechanisms produc-
ing the enrichment of B-cell subsets and the relative roles 
of self- and environmental antigen signals and survival sig-
nals that drive or maintain B cells in their proper anatomic 
and functional niches thus remain active foci of investiga-
tion. Irrespective of which mechanism is dominant in this 
positioning effect, it does not alter the proposition that the 
immune system causes clones to be sequestered in strate-
gically located sites where their BCR-induced functional 
capabilities are suited for a particular set of environmental 
antigens associated with a given “geographical location.”

3.  MECHANISMS FOR THE 
COMPARTMENTALIZATION  
OF B-CELL SUBSETS

3.1  Ontogeny

To understand better the compartmentalization of B-cell 
subsets, it is necessary to characterize the mechanisms 
involved in their development, although these are still 
incompletely resolved. Two divergent models have been 
proposed to explain the existence of the main subsets of B 
lymphocytes: the B-1 and B-2 (FO and MZ) cell popula-
tions. The first model proposes the existence of two distinct 
B-lineage-specific progenitors that give rise to B-1 and B-2 
cells, respectively. This is referred to as the dual-lineage 
model. The selection or activation model—the alternative—
holds that the specificity coupled with the intensity of BCR 
signaling drives the fate of the B cell to either the B-2 or 
the B-1 cell subsets (Figure 4). Detailed reviews describ-
ing the experimental details behind each model have been 
published [11,52]. If one takes into account the unique Ig 
repertoire expressed by B-1 cells and the polyreactive fea-
ture of the corresponding antigen receptors, it is clear that 
these models are not mutually exclusive.

Early in ontogeny, B lymphocytes arise from multipo-
tent hematopoietic stem cells that first appear in the embryo 
within the para-aortic splanchnopleura. These cells, which 
include B-cell progenitors, take up residence in the liver at 
11 days’ fetal gestation in mice and 7 weeks’ fetal gestation 
in humans. Shortly before birth in mice, and by the middle 

of the second trimester in humans, these B-cell progenitors 
can be found in bone marrow, which becomes their exclu-
sive home after birth. In these primary lymphoid organs, 
daughter cells give rise to lymphoid-primed multipotent 
progenitors that produce common lymphoid precursors, 
which can generate T cells, B cells, natural killer cells, and 
dendritic cells. Definitive commitment to B-cell differentia-
tion requires the exposure of common lymphoid progeni-
tor daughter cells to specialized microenvironments, such 
as those found in the fetal liver and bone marrow. In adult 
bone marrow, B cells continue to be produced throughout 
the life of the individual, although the rate of production 
declines with age.

In both fetal liver and postnatal bone marrow, B-cell 
development is typically viewed as a stepwise process 
that involves passage through a series of checkpoints that 
are used to test the stability of newly generated Ig H and 
L chains, and then the initial binding characteristics of the 
IgM they produce [53]. Passage through these checkpoints 
includes testing for physicochemical properties of the anti-
gen-binding site, including hydrophobicity and structure 
[54]. The initial requirement for the survival of a develop-
ing B cell is that it creates an H chain protein that can form a 
functional pre-B CR. Cells that survive this process repeat-
edly divide and then initiate rearrangement of the L chain. 
Production of a functional L chain permits creation of a 
complete IgM molecule by the immature B cell.

Advances in flow cytometry techniques and reagents 
made it possible to phenotypically identify and isolate cells 
at various stages of hematopoietic development. Thus, the 
common linear view of B-cell differentiation expanded 
beyond Ig gene products to include the expression of non-
Ig cell-surface molecules and the regulated expression of 
specific sets of transcription factors. In this common view, 
the typical pathway of B-cell development begins with the 
differentiation of hematopoietic stem cells into early lym-
phoid progenitors and then common lymphoid progenitors, 
from which pro-B, pre-B, and finally immature B cells are 
produced (Figure 1). The model of bone marrow B-cell 
development described by Hardy et al. [55] indicates that 
the transition from common lymphoid progenitors into 
pre-pro-B cells (or fraction A) is phenotypically marked 
by the upregulation of CD45R (B220) and the absence of 
CD19, whose expression does not occur until these cells 
have matured into pro-B cells (or fraction B). According 
to the developmental model based on B-lineage-specific 
progenitors for B-1 and B-2 cells, the former cells appear 
first in ontogeny and are derived from distinct precursors 
enriched in the splanchnopleura of developing embryos, 
the fetal liver, and, more rarely, in adult bone marrow. The 
recent description of a fetal liver B-1-specific progenitor 
cell, with a phenotype not predicted by the Hardy scheme 
(i.e., lineage negative [lin− AA4.1+ CD19+ B220lo/neg]), pro-
vides further supportive evidence for the lineage-specific 



Molecular Biology of B Cells104

hypotheses [56]. Therefore, B-1 cells seem to develop from 
distinct progenitors that represent a majority of B cells in 
fetal life [57]. The identification of a B-1-specific progeni-
tor cell, abundant in the fetal liver and rare in adult bone 
marrow, is in accordance with classic experiments that used 
irradiation chimeras. These classic studies demonstrated 
that the B-1 cell compartment was poorly reconstituted 
following bone marrow transfers but could be regenerated 
with fetal liver transfers [58]. Thus, under the dual-lineage 
model, B-1 B cells in normal mice are predicted to be pri-
marily the product of fetal B-1-specific progenitor cells, 
whereas B-2 cells are viewed as derived from the classic 
progenitors that predominate in the adult bone marrow 
 (Figure 4). However attractive, this model is still debat-
able and does not accommodate data obtained in several 
experimental systems that suggest a more complex process 
driving the formation of B-cell subsets and likely involv-
ing both different progenitors and active signaling from the 
BCR, as discussed in Section 3.2.

3.2  B-1 Cells

B-1 cells can be divided into two subsets: B-1a, which 
expresses CD5 on the cell surface, and B-1b, which does 
not. Although these two subsets may share developmental 
precursors, they seem to play distinct roles in immunity. 
For instance, in mouse models of Streptococcus pneu-
moniae infection, B-1a cells spontaneously produce NAbs 

important for early protection, whereas B-1b-derived anti-
bodies are induced after exposure to an antigen, providing 
long-term protection (Figure 2) [59]. Both B-1a and B-1b 
cells can be easily generated from fetal liver precursors 
but are generally poorly reconstituted from the bone mar-
row in adult mice. Yet B-1b cells can be more efficiently 
reconstituted from B-1 cell–restricted precursors in adult 
bone marrow than the B-1a cells [60]. Irrespective of their 
ontogenetic origin, most B-1 cells are stimulated by self- or 
environmental antigens and express nonconventional mem-
brane molecules in addition to CD5. Thus, the differentia-
tion of B-1a and B-1b based on this marker may not be truly 
meaningful. During adulthood, the output of B-1 cells from 
the bone marrow seems to be harshly limited, as opposed 
to the continuous influx of B-2 cells. However, B-1 cells 
seem to proliferate in a homeostatic manner to stabilize B-1 
cell numbers over time. This mechanism of homeostasis is 
termed self-replenishment [11,61,62].

To understand B-1 development and function, it is 
important to determine the differences between the process 
of BCR formation in fetal liver B-cell precursors versus 
adult bone marrow B-cell precursors. BCRs are the product 
of a complex process of V(D)J gene rearrangement events, 
which typically proceed in a hierarchic pattern. Pro-B cells 
are marked by the initiation of recombination-activating 
gene–mediated rearrangement of the D-JH locus. D-JH join-
ing is followed by VH-DJH rearrangement. In both mice and 
humans, there are clear divergences in Ig V, D, or J gene 
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segment use between fetal and adult B-cell precursors [63–
67]. An even more critical distinction between fetal versus 
adult B-cell development is the expression of the enzyme 
terminal deoxynucleotidyl transferase (TdT), which cata-
lyzes the addition of non-germline-encoded N nucleotides 
in the junctions of these rearranging gene segments and 
is thus critical for the development of a diverse antigen 
receptor repertoire [68]. When compared to postnatal bone 
marrow B-cell development, the activity of this enzyme is 
practically nonexistent during fetal B-cell development in 
mice and significantly reduced in humans. In the absence 
of N regions, the preference for VDJ rearrangement at sites 
of microhomology between the ends of the VH and JH gene 
segments and the ends of the D gene segments dominates, 
enriching for canonical rearranged VDJ sequences. In mice 
especially, developmental control of TdT activity restricts 
antibody diversity and enriches for junctional sequences 
that are essentially germline encoded early in ontogeny 
[69–71].

The fewer N nucleotide regions in the B-1-derived Ig 
sequences are consistent with the concept of a predomi-
nantly fetal/neonatal origin of the B-1 subsets. However, 
given the presence of significant numbers of B-1 cells 
bearing BCRs encoded by VDJ rearrangements containing 
N nucleotide insertions, the data also indicate that replen-
ishment from adult-derived precursor cells occurs over 
time [71–74]. The unexpected finding by Lam and Rajew-
sky [75] that mice transgenic for a B-2-derived BCR, or 
B-1-derived BCR, only replenished the B-2 or B-1 subset, 
respectively, indicates that the BCR composition influences 
differentiation into these major subsets. These observations 
provide a direct challenge to the dual-lineage model while 
conversely providing support to the selection model, where 
BCR signaling plays a role on the fate of B-cell clone dif-
ferentiated into the B-cell subsets. This suggests a new level 
of complexity to the model that explained the origin of B-1 
and B-2 cells exclusively based on their derivation from dif-
ferent precursors. It became clear that both the B-1 and B-2 
subsets do not permit the entrance of certain clonotypes. 
Whether adult bone marrow precursors, transgenic for a 
B-1 “permitted” BCR, generate B-1 cells remains an open 
issue; the same applies for the converse situation of a fetal 
B-cell precursor transgenic for a B-2 “permitted” BCR.

Irrespective of the existence of a B-1-specific fetal 
progenitor, B-1 cells derive primarily from early fetal and 
neonatal progenitors and express a repertoire with fewer N 
nucleotides, which reflects, in part, the aforementioned lim-
ited expression of TdT during fetal B-cell development. As 
a result, the B-1 BCR repertoire is enriched for germline 
VDJ rearrangements. After leaving the fetal liver or adult 
bone marrow, B-1 cells enter the spleen. Most of these cells 
just “pass through” and then are shunted into the peritoneal 
cavity. Although, B-1 cells residing in the peritoneum do not 
spontaneously generate IgM, they can be readily activated 

to migrate to the spleen, and likely to the bone marrow, to 
differentiate into IgM-secreting B-1 cells [22,23]. The IgM 
produced by these B-1 cells is heavily enriched for NAbs 
and does not require foreign stimuli. NAbs are polyreactive 
and bind with low affinity to many self-antigens, including 
altered self-antigens created by catabolism or environmen-
tal influences. These molecules aid in cellular homeostasis. 
Because of a greater reliance on germline sequence, many 
of these B cells create antibodies with “public” antigen 
binding sites that can be found in many individuals of the 
same species. NAbs with public antigen binding sites play a 
critical role in both tissue homeostasis and innate immunity, 
acting as a first line of defense against pathogens [76–78].

3.3  The Spleen

B-2 cells, or “conventional” B cells, are continuously gen-
erated from bone marrow B-cell precursors throughout 
life. They give rise to two distinct mature B-cell subsets 
in the spleen: MZ and FO B cells. After the discontinuous 
gut-associated lymphoid tissue, the spleen is the largest 
secondary lymphoid organ of the body. Histologically, the 
spleen is divided into the red pulp, which is rich in eryth-
rocytes, and the white pulp, which is enriched for lym-
phocytes. The red pulp plays a crucial role in filtering the 
blood and recycling red blood cell components and iron. 
The blood circulates slowly through the red pulp, which 
aids the filtration process. The white pulp is organized as 
a lymphoid organ with B-cell follicles and T-cell zones 
[79]. The MZ is a highly specialized microanatomic site 
that surrounds the white pulp. It enables cells leaving the 
blood stream to transit from the red to the white pulp. Its 
close association with the red pulp enables it to sample 
and screen the blood for viruses and bacteria. There is 
considerable variation in the structure of the MZ in dis-
parate species. It is well developed in mice and rats, inter-
mediately developed in humans, and poorly developed 
in dogs and cats [80]. The central portions of the white 
pulp are comprised of B-cell follicles separated by T-cell-
rich zones. This anatomic organization correlates with the 
functions of the two main splenic B-cell subsets, MZ and 
FO. The former, which encounters antigens directly in the 
blood stream, primarily engages in  T-cell-independent 
responses; whereas the latter, which is placed in close 
proximity to T-cell zones, primarily engages in T-cell-
dependent responses. FO B cells participate mostly in 
T-cell-dependent humoral response, giving rise to GCs 
(Figure 3). FO B cells are recirculating lymphocytes; they 
capture antigens brought by the lymphatic system and act 
as antigen-presenting cells to present antigen-derived pep-
tides to T cells. The interaction between FO B cells and 
T cells occurs in the boundary of T and B zones, and this 
encounter is greatly facilitated by the migration dynamic 
of recirculating FO B cells in the spleen [81].
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3.4  FO B Cells

Newly formed B cells exiting the bone marrow reach the 
spleen at a relatively immature stage; these are termed tran-
sitional B cells [82,83]. Transitional cells respond poorly to 
BCR triggering and are susceptible to BCR-driven apopto-
sis. At this stage of maturation they do not engage in B-cell 
immune responses. They need to complete their maturation 
in the spleen before entering the follicles or the MZ [84]. 
The generation of FO or MZ B cells in the spleen follows 
a maturation process in discrete steps, passing sequentially 
through transitional stages T1 and T2 before reaching matu-
rity [85]. In transitional stages, B cells are submitted to 
negative and positive selection checkpoints [86,87]. These 
eliminate most of the newly formed B cells coming from 
bone marrow. The T1 and T2 subsets share several surface 
markers: IgMhigh, B220int, CD24high, and AA4.1+ (CD93). 
AA4.1 is not only a marker of transitional cells; it also 
is present on all recently produced bone marrow B cells. 
According to the original characterization by Allman and 
colleagues [85], the T2 subset can be discriminated from T1 
by the surface expression of CD23 and by higher expres-
sion of CD21 and IgD. It is important to observe that the 
nomenclature describing transitional B cells has not yet 
reached consensus, and some research groups use differ-
ent categories of transitional cell types [87]. Transitional B 
cells have a short life span, lasting only 1 to 5 days. It has 
been estimated that only 5–10% of the daily bone marrow 
output of 2 × 107 B cells in the adult mouse are retained in 
the spleen as transitional B cells [45,88,89]. B cells in the 
T1 stage seem to be mostly affected by negative selection, 
whereas cells in the T2 stage experience both positive selec-
tion and homeostatic proliferation [87,90–92]. At both tran-
sitional checkpoints, BCR signaling plays a critical role in 
determining death, survival, or proliferation. High-affinity 
recognition of self-antigens eliminates T1 B cells; those 
that survive negative selection progress into the T2 stage 
[93]. In the T2 stage, intermediate/low-affinity interactions 
with self-antigens are thought to promote the survival and 
proliferation of B cells; however, the identity of the anti-
gens driving positive selection of T2 B cells remains largely 
unknown [94,95].

A third transitional subset, termed the T3 stage, has been 
characterized [85]. The T3 pool is thought to collect aner-
gic B cells that have exited from either the T2 stage or the 
mature FO subsets [96]. However, others have suggested 
that T3 B cells may later integrate into the FO subset.

FO cells in the follicles of the spleen, lymph nodes, and 
ectopic lymphoid aggregates associated with inflammatory 
responses typically require help from T cells to develop into 
plasma cells or memory B cells [97]. FO B cells that engage 
in T-cell–B-cell cooperation can proliferate and form small 
clusters of homogeneous clonotypes. These cell clusters 
may generate either short-lived extrafollicular plasmablasts 

or else a long-lived collection of GC B cells [46,97]. High 
affinity for antigen or a high concentration of antigen per-
mits FO B cells to develop into short-lived plasma cells. A 
lower affinity or lower concentration of antigen promotes 
creation of a GC. The critical element governing this choice 
seems to be the expression of the transcriptional repressor 
bcl-6. Bcl-6 suppresses the expression of Blimp-1, inhibit-
ing the differentiation of B cells into plasmablasts and keep-
ing the proliferative cluster united [98]. GCs are specialized 
microenvironments formed by a dense mesh of FO den-
dritic cells supporting the intense proliferation of FO B-cell 
clones, which undergo successive extensive rounds of 
activation-induced cytidine deaminase–dependent somatic 
hypermutation and antigen affinity-driven selection, a pro-
cess termed affinity maturation. Somatic hypermutation 
permits massive changes to the framework scaffolding that 
supports the antigen binding site as well as major changes to 
the structure and sequence of the antigen binding site itself. 
Proliferating B cells in GCs interact with a specialized sub-
set of helper T cells, named TFH (FO helper T cells), that 
produce interleukin-21, a key cytokine for the formation of 
GCs. TFH also express bcl-6, which seems to play a role 
in maintaining the TFH phenotype [99,100]. Upon antigen 
recognition, TFH deliver signals to B cells through cytokines 
and membrane ligands, triggering their survival, prolifera-
tion, and somatic hypermutation. The CD40-CD40L inter-
action plays a key role in this process. In GCs, B-cell clones 
compete for antigen capture and presentation. Clones that 
cannot find help from T cells die, whereas winning clones 
either undergo new rounds of proliferation and affinity mat-
uration or leave the GC, giving rise to long-lived plasma-
cytes or memory B cells [46,97].

Memory B cells are not only the product of GCs; they can 
be generated either by T-independent or -dependent B-cell 
responses. In the latter case, they may derive from GCs or 
extrafollicular clusters. Importantly, memory B cells arising 
from these different processes have different life expectan-
cies [101]. Memory B cells deriving from T-independent or 
extrafollicular T-dependent activation are generally short 
lived, although this notion has been challenged [102,103]. 
On the other hand, GCs derived from memory B cells can 
live for several months in mice and for years or decades in 
humans [104]. This seems to reflect selective upregulation 
of antiapoptotic genes, although the mechanisms by which 
this is accomplished have not been elucidated. It is impor-
tant to note that only GC-derived memory B cells dem-
onstrate somatic hypermutation, emphasizing the unique 
biological role of GCs in the immune response.

3.5  MZ B Cells

B cells in the T2 stage face a decision to mature either into 
FO or MZ B cells. That decision is relevant because these 
subsets differ in their biological responses. Maturation into 
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MZ is accompanied by functional alterations of the B cells: 
MZ B cells respond rapidly to TLR stimuli, participate in 
T-independent humoral responses, and can present lipid 
molecules in association with CD1d [31,105]. In contrast 
to FO B cells, the survival of MZ B cells depends on B-cell 
activating factor (BAFF) as well as on Notch 2/δ1 signal-
ing [106]. There is now evidence suggesting that additional 
intermediate maturation steps exists beyond the T2 B-cell 
stage and the mature subsets; these include MZ precursors 
and FO-II, which can be characterized phenotypically based 
on the variation of the expression of surface markers CD93, 
IgM, IgD, and CD21 [107,108]. MZ B cells tend to bind 
self-antigens with low affinity [109]. In mice, these cells 
are the progeny of adult stem cells. Many MZ B cells pro-
duce Igs that bind common microbial constituents. These B 
cells are maintained in an activated state that enables them 
to respond quickly to blood-borne microbial challenge. 
Among these MZ B cells, Igs bearing antigen binding sites 
with less common physicochemical properties, including a 
high frequency of charged amino acids, are found more fre-
quently [110]. Both B-1 and MZ B cells tend primarily to 
produce IgM without the aid of T cells.

Also present in the MZ are dendritic cells, reticular 
fibroblasts, and two types of specialized macrophages: 
metallophilic and MZ macrophages (MZMs). Marginal 
metallophilic macrophages (MMMs) are characterized 
by the expression of sialic acid–binding Ig-like lectin-1 
(sialoadhesin, CD169), whereas MZMs express the C-type 
lectin SIGN-R1 (specific intracellular adhesion mol-
ecule-3 grabbing nonintegrin homolog-related 1), which 
is the mouse homolog of human DCSIGN (dendritic cell–
specific ICAM-grabbing nonintegrin/CD209). MZMs and 
a subset of the MMMs both express the type I scavenger 
receptor MARCO (macrophage receptor with collagenous 
structure) [111]. MMMs are active in the crosspresenta-
tion of blood-borne antigens by splenic CD8+ DC [112], 
whereas MZMs preferentially act as phagocytic cells 
responsible for clearing blood-borne pathogens expressing 
T-cell- independent antigens and apoptotic material enter-
ing the spleen [113,114].

After binding pathogens, MZMs establish direct cell–
cell interactions with MZ B cells, enhancing the efficiency 
of the antibody response [115,116]. MZ B cells are required 
to maintain MZMs in the MZ. In the absence of MZ B cells, 
MZMs lose SIGN-R1 expression and phagocytic activ-
ity [117]. Conversely, the binding of pathogens to MZ B 
cells and the IgM response to polysaccharides occur only 
when SIGN-R1-expressing MZMs are present to first cap-
ture pathogens [118]. Similarly, in the absence of MZ B 
cells, the normal concentration of CD11c+ dendritic cells 
in the MZ bridging channels is lost, and these DC and 
are redistributed around the MZ [119]. Thus, the MZ B 
cells, MZMs, MMMs, and dendritic cells together engage 
in a complex set of interrelated interactions to facilitate 

anatomic localization, maintain MZ architecture, and pro-
mote efficient responses to blood-borne pathogens.

The human spleen lacks a marginal sinus. There is a 
MZ around the B cell follicles, but it does not surround the 
periarticular lymphatic sheath, which is the T-cell-rich area. 
Between the MZ and the red pulp lies the so-called perifol-
licular zone, which has many terminal sinuses, blood-filled 
spaces, sheathed capillaries without endothelial lining, and 
scattered B cells and T cells. In this zone, antigens and leu-
kocytes can exit the circulation and proceed to either the 
MZ or the red pulp [41]. The human MZ can be divided 
into a large inner and a small outer compartment separated 
by a meshwork of fibroblast-like cells expressing α-smooth 
muscle actin and mucosal-addressing cell adhesion mole-
cule 1. A small ring of B cells separates the T-cell zone from 
the red pulp, a ring of T cells is frequently present between 
the inner and outer MZ, and the outer compartment is in 
close contact with the perifollicular zone [120].

The human MZ lacks both MZMs and MMMs. In their 
place, human macrophages expressing CD68 (lysosome/
macrosialin) and CD169 preferentially form sheaths around 
capillaries in the perifollicular area. These macrophages 
can also be present as scattered cells expressing DC-SIGN 
[121]. Whether these macrophages play the same role as 
MZMs in trapping pathogens and interacting with MZ B 
cells is uncertain. Dendritic cells expressing CD11c and 
CD205 are found in close association with MadCAM1+ 
cells at the inner border of the perifollicular zone. Plasma-
cytoid dendritic cells expressing BDCA-2 also are present 
in the MZ [122–124].

3.6  Chemokines

The molecular basis for the characteristic localization of 
B-cell subsets is well on the way to being defined. Studies 
in the field of chemokines have revealed complex mecha-
nisms of retention, migration, and function. In the spleen, 
the chemokine B lymphocyte chemoattractant is respon-
sible for the development of B-cell follicles [125,126]. 
Gene-targeting of pyk-2 [127], DOCK2 [128], and lsc 
[129], potential signaling pathways downstream of chemo-
kine receptors, results in a drastic reduction or absence of 
the MZ B-cell compartment. Pyk-2, a tyrosine kinase, may 
mediate signals from G protein-coupled receptor for che-
mokine, lipids, integrins, and antigen receptors and clearly 
plays a major role in the generation of MZ B cells and the 
ability to respond to T-independent antigens.

In mice lacking the chemokine CXCL13 B-1 cells are 
deficient in peritoneal and pleural cavities but not in the 
spleen [130,131]. Cells in the omentum and peritoneal 
macrophages produce CXCL13. In adoptive transfers, B-1 
cells home in on the omentum and the peritoneal cavity in a 
CXCL13-dependent manner. CXCL13−/− mice are deficient 
in the characteristic natural PC-specific antibodies and in 
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their ability to mount an anti-PC response to peritoneally 
administered pneumococci. These clonally restricted anti-
body responses are produced by B-1 cells [130]. The find-
ings of Baumgarth [22] provided the first insight into the 
mechanism of B-1-cell homing and compartmentalization 
in the body cavities and reemphasized the critical role of the 
B-1 cell in the production of NAbs.

B cells enter the spleen with the help of the LFA-1 and 
α4β1 integrins, which bind to intercellular adhesion mol-
ecule-1 and vascular cell adhesion molecule-1, respec-
tively. Antibodies to these integrins that are administered 
together prevent the entry of B cells into both the MZ and 
follicles [132]. MZ B cells express higher levels of LFA-1 
and α4β1, which may account for their increased binding 
to the intercellular adhesion molecule-1 and vascular cell 
adhesion molecule -1 ligands on a variety of endothelial and 
hematopoietic cells in the MZ, thus preventing their abil-
ity to pass through the endothelial lining of the MZ in the 
resting state. S1P1 and S1P, receptors 1 and 3 of sphingo-
sine-1-phosphate, also contribute to the retention of MZ B 
cells in the MZ. Decreased expression of either chemokine 
receptors or integrins alters the positioning of MZ B cells 
and, under the influence of antigen, permits their entry into 
the FO area and access to the T-B border (region between 
the T cell and B cell areas) [38]. Antigen-induced migration 
of FO B cells into the T-cell areas does not depend on these 
integrins; however, lipopolysaccharide (LPS)-induced relo-
calization of MZ B cells is accompanied by integrin down-
regulation [133]. Thus, environmental signaling to MZ B 
cells or to lipid receptors from unique ligands existing in the 
MZ microenvironment may lead to intrinsic upregulation 
of these integrins and/or chemokine receptors preferentially 
on these MZ B cells via downstream signaling.

Before reaching the follicles, FO B cells entering the 
spleen or lymph nodes travel though regions enriched 
for antigen-presenting cells and T cells. The chemokine–
chemokine receptor pairs CXCL13-CXCR5 and CCR7-
CCL19/21 play an essential role in attracting B cells to 
follicles. Other chemoattractant receptors, such as EBI2, 
also play a role. CXCR5 and CCR7 are expressed by mature 
FO B cells; CXCL13 is made by FO stromal cells and FO 
dendritic cells, and CCL19/21 is present in the T-cell zone. 
This combination of signals guides the B cells throughout 
these areas and facilitates the capture of antigens and their 
presentation.

3.7  B-Cell Growth and Survival Factors

Other factors are involved in establishing and maintaining 
B-cell subsets; the most important is BAFF (or Blys). BAFF 
is a member of the tumor necrosis factor family and plays 
a critical role in the survival of peripheral B-cell subsets 
[134,135]. BAFF is a homotrimer that can be expressed 
either as a type II membrane protein or in a secreted form. 

It is mainly produced by macrophages, dendritic cells, and 
stromal cells in lymphoid organs. BAFF is a critical factor 
for the survival of mature splenic B cells, as shown by dif-
ferent experimental approaches. In the absence of BAFF, 
or the BAFF receptor (BAFF-R), both FO and MZ B-cell 
numbers are severely reduced [136,137]. Blockade of 
BAFF-R results in the death of FO and MZ B cells [138]. 
However, transitional B cells can be spared in the absence of 
BAFF, indicating either an interruption of maturation, poor 
survival beyond that stage, or perhaps both [139]. Interest-
ingly, B-1 cells are not affected by the absence of BAFF, 
suggesting that alternative factors, not yet characterized, 
act to maintain these cells [137]. Signaling through BAFF-
R determines the longevity of FO B cells, and the amount 
of available BAFF regulates the numbers of FO and MZ B 
cells in the spleen [140]. Notably, excess of BAFF results in 
significantly augmented B cell numbers, proliferation, and 
autoimmunity, suggesting that BAFF is involved not only 
in survival but also in BCR-dependent B-cell activation and 
that it likely influences tolerance checkpoints in transitional 
stages [141,142]. The exact outcome of transgenic BAFF 
expression depends on the promoter–enhancer combina-
tions used [143]. In one, autoimmunity was associated with 
increased splenic B-1 cells. Another using a liver-specific 
surface and generalized soluble expression [20] favored the 
transitional and MZ B-cell compartments [144]. With ubiq-
uitous expression (β-actin promoter), autoimmune mani-
festations were preceded by a generalized B-cell expansion 
[145]. The functional sites of interaction between BAFF, 
expressed mostly by macrophages and dendritic cells, and 
its receptors (BCMA and TACI) are not known, but these 
and other like molecules play a key role in the development, 
maintenance, and activation of B lineage cells [134,146].

B cells leave the bone marrow while still undergoing ini-
tial maturation, demonstrating progressively higher levels 
of IgD expression with a commensurate decrease of IgM. 
As previously mentioned, completion of this maturation 
process occurs in the spleen, where the relatively imma-
ture B cells pass through transitional stages before reaching 
maturity. This final differentiation step is a crucial check-
point for controlling self-reactivity. In addition to BCR 
signaling, passage of conventional B-cell subsets through 
the transitional stages requires the interaction of BAFF with 
BAFF-R, which is expressed primarily on B cells, as well 
as activation of alternative nuclear factor (NF)-κB signal-
ing [147]. Although it has been proposed that B-1 cells also 
develop through transitional cell intermediates and depend 
on the spleen to complete their maturation, B-1 transitional 
cells are not dependent on signaling through the BAFF-R, 
indicating that B-1 and B-2 transitional cells are not regu-
lated in the same manner [148] (Figure 4). It is likely that 
the neonatal B-1 transitional cell wave decreases after birth, 
since the B-2 transitional cell wave establishes and pre-
dominates in the adult [27]. Thus, the B-1 cell compartment 
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does not seem to be altered by the ablation of both BAFF 
and alternative NF-κB signaling pathways [134,149].

B-1 and B-2 cells respond differently to growth factors 
during their early development. The ablation of the gene 
encoding interleukin-7 leads to B-2 cell deficiency but does 
not affect B-1 cells [150]. Instead, the generation of B-1 
cells seems to rely on thymic stromal lymphopoietin and the 
Flk-2 ligand [151,152]. These data suggest that B-1 and B-2 
progenitors depend on different growth factors, reinforcing 
the dual-lineage model paradigm and supporting the notion 
of layered B-cell development and the formation of B-cell 
subsets and repertoires [153].

4.  SELECTION AND DIFFERENTIAL 
SURVIVAL MECHANISMS: BCR 
SIGNALING, COMPOSITION,  
AND SPECIFICITY

4.1  BCR Signaling

The conditional introduction of loss-of-function mutations 
in the BCR have shown that all B cells seem to be con-
stantly in need of some kind of BCR-mediated signal from 
their microenvironment for both clonal selection and their 
continued survival [154–156]. The origins of BCR signal-
ing that maintain the survival of mature B cells are not well 
understood, although the same self-antigens involved in 
positive selection at the T2 stage are natural candidates to 
provide these stimuli. Alternatively, it has been suggested 
that constitutive tonic signaling from BCR would maintain 
the survival of mature B cells in the absence of antigen 
recognition [157]. Tonic signaling is thought be autono-
mously generated by the presence of BCR complexes in the 
membrane surface, possibly through self-aggregation and 
oligomerization, resulting in the activation of intracellular 
signaling cascades in sufficient levels to counteract apop-
tosis. Importantly, BCR tonic signaling seems to cooperate 
with BAFF-R to sustain the survival of FO B cells. Cooper-
ation between BCR and BAFF-R signaling cascades is cur-
rently being elucidated and seems to involve the activation 
and crosstalk of both canonical (BCR) and noncanonical 
(BAFF-R) NF-κB pathways, depending on the activation 
of Syk kinase, immunoreceptor tyrosine-based  activa-
tion  motifs, and phosphoinositide 3-kinase [158,159]. It is 
assumed that those pathways could cooperate both in clas-
sical triggering of BCR by “bona-fide” antigens, leading 
to activation and proliferation, as well as in tonic survival 
signaling.

Growing evidence suggests that BCR signaling is not 
only necessary for the survival of mature B cells but also for 
determining the fate of the maturing B lymphocytes into the 
different B-cell subsets. Evidence obtained by several dif-
ferent experimental approaches suggests that the specificity 
and sequence of the BCR is critical for clonal development 

into B-l, FO, or MZ subsets [12]. It is known that FO, MZ 
and B-1 subsets differ in their repertoire of clonotypes. The 
causes for the physiological segregation of different reper-
toires in different B-cell subsets seems to be the selection 
process that gives access to these compartments. Key exper-
iments show that maturation into FO, MZ, and B-1 subsets 
depends on the clonotypic BCR obtained from mice trans-
genic for the expression of rearranged H and L Ig genes. 
Depending on the composition of the BCR, it was observed 
that the majority of B-cell clones bearing a given transgenic 
BCR home in on either the splenic follicles, the MZ, or the 
B-1 compartment in the celomic cavities [75,160]. These 
experiments support the notion that signaling through the 
BCR could be a critical factor determining the fate of the 
maturing B-cell clonotype.

Studies of several independent Ig transgenic mice show 
that the density of surface BCR may also be involved in this 
decision by specifically modulating the intensity of clonal 
signaling. In anti-DNA H chain transgenic mice, normally 
deleted B cells enrich in the MZ, but this rescue is affected 
by the expression of two L chains [161]. Likewise, when 
surface expression of a B-1-type receptor is reduced through 
the expression of a second H chain, B-cell development pro-
ceeds toward the B-2 compartment [162]. Similarly, the size 
of the B-1 compartment is larger in homozygous anti–red 
blood cell transgenic mice than in heterozygous mice [163]. 
Mechanisms regulating B-cell density through surface BCR 
density not only play a role in the B-1 versus B-2 decision 
but also are in effect at checkpoints that act to prevent self-
reactivity by editing and deletion [20,164]. Modulation of 
BCR activity in concert with several coreceptors and down-
stream molecules such as CD5, CD19, CD22, CD21, CD45, 
Brutons tyrosine kinase (Btk), lymphocyte-specific protein 
tyrosine  kinase, and SHP-1 clearly affects the outcome of 
microenvironmental signals that affect B-cell development 
and the maintenance of B cells within the immune system 
[30,47,165].

The formation of B-1 cells seems to be dependent on 
strong BCR signaling [166] and activation of the classical 
NF-κB pathway. Mice with defects in the expression of 
NF-κB signaling mediators, such as Btk, Bcl-10, CARMA1, 
or NF-κB1, exhibit a severe reduction in the number of 
peritoneal B-1 but not B-2 cells [167]. However, normal 
survival and maturation of B-1 transitional cells occurs in 
both Btk- and NF-κB1-deficient mice [27]. Taken together, 
these observations suggest that strong BCR signaling and 
activation of canonical NF-κB pathway are critical for the 
survival of B-1 cells beyond the transitional stages. As dis-
cussed earlier, these observations also support the notion 
that BCR signaling is a determinant of the fate of B-1 cells, 
which argue in favor of the integration of the dual-lineage 
and selection models, thus reconciling both views.

The data produced by the different studies mentioned 
above have been brought together under a general principle 
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acknowledging the role of the BCR in B-cell maturation. 
It has been proposed that the strength of BCR signaling 
can determine the fate of the clonotype: intermediate/low-
affinity interactions with self-antigens promote maturation 
into the MZ subset, higher affinity interactions into the FO 
subset, and even higher-affinity interactions into the B-1 
subset. This proposal, reviewed by Pillai et al. [86], is based 
on the analysis of a series of genetically engineered mice 
bearing different deletions of gene-encoding proteins that 
are involved on BCR signaling cascades or that positively or 
negatively modulate BCR signaling. It is important to note 
that the BCR-dependent segregation of maturing clonotypes 
into different subsets occurs in specific pathogen-free ani-
mals that are housed in clean environments, suggesting that 
self-antigens play a key role in repertoire selection. How-
ever, the identity of these self-antigens remains elusive [95].

4.2  BCR Composition

Ig, the BCR for antigen, is created by a complex process of 
VDJ rearrangement, N region addition, and somatic hyper-
mutation [168]. The power of the several mechanisms of Ig 
diversification is immense, with a theoretical diversity in 
excess of 1015, even in the absence of somatic hypermuta-
tion. All of these diversification mechanisms are focused on 
generating the third complementarity-determining region 
of the H chain (CDR-H3), which lies at the center of the 
antigen binding site and thus often plays a critical role in 

defining the antigen binding characteristics of the BCR 
[169–171]. CDR-H3 is created de novo in the development 
of B-cell progenitors. Imprecise VDJ gene segment joining 
and variation in the extent of N nucleotide insertion create a 
CDR-H3 repertoire that ranges from unmodified and intact 
germline-encoded sequences to sequences where extensive 
nibbling and N addition have obscured the identity of the DH 
progenitor. The broad range of diversity available to CDR-
H3 has functional consequences; its location at the center of 
the antigen binding site, as classically defined, permits this 
interval to play an often significant role in antigen recogni-
tion and binding [169–171].

Although at first glance the sequence composition of CDR-
H3 would seem random, closer inspection reveals significant 
restrictions in amino acid content that translate to preferred 
physicochemical categories of length and hydrophobicity 
[54]. The essential characteristics of CDR-H3 are established 
early in B-cell development—well before the expression of 
surface IgM [54]. Transition through bone marrow check-
points focuses the repertoire by reducing or eliminating outli-
ers to what seems to be a preferred distribution of VDJ gene 
segment usage; DH reading frame preference; amino acid 
composition, length, predicted base, and loop structure; and 
hydrophobicity. This process continues in the periphery, with 
disparate B-cell subsets demonstrating individual preferences 
for global CDR-H3 content (Figure 5) [74,110].

In BALB/c mice, developmental progression from the 
immature B-cell stage of development (fraction E) to the 
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recirculating, mature B-cell population (fraction F) is associ-
ated with the loss of highly nonpolar or charged CDR-H3s, as 
well as with reduced representation of CDR-H3s of reduced 
length [54]. The CDR-H3 content of the splenic transitional 
T1 population is similar to that of the immature bone marrow 
B-cell fraction, indicating that the use of nonpolar, charged, 
or short CDR-H3s does not prevent B cells from leaving the 
bone marrow and entering a primary lymphoid organ. Once 
in the spleen, however, the fate of B cells using these catego-
ries of CDR-H3 seems to diverge. MZ B cells seem to be tol-
erant of highly charged CDR-H3s; B cells belonging to either 
the B-1a, B-1b, or B-2 lineages in the peritoneum seem to be 
tolerant of highly hydrophobic CDR-H3s. FO B cells, how-
ever, seem to be just as intolerant of both highly charged and 
highly hydrophobic CDR-H3s as the recirculating IgM+IgD+ 
bone marrow B-cell pool [74,110] (Figure 5). These findings 
were confirmed by genetic alteration of the DH gene segment, 
which forces increased use of highly charged or highly hydro-
phobic amino acids in CDR-H3. In a set of these DH-altered 
mice, forced use of charged amino acids in CDR-H3 led to a 
reduction in peritoneal B-1 cells and splenic FO cells and an 
increase in MZ B cells, whereas forced use of hydrophobic 
amino acids in CDR-H3 led to a reduction in splenic FO cells 
but had no effect on the numbers of B cells in the peritoneal 
cavity [172]. These differences in CDR-H3 content are not 
unique; they extend to VH utilization, as well [74,110].

4.3  BCR Specificity

Knowledge of the retention and migration signals for B-cell 
subsets to and from these sites is a key step in understanding 
why an anatomic separation of B-cell subsets occurs and 
how these cells home in to these distinctive sites. The B-1 
as well as MZ B-cell populations seem to be enriched in 
clones that are self-reactive but that also react with bacte-
rial antigens—typical features of the NAbs [95,173]. The 
recruitment and enrichment of specific clones may depend 
on their selective activation and survival in the specialized 
niche in which they reside. Canonical MZ B-cell clones 
survive preferentially over other clones in vivo and in vitro 
[47], similar to the receptor-driven selection of B-1 cells 
(such as the VH11Vk9 clone, which survives in culture bet-
ter than B-2 cells). Thus, both MZ and B-1 cells may owe 
their enrichment to preferential survival mechanisms [127]. 
It has been previously shown that another clone with anti-
phosphatidylcholine activity (VH12-Vk4) has a selective 
advantage in vivo over competitors at multiple checkpoints 
[174,175].

The existence of B-cell subsets bearing a specific BCR 
against self-antigens contradicts the classic paradigm of 
self-tolerance in which autoreactive clones are eliminated 
to prevent autoimmunity. Interesting enough, is the cross-
reactivity against self- and pathogen-associated antigens 
displayed by the B-1a BCR repertoire that yields NAbs 

with dual function: first, in normal cellular homeosta-
sis, helping rid the body of cellular and molecular debris 
[21,176,177], and second, providing one of the first lines 
of defense against invading pathogens [18,19]. One classic 
example in mice of the dual role of NAbs involves the anti-
body response to endogenous oxidation-specific epitopes 
(oxidation-specific low-density lipoproteins) and protec-
tion against S. pneumoniae [76,77,177–179]. NAbs bear-
ing the germline-encoded T15 idiotype (T15-Id) seem to be 
selected into the peripheral B-cell repertoire and expanded 
in response to oxidation-specific low-density lipoproteins 
[178,180]. T15-Id+ NAbs also bind to PC present on the 
cell wall of S. pneumoniae [18,181]. T15-Id antibodies con-
stitute 60–80% of the natural anti-PC response [182–185]. 
The T15-Id is conserved across multiple mouse strains and 
is tightly associated with the use of a specific VH (VHS107.1) 
and a specific VL (Vk22) [186]. Although many antibodies 
can bind PC, those containing the canonical T15-Id, lacking 
N-regions, confer optimal protection against lethal S. pneu-
moniae infection [187]. It seems that the BCR specificities 
yielding NAbs crossreactive to self- and pathogen-derived 
antigens have been fixed across evolution through natural 
selection for both homeostasis and host defense against 
common pathogens.

4.4  Microbial Exposure

A factor increasingly recognized as critical to the develop-
ment of the immune system is exposure to enteric microbiota 
[188]. Individual microbial strains are passed to infants by 
their mother. The composition and diversity of the microbiota 
develops as a unique trait for each individual and remains 
stable for life. It is interesting to observe that, although germ-
free mice have a marked atrophy of peripheral lymph nodes, 
splenic architecture and cellularity are maintained, with 
essentially normal numbers of FO and MZ B cells. Germ-
free mice also demonstrate normal numbers of B-1a cells. 
However, mice colonized with only distinct communities 
of resident bacteria demonstrate striking defects in MZ and 
B-1a cell populations in the spleen and body cavity [189]. 
In these mice, T-independent responses, such as exposure to 
TNP-Ficoll or activation with LPS, yielded diminished anti-
body production. Treatment of these mice with antibiotics, 
followed by exposure to specific pathogen-free conditions, 
led to normal numbers of MZ and B-1a cells in the offspring. 
Thus, the composition and diversity of microbiota as well as 
exposure to antibiotics can alter patterns of MZ B cell and 
B-1a cell acquisition and function.

4.5  T-Independent Signals

The anatomic location of MZ B cells provides them direct 
access to antigens and particulate elements from blood, 
including microbial organisms. Microbial antigens derived 
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from the microbiota in intestinal and pulmonary epithelium 
have access to the celomic cavities, where they come into 
contact with B-1 cells and stimulate them [190]. Many of 
these antigens of microbial origin are highly conserved 
molecules recognized by innate receptors, such as TLRs 
and NOD-like receptors. It is interesting to note that B-1a 
and MZ B cells respond robustly to T-cell-independent 
challenge and activation of innate receptors such as the 
TLRs [191]. For example, both B-1a and MZ B cells rapidly 
proliferate after LPS activation and produce high amounts 
of IgM, whereas FO B-2 cells are much slower to mature 
under these circumstances [34]. The ability to respond to 
TLRs also affects the T-dependent humoral response [192]. 
In this scenario, the ability of MZ B cells to act as antigen-
presenting cells is acutely potentiated by LPS exposure, 
whereas FO B-2 cells are not [193]. Importantly, TLR sig-
naling in B cells is critical for protection against intestinal 
inflammation [194]. These studies firmly establish the B-1a 
and MZ subsets as a privileged interface between micro-
biota and the adaptive immune system, operating through 
T-independent signaling.

The effect of microbiota on an organism is heavily 
influenced by the immune system, where MZ and B-1a 
cells are expected to play a significant role. This is an area 
of intense research. Specific mechanisms have been pro-
posed to regulate B-1 and MZ B T-independent antibody 
responses. In this model, a balance arises between negative 
signals derived from P1/PDL-1 interactions and positive 
signals mediated through BLyS/TACI interactions by BCR-
activated B-1 and MZ B cells. Such a regulatory network 
may explain how the upregulation of survival signals on B1 
and MZ B cells with BCR with low avidity to self-antigens 
may prevent their maturation into active antibody-secreting 
cells and promote their maintenance and/or expansion and 
self-renewal.

5.  OTHER FACTORS INVOLVED IN THE 
FORMATION OF B-CELL SUBSETS

5.1  Role of CD5

If differential responsiveness and tonic signaling through the 
Ig receptor are necessary for the development of B-cell sub-
sets, what are the unique mechanisms that permit B-1 cells 
with higher-affinity self-interactions to survive? B-1 cells  
are less susceptible than both FO and MZ splenic B cells to 
anti-IgM-induced apoptosis in vitro. In parallel with T cells, 
where CD5 is involved in downregulatory functions, CD5 
may also be involved in decreasing BCR-induced cell death 
in B-la cells [195,196]. CD5 expression on chronic lympho-
cytic leukemia and MZ lymphomas may reflect a relation-
ship between self-renewing activated B-1 cells and these 
neoplastic B cells [197–199]. CD5 expression by B-1a cells 
may be associated with BCR–self-antigen interactions. 

However, the developmental stage or microenvironmental 
sites at which B-1 cells receive these proposed signals are 
not known.

The accumulation of self-reactive B-1 cells then occurs 
in the peritoneal and pleural cavities, with lower prevalence 
of this subset in other tissues, including the spleen. Accord-
ing to flow cytometry, CD5+/− mice have a lower apparent 
intensity of CD5 staining of B cells compared to CD5+/+ 
littermates, suggesting that all B cells may constitutively 
express low levels of CD5 [196]. Indeed, in some other spe-
cies, all B cells may express CD5 under appropriate condi-
tions [200–202]. The functional deletion of CD5 does not 
result in dramatic abnormalities in the immune system as a 
whole nor in B-1 cell function. However, just as CD5 may 
downregulate T-cell activities, there is evidence that a simi-
lar function for CD5 may be at work in B cells [195]. The 
“activated” phenotype of the B-1a subset, similar to that of 
the MZ B-cell subset, may result from the BCR self- reactive 
specificities of these cells. In addition, the microenviron-
ment in which B-1 cells are located maintains them in a 
state ready to react rapidly to potentially infectious organ-
isms or gut-associated antigens [203].

5.2  Apoptosis

The maintenance of peripheral tolerance also involves the 
elimination of activated T and B cells by Fas- mediated 
apoptosis [204]. Although multiple pathways are involved 
in the apoptosis of B cells, Fas-triggered apoptosis elim-
inates activated B cells, including bystander B cells 
[205,206]. B2-cell susceptibility to Fas-mediated apop-
tosis is enhanced by CD40-mediated upregulation of Fas, 
whereas Fas susceptibility is decreased without a con-
comitant reduction of surface Fas expression (by signaling 
through the BCR) [141,207–210]. The impaired induction 
of Fas in B1 cells after CD40 ligation is likely responsible 
for the maintenance of self-reactive B cells in this subset 
and their tendency to give rise to chronic lymphocytic leu-
kemia-like B-cell tumors, a proportion of which make auto-
immune antibodies [211].

6.  HOMEOSTASIS OF B-CELL SUBSETS  
AND REPERTOIRES

In normal adult mice, around 2–5 × 107 newly formed B 
cells are produced every day. Only 5–10% will survive to 
thrive in the secondary lymphoid organs [88]. The majority 
of the newly formed cells die right after leaving the primary 
lymphoid tissues, and only 1–3% of the emerging cells enter 
the peripheral B-cell pool, which consists of ∼108 clones of, 
apparently, resting B cells. Only a fraction (around 10%) of 
all peripheral B cells contributes to the natural Ig-secreting 
B-cell subset. Thus, while the potential diversity of the Ig 
repertoire is vast, only a small subset of this repertoire is 
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established in the body, where it is distributed in a clonal 
manner among the B-lymphocyte subsets. These cells, 
which express Igs on the membrane surface as the BCR, 
have the ability to differentiate into plasma cells that can 
secrete these Igs in large quantities as soluble antibodies. 
The Ig repertoire can thus be viewed as a nested set of rep-
ertoires: emerging, available, and actual [212]. The emerg-
ing repertoire consists of the Igs present on the membrane 
surface of the B-cell clones newly formed in the primary 
lymphoid organs (bone marrow and fetal liver). These cells 
undergo further negative and positive selections during the 
transitional stages. The mature B-cell clones bearing Igs 
populating the peripheral lymphoid organs and tissues con-
stitute the available repertoire and are divided into different 
subsets: FO, MZ, and B-1. The Ig-secreting plasma cells 
and the antibodies present in serum and other body fluids 
constitute the actual repertoire [213,214].

Homeostatic control of B-cell numbers limits the cellu-
larity of each B-cell subset in the available repertoire, as well 
in emerging and actual repertoires. It is a general principle 
controlling B-cell development and maturation and the size 
of each B-cell subset in the organism [94,215]. Homeostatic 
control can be exerted by competition for growth factors, or 
survival factors, which is likely the case for plasmacytes in 
the bone marrow [216,217]. On the other hand, as discussed 
earlier, homeostasis of peripheral B-cell subsets seems to 
depend both on survival/growth factors, such as BAFF, as 
well as on signaling through the BCR. We observe that tonic 
signaling cannot, in principle, discriminate repertoires. 
Thus, considering that different mature B-cell subsets show 
distinct repertoires, antigen-dependent selection must oper-
ate in peripheral B-cell homeostasis. If autoreactivity drives 
BCR signaling to promote cell survival, competition for 
self-antigens would automatically limits the size of clo-
notypes in each subset. In this scenario, which demands 
continuous signaling though the BCR, autoreactivity would 
preserve a diversified repertoire instead of being a possible 
source of autoimmunity.

Finally, taking into account the profound effects of 
microbiota on the immune system, and of the immune sys-
tem on microbiota—which is mediated by cytokines pro-
duced by cells triggered by microbe-derived products and 
by the antibodies produced by B cells—it seems important 
to stress the importance of subdividing the repertoire of the 
different subsets, FO, MZ, and B-1, into active and rest-
ing B cells, especially regarding cytokine secretion, extend-
ing the classic subdivision of repertoires, which is centered 
on the secretion of Igs only. The recent abundance of data 
showing the effect of cytokines produced by B cells on the 
immune response and the general homeostasis of the organ-
ism leave no doubt about the importance of this perspec-
tive, which is currently unraveling new potential subsets of 
B cells, with regulatory activities, including B regulatory 
cells [218–220].

7.  CONCLUSION

This chapter is not meant to be an exhaustive review of 
the development and function of B-cell subsets. More 
comprehensive reviews have been published in this area 
[22,23,192,221–224]. Future research will be directed at the 
elucidation of clonal signals and cosignals and the microen-
vironments within which B-cell subsets receive these devel-
opmental guides for the development of the adult repertoire. 
Knowledge of the chemokines and adhesion molecules that 
are involved in the direction of and retention of B cells 
within these microenvironments is forthcoming. A closely 
associated field involves the identification of resident cell 
types within the characteristic environment of each B-cell 
subset and the functional interactions that occur between 
these cells during normal development and in immuno-
logical functions and disease. Finally, the role of B-cell 
subsets and effector functions, mainly through cytokines, 
needs to be addressed in the growing field of the interface of 
microbiota with the immune system and the organism. The 
long-term effects on the adult repertoire that result from the 
developmental timing of antigen (e.g., microbial exposure) 
need to be understood.
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Chapter 8

1.  INTRODUCTION

Before the discovery of VLR genes, it was anticipated that 
lampreys and hagfish, the nearest living phylogenetic relatives 
of gnathostomes, would have ancestral BCR, TCR, MHC, and 
RAG genes. Surprisingly, transcriptome analysis provided no 
evidence for the presence of these cardinal elements of the 
immunoglobulin (Ig)-based adaptive immune system (AIS) 
shared by all jawed vertebrates (Figure 1), even though ortho-
logs for a variety of genes that lymphocytes in jawed vertebrate 
use for migration, proliferation, differentiation, and intracellu-
lar signaling were found [1–8]. In a revised approach, lamprey 
larvae were immunostimulated with a cocktail of particulate 
antigens and phytomitogens before an extensive transcriptome 
survey of the activated lymphocytes. Although Ig-based anti-
gen receptors were not found, this search revealed a large num-
ber of sequences encoding highly diverse, leucine-rich repeat 
(LRR) proteins [9]. These were named variable lymphocyte 
receptors (VLRs) due to their lymphocyte-restricted expression 
and remarkable sequence diversity. Each VLR protein contains 
a conserved signal peptide (SP), a 27–38-residue N-terminal 
LRR (LRRNT), an 18-residue LRR1 followed by a variable 
number of diverse 24-residue LRRs (LRRV), a 13-residual 
connecting peptide (CP), a 48–65-residue C-terminal LRR 
(LRRCT), and a conserved C-terminal threonine/proline-rich 
stalk region with a glycosylphosphatidylinositol (GPI) anchor 
site and a hydrophobic tail (Figure 2(A)). Treatment of VLR-
expressing cells with bacterial GPI-specific phospholipase C 
released the protein into the supernatant, indicative of mem-
brane anchorage by GPI linkage [9]. Each lymphocyte was 
found to express a VLR of unique LRR sequence connected to 
the cell surface by the stalk region of invariant sequence.

2.  LAMPREYS AND HAGFISH HAVE THREE 
TYPES OF VLR GENES

The names of the VLR genes have changed as new VLR 
genes were discovered, and a brief historical account 

may help to clarify the current nomenclature. The dis-
covery of a VLR gene in lampreys led to the identification 
of two VLR genes in hagfish; these genes were provision-
ally named VLRA and VLRB [10]. Comparative sequence 
analysis of the hagfish and lamprey VLR genes indicated 
that the originally identified lamprey VLR gene is an 
ortholog of hagfish VLRB, hence its name was changed to 
VLRB to reflect this relationship. In a subsequent search 
of the draft genome database of sea lamprey, lamprey 
VLRA was identified [11]. Later, a third lamprey VLR 
gene, designated VLRC, was discovered through analyz-
ing the sea lamprey expressed sequence tag database [12]. 
The discovery of lamprey VLRC raised the question of 
whether hagfish also have a third VLR gene. Analysis of 
a nonproductive hagfish “VLRA” sequence then led to the 
identification of a third VLR gene that was cloned from 
pacific hagfish (Eptatretus stoutii) [13]. Comprehensive 
comparative analysis of the three VLR genes in lampreys 
and hagfish indicated that the third hagfish VLR is the 
lamprey VLRA ortholog and that the previously identi-
fied hagfish “VLRA” is the lamprey VLRC counterpart. 
In summary, three orthologous VLR genes (VLRA, VLRB, 
and VLRC) have now been characterized in both lamprey 
and hagfish (Figure 2(B)), suggesting that this anticipa-
tory receptor system evolved in a common ancestor of 
the two cyclostome lineages approximately 480 million 
years ago [13].

3.  VLR GENE ASSEMBLY MECHANISM  
AND SEQUENCE DIVERSITY

In their germline status, the VLR genes are incomplete 
in that they have coding sequences only for the leader 
sequence, incomplete N- and C-terminal LRR subunits, 
and for the stalk region [9–13]. Each VLR gene has two 
exons, with the first exon encoding only a portion of the 
5′ untranslated region. The second exon contains the rest 
of the 5′ untranslated region, an SP, typically a 5′ portion 
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of the LRRNT, a 3′ portion of the LRRCT, and the stalk 
region (Figure 2(B)). The invariant stalk region of each 
VLR isotype has its own unique sequence; therefore, dis-
criminating antibodies can be made with specificity for 
each isotype. For all VLR genes except lamprey VLRB, 
the 5′ LRRNT sequence is separated from the 3′ LRRCT 
sequence by a short noncoding intervening sequence 
that lacks splice donor and acceptor sites. The lamprey 
VLRB gene is more complex in that the 5′ LRRNT coding 
sequence is separated from the 3′ LRRCT by two large 
noncoding intervening sequences with a short 5′ LRRCT 
segment separating the two intervening sequences [9]. 
Each germline VLR gene is flanked by hundreds of differ-
ent LRR-encoding sequences that are randomly selected 

for use as templates to add the missing LRR cassettes 
needed for completion of a mature VLR gene [9,11,14–
16]. A gene conversion-like mechanism has been postu-
lated for the complex VLR assembly process [11,15,16] 
in which the intervening sequence is replaced in a step-
wise, piecewise manner by random selection of flanking 
LRR cassettes to serve as templates for adding the neces-
sary sequences to complete a VLR gene (Figure 3). The 
assembly process can be initiated at either the 5′ LRRNT 
or the 3′ LRRCT end [15,16] and requires short nucleo-
tide homology [10–30 bp] between donor and acceptor 
sequences that guide the copying of flanking LRR donor 
segments into the recipient germline gene [15]. Notably, 
the location of the donor LRR sequences is not changed by 
rearrangement during the VLR assembly process, in keep-
ing with the absence of recombination signal sequences 
and lamprey RAG1 and RAG2 genes.

Analysis of the diversity of lamprey VLRB gene 
sequences indicates a potential repertoire of >1014 distinct 
receptors, a magnitude that is comparable to the theoreti-
cal diversity of the mammalian antibody repertoire [16]. 
VLR genes are assembled on one allele at a time and 
allelic exclusion of VLR gene assembly is the general rule 
[9,15,17]. Hagfish VLRC (formerly called VLRA) and VLRB 
are located on the same chromosome, but they are not in 
proximity to each other [18], thereby allowing these VLR 
gene loci to function as separate units. Analysis of VLR 
gene assembly at the single-cell level in the inshore hag-
fish (Eptatretus burgeri) indicates that only one type of VLR 
gene, either VLRB or VLRC, is assembled and transcribed in 
individual hagfish lymphocytes [17].

Although the molecular basis for VLR gene assembly 
has not yet been elucidated, there are some parallels with 

Amphioxus
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MHC I/II
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FIGURE 1 Schematic view of the evolution of adaptive immunity. The 
LRR-based VLR genes are found only in the extant jawless vertebrates, 
whereas Ig-based BCR, TCR, and MHCI/II genes are found only in the 
extant jawed vertebrates. Neither type of antigen recognition receptors 
has been found in amphioxus, the representative head of the chordates, or 
in tunicates representing a sister lineage of the vertebrate lineage. These 
observations suggest that the LRR-based VLRs and the Ig-based BCRs 
and TCRs represent convergent solutions for specific antigen recognition.

FIGURE 2 Schematic depiction of the lamprey and hagfish VLR genes. (A) Assembled “mature” VLR: signal peptide (SP), LRRNT, first LRR1, 
two variable VLR (LRRV), end LRRV (LRRVe), connecting peptide (CP), LRRCT, stalk region. (B) Lamprey and hagfish germline VLRA, VLRC, and 
VLRB genes. Lamprey VLRB has two large noncoding intervening sequences separating the 5′ LRRNT and 3′ LRRCT, whereas all other VLR genes have 
a single, short intervening sequence (not drawn to scale).
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the gene conversion mechanism catalyzed by activation-
induced cytidine deaminase (AID) that birds and certain 
mammals use to diversify their antibody repertoire [19]. In 
this process, sequences from flanking VL and VH pseudo-
genes are copied into an IgL or IgH gene initially assembled 
by RAG-mediated V(D)J recombination. Due to similari-
ties with the gene conversion mechanism for Ig diversifi-
cation, the involvement of an AID-like enzyme in VLR 
assembly was envisioned. In support of this hypothesis, two 

AID-apolipoprotein B mRNA-editing catalytic component 
(APOBEC) family orthologs, cytosine deaminase 1 (CDA1) 
and cytosine deaminase 2 (CDA2), have been identified 
in lampreys [11] (Figure 4). Moreover, CDA1 expression 
is limited to the VLRA and VLRC lymphocyte lineages, 
whereas CDA2 expression is restricted to the VLRB lym-
phocyte lineage [20,21]. These findings support the idea 
that CDA1 may catalyze VLRA and VLRC gene assemblies, 
whereas CDA2 plays a similar role in VLRB gene assembly.

FIGURE 3 VLR gene assembly. (A) The incomplete germline VLR genes are flanked by hundreds of LRR cassettes. The noncoding intervening 
sequence between portions of the LRRNT and LRRCT is replaced by LRR fragments that are sequentially copied from randomly selected donor LRR 
cassettes. Mature VLR genes are assembled from either the LRRNT or LRRCT end in a stepwise manner that is directed by short sequence homology 
between the donor and recipient LRR sequences. (B) Genomic configuration after VLR gene assembly.
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4.  LAMPREY CDA1 AND CDA2

The two AID/APOBEC orthologs in lampreys, CDA1 and 
CDA2, are posited to catalyze the conversion of cytosine 
to uracil on the DNA strand of lamprey lymphocytes, lead-
ing to VLR assembly through a gene conversion mechanism 
[11]. CDA1 and CDA2 are encoded by a single exon and four 
exons, respectively, and they share a characteristic deaminase 
“HxE-PCxxC” (where “x” is any amino acid) zinc-coordina-
tion motif (Figure 4). CDA2 has at its C terminus an AT-
hook, a small protein motif that could be used for binding in 
the DNA minor groove [22]. In an in vivo mutagenesis assay, 
CDA1 overexpression enhanced the transition mutation rate  
for host yeast and Escherichia coli DNA. CDA1 overex-
pression increased the frequency of rifampicin-resistant 
mutants in ung-deficient E. coli by 75-fold versus a 10-fold  
increase that was induced by human AID. Both enzymes 
are predicted to have a characteristic secondary structure, 
six α-helices and five β-strands in the core fold, that is con-
served among vertebrate AID/APOBEC family members. 
CDA1 and CDA2 form a node within the phylogenetic tree 
of the vertebrate AID/APOBEC family that is supported by 
significant bootstrap value [11]. So far, AID/APOBEC ortho-
logs have not been identified in invertebrates. These results 
suggest that the agnathan CDA1 and CDA2 are the earli-
est orthologs to be derived from a common ancestor of the 
AID/APOBEC family [23]. Alternatively, RAG genes have 
not been identified in jawless vertebrates, implying that the 
RAG insertion took place after divergence of the jawed ver-
tebrate lineage [24]. This leads to the conclusion that, before 
RAG insertion, a primordial AID/APOBEC gene evolved in a 
common ancestor of vertebrates and was selected to function 
in the diversification of antigen receptors in the alternative 
AISs of jawless and jawed vertebrates [25,26].

5.  VLRA, VLRB, AND VLRC ARE EXPRESSED 
BY DIFFERENT LYMPHOCYTE 
POPULATIONS

Mouse monoclonal antibodies specific for the invariant por-
tions of the lamprey VLRA, VLRB, and VLRC proteins 
have been useful for characterization of the lymphocytes 
that express the three VLR isotypes. Cell surface staining 

with the VLR isotype-specific antibodies indicates that 
VLRA, VLRB, and VLRC are expressed by three separate 
lymphocyte populations with distinct tissue localization pat-
terns [20,21]. VLRC+ cells are more numerous than VLRA+ 
cells in the principal lymphoid tissues of lamprey larvae; 
they constitute the major lymphocyte population in typhlo-
sole and gills, whereas VLRB+ lymphocytes predominate 
in blood and the kidneys. Immunohistochemical staining 
of the tissue sections has shown that VLRB+ lymphocytes 
are abundant in the extravascular regions of the kidneys and 
typhlosole as well as within blood vessels [27]. The VLRA+ 
and VLRC+ lymphocytes have a similar distribution pattern 
in the typhlosole, kidneys, gills, and hypopharyngeal fold 
[21,28]. Both lymphocyte types are round or oval shaped 
in blood vessels and in interstitial spaces of the kidneys 
and typhlosole, whereas they assume a dendritic shape in 
the epithelium of the gills and intestine. The VLRC+ cells 
outnumber VLRA+ cells in the epithelium, wherein VLRB+ 
cells are rare. Of note, VLRC+ cells with interdigitating 
morphology are the predominant lymphocyte type in the 
skin epidermis [21]. This epidermal prevalence of VLRC+ 
cells in lampreys is reminiscent of the dendritic epidermal 
T cells in mice that express a canonical γδ T cell receptor.

6.  CHARACTERIZATION OF B-LIKE 
AND TWO T-LIKE LYMPHOCYTE 
POPULATIONS IN CYCLOSTOMES

Lamprey VLRB cells are functionally equivalent to the B 
cells in jawed vertebrates [27,29]. Although members of all 
three lamprey lymphocyte lineages undergo proliferation 
and lymphoblast transformation in response to immuniza-
tion with antigens, such as bacteria, viruses, fungi, and mam-
malian cells, only the VLRB+ lymphocytes undergo plasma 
cell differentiation and secrete their antigen receptors as 
disulfide-linked, multivalent antibodies much like the IgM 
antibodies of jawed vertebrates [27,30] (Figure 5). Antigen-
specific VLRB antibodies are detectable in the serum about 
7 days after immunization with mammalian erythrocytes or 
bacteria. The antibody response to a primary immunization 
peaks at approximately three weeks after immunization and 
persists for at least two months [27]. A second immunization 

FIGURE 4 Schematic diagram of the lamprey CDA1, CDA2, and the human AID loci. CDA1 and CDA2 are encoded by a single exon and four 
exons, respectively. They share a deaminase “HxE-PCxxC” (where “x” is any amino acid) zinc-coordination motif in the core fold. CDA2 has at its C 
terminus an AT-hook that could be used for binding in the DNA minor groove.
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two weeks after the primary immunization boosts VLRB anti-
body titers 10- to 100-fold higher than the primary response. 
VLRB antibody-secreting plasmacytes with expanded cyto-
plasm and secretory organelles characteristic of jawed ver-
tebrate plasma cells are found in the blood, kidneys, and 
typhlosole. The VLRB antibodies may use effector mecha-
nisms that are analogous to those used by Ig-based antibod-
ies of jawed vertebrates, but these are not yet well defined. 
Specific VLRB antibodies from immunized lampreys can 
initiate complement-dependent lysis of bacteria, heterolo-
gous erythrocytes, and tumor cell lines via interaction with a 
C1q-like complex and C3 [31]. These findings indicate that 
orthologs of the classical complement components, which 
allow Ig-based antibodies to interface with innate defense 
mechanisms in jawed vertebrates, may have comparable 
functions in jawless vertebrates. However, whether or not the 
VLRB antibodies can bind to functional equivalents of the Ig 
Fc receptors on effector cells has not yet been determined.

VLRA+ and VLRC+ lymphocytes share many simi-
larities with the αβ and γδ T cells in jawed vertebrates 
[20,21,28]. They respond to immunization by undergo-
ing lymphoblastoid transformation and proliferation, but 
they do not secrete their antigen receptors (Figure 5). The 
VLRA+ and VLRC+ cells in lampreys are also preferen-
tially activated by the classical T cell mitogen phytohe-
magglutinin, and they undergo extensive proliferation to 
become the predominant lymphocyte populations [20,21]. 
The lymphoblastoid VLRA+ and VLRC+ lymphocytes are 
relatively large, but they have much less rough endoplas-
mic reticulum than the VLRB-secreting plasmacytes. After 

immunization with either Bacillus anthracis exosporium or 
E. coli, antigen-binding VLRA+ and VLRC+ cells have not 
been detected either before or after immunization [20,21], 
whereas VLRB+ bacteria-binding cells are easily detected 
and their frequency increases with time after immunization 
[20,27]. VLRBs thus can bind their cognate antigens both 
as cell surface receptors and as secreted VLRB antibod-
ies, whereas it is still unclear whether VLRA+ and VLRC+ 
cells recognize native or processed antigens. However, there 
is one notable report in which yeast surface display of a 
VLRA receptor cDNA library from an immunized adult 
lamprey was used to identify 13 VLRA clones that bound 
hen egg lysozyme (HEL) with high affinity [32], and the 
crystal structure was characterized for one of these VLRA 
clones in complex with the HEL antigen [33]. This result 
infers that certain VLRA subsets may bind native protein 
antigens without the need for antigen processing and pre-
sentation. In this regard, major histocompatibility complex 
(MHC) receptors have not been found either by transcrip-
tome analysis of lamprey cells [1,6,9] or in the lamprey 
genome [24,34]. Whether VLRA+ and VLRC+ cells can rec-
ognize processed antigens presented by a convergent analog 
of the MHC molecules thus remains an unresolved issue.

7.  VLRA+, VLRB+, AND VLRC+ CELLS HAVE 
DISTINCT GENE EXPRESSION PROFILES

VLRB+ lymphocytes in jawless vertebrates preferen-
tially express orthologs of many genes that are expressed 
by B cells in jawed vertebrates [20,21] (Figure 6); the 

FIGURE 5 Development of B cell-like and T cell-like lineages in lampreys. VLR gene assembly may be catalyzed by AID-APOBEC family orthologs 
cytidine deaminase 1 (CDA1) and CDA2. CDA1 is expressed during the assembly of VLRA and VLRC genes in the thymus-equivalent (thymoid) region 
of the gills, whereas CDA2 is expressed during VLRB gene assembly in the typhlosole, the major hematopoietic tissue in lamprey larvae. Cells belonging 
to all three lineages may proliferate in response to immunization with foreign antigen, but VLRA and VLRC cells respond preferentially to stimulation 
with the plant lectin phytohemagglutinin (PHA).
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orthologous genes include ones for the hematopoietic pro-
genitor homing receptor CXCR4; the transcription factors 
E2A, Pax5, BLIMP-1, and Bcl6; the herpes virus entry 
mediator/tumor necrosis factor receptor superfamily mem-
ber 14 (TNFRSF14) that binds to LIGHT on T cells; two 
components of the BCR-mediated signaling cascades, Syk 
and the B cell adaptor protein (BCAP); the chemotactic 
inflammatory cytokine interleukin (IL)-8; the IL-17 recep-
tor (IL-17R); and the Toll-like receptor (TLR) orthologs 
of TLR2, TLR7, and TLR10. In contrast, VLRA+ lympho-
cytes preferentially express genes that are orthologous to 
those typically expressed by T cells in jawed vertebrates: 
the GATA1/2, c-Rel, aryl hydrocarbon receptor (AHR) and 
BCL11b transcriptional factors used for T cell differentia-
tion, the CCR9 chemokine receptor involved in homing of 
lymphocyte progenitors to the thymus, the Notch1 T cell 
fate-determining molecule, the CD45 tyrosine phosphatase 
receptor protein that is essential for T cell development, the 
CXCR2 IL-8 receptor, and the IL-17 and MIF proinflam-
matory cytokines [20] (Figure 6). Activated VLRA+ cells 
upregulate their expression of IL-17 and MIF, whereas acti-
vated VLRB+ cells upregulate expression of IL-8. These 
findings, coupled with the demonstration of reciprocal 
expression of IL-17R by VLRB+ cells and IL-8R by VLRA+ 

lymphocytes, attest the likelihood of functional interactions 
between these two lymphocyte populations.

Although the overall transcriptional profile of VLRC+ 
cells is similar to that of VLRA+ cells, the VLRC+ cells 
differ in their preferential expression of the SRY-box con-
taining gene 13 (SOX13) encoding a fate-determining tran-
scription factor used for γδ T-cell lineage commitment 
(refs); an integrin αL (ITGAL) ortholog of one component 
of the heterodimeric lymphocyte function associated anti-
gen 1 (LFA1); and integrins α4 and β1 (ITGA4 and ITGB1) 
orthologs of the two components of very late antigen 4 
(VLA4), the expression of which correlates with the adher-
ence of human γδ T cells to epithelial cells, TLR3 and IL-16, 
a modulator of T-cell activation (Figure 6). Thus, in several 
ways, the transcriptional programs for lamprey VLRA and 
VLRC cells resemble those of mammalian αβ and γδ T 
cells, respectively [21].

8.  GENERATION OF THE T-LIKE AND B-LIKE 
CELLS IN LAMPREYS

Evidence suggests that T-like and B-like lymphocytes in 
lampreys are generated in separate locations, much like the 
thymus and hematopoietic tissue origins of T and B cells 

FIGURE 6 Differential gene expression profiles of VLRA+, VLRB+, and VLRC+ lymphocytes. Relative transcript levels of the indicated genes were 
measured by quantitative PCR for purified populations of VLRA+, VLRB+, VLRC+, and triple-negative lymphocytes, and the β-actin normalized value for 
each gene was compiled into a heatmap (z-scores) with three-color scale (blue-white-red). The figure was modified from Ref. [21].
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in the jawed vertebrates [28]. Lymphoepithelial regions 
located at the tips of the gill folds and the neighboring sec-
ondary lamellae apparently serve as a thymus-equivalent 
microenvironment in which lymphoid progenitors migrate 
to undergo assembly of either their VLRA or VLRC genes. 
Epithelial cells in those “thymoid” sites express FOXN1, a 
marker of the thymopoietic microenvironment in jawed ver-
tebrates, and Delta-like Ligand B (DLL-B), a Notch ligand 
gene. Conversely, the lymphoid cells in this location may 
express Notch1, CDA1, and the VLRA or VLRB proteins. 
Notably, the “thymoid” region is the only place in which 
cells with nonfunctional VLRA and VLRC assemblies are 
relatively abundant, due to point mutations or deletions or 
incomplete VLR gene assembly [14,21,28]. An extensive 
analysis of the VLR assembly status of “thymoid” cells 
suggests a differentiation model in which bipotential thy-
mocyte precursor cells begin to undergo VLRC assembly 
before the assembly of VLRA [21]. If the VLRC assembly is 
nonproductive on the first allele, the assembly process may 
then proceed to the second allele of VLRC or even proceed 
to the VLRA locus to achieve a productive VLRC or VLRA 
assembly that allows the two types of immature T-like lym-
phocytes to survive as receptor positive cells.

The major generation site for the B-like cells appears to 
be the typhlosole, a hematopoietic tissue that extends along 
the entire length of the intestine in lamprey larvae. The 
prime evidence for their hematopoietic tissue origin is that 
CDA2-expressing cells are most abundant in this location 
and, importantly, the typhlosole is the only tissue in which 
cells with incomplete VLRB assembly can easily be found 
[28]. Nevertheless, CDA2-expressing cells are also present 
in the blood and kidneys, albeit in lower abundance than in 
the typhlosole. The CDA2 expression by circulating VLRB+ 
cells raises the intriguing possibility that the lamprey B-like 
cells may undergo somatic hypermutation to change the 
affinity of their VLRB receptors and antibodies.

9.  THE UNIQUE STRUCTURE OF VLRB 
ANTIBODIES

The LRR-based VLRB antibodies of jawless vertebrates, 
although functionally analogous to Ig-based antibodies of 
jawed vertebrates, have a very different structure. Lamprey 
VLRB antibodies are secreted as multimers of identical 
polypeptide chains, either as tetrameric or pentameric pairs 
of dimers that are linked at their base by disulfide bonds 
between cysteine residues in the C terminus of the stalk 
region [27,30]. When these cysteines are artificially deleted, 
the VLRB antibodies are secreted as monomers. The VLRB 
C-terminal cysteines are removed for cell surface expres-
sion, presumably by proteolytic cleavage at the GPI-addi-
tion site. Conversely, the cysteine-rich C-terminal peptide is 
retained in the secreted multimeric VLRB antibodies [30]. 
In jawed vertebrates, C termini for either the membrane 

version or the secreted forms of antibodies are encoded 
on separate exons, and switching between the two forms is 
achieved by alternative RNA processing. However, there 
is no evidence for an additional VLRB exon or alterna-
tive processing of VLRB transcripts. Therefore, switching 
between cell surface and secreted forms of VLRB is likely 
regulated by whether or not the GPI-addition mechanism 
is activated.

Transmission electron microscope images show that the 
recombinant VLRB multimers resemble multimeric IgM 
antibodies in the arrangement of their antigen-binding LRR 
region [30]. However, the VLRB stalk region is very flex-
ible due to the extended threonine/proline-rich sequence 
that connects the VLRB antigen-binding domain to the cys-
teine-rich C terminus. In this way the stalk region resembles 
the hinge region of Ig antibodies, particularly the human 
IgA1 hinge, that is also threonine/proline-rich, extended, 
and flexible. The VLRB stalk region is likely to be heavily  
O-glycosylated at the multiple serine and threonine residues, 
a feature that could serve to promote the extended structure 
of the stalk region and to protect it from protease cleav-
age. Although the VLRB antigen-binding domain and stalk 
region are functional counterparts of the Fab’ and hinge 
region of Ig-based antibodies, a functionally Fc-equivalent 
region has not yet been defined in VLRB antibodies. The 
interaction between VLRB antibodies and the complement 
C1q-like complex could theoretically involve binding to the 
invariant stalk region or to other proteins associated with 
VLRB [31]. A means by which the cell surface VLRs could 
trigger cellular responses is also presently unknown. Nei-
ther VLRB nor any of the other VLR isotypes have a cyto-
plasmic tail with signaling motifs [9–13]. VLR coreceptor 
molecules are likely to be used for signal transduction after 
antigen ligation, in the same way that B cell receptors use 
Igα/β and T cell receptors use the CD3 coreceptor pro-
teins to initiate their signaling pathways. The present lack 
of knowledge about the composition of the VLR receptors 
highlights the need for the development of lamprey lym-
phocyte cell lines.

10.  VLRB MONOCLONAL ANTIBODIES

Because hybridoma fusion partners for lamprey lympho-
cytes are presently unavailable and methods to immortal-
ize lamprey lymphocytes have not yet been developed, 
recombinant expression library screening approaches have 
been developed to isolate antigen-specific VLRB monoclo-
nal antibodies [30,32,35]. The products of VLRB cDNAs 
expressed in mammalian cell lines are secreted as disulfide-
linked, multivalent antibodies that can then be screened for 
antigen-binding specificity. Using this approach, VLRB 
monoclonal antibodies specific for the anthrax BclA spore-
coat protein [30], H-trisaccharide of human O+ erythrocytes 
[36], the CDR3 region of a B CLL BCR [37], and human 
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CD5 [38] have been isolated by screening cDNA libraries 
from lampreys immunized with B. anthracis exosporium, 
human O-type erythrocytes, B and T cells, respectively.

BclA-specific VLRB monoclonal antibodies can dis-
criminate B. anthracis spores from those of the closely 
related Bacillus thuringiensis and Bacillus cereus species, 
and they retain their ability to bind spores after exposure 
to strong acids, bases, and temperatures up to 70 °C [30]. 
The monomeric subunits of most monoclonal VLRB anti-
bodies isolated using this method are of relatively low 
affinity (micromolar Kd), but the multivalent antibodies 
bind with high avidity to antigens with repetitive epit-
opes. For instance, the affinity of a monomeric form of a 
BclA-specific clone (VLR4), is only 2.6 μM, yet the mul-
tivalent form of this lamprey antibody agglutinates anthrax 
spores at concentrations as low as 5 pg/ml [30,39]. Simi-
larly, the multivalent anti-CD5 monoclonal VLRB antibody 
(VLR32) brightly stains human T cells by immunofluores-
cence, whereas staining of T cells is not detectable with the 
monomeric version of the antibody [38]. These monoclonal 
VLRB antibodies may reflect the properties of most anti-
bodies found in the lamprey repertoire in that they have low 
antigen affinity but nevertheless bind with high avidity due 
to multivalency. In many ways, the lamprey VLRB antibod-
ies thus resemble jawed vertebrate IgM antibodies, which 
are also multivalent and typically have low affinity. This is 
an effective immune strategy, however, because most natu-
ral pathogens, such as bacteria, viruses, and fungi, are par-
ticulate and have repetitive epitopes that are ideal targets for 
multivalent antibodies.

An efficient way to obtain antigen-specific monoclonal 
VLRB antibodies is through isolation by yeast display of 
VLRB libraries fused to a yeast surface protein [32,35]. The 
advantage of this method is that it allows for high-throughput 
screening of millions of VLRB clones and the selection of 
binders from both immune and nonimmune libraries. For 
example, HEL-specific VLRB monoclonal antibodies were 
isolated using a yeast display library derived from a lam-
prey that had been repeatedly immunized over a four month 
period with soluble HEL in complete Freund’s adjuvant [32]. 
Although the monoclonal VLRB antibodies isolated using 
yeast display were also of relatively low affinity, a variant 
(CTMut.5) with 1300-fold higher affinity than its parent 
clone (HEL.2D) was generated by in vitro mutagenesis and 
an additional round of selection. Monoclonal VLRB antibod-
ies specific for multiple protein and carbohydrate antigens 
have also been isolated by screening large nonimmune VLRB 
yeast display libraries, including binders to β-galactosidase, 
cholera toxin subunit B, R-phycoerythrin, blood group A 
and B trisaccharides, and the tumor-associated Thomsen– 
Friedenreich disaccharide antigen (TFα) [32,40,41].

VLR subcomponents have been used for protein engi-
neering applications to create artificial LRR scaffolds and 
to construct chimeric proteins with enhanced stability and 

recombinant protein yields for use in structural studies. 
For instance, modular VLR scaffolds, termed repebodies, 
with improved soluble expression in E. coli have been pro-
duced by linking consensus LRR modules to an LRRCT 
and exchanging the LRRNT for an Internalin-B capping 
domain that contains an α-helical cap, rather than the native 
disulfide-linked antiparallel β-strands [42]. Repebody bind-
ers specific for myeloid differentiation protein 2 (MD2) and 
HEL were generated by rational design, and an IL-6 binder 
was obtained by screening a repebody phage display library. 
In another application, the LRRCT region of hagfish VLRB 
was used to cap the C terminus of truncated TLRs to pro-
duce chimeric proteins with increased stability, allowing the 
production of sufficient quantities of protein for crystallo-
graphic studies [43,44]. This hybrid LRR technique enabled 
the first crystal structures for TLR1, TLR2, TLR4, TLR5, 
and TLR6 to be obtained [43,45–49].

11.  STRUCTURE OF VLR ANTIGEN-
BINDING DOMAINS

The structures for the LRR portions of the lamprey and hag-
fish VLRA, VLRB, and VLRC proteins have been solved, 
as have the structures of four lamprey VLRB antibodies 
and one lamprey VLRA protein co-crystalized with antigen 
[33,36,39,40,50–53]. All three VLR isotypes form crescent-
shaped solenoids, but there are differences in the capping 
LRR modules of the isotypes (Figure 7). The N terminus is 
capped by an LRRNT module encoding two β-strands that 
face antiparallel to one another, and it contains two disulfide 
bonds that facilitate structural stability. The concave surface 
is composed mainly of parallel β-strands, beginning with 
LRR1 and followed by variable numbers of LRRV mod-
ules, an LRRVe, and the LRRCP. The C terminus is capped 
by an LRRCT module that has a variable insert loop, which 
faces the concave surface, and an α-helix that forms the 
base of the solenoid. Like the LRRNT, the LRRCT contains 
two disulfide bonds that add to its stability. The LRRCT 
insert loop in VLRA and VLRB is highly variable in amino 
acid composition and in length, which can range from 9 to 
13 in VLRA and from 0 to 13 in VLRB. In contrast, the 
VLRC LRRCT sequence is almost invariant and does not 
include an extended insert loop [50,53] (Figure 7(C)). In all 
three VLR isotypes, the LRR1, LRRV, LRRVe, and LRRCP 
modules each encode a highly variable β-strand; together 
these form a continuous β-sheet with the highest amino acid 
variability being located toward the center of the concave 
surface. For VLRB, the LRRNT β-strand adjacent to LRR1 
is variable, whereas the LRRNTs of VLRA and VLRC have 
limited sequence variability. Although the VLRs may vary 
in the number of β-strands they contain, the average number 
of β-strands varies for each VLR isotype. In general, VLRB 
tends to be smaller, with an average of 2.5 LRRV-encoded 
β-strands, whereas VLRA and VLRC are slightly larger, 
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with an average of four LRRV-encoded β-strands. Isotypic 
differences in LRRNT and LRRCT amino acid variability 
and the length of the LRRCT insert loop suggest that the 
different VLR isotypes may bind to antigens in different 
ways or to different types of antigens. Multiple examples 
of VLRB binding to native antigens have been described, 
and the VLRB LRRCT loop has consistently been shown 
to make essential contacts with antigens [36,39,40,52]. The 
relatively invariant LRRNTs of VLRA and VLRC and the 
invariant LRRCT of VLRC suggest that these regions either 
do not bind to antigens or bind only to a very restricted set 
of highly conserved epitopes. Alternatively, VLRA and 
VLRC could use these capping modules to interact with 
invariant regions of cognate MHC-like receptors that pres-
ent processed antigens.

12.  STRUCTURES OF VLRB ANTIBODY–
ANTIGEN COMPLEXES

In four presently solved VLRB-antigen structures, the anti-
gens make contact with multiple residues in the β-strands 
of the LRRCP, LRRVe, LRRV(s), and LRR1 modules, and 
the highly variable LRRCT insert is also critical for the 
interaction (Figure 8) [36,39,40,52]. The LRRNT region 
of VLRB antibodies has high sequence variability, but 
LRRNT contact with the antigen was observed in only one 
of the four crystal structures, VLR4-BclA [39]. The cur-
rently available structures suggest that the more C-termi-
nal LRR β-strands (LRRCP, LRRVe, and LRRVs) typically 
have more antigen contact, although exceptions to this rule 
are likely to be found as more VLRB-antigen structures are 
determined. In the two structures of VLRB antibodies with 
their cognate protein antigens, the LRRCT insert of VLR4 
binds in a shallow groove on the side of BclA (Figure 8(A)) 

[39], whereas the LRRCT loop of VLR.2D is inserted into 
the catalytic cleft of HEL (Figure 8(B)) [52]. Remarkably, 
two other naturally occurring, single-chain Ig antibodies, 
camelid VHH (cAb-Lys3) [54] and shark IgNAR (PBLA8) 
[55], also bind to a similar epitope in the catalytic cleft 
of HEL, whereas most conventional VHVL mouse antibod-
ies bind to flatter HEL epitopes away from the enzymatic 
site. The total surface area buried in the VLRB.2D-HEL 
and VLR4-BclA complexes is ∼1500 Å2, which is com-
parable to the surface area buried by most Ig antibody–
protein antigen complexes [56]. Less total surface areas 
are buried in the glycan-specific VLRB complexes, 
RBC36-H-trisaccharide (Fucα1-2Galβ1-4GlcNacα) [36], 
and aGPA.23-TFα disaccharide (Galβ1-3GalNacα) [40], 
due to the smaller size of these carbohydrate antigens. 
Although the two anti-glycan VLRB monoclonal antibod-
ies have the same number of LRR modules, aGPA.23 dif-
fers from RBC36 at eight of the 10 residues that contact 
TFα. The H- trisaccharide-specific RBC36 antibody has a 
10 amino acid LRRCT insert that encodes for a β-hairpin, 
and the TFα disaccharide-specific aGPA.23 antibody has 
a nine amino acid loop LRRCT insert, but both LRRCTs 
contain a tryptophan residue that contacts the antigen. In 
the RBC36 antibody, the tryptophan residue (Trp204) is 
located at the end of the first β-strand, and it makes contact 
with the galactose of the H-trisaccharide (Figure 8(C)), 
whereas the tryptophan (Trp187) in the aGPA.23 antibody 
is located at the tip of the LRRCT insert and it makes con-
tacts with both the galactose and N-acetylgalactosamine 
of TFα (Figure 8(D)). An important difference in anti-
gen binding by VLRB antibodies from that by Ig-based 
antibodies is that the only flexible portion of the antigen-
binding site of VLRB antibodies is the extended loop at 
the base of the antigen-binding region, which is formed 

FIGURE 7 Structural comparison of VLR isotypes. (A) VLRB proteins are crescent shaped with sequence diversity concentrated on the concave 
surface. The concave surface is composed of β-strands contributed by the LRRNT (dark blue), LRR1 (light blue), variable numbers of LRRV modules 
(orange), LRRVe (green), LRRCP (purple), and an LRRCT (red) with a variable insert loop (arrow) (PDBID 3E6J). VLRA (PDBID 3M18) (B) and VLRC 
(PDBID 2O6Q) (C) are structurally similar to VLRB, except VLRC does not have an LRRCT insert.
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by the variable LRRCT insert; the larger antigen-binding 
region, provided by residues in the β-strands lining the 
VLRB concave surface, is inflexible. The precise antigen 
specificity of the monoclonal VLRB antibodies that have 
been analyzed so far may relate to these structural charac-
teristics.

13.  CONCLUSION

Recognition of the parallel evolution of an alternative AIS 
in the extant jawless vertebrates, hagfish and lampreys, 
has altered our view of how lymphocyte-based adaptive 
immunity emerged. The basic genetic program for com-
partmentalized lymphocyte development along functionally 
specialized T- and B-cell lineages is shared by both jawless 
and jawed vertebrates and thus constitutes a fundamental 
organizing principle for AISs in all vertebrates. More sur-
prising is the discovery of the convergent evolution of very 
different solutions for the generation of clonally diverse 
repertoires of antigen receptors in the two vertebrate lin-
eages. Whereas jawed vertebrates generate diverse antigen 
receptors by recombinatorial assembly of Ig V(D)J gene 

segments, the jawless vertebrates generate their VLRs 
through recombinatorial use of donor LRR cassettes for the 
assembly of their incomplete germline VLR genes.

Much remains to be learned about the alternative AISs 
in jawless vertebrates. In particular, very little is yet known 
about the mechanisms of antigen recognition by the T-like 
cells bearing either the VLRA or VLRC surface proteins. 
However, the functional and structural features of cognate 
antigen recognition by the VLRB products of the lamprey 
B-like cells are much better defined. It is already clear that 
VLRB antibodies, which are the only naturally selected 
alternatives to classical Ig-based antibodies, have sev-
eral advantageous features that make them useful alterna-
tives for the diagnosis, monitoring, and, possibly, therapy 
of human diseases. The VLRB antigen-binding domain is 
relatively small, modular, and easily fused to other proteins 
to extend their functional capabilities. The highly variable 
LRRCT loop in the C-terminal LRR of VLRB antibod-
ies allows binding to epitopes that would be inaccessible 
to most Ig-based antibodies. VLRB antibodies retain their 
ability to bind antigen after exposure to acidic and basic 
conditions (pH 2–11) and temperatures up to 70 °C. They 

FIGURE 8 Structures of VLRB antibody–antigen complexes. Ribbon diagrams of VLRB–antigen complexes: LRRNT (blue); LRR1, LRRV(s), 
LRRVe, LRRCP (green); LRRCT (red). (A) VLR4 binds to BclA using its LRRCT loop and multiple β-strands on its concave surface (PDBID 3TWI). 
(B) The LRRCT loop of VLR.2D is inserted into the catalytic cleft of HEL (PDBID 3G3A). (C) RBC36 uses multiple β-strands and a tryptophan residue 
(Trp204) in its LRRCT loop to bind to the H trisaccharide (PDBID 3E6J). (D) aGPA.23 also uses a tryptophan residue (Trp187) in its LRRCT loop to 
contact the TF disaccharide (PDBID 4K79).
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are encoded by a single gene, a feature that greatly facili-
tates VLRB characterization and genetic engineering. The 
VLR genes are as diverse as their Ig gene counterparts, but 
their unique sequences and different self-antigens for tol-
erance constraints predict that the VLRB repertoires will 
include novel specificities.
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Chapter 9

The vertebrate immune system can respond to a broad and 
ever-changing spectrum of pathogens, and V(D)J recombina-
tion plays a central role in achieving this stunning versatility. 
V(D)J recombination has ancient origins; its first appearance 
in vertebrates is estimated at about 450 million years ago. The 
selective forces that set the stage and directed the evolution-
ary process have intrigued investigators ever since the discov-
ery that the DNA of immunoglobulin (Ig) and T cell receptor 
(TCR) genes rearranged. V(D)J recombination appears to 
have emerged apparently without antecedent in evolution, 
an observation suggesting that perhaps the essentials of the 
recombination machinery were acquired through horizontal 
transfer. The recent availability of fully sequenced genomes 
from a variety of organisms has enabled closer examination 
of this idea. In the first part of this chapter we examine the 
hypothesis that the V(D)J recombination machinery is derived 
from a DNA transposon that was “exapted” [1]. The sec-
ond section discusses the possible effect of germline V(D)J  
recombination events on the creation of different Ig and 
TCR loci. The last part of the chapter considers the nature 
of the ur-V gene and reviews current thinking on how V(D)J  
recombination fits into the evolution of adaptive immunity 
as a whole.

1.  THE ALIEN SEED

The discovery of V(D)J recombination was a breakthrough. 
In rapid succession, papers outlined the basic features of the 
process and defined sequence motifs marking recombina-
tion sites [2,3]. Noting similarities between V(D)J recom-
bination targets and those of prokaryotic insertion sequences, 
Susumu Tonegawa first articulated the evolutionary impli-
cations:

We propose that such a mechanism was initiated when an IS-like 
DNA element was accidentally inserted into one of the multiple V 
DNA copies of an ancestral polymeric gene, splitting it into two 
portions, one corresponding to the present day embryonic V DNA 

segment and the other to the J DNA segment. Thus the V-J joining 
may well be a reversal of an ancient accidental insertion of an IS-like 
DNA element which was subsequently exploited by vertebrates to 
increase the V-region diversity within the general framework of the 
intron-exon structure of higher cell genes [2].

The idea was gradually fleshed out as more was learned 
about V(D)J joining, but the essential features have held up 
(reviewed in Refs [4–6]). After entry into the genome and 
perhaps no longer under selection for transposon function, it 
is thought that the DNA element decayed. Possibly multiple 
transposition events were involved, but ultimately terminal 
recognition sites of the transposon became the recombina-
tion signal sequences (RSS) seen as present-day V, D, and J 
gene segments. The transposase enzyme responsible for ele-
ment mobilization was recruited as the V(D)J recombinase, 
encoded by two recombination-activating genes, RAG1 and 
RAG2. The proposed correlation is shown in Figure 1. In a 
sense, the transposon theory is especially fitting in that an 
integral aspect of the adaptive immune system—chance and 
necessity—provided its own diversification machinery. Three 
mechanisms underlying the model: transposition, horizontal 
transfer and exaptation are presented in the sections to follow.

1.1  Transposons and Transposition

Transposable elements are mobile genetic elements that 
include (1) retrotransposons, where an RNA transcript of 
the element is copied by reverse transcriptase and the DNA 
copy is inserted at random locations into new sites of the 
genome, and (2) DNA transposons, which are segments 
of DNA able to move to new sites in a genome, generally 
in a “cut-and-paste” mode. Some transposons have a tran-
sient existence as infectious phage or virus-like particles 
when they cycle in and out of genomes, examples being 
bacteriophage Mu or the HERV-K human endogenous ret-
rotransposon. In DNA transposons that contain a minimal 
amount of coding sequence, their sole gene encodes the 
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catalytic transposase, the protein(s) essential for mobil-
ity. Certain transposons have ancient origins, as implied 
by a ubiquitous distribution among living organisms. In a 
recent bioinformatic survey involving over 10 million pro-
tein-encoding genes from numerous species, transposase 
genes topped the list with respect to both abundance and 
representation in all sampled biomes [7]. Most were of the 
cut-and-paste class and have roots that extend far back in 
the history of life. The representation of certain structural 
folds in their transposases and the ability to bind Mn2+ 
suggest they originated in an Archaean world over 2.5 bil-
lion years ago [8].

In addition to a transposase gene, autonomous or fully 
functional DNA transposons must also carry recognition 
sequences for transposase binding and cleavage, and these 
are situated within inverted terminal repeats (ITR) at either 
end of the element (Figure 1, upper panel). Although a 
transposon may contain other genes, their main function 
requires simply a transposase gene flanked by ITRs. Typi-
cally the number of transposon copies will wax and wane 
after invading a genome, while decayed “non-autono-
mous” versions of the elements steadily accumulate. The 
corrupted non-autonomous elements often have internal 
defects that destroy the transposase gene, and they can 
move only if transposase is available “in trans,” that is, 
from other autonomous copies. A copy that lost one or 
both ITR is no longer able to move at all and subject to 
further mutational degeneration. Eventually, production 
of transposase by the remaining few autonomous copies 
becomes insufficient for self-mobilization in the presence 
of far larger numbers of non-autonomous elements. When 
the invasion subsides, the genome is left littered with non-
autonomous element “fossils” [9].

The current understanding of the mechanism of trans-
position for the major class of DNA cut-and-paste transpo-
sons, including all known DNA transposons in eukaryotes 
[10], is based on close analysis of a few key examples 
[11–13]. The relevant transposases cleave and join DNA 
strands via a sequence of metal-dependent phosphoryl 
transfers with water or the 3′ OH group of a broken DNA 
strand serving as the nucleophile. The catalytic site of the 
transposases contains a “DDE” or “DDD” amino acid motif 
comprising three negatively charged residues (Asp, Asp, 
Glu/Asp) incorporated into a characteristic RNase H-like 
fold. Though details vary for different DDE/D transposons, 
a successful round of transposition invariably initiates with 
a pair of hydrolytic nicks at the outside edge of each cleav-
age motif, that is, at the left and right boundary of the ITRs. 
According to which set of strands is broken, 3′ hydroxyls 
are associated either with the flanking DNA or with the ele-
ment ends. This process is illustrated in Figure 2(A) and 
explained in the legend. Depending on the position of the 
first nick, excision by transesterification will create hairpins 
either at the flanking DNA ends or at transposon ends. Once 
a transposon with exposed 3′ hydroxyls is created (Figure 
2(A), step 2), DNA cut-and-paste transposases carry out the 
integration step the same way. A random site in the host 
genome is captured, and the transposon is inserted into the 
recipient target DNA (Figure 2(A), step 3).

Intermediates in transposition occur in the context of a 
protein-DNA complex that undergoes structural rearrange-
ments during the course of the integration process. The 
initial paired end complex comprises a multimer of trans-
posase molecules in contact with the transposon DNA ends. 
Protein–protein contacts may shift, and different DNAs 
may move in and out of the catalytic site(s). At the inte-
gration step, a “strand transfer complex” has formed with 
the genomic DNA that in some cases is so stable the trans-
posase must be proteolytically removed [12].

Host repair factors ligate broken DNA strands left by the 
transposase. One leftover break remains at the exit site, and 
two single strand gaps are found at each 5′ end of the trans-
poson. Target site duplications (TSDs) arise from repair of 
the two single strand gaps that are left at either end of the 
transposon (Figure 2(A), step 4). The length of the TSDs 
(∼9 bp or less) reflects the staggered nature of the strand 
interruptions in the new target site and is a characteristic 
feature of a given transposon family. In general, the pres-
ence of TSDs helps identify novel transposons where they 
appear as non-annotated repeats in genome assemblies of 
plants, animals, and microbes.

1.2  Horizontal Transfer

Horizontal or “lateral” transfer is a term used when genetic 
material is passed between different species or even phyla 
instead of being vertically transmitted from parent to 

FIGURE 1 Similarities between transposition and VDJ recombina-
tion. Top panel shows a minimal autonomous transposon. The termini 
contain inverted terminal repeats (ITR, also called TIR) that contain trans-
posase-binding sites. The outer edges of the ITRs also contain sequence 
motifs that define the two cleavage sites at the elements borders. In 
some transposons, the ITRs and the cleavage recognition motifs are the 
same. Bottom panel illustrates the basic features of a rearranging Ig or 
TCR locus. It has the features of a non-autonomous transposon because 
the transposase (RAG) is not part of the structure. The RSSs correspond 
to cleavage recognition sites that can still be site-specifically cleaved by 
RAG, encoded “in trans” as shown.
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offspring [14]. Foreign DNA such as transposons can be 
introduced when brought in by a virus, parasite, or sym-
biont, or even perhaps in the diet [15]. Horizontal transfer 
is generally suspected when phylogenetic relationships are 
in conflict, such as when sequences in two different spe-
cies seem more similar than anticipated or when a class of 
repeats has a patchy distribution, being present or wholly 
absent from related species in a way that is incongruent 
with established kinships [16]. The possibility of horizontal 
transfer can be tested in various ways such as by comparing 

mutation rates in the suspect sequences with nuclear genes 
of the organism.

Initially, there were two reasons to suspect that horizon-
tal transfer played a part in creating the V(D)J recombina-
tion apparatus, though neither fits the above criteria. One 
reason, as mentioned, was that site-directed recombination 
is unusual in vertebrates, and features of the V(D)J recom-
bination system seemed reminiscent of prokaryotic transpo-
sons. Another was that V(D)J recombination and adaptive 
immunity appeared to have arisen somewhat abruptly in 

FIGURE 2 Transposition compared to V(D)J recombination. (A) Transposition. Transposons mobilized by DDE family transposases exit and 
enter DNA through phosphoryl transfers. Excision and integration take place in the context of a protein-DNA complex made up of the transposase (not 
depicted) and the DNA ends of the element. Step 1. Hydrolytic strand breaks. The two strands at either end of a transposon are differentiated by the 
designation “non-transferred strand” or “transferred strand,” referring to which strand becomes chemically linked to the new integration site in the final 
strand transfer step (see below). Step 2. The second strands are cut by hydrolysis or transesterification [2(a) or (b)]. (a) If the first nick occurred on the 
non-transferred strand, transesterification will release a linear transposon DNA with conventional termini but leave hairpin structures at the donor break 
site. (b) Alternatively, the second strand break is achieved by hydrolysis. Both liberated transposon and donor break site will have 3′ hydroxyls and 5′ 
phosphates. (c) Where the first nick was made on the transferred strand, the transposon’s 3′ hydroxyls can serve as the nucleophiles in transesterification. 
If so, hairpins are formed at the transposon’s ends, while conventional DNA ends occur at the donor break site. An additional step (hydrolysis) is required 
to nick open the hairpin termini prior to integration. Step 3. Integration by transesterification. (a) Once free 3′ hydroxyls are created at each transposon 
end, the complex can capture the new integration target site. (b) Transesterification uses the available transposon hydroxyls to interrupt the target site. 
The breaks in the integration target are usually staggered, so that the integrated transposon has single strand gaps at each side, typically of 2–9 bp. Step 4. 
Repair is carried out by host polymerase and ligase functions, with the result that 2–9 bp TSDs, characteristic of a given transposon, are created and reflect 
the placement of the strand breaks at the integration step. (B) V(D)J recombination. Step 1. The catalytic RAG protein (not depicted) makes a first strand 
break by hydrolysis. The first cleavage is on the non-transferred strand; the 3′ hydroxyls are associated with the flanking V and J gene segments rather that 
the RSS cleavage targets. Step 2. The second break is introduced by transesterification, with the coding ends bearing hairpin termini. Step 3. Processing 
and joining of ends are carried out by components of the non-homologous end-joining pathway of DNA double strand break repair.
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vertebrate evolution, constituting what has been termed a 
“big bang” [17]. There is an estimated 50–70 million year 
interval between the divergence of jawless fishes and the 
jawed fishes, today represented respectively by lampreys 
and hagfish and by cartilaginous fishes; intervening lin-
eages are extinct. In this period an immune system arose 
with all of the basic elements, including V(D)J recombina-
tion, and is found from sharks to human beings. Wholesale 
import of a pre-formed recombination capacity seemed to 
greatly simplify the possible schemes for how this could 
have taken form.

Unfortunately the theory that V(D)J recombination was 
acquired from elsewhere does not lend itself to standard 
tests for horizontal transfer. Tens of millions of years can 
obscure evidence of transmission so early in vertebrate evo-
lution. There are no detectable differences between nucleo-
tide substitution rates in RAG1 or RAG2 and the genomes 
in which they reside, and in fact evolutionists have used the 
RAG1 and RAG2 genes as representative markers in phy-
logeny studies [18]. However, in the next sections other 
observations are presented, supporting the idea that V(D)J  
recombination originated outside the vertebrate lineage in 
which it became a fixture.

1.3  Exaptation

In contrast to adaptation, where incremental improve-
ments are selected to build a structure over time, exapta-
tion describes the process of using pre-formed components 
to create a new function [1]. As such, transposons and/or 
their proteins have been exapted for new purposes. Trans-
posons have been transformed into structural components 
of centromeres or telomeres, have provided transcription 
factors, and became recombinases in mating type switch-
ing and macronuclear differentiation as well as contribut-
ing regulatory elements [13,19]. How the putative ancestral 
RAG transposon was domesticated is perhaps the biggest 
mystery surrounding the origin of V(D)J recombination. 
Although we lack a detailed idea of what sort of organism 
was the involuntary host of the ancient RAG transposon, 
new information has begun to suggest profitable directions 
to pursue.

1.4  Modus Operandi

Parallels to transposition were strengthened once RAG 
proteins were identified and site-specific cleavage activity 
was reconstructed in vitro [20–24]. The first strand breaks 
in V(D)J recombination are hydrolytic nicks that occur at 
the 5′ side of the RSS edge. These nicks are positionally 
equivalent to an initial hydrolysis of a transposon’s non-
transferred strand (step 1 in Figure 2(A and B)). The second 
strand break is accomplished by transesterification [22,25], 
with the 3′hydroxyl generated at the first break acting as 

the acceptor. This is again consistent with a transposase-
catalyzed cleavage pattern. The second break establishes 
hairpin connections between the top and bottom strands at 
the V, D, or J ends. The coding end hairpins correspond to 
hairpins on flanking broken ends in transposition, and as 
such, VDJ recombination is overall analogous to transposon 
excision as it occurs in the eukaryotic DNA transposons, 
Hermes and Hztransib [26,27].

Testing of experimentally generated RAG mutants has 
established that three amino acids, two aspartic and one 
glutamic acid, are critical for RAG1 nuclease function, and 
they occur with spacing consistent with a legitimate DDE 
motif [28–30]. DDE motifs are characteristic of enzymes 
that carry out metal-dependent phosphoryl transferase reac-
tions, which accords with the Mg2+ dependence of RAG1 
and RAG2 cleavage activity in vitro.

Regardless of the parallels, a fundamental difference 
between V(D)J recombination and transposition is that the 
former involves manipulation of two DNA segments, but the 
latter involves three. V(D)J recombination corresponds to 
transposition events that stop before any integration-related 
activities takes place. In this view of V(D)J recombination 
as aborted transposition, the RSS-containing “signal ends” 
correspond to the liberated transposon that would normally 
be held in a post-cleavage complex. However, the cleaved 
signal ends as well as that of the V or J coding ends are pro-
cessed by the cellular DNA repair operations.

Would the hypothetical RAG transposase have pre-
served transposition-specific functions after 450 million 
years of disuse? The answer was provided by two groups 
that independently demonstrated RAG1 and RAG2 could 
indeed carry out complete transposition in vitro [31,32]. 
Given appropriate DNA substrates and conditions, RAG 
proteins cleaved a pair of RSSs, excise the intervening 
DNA segment, captured a DNA target site, and transferred 
the RSS 3′ ends. The transposition products exhibited short 
but somewhat variable TSDs of about 5 bp. Such duplica-
tions are not associated with any aspect of normal V(D)J  
recombination and provided an unambiguous transpo-
sition signature. These observations were subsequently 
extended to the in vivo context. The occurrence of repro-
ducible low-frequency transposition events was observed 
when expressing RAG1 and RAG2 in yeast cells [33], and 
in vivo transposition in mouse cells was confirmed with a 
specifically designed detection system [34]. In the latter 
study, the ratio of transposition to V(D)J recombination was 
measured at about 1: 50,000. By extrapolation to humans, 
an adult will have hosted 10,000 transposition events dur-
ing each day of lymphocyte production; this estimate raises 
interesting questions about how transposition by RAG1/2 is 
normally curtailed [35]. In retrospect, the retention of ves-
tigial transposase functions by the RAG proteins is prob-
ably not accidental and indicates instead an inseparability 
of  cleavage and integration functions [12,36].
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1.5  Structure and Linkage of RAG1 and RAG2 
Genes

The RAG1 and RAG2 genes are closely linked and in con-
vergent transcriptional orientation in animals representing a 
variety of taxa: chickens, rabbits, humans, mice, Xenopus, 
pufferfish, zebrafish, and sharks [37]. The coding sequences 
of the RAG1 and RAG2 genes are each fully contained in 
a single exon in most of these animals. The exception is 
that an intron is present in the middle of the RAG1 coding 
sequences of ray-finned fish [38].

Both of the above features, the tight and conserved link-
age between the structurally unrelated RAG1 and RAG2 
genes and a paucity of introns, are consistent with a prokary-
otic origin [21,39]. In bacteria, genes for proteins belonging 
to the same metabolic pathway are often grouped together 
in coregulated operons. Their introns, especially those that 
are not self-splicing, are rare whereas the coding regions in 
human genes on average are interrupted by 7.2 introns each 
[40]. In short, the structural features of the RAG1/RAG2 
locus are exceptional and contribute to the evidence that 
favors their horizontal transfer from a prokaryotic source.

1.6  Fossil Transposons

Evidence presented thus has led to a general acceptance 
of the hypothesis that key elements of the V(D)J recom-
bination system were indeed derived from a transposon. 
What was the structure of the “RAG transposon” and at 
what point in animal evolution did the presumed horizon-
tal transmission event(s) occur?

When genome analyses began on species represent-
ing key radiations, there arose an opportunity to pursue 
the origins of V(D)J recombination from a paleogenomic 
perspective. At present somewhere between one to two 
dozen eukaryotic transposon superfamilies have been dis-
covered, one of which is called Transib [9]. Fossil Transib 
elements are present in insects, hydra, echinoderms, and 
fungi, though detected in neither plants nor vertebrates. 
A transposase sequence reconstructed from multiple fossil 
copies revealed an identifiable DDE motif and exhibited 
some similarity to RAG1 [41]. Notably, some Transib fos-
sils are flanked by 5 bp duplications, as seen in the major-
ity of in vitro and in vivo RAG1/2 transposition products. 
The sequences of some Transib ITRs were similar to the 
RSSs in that abutting the cleavage site is a heptamer-like 
sequence followed by nonamer-like sequence after an 
interval of 23 bp. Some Transib transposons carry a 23 bp 
RSS-like sequence in one ITR and a 12 bp spacer RSS in 
the other, suggestive of the 12/23 rule. RAG1 similarity 
has also been reported in transposons belonging to other 
eukaryotic transposon superfamilies, ([42] and citations 
therein), but additional RAG1 signature features distin-
guish Transib [10,41].

An intact Transib element was identified in the cot-
ton bollworm, Helicoverpa zea, with terminal motifs 
 (CACGGTGG) including underlined heptamer-like 
sequence and an open reading frame encoding 507 amino 
acids [43]. The Hztransib transposase was expressed, puri-
fied from Escherichia coli, and investigated for biochemi-
cal activities in vitro [27]. Just as for RAG1/2-mediated 
transposition, the Hztransib transposase was able to nick 
an appropriate substrate DNA between the ITR end and 
the flanking sequences and to transfer those ends to a new 
DNA site. The formation of hairpin ends at the flanking 
host break was also demonstrated, as were the expected 5 bp 
TSDs, visualized upon bacterial replication of the in vitro 
generated transposition products. Mutations at the DDE 
triad affected nicking and hairpinning activities to varying 
extents. The features of the Hztransib transposon suggest 
that some type of RAG1 transposon could have existed at 
one time. How RAG2 might fit into this picture is not clear.

The Transib sequences had little sequence identity 
(14–17%) to the RAG1 core, which is the 625 amino acid 
portion of RAG1 containing its catalytic activity [44]. A 
separate set of sequences with greater similarity to RAG1 
core (26–35%) was detected in lancelet, hydra, and sea 
anemone; on the other hand, they lacked any evidence of 
ITRs or other indicators of transposition [41]. The relation-
ship between these two sets, which are non-overlapping in 
their RAG1 homology, is not clear.

More than two dozen RAG1 core-like sequences were 
detected in sea urchin genomic sequence. They were nearly 
all fragmented or disrupted; however, one encoded an 
apparent RAG1 homolog with a large open reading frame. 
The gene, named SpRAG1L, is transcribed and encodes a 
983 amino acid sequence that is 31% identical to the mouse 
RAG1 core [45]. SpRAG1L moreover possessed sequence  
similarities necessary for the function of the RAG1/2 com-
plex. Not only did these include the DDE motif and a domain  
implicated in binding the RSS, but also conserved was a 
RAG1 zinc finger that is thought to be important for inter-
action with RAG2. These similarities and others involve a 
considerably larger portion of RAG1 than the Transib trans-
posases.

Previously there had been fruitless searches for RAG2 
genes in diverse organisms. Taking a different tack, Fug-
mann and coworkers [45] focused attention specifically on 
the region downstream from SpRAG1L and discovered a 
sequence with low but discernable identity to RAG2. This 
open reading frame was 3181 bp away from SpRAG1L, and 
as in the vertebrate RAG1/2 locus, was oriented in a conver-
gent transcriptional orientation.

1.7  RAG2-like Gene in Sea Urchin

The mammalian RAG2 protein has two distinct features. In 
silico analysis revealed a series of “kelch” repeats in RAG2 
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[46], and structural studies in other systems have shown that 
kelch repeats can fold into a propeller-like structure that 
supports intermolecular protein–protein and protein–DNA 
interactions. Consistent with this model, spontaneous and 
directed mutations of RAG2 in the β propeller can reduce or 
fully abrogate both cleavage and RAG1/RAG2 association 
in vitro whereas mutations outside the β propellers tend to 
have a much milder effect [47,48]. A plant homeodomain 
(PHD) motif occurs near the C terminus of RAG2 [46]. 
The PHD motif occurs in a region of the protein that is not 
essential for in vitro V(D)J recombination [44], but muta-
tions in this motif are pathogenic in humans. Several groups 
have determined that the PHD domain in RAG2 binds 
hypermethylated histone H3 modified on lysine 4 (H3K4), 
which is a general mark for active chromatin (reviewed in 
Ref. [49]).

The sea urchin SpRAG2L gene encodes a predicted 
protein that, as with vertebrate RAG2, has a six-bladed 
propeller structure comprising kelch repeats. C-terminal 
to the kelch repeats is an identifiable PHD domain. There 
are many proteins in the sea urchin genome that contain 
either a predicted propeller or a PHD motif, but SpRAG2L 
is unique in possessing both. It has been demonstrated that 
the PHD domain of SpRAG2L, like RAG2, binds hyper-
methylated lysine 4 in H3 tails, although the former recog-
nizes the dimethyl modification, whereas the latter favors 
the trimethylated form [50]. The identities of the sea urchin 
proteins as homologs of RAG1 and RAG2 are supported by 
additional studies showing regulated co-expression of their 
genes, as well as evidence of protein–protein associations 
in vitro [45]. At this time the function of SpRAG1L and 
SpRAG2L is an unsolved question.

SpRAG1L/2L shows no evidence of having been recently 
brought into the sea urchin genome by a transposition event. 
Unlike most vertebrate RAG genes, the protein-coding 
region of both SpRAG1L and SpRAG2L apparently have 
been in place long enough to have acquired multiple introns 
[45]. Recent work suggests that such genes are likely to be 
present throughout eleutherozoan echinoderms (sea urchins 
to starfish) (J. Rast, pers. commun.). If the SpRAG1L/2L 
genes are a sea urchin equivalent of the RAG1/2 locus in 
jawed vertebrates, are these loci related by descent?

At the moment, no animal evolving from a lineage that 
diverged between echinoderms and cartilaginous fishes 
harbors both RAG1 and RAG2-like genes, and certainly 
none has evidence of a locus where they are linked in a tail-
to-tail arrangement (Figure 3). The genome of amphioxus 
(cephalochordate) contains RAG1 core-like genes [60,61] 
and those of two divergent tunicate (urochordate) species, 
Ciona intestinalis and Oikopleura dioica, do not have any 
at all (Ref. [62] and L. Du Pasquier, pers. commun.). About 
85% of the sea lamprey genome has been analyzed to date 
without uncovering RAG homologs [53], but since this is 
a crucial position—jawless fish are the only surviving ver-
tebrate precedents before the emergence of cartilaginous 
fishes—no conclusion can be drawn until the lamprey 
genome assembly has been completely examined.

One recent hypothesis is that during the time RAG1 core-
like sequences were inserted into various lineages by a RAG1 
transposon, one integrated next to an existing RAG2 gene in 
an ancestral deuterostome [5,6]. The primordial RAG1 and 
RAG2 coupling took place with this insertion event, and 
SpRAG1L/2L is a descendant; in this scenario no RAG1/2 
transposon ever existed as such. However, if this unique 

FIGURE 3 Adaptive immune system components in deuterostome animals. Vertebrates (top box) include gnathostomes and jawless fishes; inver-
tebrates (bottom box) protochordates and echinoderms. The scale shows when taxa emerged according to molecular clock estimations [51,52]. Jawless 
fishes include both hagfish and lamprey, which express variable lymphocyte receptors (VLRs). Information on jawless fishes, protochordates and sea 
urchin is from Refs [45,53–59]. After Ref. [101], p. 2, copyright (2011), with permission from Elsevier.
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RAG1/2 confection had been established at that time and 
was thus incapable of subsequent movement, the expectation 
would be to detect a RAG1/2 locus in some animals whose 
divergence preceded jawed vertebrates. If it turns out that 
there is no RAG1/2 locus in the lamprey—just as there are no 
Ig, TCR, or major histocompatibility (MHC) genes—then it is 
necessary to explain how RAG1/2 apparently was discarded 
or mutationally degraded in so many organisms and yet sur-
vived to evolve into a critical role in the stem vertebrate.

The alternate idea is that the RAG1/2 locus was con-
tained in a RAG1/2 transposon that independently inserted 
into echinoderms and into an ancestral vertebrate [5]. Then 
the absence of a RAG1/2 locus in the lamprey genome, if 
established, would constitute the type of “patchy” distri-
bution that is suggestive of horizontal transfer [16]. This 
scheme places no constraint on whether or not the RAG1/2 
locus should be present in jawless fish, but asks for some 
explanation for its relationship to the RAG1 core-like genes 
in a wide variety of non-vertebrate animals [41].

1.8  Current Questions: Transposon Origins, 
Horizontal Transfer, and Exaptation

There are many aspects of RAG structure–function to solve 
before we can begin to understand exaptation. Biochemi-
cal experiments have shown that RAG1 and RAG2 com-
prise a functional transposase. How a transposase can be 
converted to a V(D)J recombinase without also shedding 
the (unused) ability to capture and integrate into DNA is a 
question worthy of attention, as it may provide information 
on protein evolution, defense mechanisms, and RAG1/2 
catalysis. In tracing the steps of how these proteins came 
to have their current role in antigen receptor diversification, 
discovering the function of the sea urchin SpRAG1L and 
SpRAG2L gene products would be especially informative. 
The presence or absence of RAG homologs in the lamprey 
and other species may close a gap (or establish one) in the 
evolutionary history of V(D)J recombination and should 
help clarify if and when horizontal transfer took place. All 
of these provide a way to test notions of horizontal transfer 
and exaptation. Where once the field had to wait on chance 
observations and what might be considered circumstantial 
evidence, it has been transformed, and definite experimen-
tal lines of inquiry can be pursued. Ultimately, it may be 
possible to define the transposon contribution to V(D)J 
recombination at a level of detail that includes a description 
of the transposons involved, the recipient organisms, and 
the status of the immune system at the time.

2.  THE EVOLUTION OF BCR AND TCR LOCI

At the outset, as commonly depicted, a V-like gene belong-
ing to the Ig superfamily was interrupted by a transposon 
insertion (Figure 4(A)). The transposing element possessed 

RSS-containing termini, but may or may not have con-
tained RAG genes as well. It is not necessary that the actual 
RAG1/2 transposon itself inserted into the V gene; as dis-
cussed previously, a fossil transposon with intact termini 
can be mobilized “in trans” by the RAG transposase. Once 
the ability of RAG1/2 to carry out transposition was sup-
pressed and redirected to V region assembly, the recombi-
nase appears to have gone to work on the germ line and 
likely was instrumental in forming the different Ig and TCR 
loci. Figure 4 sketches out the RAG-mediated manipula-
tions that are either known or postulated to have modified 
the antigen receptor loci during vertebrate evolution.

A preliminary step (Figure 4(B)) would have been dupli-
cations of the split gene. This must be assumed in order 
to create substrates for generating different configurations. 
There is plenty of support for ancient and ongoing segmen-
tal duplications throughout evolution [64], and duplications 
are unrestricted in regard to gene segment or locus boundar-
ies. With respect to antigen receptor loci, there exist exam-
ples that involved only a sub-region of an Ig locus [65] or 
alternatively an entire functional V(D)J/C unit, giving rise 
to Ig clusters in cartilaginous fish [66]. Once the split V-like 
gene was established in multiple copies, the basic elements 
for the creation of different loci and alternative configura-
tions were in place.

2.1  Germline Coding Joint Formation: V(D)J 
Gene Segment Fusions

The strongest evidence that V(D)J recombination takes 
place in the germ line comes from examining Ig locus struc-
tures in sharks. Shark IgH genes occur as duplications of 
a simple [V-D-J/CH] recombination modules; likewise IgL 
genes are multiply reiterated [V-J/CL] clusters as depicted 
in Figure 4(B) [66,67]. In the genome of every elasmo-
branch species examined so far a number of Ig genes seem 
to have recombined elements [68]; for instance, some IgL 
genes have fused VJ instead of the “split” V-J or non-joined 
configuration (Figure 4(C)-(1)). It appeared as if these had 
recombined in the germ line. Since the leader intron was 
retained in the germline-rearranged IgH or IgL, they were 
not the result of retrotransposed mRNA. One suggestion 
was that these phenomena may have arisen from recombi-
nase activity in germ cells, although V(D)J rearrangement 
was established as an activity crucial to lymphocyte devel-
opment [63].

The germ line joining hypothesis is supported by studies 
that examined the nature of the VJ junctions, demonstrat-
ing that they were generated from non-joined gene seg-
ments [69]. By determining the phylogenetic relationship 
among joined and split IgL gene clusters among two shark 
species, it was possible to estimate roughly how often and 
when germ line joining events occurred and with respect 
to species divergence. One particular V to J recombination 
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FIGURE 4 Germ line rearrangement gives rise to different locus configurations. (A) A transposon splits the ur-V gene, placing RSSs adjacent to 
the interrupted coding sequences. (B) Duplications of the interrupted unit take place. (C) (1) Standard germ line V-to-J recombination creates fused germ 
line genes. (2) Some types of recombination between the repeated clusters, such as J-to-V recombination as shown, can create a signal joint; signal joints 
are also created by V-to-J recombination between clusters that are inverted with respect to one another. Such events, with the insertion of non-templated 
“N-region” nucleotides into the signal joint, generate a proto-D segment. (3) A non-standard V(D)J recombination outcome, termed a “hybrid joint” is 
known to occur in vivo, and evidence exists that they arise in the germ line as well [63]. As depicted, hybrid joints effectively swap the 12 and 23 RSSs 
between two gene segments. The change in RSS affiliation brought about by aberrant hybrid joint formation may have helped drive the differentiation of 
Ig/TCR loci in evolution.
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event was proposed to have occurred within the last 7 mil-
lion years. Evidence also suggests that such germ line join-
ing occurred not once but several times in the nurse shark 
genome. Thus in some species germ line V(D)J recombi-
nation, creating fused VJ and VDJ genes, is perhaps still 
ongoing.

What are consequences of germ line joining events? 
Joined genes in shark, catfish, chicken, and opossum are 
available for consideration. Although fully joined V(D)J  
segments were described in cartilaginous fishes a while 
ago [63], the role of their products as antibodies remains 
unclear. However, in the nurse shark there is one IgH clus-
ter carrying a joined, in-frame VDJ that is unique in that 
its three C exons are derived but highly divergent from the 
four Cμ exons. The IgM1gj polypeptide associates with 
shark L chains, is prominent in neonatal sera, and is prob-
ably expressed exclusively as a secreted molecule [67,70]. 
Because it is not a surface receptor, IgM1gj is not expected 
to participate directly in activating the cell that expresses it. 
Without diversity and without the ability to induce clonal 
expansion, the IgM1gj has lost the main features of adaptive 
immunity and appears to have actively evolved to another 
function.

In the channel catfish there are three duplicated IgH 
with large numbers of V, D, and J segments at two of them 
[71]; at one there is an assembled VDJ [72]. This VDJ exon 
prevents further rearrangement at its IgH because all other 
D gene segments were eliminated at its formation. The VDJ 
has apparently fallen into disuse, as it does not seem to be 
expressed [73]. Instead, a leader-like sequence arose down-
stream of the VDJ unit, enabling a V-less C region transcript 
to be processed for that locus. The secreted C-alone protein 
binds catfish granulocyte blood cells, similar to the binding 
of IgD on mammalian basophils [74], raising the possibility 
of a specialized immune function. Like IgM1gj, the C-alone 
polypeptide may have passed into the realm of innate 
immunity. In both instances germ line rearrangement, by 
pre-empting somatic recombination, is the first step in ini-
tiating changes in the fate of an Ig locus. The joined gene 
may become defunct or alternatively the recombination 
event can initiate an evolutionary exploration of new func-
tional possibilities.

Germ line joining could well have occurred in spe-
cies like humans and mice that do not have redundant or 
duplicated recombination modules as in fish, but since 
tetrapods have Ig loci configured in an extended array 
with linked groupings of Vs, Ds and Js, germline V(D)J  
recombination would be expected to delete much of the 
locus and negatively impact the diversity of T or B cell 
receptors. Yet, there are two animals in which evidence 
of germ line joining can be seen—opossum and chickens 
[75,76]. In the former, a VD fusion was observed amidst 
a VH gene segment array in Monodelphis domestica. The 
VD can undergo rearrangement, generating unusually 

long CDR3s due to its extended flank, but as there is little 
compositional variation it is not clear what role such H 
chains play in the opossum antibody repertoire. In chick-
ens this kind of VD fusion was incorporated into its unique 
Ig diversification process. There is only one functional, 
rearranging VH gene at the chicken IgH, and all others 
are present as VD fusions. The series of pseudo V genes 
are contiguous with D-like sequences and sometimes also 
with recognizable J segments at their 3′ ends. In chickens, 
the germ line-joined copies augment antibody diversity by 
providing lengthier donor sequence for somatic gene con-
version at the IgH locus [77].

In conclusion, where germ line-joining events have not 
resulted in inactivation, the outcomes are remarkable for the 
transformative changes that are induced. Some examples 
described above suggest that sometimes germ line rear-
rangement of V gene segments does not affect the antibody 
repertoire so much as catalyze other events shaping the 
fate of the Ig locus or cluster. In shark and catfish, novel 
immune molecules were generated. In chicken, the locus 
configuration was altered for improved templates used in 
gene conversion diversification.

2.2  Germ Line Signal Joint Formation:  
the Creation of D Segments

If RAG can act on RSSs in germ cells, it also has the poten-
tial to change the organization of antigen receptor loci. It 
is possible that this may indeed have happened at multiple 
points in the ancestral vertebrate lineage. In Figure 4(C)-(2) 
we consider how RAG action may have driven significant 
alterations like creating three-segment loci (V, D, and J) 
from two segments (V and J).

V(D)J recombination creates a reciprocal product to cod-
ing joints, termed signal joints. These comprise RSS-to-RSS 
junctions, and although normally excised from the genome 
when formed, signal joints are chromosomally retained when 
rearrangement involves inverted gene segments. Inversional 
joining is common and occurs for the many V genes in the 
mouse and human Ig kappa locus that are in the opposite tran-
scriptional orientation to the J genes. In Figure 4(C)-(2) it is 
suggested that V(D)J recombination in germ cells could like-
wise produce a chromosomally retained signal joint between 
inverted gene segments, and if such a signal joint includes 
nucleotides as in N region, it becomes structurally analogous 
to a D segment [78]. Thereafter, positive selection for diver-
sity (as discussed in the next section) would work to ensure 
such changes became fixed in a population. There is no reason 
to suppose that D segments were invented only once or only 
rarely by germ line V(D)J recombination; N region insertion 
into signal joints is not uncommon [79] and inversional join-
ing would provide a ready source of signal joint formation. 
Thus a three-segment locus could be derived by germ line 
joining from simpler kappa or lambda-like loci.
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2.3  Germ Line Hybrid Joint Formation: RSS 
Swaps and Locus “Speciation”

Conflicting family relationships between Ig and TCR genes 
[4] are even harder to understand when the RSS affilia-
tions of the gene segments are taken into consideration. For 
example, the V genes of kappa and lambda are more similar 
to each other (and to IgH) than they are to TCR V genes, 
yet Ig VH and Vλ and TCR Vβ all have 23 spacer RSSs, 
whereas Ig Vκ has a 12 spacer RSS. Likewise, JH and Jκ 
have 23 RSSs whereas 12 RSSs occur at both Jλ and Jβ. 
Some of this complexity can be unraveled by schemes that 
allow for germ line joining; then it is possible to interchange 
one type of RSS for another through V(D)J recombination.

Figure 4(C)-(3) illustrates how any RSS configuration 
can derive from another by germ line hybrid joint formation 
[63,78]. RSS swapping is seen in vivo in lymphoid cells 
where hybrid joint formation takes place instead of the usual 
(and productive) coding joint/signal joint outcome of V(D)J  
recombination [78–82]. Germ line hybrid joint formation, 
similarly resulting in an RSS swap, would set aside the 
affected gene segments for separate evolution (“speciation” 
at the molecular level) because swapped units constrained 
by the 12/23 rule, can profitably rearrange only with one 
another. Recombination events with any of the original gene 
segments will result in aberrant V–V and J–J joining.

The above schemes provide a simple basis for much of 
the observed variation in locus configuration; in some ani-
mals, evidence of these rearrangements has been preserved 
in the genome. Distinctive RSS configurations may have 
been selected for at some point, differentiating the vari-
ous loci as regulatory mechanisms became more complex. 
Although the odd germ line joining event allows explora-
tion of new functional possibilities, inducing large rear-
rangements in the germ line is probably hazardous, and its 
likelihood of being retained must be on the same order as 
any spontaneous mutation in the population [69].

3.  CONSIDERATIONS ON THE UR-V GENE

The previous sections have described the possible trans-
poson origin for V(D)J recombination and the subsequent 
sculpting of the Ig and TCR gene organization by germ line 
rearrangements during evolution. If we postulate the first 
rearrangeable antigen receptor gene indeed arose from an 
incident of splitting through transposon insertion, several 
questions come to mind—how and why was this one par-
ticular insertion selected for, and what might have been the 
nature of the archaic “ur-V gene”?

The ur-V gene would have encoded a domain—an 
autonomous folding unit—of the Ig superfamily, whose 
members include cell surface molecules (Ig, TCR, MHC, 
β2-microglobulin, Thy-1, CD4, CD8) as well as cell adhe-
sion and muscle components (for reviews, see Refs [83,84]). 

Four sets of domain structures have been distinguished: V 
(variable), I (intermediary), C1, and C2 (constant). These 
structures are differentiated from each other by sequence 
patterns and lengths but they all share the immunoglobu-
lin fold, which is formed by two β-pleated sheets that are 
packed face-to-face and consist of anti-parallel β-strands. 
The disulfide bridge characteristic of Ig-related molecules 
is not necessary to the formation of this sandwich structure. 
Figure 5 shows ribbon diagrams of the V, I, and C structures. 
V domains are distinguished by the presence of two strands, 
C′ and C″. The antigen-combining portions are mainly situ-
ated in loops, those connecting B to C strand (CDR1), F to 
G strand (CDR3). In the prototype Ig gene, the hypothetical 
transposition event would have disrupted the region encod-
ing the loop between F and G strands in the V domain.

The relationships between the four Ig superfamily struc-
tural sets are not entirely clear as yet, but the I set is prob-
ably the earliest and the C1 the most recent in evolution. 
Du Pasquier [86] analyzed a receptor tyrosine kinase in 
the sponge Geodia cydonium, concluding that it possessed 
the V frame that is common to V and I set structures [83]. 
With completion of the Caenorhabditis elegans genome, an 
analysis was made to identify the repertoire of the Ig super-
family domains in the nematode. Out of 64 proteins, all 
488 domains were of the I set, establishing that this was the 
ancestral domain structure [87]. Among molecules reported 
in later invertebrates, such as mollusks and arthropods, 
domains with V or C2 features, together or alone, could be 
distinguished, such as fibrinogen-related proteins (FREPs) 
from the snail or amalgam in Drosophila [86,88].

TCR and Ig domains consist of V and C1 type domains, 
and C1 domains are also part of other immune response-
associated molecules like class I and class II MHC, β2-
microglobulin, and tapasin, all of which also apparently 
have no homolog earlier than in cartilaginous fishes (for a 
review see Ref. [89]). Current analyses of the available sea 
lamprey genome revealed a few C1-like sequences (J. Rast 
and K. Buckley, pers. commun.) and suggest that such struc-
tures primarily evolved after divergence of jawless fishes.

3.1  Rearrangement Generates Sequence 
Length Diversity

We reason that the ur-V gene probably was one member of a 
multigene family. Since the immediate effect of the transpo-
sition would have been disruption of the target gene, redun-
dancy of the gene function would have prevented immediate 
elimination of the to-be founder gene. Amongst multiple 
duplicated members that compensated for its loss of func-
tion, the split gene could have hitchhiked along, eventually 
to be eliminated by recombination or possibly altered by 
gene conversion, as has been observed in the “birth-and-
death” evolution of multigene families [90]. Fixation of 
this novel but null (because silenced) mutant could have 
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been by chance, but the recruitment for function must have 
arisen soon after the integration event. Had there not been 
selection for the split gene, it would have acquired unfavor-
able changes in the coding region, or the RSS would have 
mutated out of recognition for the RAG recombinase. It has 
been observed that TCR V pseudogenes with frameshift 
mutations tend to accumulate additional changes, possibly 
because reversion to a functional gene is less apt to occur 
than for V pseudogenes with point mutations that generate 
premature termination; and the transposition in this case is 
effectively a frameshift mutation.

The selecting feature would have included RAG activ-
ity, and this activity would have to be expressed in somatic 
cells. In the somatic cell, the RAG proteins would excise 
the RSSs, along with the intervening DNA, that had been 

incorporated into the ur-V gene in the germ line. With 
this removal the cleaved DNA ends at the exit site would 
be rejoined, most likely by RAG-independent endogenous 
repair mechanisms. Even discounting genetic and enzy-
matic elaborations, like the D gene segments and N region 
addition by terminal deoxynucleotidyl transferase (TdT), 
heterogeneity can be generated at the new junction. The 
opening of hairpin DNA as formed by RAG recombinase 
action, followed by limited exonuclease trimming and 
ligation, all are carried out by functions that are part of 
the endogenous non-homologous end-joining pathway of 
repair (reviewed in Ref. [91]).

The net effect of the removal of the intervening DNA 
from the split gene is that the re-formed gene sequences, if 
ligated in-frame, encode proteins with both sequence and 

FIGURE 5 Immunoglobulin superfamily domain structures. The region between C and E strands varies among the sets. C1 set structures appear 
only late in evolution, in gnathostomes, and differ from I set by the absence of C′. V set differs the addition of C″ strand and C2 set by the deletion of D 
strand. Ribbon diagram of I set is based on telokin structure [83]. (Adapted from [83] with permission from Elsevier.) The V set is based on Fab NEW 
VH, C2 set on human CD4 domain 2, and C1 set on β-2 microglobulin [85]. Adapted from [85], p. 54, copyright (1997) with permission from Elsevier.
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length heterogeneity. Although there are somatic mecha-
nisms that change DNA sequence—mutation and gene 
conversion among them—there are none that generate 
sequence length diversity at high frequency. Gene conver-
sion will incorporate insertions or deletions, but according 
to the set of templates available in the germ line. Somatic 
hypermutation can create insertions and deletions (in/del) 
in V regions but does so with low efficiency in functioning 
genes [92,93].

Whereas in/dels occur at different locations throughout 
non-productive V(D)J, they have survived mainly in CDR 
in functional rearrangements [94]. Sequence length vari-
ability alters not only the chemical nature but, more drasti-
cally, the physical shape of the region involved. The loops 
best support this type variability, without interfering with 
the main-chain folding that creates the Ig fold (see Figure 
5), and illustrate it by being the least conserved feature in 
sequence alignments of evolutionarily related proteins [84]. 
The RAG recombinase activity is site-specific, and this 
ensured localization of sequence length variability at both a 
tolerated place and on a regular basis. The subsequent cre-
ation of D gene segments (possibly via germ line joining, as 
above) to further increase heterogeneity at the CDR3 loop 
supports the idea that junctional diversity is a very strong 
selecting feature for rearranging genes [95].

TdT is a unique DNA polymerase whose function in 
developing lymphocytes is to elaborate antigen receptor 
junctional diversity by addition of non-templated bases 
[96]. TdT and polymerase μ are members of the pol X fam-
ily of DNA polymerases; their similarity (61%) and iden-
tical exon-intron organization suggest a common ancestry 
[97] that is supported by the presence of only a single copy 
gene in the sea lamprey, tunicate, amphioxus, and sea urchin 
genomes [53,54,61,62]. Sharks represent the earliest verte-
brates with both pol μ and TdT and whose TdT expression 
is restricted to lymphoid tissues ([98], E. Hsu unpublished 
data). The appearance of TdT with V(D)J recombina-
tion supports the notion that the generation of the unusual 
molecular heterogeneity provided by RAG action may have 
been the selecting factor for the split gene.

3.2  Considering Jawless Fishes

If the RAG transposon arrived after the divergence of jawless 
fishes, what sort of immune system did the ancestral jawed 
vertebrate possess? The existing representatives of jawless 
fishes (cyclostomes), hagfish and lamprey, have adaptive 
immune systems based on lymphocytes that express diverse 
molecules called variable lymphocyte receptors (VLR) that 
contain leucine-rich-repeat (LLR) elements (see Chapter 8). 
Could the jawed (gnathostome) ancestor have once used the 
VLR system?

Some part of the answer rests on the phylogenetic posi-
tion of lampreys, that is, if the lamprey diverged from the 

hagfish or the stem vertebrate lineage (Figure 6(A and 
B), resp.) ([99] and references therein). The short interval 
between these events has made their relationships a difficult 
and highly debated issue. Since hagfish and lamprey have 
similar immune systems, the VLR gene system evolved 
prior to their diversification, and the arrows in Figure 6 indi-
cate the latest points in the phylogeny trees it could have 
arisen. In Figure 6(B) the inference is that the ancestor of 
jawed vertebrates possessed a VLR system because it and 
lampreys shared lineage after divergence of hagfishes. The 
story is less clear in Figure 6(A); the ancestor would not 
have carried VLR only if VLR did not arise at an earlier 
point than indicated.

The question is even more interesting for what answers 
may reveal about the circumstances under which lympho-
cyte receptors evolved. There are at least two kinds of 
cyclostome lymphocyte subsets with reciprocally expressed 
VLR receptors, one subset that secretes VLR molecules 
like B cells whereas the other resembles T cells and derives 
from a thymus-like structure [55,100]. This discovery was 
most unexpected, because it presents two interesting pos-
sibilities; either lymphocyte subsets arose in jawed verte-
brates independently from cyclostomes or else subsets were 
already present much earlier, in the stem vertebrate [101].

If the relationships are as depicted in Figure 6(B), the 
VLR-based immune system was present in gnathostomes 
but superseded by Ig/TCR. As inferred from Figure 6(A), 
the ancestors of jawed and jawless vertebrates already pos-
sessed lymphocyte subsets; the respective Ig/TCR and VLR 
evolved independently in the different lineages. In such case, 
perhaps what now appears to be convergent evolution was 
the result of selection for molecules most effectively trans-
acting the existing lymphocytes’ immune functions [101].

The temporal relationship of Ig/TCR to VLR, if any, may 
be resolved when the hagfish genome is available and can 

FIGURE 6 Hypothetical trees for relationships among hagfishes, 
lampreys, and jawed vertebrates. Tree A shows hagfishes and lampreys 
as sister groups. Tree B shows lampreys and jawed vertebrates as sister 
groups. Arrows indicate the latest point at which the VLR system could 
have arisen in order for it to exist in both hagfishes and lampreys.
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be assessed relative to those of lamprey and jawed verte-
brates. Janvier [102] commented that whereas physiological 
and morphological studies supported monophyly of lam-
preys and gnathostomes (Figure 6(B)), molecular analyses 
tended to favor the hagfish and lamprey being sister groups 
(Figure 6(A)). If examination of the hagfish genome even-
tually supports the latter hypothesis, then VLR and Ig/TCR 
could have evolved in parallel. The ancestral vertebrates 
may have had an immune system with lymphocytes subsets, 
perhaps using another gene system (discussed below). They 
may have possessed both LRR and Ig superfamily elements, 
the former predominating after hagfish divergence, and the 
other after acquisition of RAG1/2 genes.

3.3  Hypermutation in Evolution

If VLR was not the kind of lymphocyte antigen receptor uti-
lized by the ancestral gnathostome, we speculate that there 
may have already existed a mechanism whereby the archaic 
non-rearranging V genes possessed the ability to somati-
cally diversify. If the novel advantage introduced by RAG 
was extensive sequence diversification, the original gene 
function of the unsplit ur-genes would have also required 
this feature.

Rearrangement and somatic mutation both exist in car-
tilaginous fishes (sharks, skates, rays), representatives of 
the earliest jawed vertebrates [103]. Somatic hypermuta-
tion (SHM) at Ig genes is instigated by activation-induced 
cytidine deaminase (AID), which converts cytidine in DNA 
to uracil [104,105]. Repair of the site leads to gene conver-
sion in some species and in others insertion of mismatches, 
resulting in mutated sequence. AID is a recently evolved 
member of the APOBEC family of cytidine deaminases and 
is highly conserved among jawed vertebrates [106]. Two 
members of the AID-APOBEC family have been identi-
fied and detected in lamprey lymphocytes. Their function 
is not known, but PmCDA1 has been shown to induce 
transition mutations when expressed in E. coli, which sug-
gests a similar ability to cause deamination at C:G sites 
[56]. It is hypothesized that assembly of the VLR antigen 
receptor cassette through a homology-pairing recombina-
tion mechanism is initiated by the AID-APOBEC-induced 
DNA break.

No AID-APOBEC members were found in tunicate or 
amphioxus [56]. The human AID protein shares 66% iden-
tity and 79% similarity with shark AID and 25% identity 
and 50% similarity with lamprey pmCDA1. If the jawless 
fish and shark genes had a common AID precursor that 
affected DNA, it evolved in the stem vertebrate.

What could have been the role of AID in this ances-
tral vertebrate? SHM produces primarily point mutations, 
in mouse and human Ig as well as Ig from the amphibian 
Xenopus [105,107]. However, in cartilaginous fish Ig half 
of the substitutions are in tandem, as stretches of 2–5 bp; the 

difference is most likely due to species-specific processing of 
the AID-induced lesion [95,108]. Recent experiments have 
revealed that the translesion synthesis DNA polymerase zeta 
is capable of extending a mismatch with a mismatch dur-
ing SHM [109,110]; possibly pol zeta is more prominent or 
of considerably higher activity during shark SHM. It is not 
clear why sharks have a mutational pathway that operates 
more efficiently per AID hit, but that it is so in cartilagi-
nous fishes suggests there could exist a system where, in the 
absence of a VDJ recombination mechanism, very extensive 
antigen receptor sequence diversity was possible through 
somatic mutation [95].

We suggest that the function of the ur-V genes in the 
ancestral jawed vertebrate was presumably immune in 
nature and effected by circulating cells. In addition to 
expression of AID-APOBEC, both jawless and jawed verte-
brate lymphocytes share the ability to undergo cell division 
upon activation. In the latter, antigen receptor engagement 
is coupled to pathways taking the lymphocyte out of G0 into 
the G1 state and upregulating genes that enable mitosis; usu-
ally a second receptor sensing pathogen presence contrib-
utes the crucial signal. In B cells there are Toll receptors 
or receptors for factors produced by accessory cells such 
as helper T cells and dendritic cells that have already been 
activated by pathogen. Proliferation is specific to the acti-
vated cells. The greater the antigen receptor diversity, the 
lower the frequency for any specificity (estimated at one in 
105–106) and the fewer the initial cell numbers to combat a 
particular pathogen. Hence, clonal proliferation is not only 
fundamental to adaptive immunity, but also necessary from 
the very beginning for a diversification mechanism to have 
selective value. During the evolution of both the VLR and 
the transposon-split V gene, certain hemocytes must already 
have possessed some ability to proliferate.

3.4  An Innate Defense V Gene

It has been proposed that a transposition event involving a 
RAG transposon and an archaic V gene initiated the cre-
ation of rearranging antigen receptors. We suggest that the 
prototype V genes was part of a multigene family that may 
have diversified by hypermutation, and introduction of a 
recombining mechanism that generated loop length vari-
ability greatly augmented diversification in a way more 
revolutionary than base substitutions. This was the select-
ing factor for the split gene created by RAG.

There have been attempts to identify prototype V lin-
eage genes in jawless fish or other animals; some examples 
are referenced here ([111–114], discussed in Ref. [115]) 
but will not be examined. One difficulty in identifying the 
“actual” lineage that became disrupted in jawed vertebrates 
is that, with the acquisition of junctional diversification, 
the rest of the sequence will have evolved to accommo-
date or enhance the useful new structures generated by 



Molecular Biology of B Cells146

rearrangement. Hence, the modern vertebrate V gene is 
sufficiently diverged so that its sequence no longer serves 
much more than as a general guideline to searches in jaw-
less fish or protochordates. For example, large sets of non-
rearranging V-like genes were isolated from amphioxus 
[116], but so far their function is not clear.

We have speculated that the ancient V gene mutated 
and may have had some sort of defense function. Although 
in itself not proof of any immune function, somatic muta-
tion should be a fairly restricted phenomenon. One can-
didate for a cousin of the Ig prototype may be the FREPs 
isolated from the hemolymph of freshwater snails, Biom-
phalaria glabrata. FREPs are a family of molecules con-
sisting of one or two Ig superfamily V-set-like domains 
connected with a carbohydrate-binding lectin domain 
[86,117]. There is extensive sequence heterogeneity that 
may be produced by somatic diversification. The FREPs 
do not rearrange in the manner of Ig/TCR. They are a mul-
tigene family consisting of sets of tandemly arranged V 
domain-like exons with fibrinogen exons, and the fibrino-
gen domains can be construed as serving a C region-type 
function. Some genes are upregulated in response to infec-
tion by flatworm parasites as Schistosoma mansoni and 
Echinostoma paraensi [118]. These characteristics sug-
gest that some similar kind of ancestral innate defense 
gene in a primitive vertebrate could have been the target 
of the postulated RAG transposition.

4.  CONCLUDING REMARKS

Although we have made large claims for RAG1/2 manipu-
lating the genome, there is little actual experimental evi-
dence for such activity. There are few animal species where 
both RAG1 and RAG2 mRNA are present in ovary or testes 
tissue, and it is not clear that there are active proteins in the 
germ cells themselves. Those species possessing the pos-
sibility for ongoing germ line rearrangement, such as carti-
laginous fishes, are not typical laboratory models, and their 
genomic content is not (yet) characterized. Defined reporter 
sequences are needed to monitor for changes, and a sensi-
tive or high throughput assay system must be devised in 
expectation that germ line rearrangement events are of very 
low frequency.

If the genomic DNA in germ cells of any animal express-
ing RAG proteins in gonads can be closely tracked, one can 
try to ascertain the frequency of RAG-induced recombina-
tion per germ cell. Does RAG act at all germ cell stages? If 
so, could RAG-induced changes accumulate? Is all chro-
matin equally susceptible to RAG? In studying RAG action 
on germ line DNA, its role in antigen receptor evolution 
can be investigated: as provider of parts and mechanism of 
a recombining gene system, sculptor of gene organization, 
and mutator of genetic material to inactivation or transfor-
mation.
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Chapter 10

1.  INTRODUCTION

The B-cell antigen receptor (BCR) plays a central role in 
the clonal selection of B cells and the generation of humoral 
immunity. In addition from inducing a specific immune 
response, the expression of the BCR also is required for the 
proper development and maintenance of the B-cell pool in 
the periphery. Each mature B cell carries roughly 120,000 
BCR complexes on the cell surface with identical antigen 
binding sites. Because of the highly variable immunoglobu-
lin (Ig) gene rearrangement program, B cells differ from 
each other in the antigen-binding specificity of their BCR. It 
has been estimated that most of the 1011 B cells of the human 
immune system differ from each other in their exact binding 
specificity. The enormous binding variability of their anti-
gen receptors are characteristic of both B and T cells. How-
ever, unlike T cells, whose antigen receptors are restricted 
in binding to a defined antigen structure, namely the major 
histocompatibility complex (MHC)/peptide complex, B 
cells can be activated by a large group of structurally highly 
diverse molecules. In this respect, the BCR is quite different 
from most other receptors on the cell surface that have only 
one or a few specific ligands. Any model of B-cell activa-
tion should take into account these unique properties of the 
BCR. In this chapter we describe the basic structure of the 
BCR and several proposed models for its activation. We also 
discuss the interaction of the BCR with signal-transducing 
kinases, with a focus on the Src-family kinase Lyn and the 
spleen tyrosine kinase (Syk). We then address the structure 
and function of the B-cell coreceptors that either amplify 
(CD19) or inhibit (CD22) BCR signaling. Once B cells are 

activated, signals from BCR are processed through several 
signaling pathways. In our discussion of these processes, 
we focus on the phospholipase (PL) C-γ2 calcium release 
machinery and the phosphoinositide 3-kinase (PI3K) sig-
naling pathway controlling proliferation and survival of B 
cells. Together, these pathways drive the clonal expansion 
of B cells and their differentiation into antibody-producing 
plasma cells.

2.  BASIC STRUCTURE OF THE BCR 
COMPLEX

In his famous Croonian lecture in 1900, Paul Ehrlich pos-
tulated the existence of an antigen receptor as part of his 
side chain theory. It was only in 1960 that membrane-bound 
antibodies and in 1989 that the BCR signaling subunits were 
discovered (Figure 1(A)). The BCRs of all major Ig classes 
(IgM, IgD, IgG, IgE, and IgA) have a similar structural 
design [1,2]. They consist of the membrane-bound Ig (mIg) 
molecule and the Igα/Igβ (CD79a/CD79b) heterodimer, 
which mediate antigen binding and signaling, respectively 
[3,4]. The mIg molecule is a disulfide-linked tetramer con-
sisting of two identical heavy chains (HCs) and two identi-
cal light chains (LCs). The two components of the Igα/Igβ 
heterodimer share many structural features. Both proteins 
carry a glycosylated extracellular Ig domain, a linker region 
with a heterodimer-forming cysteine, an evolutionarily 
highly conserved transmembrane (TM), and a cytoplasmic 
tail sequence of either 61 (Igα) or 48 (Igβ) amino acids. 
While Igα is covalently bound to Igβ via a disulfide bridge, 
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FIGURE 1 Basic B-cell receptor (BCR) structure and activation process. (A) History of the BCR models. In 1900, Paul Ehrlich proposed in his 
side chain theory the first receptor-ligand model explaining the specific activation of cells for antibody production. That B cells carry membrane-bound 
antibody molecules on their cell surface was discovered in 1960, and immunoglobulin (Ig) α and Igβ, the signaling subunits of the BCR, were found in 
1989. The original model of the BCR suggested a symmetric 1:2 interaction between the two heavy chains of membrane-bound Ig molecule and the Igα/
Igβ heterodimer. Only in 2000 was the the 1:1 interaction between mIg and Igα/Igβ shown, and it was discovered that this basic BCR complex forms 
higher oligomers. (B) Alterations of the BCR conformation according to the dissociation activation model hypothesis. In the resting state, the BCR forms 
a tight oligomer so that immunoreceptor tyrosine-based activation motif (ITAM) sequences of Igα/Igβ can not readily interact with the kinase Syk, which 
exists in an equilibrium between a closed autoinhibitory and an open active conformation. The Src-family kinase Lyn does not primarily act as an ITAM 
kinase; rather, upon BCR ligation it modifies the cytoskeleton, thus making the receptor more accessible to Syk. The BCR can be opened and activated 
in two different ways: either from the outside via binding by an antigen or from the inside by the phosphorylation of the ITAM tyrosines by Syk and by 
binding of Syk to the receptor.
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the Igα/Igβ heterodimer is noncovalently associated with 
the mIg molecule in a 1:1 complex [5]. Thus the purification 
of the whole BCR complex (IgM-BCR = 440 kDa) requires 
special detergents such as digitonin. Other detergents such 
as Triton-X 100 can, depending on their concentration, 
disrupt the BCR complex [6]. The specific interaction of 
the mIg molecule with the Igα/Igβ heterodimer is medi-
ated by the extracellular membrane–proximal CH domain 
and the TM region of MHC. Specifically, a tyrosine and a 
serine residue situated on one side of the TM region of the 
MHC is implicated in Igα/Igβ binding [7]. However, the 
whole TM sequence of mIgM is evolutionarily highly con-
served [8], suggesting that it is involved in other interactions. 
The cytoplasmic sequences of Igα and Igβ contain a highly 
conserved consensus sequence D/Ex7D/ExxYxxLx7YxxL/I, 
called the immunoreceptor tyrosine-based activation motif 
(ITAM) [9]. This motif is found in most signaling subunits 
of the multicomponent immune receptor family [10,11] 
and in proteins of viruses causing B-cell tumors [9]. The 
ITAM motif is required for the interaction of the BCR with 
downstream signaling elements [12]. The two tyrosines in 
the ITAM sequence have a dual function in BCR activation: 
they serve as substrates and as binding partners for protein 
tyrosine kinases [13,14]. Each BCR complex has two ITAM 
sequences—one in Igα and the other in the Igβ tail—with 
partially redundant functions. Thus a BCR with a truncation 
of the tail or an ITAM mutation in only one of the two sig-
naling subunits is still able to signal and can promote B-cell 
activation [15,16]. By contrast, a BCR carrying ITAM 
mutations at both the Igα and Igβ component is completely 
signaling inert [17]. In addition to the ITAM sequence, most 
amino acids of the intracellular tails of Igα and Igβ are evo-
lutionarily conserved, suggesting the presence of additional 
functions. While we lack structural information about these 
tails, a recent study suggests that the confirmation of the 
tails is altered during BCR activation [18].

3.  BCR ACTIVATION MODELS

Currently, there are two conflicting models for BCR acti-
vation. These models differ only in the organization of the 
BCR monomers on resting B cells (Figure 2). Here, we call 
the basic 440-kDa BCR complex, comprising the Ig HCs 
and LCs and the Igα/Igβ heterodimer, the BCR monomer. 
The crosslinking hypothesis suggests that the numerous 
BCR complexes on the resting B-cell surface are monomers 
and that it is the crosslinking of two monomers that initiates 
the BCR activation process [19]. According to this model, 
the crosslinking of the BCR place BCR-associated kinases 
in close proximity to each other, allowing their crosswise 
phosphorylation and activation. This model was proposed 
after it was found that only dimeric F(ab)2 but not mono-
meric Fab fragments of anti-BCR antibodies could stimu-
late the BCR [20]. Furthermore, Förster resonance energy 

transfer and live-cell imaging studies were interpreted to 
support BCR crosslinking [21,22]. Upon closer inspection, 
the crosslinking hypothesis has several problems: First, 
many model antigens such as ovalbumin (Ova) or hen egg 
lysozyme are monomeric and thus cannot crosslink the 
BCR, but they are able to efficiently activate the receptor 
[23]. This is also true for the binding of a small Ova pep-
tide to B cells expressing an Ova-specific BCR, whereas 
free haptens, which also bind, cannot stimulate the BCR 
[24,25]. Second, given the fact that B-cell antigens are a 
structurally highly diverse group of molecules, it is hard 
to envision that these antigens can always bring two BCR 
monomers together in a way that supports the signaling pro-
cess [26]. Third, the notion that the many BCR complexes 
are monomeric on the surface of a living B cell has never 
been rigorously proven.

An alternative model of BCR activation is the dissocia-
tion activation model (DAM) [27]. This hypothesis is based 
on the finding that the BCR, when solubilized under condi-
tions of lysis with a mild detergent, is detected on native 
gels as an oligomer [5]. The model of an oligomeric struc-
ture of the resting BCR was further supported by a quanti-
tative bifluorescence complementation assay showing that 
the BCR spontaneously forms dimers on the membrane of 
living cells [28] (Figure 1(A)). Furthermore, a BCR mutant 
that was deficient in dimer formation was identified with 
this assay. Interestingly, when expressed on B cells, this 
monomeric BCR mutant is hyperactive and rapidly inter-
nalized, suggesting that the formation of closed BCR 
dimers or oligomers is required for the stable expression of 
the BCR on the cell surface. The resting state of the BCR 
may be further regulated by its association with cytoskel-
eton elements, shielding the ITAM-containing signaling 
tail of the receptor from BCR-interacting kinases [1]. BCR 
oligomerization and confinement may thus be an important 
mechanism to keep the many antigen receptors on the sur-
face of resting B cells silent and to regulate the threshold of 
BCR activation. The binding of an antigen, be it monomeric 
or polymeric, with high enough affinity may disturb and 
alter this preorganized BCR structure. Opening the closed 
BCR oligomer could increase the accessibility of the ITAM 
sequence, thus allowing interaction with BCR signal-trans-
ducing kinases (Figure 1(B)). The advantage of this model 
is that it explains why the receptor can be activated by so 
many structurally diverse ligands [27]. The dissociation of 
a preordered BCR oligomer only requires the binding of 
an antigen to the receptor with high enough affinity and 
not to a particular structure of the antigen. However, poly-
meric antigens can disturb and open an oligomeric BCR 
more efficiently than monomeric antigens; the same is true 
for antireceptor antibodies. This can explain the original 
observation that only F(ab)2—and not monomeric Fab 
fragments—of anti-BCR antibodies were able to activate 
B cells [20].
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An important difference between the two alterna-
tive models of BCR activation is the spacing of the BCR 
monomers before and after B-cell activation. According to 
the crosslinking model, the BCR monomers move closer 
together, whereas the DAM hypothesis predicts that they 
move apart from each other (Figure 2). Unfortunately, these 
relative BCR movements involve 10–30 nm distances and 
thus cannot directly be monitored by light microscopy 
because of the diffraction barrier of visible light around 
250 nm [29]. A proximity ligation assay (PLA) has recently 
been developed that can monitor the nanoscale proximity 
between two proteins [30]. This assay uses DNA oligonu-
cleotide-coupled anti-Ig Fab fragments (Fab-PLA) [31]. 
An IgM:IgM or IgD:IgD Fab-PLA study showed that BCR 
monomers move apart from each other upon B-cell activa-
tion, thus supporting the DAM hypothesis. These results are 
not in line with the predictions of the crosslinking model 
nor its recently proposed variation called the conformation-
induced oligomerization model [32]. Furthermore, this PLA 
assay revealed that BCR-associated kinases play a more 
direct role in BCR activation than has been assumed so far.

4.  THE RESTING STATE OF THE BCR

A resting B cells carries up to 120,000 identical copies of 
the BCR on its surface. How so many receptors are regu-
lated so that they remain silent unless exposed to a cognate 
antigen is not clear. At present, we know more about the 
function and interactions of the activated BCR than of the 

resting BCR. Without information on the organization of 
the BCR on the surface of resting B cells, our knowledge of 
the B-cell activation process will remain incomplete. This 
problem applies not only to the BCR but also to most recep-
tors on the cell surface. The fluid mosaic model described 
by Singer and Nicholson [33] suggested free diffusion of 
membrane proteins in the plasma membrane lipid bilayer. 
Indeed, cell fusion experiments showed free mixing of sur-
face markers [34]. This view was challenged by single-mol-
ecule tracking experiments showing that the cytoskeleton 
can restrict the free diffusion of membrane proteins [35,36]. 
Furthermore, it was found that the plasma membrane is 
not uniform but rather compartmentalized into membrane 
areas with different lipid compositions [37,38]. An elec-
tron microscopy study of the inner leaflet of the plasma 
membrane by Wilson et al. [39] showed that many mem-
brane proteins are not uniformly distributed over the whole 
membrane but rather are clustered in nanoscale membrane 
areas. Lillemeier et al. [40,41] extended this study by dem-
onstrating that most proteins on the plasma membrane of 
T lymphocytes are confined in so-called protein islands 
with a size of 80–150 nm. These authors also showed that 
the actin cytoskeleton is associated with these islands and 
that the inhibition of actin polymerization by latrunculin 
alters the abundance and size of these structures. A recent 
study of all membrane proteins in the yeast genome showed 
their confinement in nanoscale membrane areas [42,43]. A 
nanoscale compartmentalization thus seems to be an evo-
lutionarily conserved feature of most membrane proteins. 

FIGURE 2 Two models of B-cell activation. These models differ only in the conformation of the B-cell receptor (BCR) on the surface of resting B 
cells. According to the crosslinking model, the BCRs on resting cells are randomly distributed monomers that are activated upon antigen binding by 
crosslinking. According to the dissociation activation model, the BCRs are preorganized in oligomers and reside, presumably with other receptors, in 
highly organized nanoscale membrane structures. The binding of antigen to the BCR results in the disruption of this organization as well as the opening 
and activation of the receptor.
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In spite of these findings, there are still conflicting views 
of the organization of the BCR on resting B cells. Live-cell 
total internal reflection fluorescence microscopy (TIRFM) 
in conjunction with single-particle tracking analyses sug-
gested that most BCRs on resting B cells are freely diffusing 
and highly mobile monomers [22]. According to this study, 
a reduction in the movement of the BCR is associated with 
increased signaling [44]. Another TIRFM study found that 
the cytoskeleton restricts the free diffusion of the BCR on 
resting B cells and that B-cell activation results in increased 
BCR mobility [45]. This conclusion is supported by the 
finding that inhibition of the actin cytoskeleton by latruncu-
lin resulted in increased BCR mobility. One problem with 
these live-cell imaging studies is that this technique does 
not resolve structures below the diffraction limit of visible 
light (250 nm) [29]. It is thus not clear whether these studies 
monitor the movement of single BCR monomers or rather 
that of 80- to 120-nm BCR-containing protein islands. Sim-
ilarly, the BCR capping and BCR micro-cluster formation 
detected with the TIRFM technique after B-cell activation 
may be due to the concatenation of protein islands rather 
than to the aggregation of single BCR monomers. Indeed, a 
recent study using the direct stochastic optical reconstruc-
tion microscopy superresolution technique found that the 
BCR is organized in preformed nanoclusters on the surface 
of resting B cells, as previously suggested [27,46]. Inter-
estingly, the direct stochastic optical reconstruction micros-
copy analysis showed a preformed nanocluster organization 
for both the IgM-BCR and IgD-BCR, but this study did 
not reveal whether these two receptor classes on the B-cell 
surface are colocalized. A recent PLA study found that 
the IgM-BCR and the IgD-BCR reside in different mem-
brane patches on the surface of resting B cells [31]. Little is 
known about the function of the IgD-BCR, even though it is 
the most abundant antigen receptor on mature B cells. This 
BCR class is evolutionarily highly conserved and expressed 
on B cells in nearly all vertebrates [47,48]. The finding of a 
different nanoscale organization of the IgD-BCR may shed 
new light on the function of this mysterious receptor.

Signaling from the BCR can be activated not only from 
the outside by exposure of B cells to cognate antigens or 
antireceptor antibodies but also from the inside via the 
inhibition of actin polymerization by latrunculin [49]. This 
finding suggests that the actin cytoskeleton is involved in 
silencing the BCR on resting B cells. How cytoskeletal ele-
ments are attached to the resting BCR is so far not clear. 
A BCR diffusion study suggests that ezrin-radixin-moesin 
family members establish barriers for BCR diffusion in 
the membrane of resting B cells [50]. Whether the BCR is 
directly or only indirectly associated with these cytoskeletal 
proteins and what the exact composition of these barriers is 
require further study. One protein that is localized close to 
the resting BCR is the protein-arginine-methyl-transferase1 
(PRMT1). Interestingly, the cytosolic tail of Igα carries 

a highly conserved arginine (R198), which is methylated 
by PRMT1 in resting B cells and becomes demethylated 
during B-cell activation [51]. R198 methylation is the first 
protein modification found to be associated with the resting 
BCR. The finding that R198 methylation inhibits signal-
ing from the BCR is in line with the description of PRMT1 
as a negative regulator at different cellular locations it the 
nucleus and cytosol [52]. PRMT1 may be part of a BCR 
silencing complex that controls the threshold of BCR acti-
vation in resting B cells. A detailed description of this pos-
tulated silencing complex may result in the better treatment 
of hyperactive B cells associated with autoimmune or tumor 
diseases.

5.  INTERACTION OF THE BCR WITH 
SIGNAL-TRANSDUCING KINASES  
AND ADAPTORS

Two different protein tyrosine kinases (PTKs), namely the 
Src family PTK Lyn as well as Syk, are involved in the acti-
vation of the BCR. These two kinases interact with the BCR 
in different ways. In contrast to Lyn, which predominantly 
phosphorylates only the first ITAM tyrosine (Y182), Syk 
can efficiently phosphorylate both ITAM tyrosines (Y182 
and Y193) of Igα [14,53,54]. Because only the double-
phosphorylated ITAM is an efficient binding partner for the 
tandem SH2 domains of Syk, the formation of the BCR/
Syk complex requires the kinase activity of Syk [55]. The 
current model of BCR activation entails a sequential inter-
action of the BCR, first with Src family kinases such as Lyn 
and then with Syk. This model is not fully supported by 
genetic data, namely the analysis of mice deficient in these 
kinases. While Syk-deficient mice display a complete block 
of B-cell development, mice lacking Lyn, the dominant Src 
family kinase in B cells, have only a mild B-cell develop-
mental defect and develop autoimmunity [56,57]. The bio-
chemical analysis of kinase-deficient B cells shows that 
Syk-negative B cells are BCR-signaling inert, while BCR 
signaling is only delayed and not prevented in Lyn-negative 
B cells [58,59]. The latter finding is currently explained by 
the redundancy of different Src family kinases. However, 
it has not been shown that other members of the Src fam-
ily can efficiently replace Lyn as kinases interacting with 
the BCR. Using a BCR/Syk rebuilding approach as well as 
in vitro kinase experiments, it was shown that the activity 
of Syk is drastically increased in the presence of an ITAM-
containing peptide, as long as Syk carries its tandem SH2 
domains [60]. This result, together with an analysis of 
ITAM mutants, shows that the two ITAM tyrosines are not 
only a substrate of Syk but, once phosphorylated, are also 
a binding partner and an allosteric activator of this kinase. 
This dual interaction of Syk with the ITAM tyrosines sug-
gests that signaling at the BCR is amplified by a positive  
BCR/Syk feedback. A recent biochemical study questioned 
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the notion that Syk is an ITAM kinase [61]. However, this 
study used only Syk inhibitors and did not study Syk-defi-
cient B cells. To determine the role of Syk in BCR acti-
vation, it is important to directly measure the recruitment 
of Syk to the BCR, in combination with an analysis of the 
nanoscale conformation of the BCR. This was achieved in 
a recent Fab-PLA study that showed that only kinase-active 
Syk, not kinase-dead Syk, is recruited to the BCR and that 
Syk can activate the BCR from the inside by phosphorylat-
ing and binding the ITAM sequences [31]. This inside-out 
signaling by Syk is most clearly seen in B cells treated with 
latrunculin. The exposure of wild-type B cells to this drug 
results in the immediate dissociation of the BCR oligomer, 
whereas the BCR conformation is not altered in Syk-defi-
cient B cells. If Syk is the dominant ITAM kinase, what 
then is the role of Lyn in the BCR activation process? The 
treatment of Lyn-deficient B cells with latrunculin results 
in only a delay—not the complete inhibition—of BCR sig-
naling, as was the case in Syk-deficient B cells. Thus, in 
the presence of Lyn, the BCR seems to be more responsive 
to the action of Syk. One way to explain this is that the 
major action of Lyn is to remove cytoskeletal elements or 
other negative regulators preventing the interaction of Syk 
with the BCR. Taken together, these data suggest the fol-
lowing scheme of B-cell activation. Binding of an antigen, 
be it monomeric or polymeric, results in a disturbance of 
the closed BCR oligomer. These physical movements are 
sensed by Lyn, which then phosphorylates and alters as yet 
ill-defined cytoskeletal elements attached to the BCR, thus 
making the ITAM available for phosphorylation and bind-
ing of Syk. As part of a BCR/Syk complex, Syk not only 
becomes fully active but also is placed at the inner leaflet 
of the plasma membrane so that it can rapidly phosphory-
late the ITAMs of neighboring BCRs, resulting in further  
Syk recruitment and the amplification of the BCR signal 
(Figure 1(B)). In this way, only a few antigen molecules can 
activate a large number of BCR complexes.

A time course experiment shows that the number of 
BCR/Syk complexes declines 5 min after the start of B-cell 
activation. There are presumably several mechanisms that 
counteract Syk activity and limit the positive BCR/Syk 
signaling feedback. One is the phosphorylation of nega-
tive regulators such as CD22 and CD74, which carry an 
immunoreceptor tyrosine-based inhibition motif (ITIM). 
The phosphorylation of the tyrosine in this motif results in 
the recruitment and activation of the protein tyrosine phos-
phatase SHP-1 that can efficiently dephosphorylate ITAM 
tyrosine and counteract Syk activation. Another way is by 
the rapid internalization of the activated BCR [62]. In addi-
tion, Syk can switch its activity from tyrosine-phosphory-
lation to serine/threonine phosphorylation during the time 
course of B cell activation [63]. The latter activity results in 
serine/threonine phosphorylation of the Igα tail and inhibi-
tion of BCR signaling [64]. Any alteration in these negative 

regulatory processes can promote the development of auto-
immune diseases or tumor growth.

6.  BCR CORECEPTORS CD19 AND CD22

Signaling from the BCR is modulated by accessory TM 
molecules or coreceptors on the B-cell surface. This mod-
ulation of signaling is achieved by recruiting additional 
intracellular signaling molecules. Coreceptors can not only 
increase or decrease the BCR signaling strength but also 
change the quality of the induced signaling pathways. The 
effect of coreceptors on the BCR signaling pathways often 
is regulated by ligand binding. Important examples of B cell 
coreceptors are CD19 and CD22, which enhance and inhibit 
BCR signaling, respectively.

CD19 is associated with the complement receptor 
CD21 and connections via complement-bound antigens to 
the BCR to enhance BCR signaling. CD19 also is linked 
to the cytoskeleton via the associated tetraspanin CD81; 
this association is involved in BCR regulation [65]. CD22 
carries inhibitory ITIM signaling motifs that recruit the 
tyrosine phosphatase SHP-1, leading to the inhibition of 
BCR signaling. Inhibition by CD22 is regulated by the 
binding of CD22 ligands, which are sialic acids attached 
to cellular glycoproteins. The presence or absence of 
these ligands regulates the association of CD22 to the 
BCR and thus influences the strength of inhibition [66]. 
Since the regulation of B-cell signaling strength is impor-
tant for immune responses, it is not surprising that muta-
tions in the CD19/CD21 or CD22 pathways have been 
linked to either human immune deficiencies or autoim-
mune diseases.

7.  CD19 FUNCTIONS IN A COMPLEX  
WITH CD21 AND CD81

CD19 has been identified as part of a membrane protein com-
plex on B cells with the complement receptor 2 or CD21 (or its 
alternatively spliced form CD35) and the tetraspanin CD81. 
The association of CD19 with CD21 is crucial for transduc-
ing signals triggered by combined binding of complement 
C3d-coupled antigens to the BCR and CD21 [67]. The asso-
ciation of CD19 with CD81 is important for CD19 surface 
expression and links the membrane protein complex to the 
cytoskeleton, as described later. The CD19/CD21/CD81 
complex was discovered when it was observed that coliga-
tion of CD21 and the BCR can greatly enhance BCR sig-
naling [68]. CD19, CD81, and the protein CD225 (Leu-13),  
which has an unknown function, could be coprecipitated 
with CD21. While CD21 has a short intracellular tail, the 
230-amino acid-long intracellular tail of the associated 
CD19 was soon discovered to be the element responsible 
for signal transduction. This was strongly supported by the 
finding that crosslinking of CD19 with the BCR enhanced 
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both B-cell Ca2+ signaling as well as proliferation. Thus, 
C3d-coupled antigens can enhance signaling by coligating 
CD21 with the BCR and transmitting activation signals via 
CD19 [67].

CD19-deficiency in mice mainly affects peripheral 
B-cell populations. While conventional B2 cells developed 
normally, there was a defect in B1 cell and marginal zone 
B-cell populations. In contrast, transgenic mice overex-
pressing human CD19 had an enlarged B1 cell population 
[69,70]. The B1 cells depend on BCR signaling for main-
tenance, and therefore these results of CD19-deficient or 
CD19-overexpressing mice can be explained by changes in 
BCR signaling. Conventional B2 cells developed normally 
in CD19-deficient mice but had a survival disadvantage 
in competitive situations such as after adoptive transfer of 
mixed CD19−/− and wild-type B cells [71]. Upon immu-
nization with thymus-dependent antigens, CD19−/− mice 
showed a defect in the generation of switched Ig responses 
associated with germinal center (GC) formation [69,70]. 
B-cell memory also was impaired. Vesicular stomatitis 
virus–infected CD19-deficient animals were able to form 
GCs but had a defect in memory responses and high titer 
antibody responses [72]. CD21-deficient mice show a simi-
lar but weaker defect in GC responses to thymus-dependent 
antigens [73]. This may indicate that corecognition of com-
plement Cd3-opsonized antigen by CD21 and BCR plays 
a role in GC formation. However, not all soluble protein 
antigens contain attached Cd3, and therefore the GC defect 
of CD19−/− mice may also be explained by impaired BCR 
signaling during B-cell activation.

CD19 is expressed from the pro-B-cell developmen-
tal stage onward in the bone marrow, whereas CD21 is 
expressed at a later stage, when transitional B cells leave 
the bone marrow and migrate to the spleen [65]. There-
fore, CD21-independent functions of CD19 exist, particu-
larly in early B-cell development and selection. Impaired 
proliferation of cells at the transition from the pro-B-cell 
to small resting pre-B-cell stage has been found in CD19-
deficient mice [74]. These mice also show impaired positive 
selection processes during the transition from immature to 
mature B cells. Whether CD21-independent functions of 
CD19 require the presence of an alternative CD19 ligand 
to regulate BCR signal augmentation is controversial. So 
far, there is no convincing evidence for the existence of a 
special CD19 ligand. However, there could be some consti-
tutive association of CD19 with the BCR, as indicated, for 
instance, by experiments showing impaired proliferation of 
CD19−/− B cells after stimulation of the BCR with anti-IgM 
[69,75]. It is not known whether this association of CD19 
with the BCR is direct or indirect, for example, by recruiting 
both receptors to a common membrane microdomain such 
as lipid rafts. A recent report showed that CD19 is found 
on the plasma membrane in nanoclusters that are regulated 
by the tetraspanin CD81 and the actin cytoskeleton [46]. 

B-cell activation caused by the disruption of the actin cyto-
skeleton was shown to require the expression of the BCR 
as well as CD19 and CD81. This study also suggests that 
IgM, IgD and CD19 are organized on resting B cells in dif-
ferent nanoclusters that are not altered during B-cell activa-
tion [46]. In contrast, a recent Fab-PLA study showed that 
CD19 is specifically colocalized with the IgD-BCR in rest-
ing B cells, whereas after B-cell activation, CD19 is found 
in association with the IgM-BCR [31]. This, together with 
earlier data, suggests a relocalization of CD19 during B-cell 
activation [76,77].

8.  SIGNALING BY THE CD19 TAIL

The cytoplasmic tail of CD19 carries nine tyrosine residues 
that are well conserved between human and mouse, some 
of which are phosphorylated upon BCR crosslinking [65]. 
The phosphorylation of the CD19 tail is augmented when 
CD19 is coligated to the BCR. The importance of these 
tyrosines for signal transduction has been studied individ-
ually with mutant cell lines, and its physiological role has 
been studied using transgenic mice expressing CD19 with 
mutated tyrosines. Of these nine tyrosines, Y482 and Y513 
seem to be particularly important because Y → F mutations 
at these positions prevent phosphorylation of the other 
seven tyrosines of the CD19 cytoplasmic tail [78–80] (see 
Figure 3). One study showed that Lyn is  activated by bind-
ing to Y513 and subsequently phosphoryates Y482 and 
Y513 [81]. In contrast, another study reported normal 
CD19 tyrosine phosphorylation in Lyn−/− mice [82]. This 
suggests that another tyrosine kinase, presumably Syk, can 
compensate when Lyn is absent. However, Lyn-deficient 
mice show impaired phosphorylation of inhibitory recep-
tors and develop autoimmunity [83], suggesting a predom-
inantly negative regulating role of this Src kinase (Figures 
4 and 5).

Transgenic mice with tandem Y → F mutations in the 
CD19 tail were created to examine the in vivo contribution 
of all the CD19 tyrosines. These transgenic mice were then 
crossed onto the CD19-deficient background. Mice with 
Y482F/Y513F mutations developed the same phenotype as 
CD19−/− mice, whereas mutations of the other tyrosines 
suggested they were dispensable for the in vivo function 
of CD19 [84,85]. It is not very likely that this phenotype 
can be explained by grossly impaired Lyn activation, since 
Lyn−/− and CD19−/− mice have quite opposite phenotypes 
[83]. Y482F and Y513 are both part of YxxM PI3K bind-
ing domains and CD19−/− mice show impaired PI3K sig-
naling [75,86]. Since the deletion of the PI3K components 
p85a or p110d leads to B-cell phenotypes similar to those 
in CD19−/− mice, the main in vivo function of CD19 is 
likely the augmentation of PI3K signaling [87–90]. This is 
supported by data from PTEN−/− mice, in which a genetic 
deletion in the inositol phosphatase that directly reverses the 
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PI3K reaction can rescue all phenotypes of CD19-deficient 
mice [91]. However, CD19-independent BCR-induced acti-
vation of PI3K also exists.

9.  HUMAN MUTATIONS IN THE CD19/
CD21/CD81 COMPLEX

Since crucial functions for CD19 in regulating PI3K sig-
naling and controlling antibody responses were found in 
mouse models, it is not surprising that patients with homo-
zygous CD19 mutations develop an antibody-deficiency 
syndrome [92]. The same is true for patients with CD81 
gene defects, which have impaired CD19 surface expres-
sion and an antibody deficiency [93]. These findings show a 
conservation of CD19/CD81 functions between mouse and 
human. CD19 gene polymorphisms also have been linked 
to autoimmunity. In patients with systemic sclerosis, single 
nucleotide polymorphisms in the CD19 gene leading to 
20% higher CD19 expression levels were linked to the dis-
ease [94]. CD19 gene polymorphisms also were linked with 
systemic lupus erythematosus; in this case, however, they 
lead to lower CD19 surface expression without affecting 

the protein sequence [95]. Further studies are needed to 
 understand the role of CD19 in autoimmune diseases. 
Reduced expression of complement receptor 2/CD21 was 
detected on B cells of patients with systemic lupus erythe-
matosus [96]. CD21 also is expressed on follicular den-
dritic cells, where it is thought to be important for binding 
immune complexes. These CD19-independent functions of 
CD21 may also contribute to autoimmune diseases.

10.  CD22: AN INHIBITORY RECEPTOR

CD22 is an inhibitory receptor of the Siglec family that is 
predominantly expressed on B cells. It binds to its ligands 
α2,6-linked sialic acids (2,6Sia), which are abundant termi-
nal sugars on soluble and cell surface–expressed glycopro-
teins [66]. CD22 is to some extent associated with the BCR; 
however, this association is regulated by 2,6Sia-carrying 
cis-ligands. CD22 contains six tyrosines in its cytoplasmic 
tail. Three tyrosines (Y783, Y843, Y863) are part of clas-
sical inhibitory ITIM motifs, one of which (Y817) is in an 
ITIM-like motif, and another is needed for recruitment of 
Grb-2 (Y828) (Figure 3). CD22 is rapidly phosphorylated 

FIGURE 3 The CD19/CD81/CD21 complex can bind via CD21 to the complement C3d component that is often found attached to an antigen 
(Ag). In this way, a C3d-Ag complex can not only bind to both receptor complexes (CD19/CD81/CD21 and B-cell receptor (BCR)) but also increase coli-
gation of the two receptors. CD21-independent interactions of CD19 with the BCR also have been shown. The CD19 tail contains nine tyrosines, which 
are phosphorylated by Lyn or other Src kinases. Phosphorylated Y482 and Y513 are bound by phosphoinositide 3 kinase (PI3K), the most important down-
stream signaling molecule bound to the CD19 tail, and this enhances signaling. CD22 engages in cis-interactions by binding to its ligands α2,6-linked 
sialic acids, forming homo-oligomers. Upon BCR stimulation, CD22 is recruited to the BCR through protein–protein interactions. The immunoreceptor 
tyrosine-based inhibition motifs (ITIMs) of the CD22 tail are phosphorylated by Lyn. The tyrosine phosphatase SHP-1 is subsequently recruited to CD22 
and inhibits signaling. IgM, immunoglobulin M; ITAM, immunoreceptor tyrosine-based activation motif.
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after BCR crosslinking [66]. The kinase Lyn is crucial for 
this phosphorylation; Lyn-deficient mice show strongly 
decreased CD22 tyrosine phosphorylation [97,98]. Upon 
tyrosine phosphorylation of CD22, the tyrosine phos-
phate SHP-1 is recruited to phosphorylated CD22 ITIM 
motifs [99]. Several in vitro studies showed that SHP-1 
is the crucial negative regulator of inhibitory signaling by 
CD22 [100,101]. CD22-deficient mice show increased 
BCR-induced Ca2+ signaling, which is due to the loss of 
this negative regulation [102–105]. Also, CD22 knock-in 
mice with Y → F mutations of all three ITIMs show similar 
increased Ca2+ signaling [106]. As a consequence of this 
lack of inhibition, CD22-deficient B cells show increased 
tyrosine phosphorylation of important signaling molecules 
such as SLP65/BLNK or CD19 [107,108]. This can explain 
the negative regulation of the initiation of Ca2+ signaling. 
CD22 also associates with a Ca2+ pump called PMCA-4, 

which is involved in pumping Ca2+ out of the cytosol after 
signaling is terminated. This pump is activated by CD22 
via SHP-1 [100,109–111]. Thus, loss of CD22 in CD22-
deficient mice affects both the initiation and the termination 
of Ca2+ signaling in B cells.

In addition to the inhibitory SHP-1, CD22 also is able to 
bind several other intracellular signaling molecules, such as 
Grb2, Shc, and SHIP, or the activating signaling proteins Syk 
and PLCγ2, on its phosphorylated tail. All these interactions 
have been demonstrated in cell lines, but their physiological 
consequences are unknown. Membrane-bound (m) IgG has 
a stronger signaling capacity than mIgM, which is relevant 
for memory B-cell responses. One report showed that CD22 
phosphorylation in mIgG+ B cell lines is impaired, suggest-
ing that CD22 in unable to regulate signals transmitted by 
mIgG [112]. However, this was not confirmed in mouse 
models where transgenic mice expressing mIgG showed 

FIGURE 4 B-cell receptor (BCR) engagement induces translocation of signaling molecules to the antigen receptor and subsequent activation. 
Upon BCR activation, Syk phosphorylates and binds to the immunoreceptor tyrosine-based activation motifs (ITAMs) of Igα and Igβ. Syk then phosphor-
ylates the adaptor SLP65/BLNK, providing a scaffold for the binding and interaction of phospholipase (PL) Cγ2 and other signaling molecules such as 
Btk. Btk is also recruited to the plasma membrane by association of its Pleckstrin homology domain with phosphatidylinositol-4,5-trisphosphate (PIP3) in 
the membrane. Activated PLCγ2 hydrolyzes phosphatidylinositol-4,5-bisphosphate (PIP2) to form diacylglycerol (DAG) and inositol-1,4,5-triphosphate 
(IP3). The thus generated DAG leads to the activation of Ras/mitogen-activated protein kinase and nuclear factor (NF)-κB pathways. IP3 evokes the mobi-
lization of Ca2+ and triggers the initial Ca2+ release from the endoplasmic reticulum (ER) lumen. Following depletion of ER Ca2+, STIM1 proteins are 
activated, translocate, and bind to ER–plasma membrane junctions, where they gate Orai1 Ca2+ entry channels. Ca2+ entry subsequently activates NF of 
activated T cells (NFAT) and the other signaling molecules, which results in the expression of appropriate target genes. DAG, generated by PIP2 hydroly-
sis, activates protein kinase (PK) C-β, which then activates the IκB kinase (IKK) complex, presumably by promoting membrane recruitment and aggrega-
tion of the CARMA1/bcl10/MALT1 complex. TAK1 and TRAF6 are then recruited to this complex and activate the IKK complex by phosphorylation of 
IKKα and IKKβ, in combination with ubiquitination, followed by degradation of NEMO (IKKγ). Activation of the IKK complex results in the phosphory-
lation and ubiquitin-mediated degradation of IκB. The released rel/p50 complex translocates to the nucleus and activates the expression of target genes.
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normal CD22 tyrosine phosphorylation and CD22 inhibi-
tion [113,114]. A recently discovered enhancing signaling 
motif in the cytoplasmic tail of mIgG can explain the higher 
signaling capacity of mIgG [115], which is independent of 
CD22.

11.  REGULATION OF CD22 SIGNALING  
BY LIGAND INTERACTIONS

It is well established that CD22 is an inhibitory coreceptor 
for BCR signaling, but the question remains whether this 
inhibition is a constitutive or a regulated process and which 
physiological conditions influence the inhibition. Recent 
studies have shown that ligand binding to CD22 plays an 
important role in this regulation. The first extracellular V-set 
Ig domain of CD22 binds to 2,6Sia, which are sialic acids 
that are present on various soluble proteins in the blood 
plasma [116,117] but also are abundantly expressed on the 
surface of many cells, including B and T cells [118,119]. 
CD22 can therefore bind ligands in trans on adjacent cell 
surfaces or in cis on the same cell surface. The high expres-
sion of 2,6Sia on B cells seems to “mask” most CD22 mol-
ecules by cis-binding and limits its ability to trans-bind 

[120,121]. However, ligand cis- and trans-binding may be 
dynamic processes depending on ligand availability, acces-
sibility, and cell–cell contact and may therefore not be 
mutually exclusive. CD22 has been shown to interact with 
mIgM and CD45 on the B-cell surface, and the proxim-
ity to the BCR is important for the inhibitory function of 
CD22 [122]. The association of CD22 with the BCR does 
not seem to be mediated via 2,6Sia binding; rather it is a 
protein–protein interaction. CD22 binds to itself via sialic 
acid interactions, forming oligomers, as demonstrated by 
a photoaffinity crosslinking approach [123] (Figure 3). In 
resting B cells, these CD22 homo-oligomers are on mem-
brane domains distinct from the BCR [124].

Two genetic approaches showed that disruption of 
these CD22-ligand interactions on the cell surface results 
in a stronger CD22–BCR association and a stronger inhibi-
tion of Ca2+ signaling. The first approach deleted the gene 
coding for ST6Gal1, the enzyme that creates 2,6Sia on the 
cell surface [125,126]. The second approach was a CD22 
knock-in mouse line with a mutated ligand-binding domain 
[106]. A weaker IgM-induced Ca2+ signal and enhanced 
association of CD22 to IgM was detected in both cases. This 
resulted in stronger CD22 phosphorylation, stronger SHP-1 

FIGURE 5 The phosphoinositide 3 kinase (PI3K) signaling cascade induced by B-cell receptor (BCR) ligation. Upon BCR engagement, Nck 
recruits BCAP to the BCR. BCAP and CD19 are phosphorylated upon BCR ligation. Phosphorylation of these molecules leads to the recruitment and 
activation of PI3K heterodimers, consisting of the catalytic p110 subunit and the regulatory p85α subunit. Activated PI3K subsequently phosphorylates 
phosphatidylinositol-4,5-bisphosphate (PIP2) to form phosphatidylinositol-4,5-trisphosphate (PIP3). Akt is then recruited to the generated PIP3 through 
its Pleckstrin homology domain and is activated by PDK1. This leads to downstream signal transduction. Upon activation, Akt phosphorylates Foxo tran-
scription factors and creates docking sites for 14-3-3. When associated with 14-3-3, Foxo is excluded from the nucleus. Phosphatase and tensin homolog 
dephosphorylates PIP3 back to PIP2, thus terminating the PI3K signal.
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recruitment, and stronger signal inhibition. Another study of 
CD22-knockin mice with a mutated ligand-binding domain 
did not report this effect on Ca2+ signaling, possibly because 
the CD22 surface expression in this line was impaired by 
the introduced mutation [127]. In addition to cis-binding, 
CD22 was shown to be able to trans-bind to ligands on 
other cells. B-cell interactions with other cells expressing a 
cell-bound antigen together with 2,6Sia can lead to CD22-
dependent suppression of B-cell signaling and proliferation 
[128]. Also, CD22 on ST6Gal1-deficient B cells can be 
recruited to the site of cell contact if a neighboring wild-
type B cell expresses 2,6Sia [125]. These experiments show 
that, although CD22 is mainly engaged in cis interactions, it 
can also be engaged in trans interactions. This has recently 
been exploited by the use of liposomes with attached high-
affinity CD22 ligands and protein antigens that could sup-
press antigen-specific B-cell responses [129].

12.  THE ROLE OF CD22 IN PREVENTING 
AUTOIMMUNITY

Hyperresponsive B cells resulting from a lack of inhibition 
of BCR signaling can lead to the development of autoim-
munity. This has been shown in mice lacking the inhibitory 
FcγRIIb receptor [130] and in mice deficient for important 
signaling molecules of inhibitory pathways such as Lyn 
[83] or SHP-1 [131]. CD22-deficient mice on a C57BL/6 
background show normal immune responses and do not 
spontaneously develop autoimmunity. However, aging 
CD22-deficient mice on a mixed C57BL/6 × 129 or on a 
Y-linked autoimmune accelerator background do develop 
autoimmunity [132,133]. Also, several natural mouse 
strains prone to autoimmunity, such as New Zealand white, 
Murphy Roths large, and BXSB mice, carry the Cd22a 
allele with a truncated first CD22 Ig domain [134]. CD22 
protein expressed from the Cd22a allele shows impaired 
ligand binding. These data indicate that the mouse Cd22 
gene could be a susceptibility gene for autoimmunity. 
In addition to CD22, mouse B cells express the CD22 
homolog Siglec-G. In contrast to CD22-deficient mice, 
CD22 × Siglec-G double-deficient mice developed autoim-
munity with the formation of high-affinity autoantibodies 
and  glomerulonephritis [135]. This indicates a redundancy 
of CD22 and Siglec-G, with one being able to replace the 
function of the other; only when both Siglecs are lost is 
autoimmunity strongly enhanced.

Sialic acid acetyl esterase (SIAE) modifies CD22 
ligands and has been linked to autoimmunity. Mutations in 
the SIAE gene impairing the function of the protein have 
been associated to several human autoimmune diseases, and 
SIAE-deficient mice also develop autoimmunity [136,137]. 
Genome-wide association studies have not identified the 
human CD22 locus so far, but they have identified down-
stream signaling molecules of the CD22 inhibitory pathway, 

such as Lyn or Blk [138]. Overall, there is good evidence 
that loss of CD22 or its inhibitory pathway can contribute 
to the development of autoimmune diseases.

13.  BCR-CONTROLLED SIGNALING 
PROCESSES

The ability to signal through the BCR signaling complex is 
mandatory for B-cell developmental progression as well as 
for immune responses [139,140]. The phosphorylation of 
the two ITAM tyrosine residues of Igα and Igβ in activated 
B cells by Lyn and Syk is followed by the recruitment and 
activation of adaptor proteins and further cytoplasmic PTKs 
such as the Bruton’s tyrosine kinase (Btk). Together, these 
elements channel the BCR activation signal through differ-
ent intracellular signaling pathways. In recent years work 
has focused on how BCR signaling pathways are quanti-
tatively and qualitatively regulated and how these signal-
ing pathways are integrated into cellular outcomes. Here 
we focus our discussion of these processes on the PLCγ2 
calcium response and the PI3K pathway (Figures 3 and 4).

14.  BCR-MEDIATED ADAPTOR AND PLCγ2 
ACTIVATION

PLCγ2 is an essential component of the calcium response 
pathway and is required for the generation of second mes-
sengers following BCR engagement (Figure 3). PLCγ2 
degrades phosphatidylinositol-4,5-bisphosphate (PIP2) 
located in the plasma membrane to diacylglycerol (DAG) 
and soluble inositol-1,4,5-triphosphate (IP3). Upon BCR 
ligation, PLCγ2 translocates to the plasma membrane, 
thereby gaining access to its substrate PIP2. The transloca-
tion and activation of PLCγ2 is controlled by the adaptor 
protein SLP65/BLNK, a major substrate of Syk once this 
kinase is activated and bound to the BCR [12,141,142]. 
The importance of the adaptor–PLCγ2 interaction has been 
highlighted by several mutant mouse models showing that 
SLP65/BLNK-deficient B cells fail to induce the transloca-
tion of PLCγ2 to the plasma membrane and its subsequent 
activation; conversely, membrane-tethered PLCγ2 res-
cues the defective PLCγ2 activation in the SLP65/BLNK-
deficient B cells [143,144]. The biological importance of 
PLCγ2 recruitment was further demonstrated by the exis-
tence of a gain-of-function mutant of PLCγ2 [145]. This 
mutant PLCγ2 manifested prolonged interactions with the 
plasma membrane, thereby causing severe spontaneous 
inflammation and autoimmunity, although which cell types 
are most responsible for the inflammatory phenotypes has 
not been examined in detail.

In regard to the SLP65/BLNK recruitment to the BCR 
and to the membrane, several—but not necessarily mutu-
ally exclusive—mechanisms have been proposed. First, it 
has been found that, after its phosphorylation, the fourth 
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tyrosine (Y204) in the cytoplasmic tail of Igα is a bind-
ing target of the C-terminal SH2 domain of SLP65/BLNK 
[146–148]. Second, the N-terminal region of SLP65/BLNK 
carries a leucine zipper that is essential for its constitu-
tive association of the adaptor with the plasma membrane 
[149]. Third, the C-terminal SH2 domain of SLP65/BLNK 
can also bind to a C-terminal tyrosine of Syk that becomes 
phosphorylated once the kinase is active. Which of these 
three mechanisms dominantly operates during B-cell acti-
vation and in what order is still a matter of debate [150,151].

Once SLP65/BLNK is recruited to the BCR complex and 
phosphorylated by Syk, it provides binding sites for Btk and 
PLCγ2. Indeed, both Btk and PLCγ2 have SH2 domains. 
Because PLCγ2 and Btk are placed in close proximity to 
each other, PLCγ2 undergoes tyrosine phosphorylation by 
Btk [152–156]. A detailed analysis revealed that among the 
three putative phosphorylation sites in PLCγ2, Y753 and 
Y759 are mainly phosphorylated by Btk. It also has been 
shown that the extent of phosphorylation of Y753 and Y759 
correlates with the lipase activity of PLCγ2 [152]. In addi-
tion to Y753 and Y759, PLCγ2 undergoes phosphorylation 
at Y1217 in a Btk-independent manner [152]. Although the 
importance of this phosphorylation in the context of BCR 
signaling is clear, this is probably not caused by direct 
activation of the lipase activity. Rather, phosphorylation at 
Y1217 seems to induce association with as yet unidentified 
molecules containing SH2, thereby stabilizing the PLCγ2 
residency in the plasma membrane and/or enhancing the 
accessibility of PLCγ2 to its substrate.

The physiological role of PLCγ2 also has been exten-
sively examined [157–160]. In PLCγ2 knockout mice, 
the number of mature B cells in the spleen dramatically 
decreases and B1a cells in the peritoneal cavity disappear 
[157,160]. These results clearly indicate that PLCγ2 is 
essential for B-cell maturation and maintenance. That the 
maintenance of memory B cells also requires PLCγ2 also 
has been reported [158].

15.  IP3 PROMOTES CALCIUM RELEASE  
AND ACTIVATION OF NUCLEAR 
FACTOR OF ACTIVATED T CELLS

BCR-mediated PLCγ2 activation leads to the hydrolysis of 
phosphoinositide PIP2, which results in the formation of IP3 
and DAG. The resulting IP3 binds IP3 receptors on the sur-
face of the endoplasmic reticulum (ER) to release calcium 
from internal stores [161]. Three types of IP3 receptors 
are known, namely types 1, 2, and 3. Triple knockouts of 
these IP3 receptor isoforms completely abolish the calcium 
responses induced by BCR crosslinking [162]. Thus, these 
three isoforms of IP3 receptors are essential for BCR-medi-
ated calcium mobilization, although they are functionally 
redundant. This transient response to BCR ligation repre-
sents the first increase of cytosolic calcium. However, the 

capacity of ER stores is limited, and sensing BCR-mediated 
emptying of ER stores leads to the opening of calcium- 
permeable ion channels in the plasma membrane, termed 
store-operated calcium (SOC) channels. This evokes the 
second step of calcium mobilization, giving rise to sustained 
elevated calcium concentrations in the cytosol (Figure 4).

The first step in the activation of SOC channels is 
sensing calcium depletion in the ER. A sensor molecule 
for detecting ER intraluminal calcium content remained 
unknown for a long time until stromal interaction molecule 
(STIM) 1 and STIM2 were identified as calcium sensors 
in the ER [163,164]. This observation was soon followed 
by the finding that Orai1, Orai2, and Orai3 (also known as 
CRACM1/2/3), which are localized in the plasma mem-
brane and contain four TM segments, function as pore-
forming subunits of the SOC channel [165,166].

The importance of STIM1 for BCR-induced Ca2+ entry 
was first shown by gene-targeting experiments in DT40 B 
cells [167]. In the absence of STIM1 expression, SOC influx 
induced by BCR ligation was almost completely abrogated. 
This study also revealed that STIM1 moves to ER–plasma 
membrane junctions upon Ca2+ depletion, forming puncta 
and closely associating with the activation of Orai channels. 
These data are in agreement with other studies using non-B 
cells [168–172].

Recent detailed studies of STIM1 have provided 
more mechanistic insights into how STIM1 conformation 
changes upon Ca2+ release from the ER and how it binds 
the Orai1 channel [167,173,174]. In cells with replete ER 
Ca2+ stores, the EF-hand–sterile α motif domain in the N 
terminus of STIM1 (localized on the luminal side of the 
ER) assumes a closed configuration. Upon Ca2+ deple-
tion, hydrophobic regions in the EF-hand–sterile α motif 
domain are exposed, thus allowing neighboring N-termini 
of STIM1 to dimerize. Once STIM1 are dimerized at the 
N-terminus, conformational changes in the C-terminus of 
STIM1 are induced (localized on the cytoplasmic side), 
resulting in an elongated state and thereby enabling the 
C-terminus of STIM1 to bind Orai1 channels at ER–
plasma membrane junctions.

It was shown that STIM1 and STIM2 also play essential 
roles in SOC Ca2+ influx induced by BCR ligation in pri-
mary B cells [175]. When B cells with defective expression 
of both STIM1 and STIM2 were stimulated by BCR liga-
tion in vitro, proliferation and survival were dramatically 
impaired. However, overall in vivo antigen-specific anti-
body production was not affected by STIM1/2 deficiency in 
either T-dependent and T-independent responses. Although 
the immune responses induced by immunization are not 
affected by the loss of SOC influx, the unique finding that 
loss of STIM1 and STIM2 impairs IL-10 production from 
B cells and leads to the onset of severe experimental auto-
immune encephalomyelitis clearly shows the physiological 
importance of SOC influx in B cells.
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It also has been shown that nuclear factor of activated  
T cells (NFAT) c2 is responsible for calcium-dependent 
IL-10 production [175,176]. The NFAT family is a well-
studied calcium-dependent transcription factor downstream 
of calcineurin [177]. NFAT is cytosolic in resting cells and 
requires continuous elevated Ca2+ to remain in the nucleus, 
where it activates transcription of target genes. B cells 
express three NFAT family members, NFATc1 (alternatively 
named NFAT2 or NFATc), NFATc2 (NFAT1 or NFATp), and 
NFATc3 (NFAT4 or NFATx), which are components of the 
BCR signaling cascade [178]. Intrinsic roles for NFATc1 in 
B cells have been analyzed recently [179]. NFATc1 ablation 
in B cells resulted in impaired BCR-mediated proliferation 
and facilitated activation-induced cell death. Also, the num-
ber of peritoneal B1a cells decreased by 5- to 10-fold. Inter-
estingly, ablation of NFATc1 in B cells led to an increase 
in IL-10 production and ameliorated the clinical course of 
experimental autoimmune encephalomyelitis. The apparent 
disparity between NFATc1 and STIM1/2 ablation in B cells 
could be explained by the idea that NFATc2 and/or NFATc3 
play a compensatory role in IL-10 production.

16.  DAG AND NUCLEAR FACTOR-κB 
ACTIVATION

Nuclear factor (NF)-κB transcription factors are retained in 
the cytoplasm by binding to the inhibitor IκB. The activated 
IκB kinase (IKK) complex, consisting of IKKα, IKKβ, and 
IKKγ (alternatively named NEMO), phosphorylates IκB, 
thereby inducing its degradation [180]. In B cells, PKCβ is 
activated by DAG and Ca2+, both of which are generated by 
PLCγ2 activation. Ablation of PKCβ leads to the defective 
activation of the canonical NF-κB pathway, which in turn 
results in defects in B-cell activation and maturation [181]. 
In the signaling pathway between PKCβ and IKK activation, 
the formation of a macromolecular NF-κB signaling com-
plex is required. This complex is composed of adaptor mol-
ecules: CARMA1, Bcl10, and MALT1 [182]. Fine-tuned 
regulation of the NF-κB signaling pathway imposed by 
CARMA1/Bcl10/MALT1 is crucial to maintaining normal 
B-cell proliferation/survival and differentiation (Figure 3).

PKCβ phosphorylates CARMA1 on Ser668, which is 
essential for subsequent CARMA1/Bcl10/MALT1 asso-
ciation and for IKK activation [183,184]. IKKα and IKKβ 
undergo Ser phosphorylation upon BCR ligation, but 
PKCβ seems not to be a direct kinase on such phosphor-
ylation because the Ser residues in the activation loop of 
IKKα and IKKβ do not match the PKCβ consensus phos-
phorylation site. It turns out that TAK1, a member of the 
mitogen-activated protein 3 kinase family, is responsible 
for phosphorylating IKK [185]. Indeed, TAK1-deficient 
DT40 B cells completely lack BCR-mediated IKK activa-
tion [184]. Moreover, immunoprecipitated TAK1 can phos-
phorylate activation-loop Ser residues of IKKβ in vitro. 

In addition to phosphorylation, K63-linked ubiquitination 
also plays a crucial role in BCR-mediated IKK activation. 
The CARMA1/Bcl10/MALT1 complex is associated with 
TRAF6 (Ub E3 ligase), which induces K63-linked ubiqui-
tination of IKKγ [185–188]. This IKKγ ubiquitination is 
critical for BCR-mediated IKK activation.

17.  ACTIVATION OF THE PI3K PATHWAY

PI3K is a lipid kinase that produces PIP3 from PIP2. Newly 
generated PIP3 is involved in the activation of downstream 
signaling molecules such as Akt (see section 18, “Akt and 
Foxo Regulation”) [86,189–191] (Figure 5). The class IA 
PI3K family is a heterodimeric molecule consisting of a 
110-kDa catalytic subunit (p110α, p110β, and p110δ) and 
a regulatory subunit (p50α, p55α, and p85α), whereas class 
IB PI3K consists of a 110-kDa catalytic domain (p110γ) 
and a regulatory subunit (p55γ, p101, and p84). Among the 
three isoforms in the class IA family, p110δ is expressed 
primarily in hematopoietic cells, including B cells, in con-
trast to p110α and p110β, which are expressed ubiquitously. 
Before activation, the regulatory subunit inhibits the activ-
ity of the catalytic subunit. Once the tandem SH2 domains 
in the regulatory subunit bind to tyrosine-phosphorylated 
YxxM motifs in the binding partner, inhibition of the asso-
ciated catalytic subunit is released.

In B cells, activation of PI3K has been thought to be 
mainly mediated by CD19, which possesses a binding site 
for the SH2 domain in the p85α regulatory subunit. Indeed, 
two YxxM motifs in the cytoplasmic region of CD19 have 
been shown to play an essential role in the recruitment of the 
p85α subunit [84]. However, the defect in B-cell develop-
ment in p85α-deficient mice is more severe than in CD19-
deficient mice [69,70,88,192], suggesting the involvement 
of other binding molecules in the activation of PI3K in B 
cells.

The B-cell adaptor for PI3K (BCAP), which is highly 
expressed in B cells, can bind p85α through four YxxM 
motifs [193]. Upon BCR ligation, BCAP undergoes tyro-
sine phosphorylation, thereby recruiting p85α. When tyro-
sine residues in these four YxxM motifs were substituted 
by phenylalanine, BCAP no longer bound the p85α sub-
unit [193]. Moreover, when CD19 and BCAP genes were 
doubly disrupted, B-cell maturation was almost completely 
blocked, and this perturbation in B-cell development was 
partly recovered by the introduction of a constitutively 
active form of PI3K or PDK1 [194]. This suggests the com-
plementary roles of BCAP and CD19 in BCR-mediated 
PI3K activation.

In contrast to the well-elucidated physical association of 
BCR with CD19, the interaction between BCR and BCAP 
has not been examined until recently. However, new data 
have clarified this connection; the adaptor protein Nck 
binds directly to phosphorylated Igα and recruits BCAP 
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to the BCR signalosome by association between its SH3 
domain and the second proline-rich region of BCAP [195]. 
Nck1 and Nck2 double mutant mice showed a greater defect 
in Akt phosphorylation than BCAP-deficient mice. This 
defect was comparable to that observed in BCAP and CD19 
double-deficient mice. This could mean that Nck might also 
be important for CD19-mediated BCR signaling in addition 
to BCAP recruitment.

Vav was identified as another important regulatory mol-
ecule in the PI3K signaling pathway [196]. The Vav family 
proteins (Vav1, Vav2, and Vav3) are cytoplasmic guanine 
nucleotide exchange factors for Rho-family GTPases. These 
guanine nucleotide exchange factor proteins have a con-
served functional unit consisting of a coupled Pleckstrin 
homology (PH) domain and a Dbl homology domain, which 
are closely associated in the native conformation [196,197]. 
Like other molecules with PH domains, Vav has been shown 
to bind membrane PIP3 produced by PI3K and to exert its 
biological functions [198,199]. Thus, it is evident that activa-
tion of Vav is controlled by PI3K. On the other hand, it also 
has been shown that Vav regulates PI3K activity, presumably 
through Rac1, a member of Rho-family GTPases, which is 
known to activate the lipid kinase [200,201]. These results 
suggest the existence of a positive feedback loop involving 
PI3K-Vav-Rac in the PI3K signaling pathway. Vav1 has been 
shown to be critical for T-cell development and involved in 
mast cell activation [202–205]. B-cell developmental and 
functional defects are relatively mild in mice lacking either 
Vav1 or Vav2, whereas double knockout mice exhibit severe 
defects [198,202,203,206]. Vav3, highly expressed in periph-
eral lymphocytes and spleen cells [207,208], has been shown 
to modulate BCR-mediated PI3K activation [200]. These 
results strongly suggest that PI3K signaling events affected 
by the Vav family are indispensable for both T cells and 
B-cell development and activation.

The physiological roles of PI3K in B cells have been 
well examined. In p110δ-deficient mice, the development 
of B cells in the bone marrow is relatively normal com-
pared to defective maturation in the periphery [87,89]. 
The number of follicular B2 cells in the spleen is dramati-
cally reduced, and the development of peritoneal B1 cells 
and marginal zone B cells is almost completely blocked 
[87,209,210]. BCR-mediated proliferation in vitro depends 
on p110δ activity. Deletion or inactivation of p110δ or p85α 
dramatically reduces BCR-mediated phosphorylation of 
Akt, FoxO, and protein kinase D, which leads to reduced 
Ca2+ flux, impaired cell cycle progression, and reduced glu-
cose metabolism. Also, attenuated PI3K signaling results in 
impaired B-cell homeostasis [211]. Conversely, provision 
of a constitutively active PI3K molecule is sufficient to res-
cue B cells from apoptosis upon inducible deletion of the 
BCR [212]. These findings strongly suggest that PI3K is a 
primary component of the so-called tonic signal, which is 
required for the maintenance of peripheral B cells.

18.  AKT AND FOXO REGULATION

As described earlier, one of the major signaling pathways 
by which PI3K exerts its physiological function is through 
activation of Akt, followed by modulation of downstream 
transcription factors [213]. Foxo transcription factors are 
well-known transcription factors regulated by the PI3K/Akt 
pathway. In B cells, activated Akt phosphorylates Foxo1 and 
Foxo3 at three conserved phosphorylation sites following 
BCR ligation, resulting in diminished DNA binding abil-
ity and exclusion from the nucleus through the formation 
of a complex with the 14-3-3 chaperone protein. Ectopic 
expression of Foxo1 or Foxo3 resulted in cell cycle arrest 
and increased cell death [214].

It has been shown that Foxo1 is required for both early 
B-cell development and peripheral B-cell function using 
Foxo1 gene deletions at various stages of B-cell differen-
tiation [215]. When Foxo1 is deleted at a very early stage, 
a strong block of differentiation at the pro-B cell stage due 
to the failure to express the IL-7 receptor was observed. It 
also has been reported that Foxo1 directly regulates expres-
sion of the Rag-1 and Rag-2 genes throughout early B-cell 
development, and transcription of these genes is repressed by 
Akt activation [216]. In agreement with this report, when a 
mutant form of Foxo3 lacking the Akt phosphorylation sites 
was overexpressed, Igκ light chain gene rearrangement in 
the pre-B stage was promoted [217]. This study also showed 
the possibility that pre-BCR induces and/or activates SLP65/
BLNK, which in turn inhibits Akt activation, thereby promot-
ing Igκ rearrangement. In the case of peripheral B cells, dele-
tion of Foxo1 resulted in fewer lymph node B cells because 
of the lower expression of L-selectin. Also, expression of 
activation-induced cytidine deaminase following antigen 
immunization was dramatically reduced, resulting in lower 
levels of IgG production. Together, these data strongly sug-
gest that Foxo1 and Foxo3, controlled by the PI3K/Akt sig-
naling pathway, are essential transcription factors involved in 
B-cell development, maintenance, and activation.
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Chapter 11

Both the Fc and complement systems have evolved distinct 
strategies for facilitating the interaction of environmental 
antigens with B cells to contribute to an effective antibody 
response. However, we have chosen to consider these two 
systems in parallel because they are interdependent in con-
sidering the fate of interaction of the immune complex with 
the adaptive immune response. In this chapter, we first deal 
with the significance of these systems by reviewing the 
phenotypes of complement and Fc receptor (FcR) deficien-
cies in both mice and humans. Our understanding of the 
mechanisms that account for these phenotypes is discussed 
for each pathway, and the interactions that occur between 
these systems are summarized. For the FcR system, we now 
recognize two general classes of receptors based on struc-
tural homology and mode of binding: type I receptors that 
include the canonical FcγRs that comprise three activating 
and one inhibitory member and bind in a 1:1 complex to the 
open Fc conformation, and type II receptors that include 
DC-SIGN, SIGN R1, and CD23, C-type lectins that bind 
immunoglobulin (Ig) G in a 2:1 complex to the closed Fc 
conformation (Figure 1). We focus on FcγRIIB, the inhibi-
tory receptor expressed exclusively on both B cells and fol-
licular dendritic cells (FDCs), for which substantial data 
are now available. In addition, we discuss more recent 
data indicating that members of the FcR-like (FcRl) fam-
ily, including FcRl4 and FcRl5 and a receptor for IgM, are 
expressed on B cells and may also be involved in modu-
lating B-cell function. Although much is known about the 
role of CD23 in regulating IgE synthesis, its role in IgG 
homeostasis, albeit suggestive, remains to be determined. 
The early components of complement, notably C1q, C4, 
and C3 and the complement receptors CR1 and CR2, are 
particularly relevant to the role of complement in afferent 
responses. In vivo studies of complement and Fcγ receptor 
systems are our primary emphasis, although in vitro data 
are discussed where appropriate. Complement and FcγR 
involvement in the efferent response is not discussed here; 
for discussion of those systems, please see several recent 
reviews [1,2].

1.  CONSEQUENCES OF FcγRIIB 
DEFICIENCY

The targeted disruption of FcγRIIB results in animals with 
amplified antibody responses to both TI and TD antigens, 
with Ig titers increased by five- to ten-fold [3]. Baseline 
serum immunoglobulin levels are unaffected, and the mice 
display a normal Ig half-life. This amplification is appar-
ent on all genetic backgrounds investigated. Backcrossing 
onto the C57BL/6 background further resulted in animals 
with severe autoimmune disease [4,5]. These animals dis-
played a spontaneous loss of tolerance to nuclear antigens, 
with high titers of IgG antibodies to double-stranded DNA 
(dsDNA) and histone H2A/2B by 6 months of age. Autoim-
mune disease was apparent in these animals, with promi-
nent vasculitis and glomerulonephritis resulting from IC 
deposition. The defect in these animals appears to reside, 
in part, in the B-cell compartment, as determined by recon-
stitution of the autoimmune phenotype through the transfer 
of FcγRIIB-deficient bone marrow (BM) into B-cell– or 
T- and B-cell–deficient recipients who have otherwise nor-
mal FcγRIIB expression on their myeloid cells. Moreover, 
restoring FcγRIIB expression either ubiquitously or selec-
tively on B cells was able to restore humoral tolerance in 
autoimmune-prone mouse strains with impaired FcγRIIB 
expression, including FcγRIIB knockout mice [6,7]. Of note, 
treatment of mice and human patients with chronic inflam-
matory demyelinating polyneuropathy (CIDP) with pooled 
polyclonal IgG preparations (intravenous immunoglobulin 
therapy or IVIG) was shown to upregulate the inhibitory 
FcR on myeloid cells and B cells, which may heighten the 
threshold for autoantibody production [8–11]. Further evi-
dence that FcγRIIB-deficient animals have a defect in the 
maintenance of peripheral tolerance was demonstrated by 
the ability of these animals to develop autoantibodies to 
murine type II or type IV collagen after immunization with 
bovine type II or IV collagen, respectively, on a nonsus-
ceptible H-2b background [12,13]. The consequence of this 
induced breakage of tolerance to these autoantigens was the 
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development of collagen-induced arthritis in nonsusceptible 
backgrounds in response to type II collagen immunization, 
or Goodpasture’s syndrome in the case of type IV collagen 
immunization. These data suggest that decreased levels of 
FcγRIIB correlate with a susceptibility to the development 
of autoimmune diseases such as systemic lupus erythe-
matosus (SLE) and are further supported by the reports of 
decreased FcγRIIB levels on B cells in mouse strains pre-
disposed to the development of antinuclear antibodies, such 
as NZB, BXSB, and MRL [14,15], and by its tight linkage 
to SLE loci on chromosome 1 in both human and mouse 
studies [16]. In humans, a failed upregulation of FcγRIIB 
from naïve to memory B cells was noted in SLE and CIDP 
patients [8,17], and a functionally impaired FcγRIIB variant 

was found to be highly associated with the development of 
SLE in Asian and Caucasian patient cohorts [18–21]. In this 
allelic variant, an isoleucine residue in the transmembrane 
domain of FcγRIIB is replaced by a charged threonine 
residue (FcγRIIBI232T), resulting in an impaired recruit-
ment to lipid rafts and a strongly reduced function of this 
receptor variant. More direct evidence that this function-
ally impaired FcγRIIB allele indeed might be responsible 
for a loss of humoral tolerance in humans was afforded by 
studies in which immunodeficient mice were reconstituted 
with human hematopoietic stem cells from donors carrying 
either the functionally intact FcγRIIB-232I or the altered 
FcγRIIB-232T variant [2]. Indeed, a variety of autoanti-
body species including dsDNA antibodies associated with 
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the development of autoimmune disease in humans could 
be detected in humanized mice, in which a human immune 
system developed on the nonfunctional FcγRIIB-I232T 
background. These data indicate that FcγRIIB expression 
on B cells contributes to the maintenance of peripheral tol-
erance to nuclear antigens and to the suppression of autoan-
tibody production Fc and complement receptor in response 
to crossreactive, exogenous antigens. The mechanisms that 
account for these observations will be discussed in detail 
below.

2.  CONSEQUENCES OF COMPLEMENT 
AND COMPLEMENT RECEPTOR 
DEFICIENCIES

As is the case for FcγRIIB, complement and complement 
receptors are required for the maintenance of tolerance to 
autoantigens, although through quite different mechanisms, 
as is discussed below. Deficiency in complement proteins 
C1q and C4 leads to an increased susceptibility to the devel-
opment of lupus and the production of autoantibodies both 
in humans and murine models [22]. This striking observa-
tion supports a critical role for complement and its receptors 
in the protection from maturation of self-reactive B cells. 
Using a murine model (564 Igi) in which the B cells were 
heterozygous for insertion of rearranged Ig heavy and light 
chain genes specific for the ribonucleoprotein, deficiency in 
C4 allowed for an escape of anergy at the immature stage of 
differentiation (findings are discussed in more detail below) 
[23]. Thus, complement participates in negative selection at 
the transitional stage.

The development of knockout mice bearing targeted 
Cr2 loci provided animal models to not only directly test 
the importance of the two receptors but also to dissect the 
mechanism of B-cell regulation in vivo. Three lines of tar-
geted mice have been reported, and in general they have a 
similar phenotype, although one line expresses a low level 
of truncated CD21. All three lines fail to develop second-
ary antibody responses to foreign protein antigens admin-
istered in the absence of adjuvant; a reduced number and 
size of germinal centers (GCs) characterize their response. 
Both the primary and secondary responses to certain thy-
mus-dependent (T-D) antigens are reduced, suggesting 
that complement can function both in the initial activation 
and expansion of antigen specific B cells as well as their 
survival within the GC. The similar impaired response of 
mice deficient in either C3 or C4 with those deficient in 
the receptor suggests that complement mediates its effects 
on B-cell responses via CD21/CD35. The observation that 
co-crosslinking of the B-cell receptor (BCR) and core-
ceptor lowered the threshold for B-cell activation led to 
the important general concept that complement receptors 
link innate and adaptive immunity [24]. Thus, the innate 
immune system provides a novel mechanism of identifying 

pathogens by covalent attachment of C3 and enhancing the 
humoral response via CD21/CD35. This concept was tested 
by comparing the humoral response of mice deficient in 
complement proteins C3 or C4 or receptors CD21/CD35 
after infection with herpes simplex virus type 1 (HSV-1). 
Significantly, all three groups of mice failed to develop a 
significant antibody response to the infectious virus despite 
multiple infections (Figure 2). Thus, complement and its 
receptors are essential in the formation of a memory B-cell 
response to this important human pathogen. The defect was 
in the B-cell compartment, because CD4 + T cells were acti-
vated normally and responded to viral antigens on second-
ary stimulation in vitro.

Experiments involving chimeric mice support the over-
all conclusion that CD21/CD35 expression on B cells is 
essential for B-cell activation in vivo but that FDC expres-
sion is also important in the localization of antigen within 
the follicles and the promotion of long-term B-cell sur-
vival. Complement receptors CD21/CD35 also appear to be 
important in the selection or expansion and maintenance of 
B-1 cells, because Cr2-def mice have an altered repertoire 
of natural antibody to certain but not all self-antigens. Thus, 
Cr2-def mice are missing or have reduced levels of natu-
ral antibody involved in the induction of reperfusion injury 
(ischemia/reperfusion [I/R]).

In summary, complement receptors CD21 and CD35 
mediate the enhancing effects of complement C3. Thus, the 
receptors link the innate and adaptive response that results 
in enhanced humoral immunity.

3.  Fc RECEPTORS

3.1  Expression Pattern and Signaling 
Properties of FcγRIIB

The interpretation of the phenotypes displayed by FcγRIIB-
deficient mice is complicated by the ubiquitous expression 
pattern of this inhibitory receptor. On B cells and FDCs, 
RIIB is the only FcR for IgG expressed. RIIB is expressed 
at all stages of B-cell development, including pre-, pro-, and 
mature populations. Of note, FcγRIIB expression is main-
tained on memory B cells and plasma cells, on which most 
of the other B lineage molecules are either absent or present 
at very low levels [2,25]. Expression levels of FcγRIIB are 
modulated on different B-cell populations, displaying higher 
levels on peripheral B cells and reduced expression on GC 
and activated B cells [26,27]. Interleukin-4 further down-
regulates FcγRIIB expression on GC B cells [27]. FcγRIIB 
expression is induced on FDCs upon antigen stimulation. 
In addition, FcγRIIB is expressed on immature dendritic 
cells, where it accounts for >75% of surface expression of 
FcγRs on those cells. FcγRIIB deficiency does not appear 
to perturb the development of any of these lineages, sug-
gesting that FcγRIIB functions specifically in response to 
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IC engagement during the active immune response. Consis-
tent with this scenario, several studies indicate that FcγRIIB 
limits the expansion of autoreactive plasma blasts and 
plasma cells that are present at enhanced levels in autoim-
mune-prone mouse strains expressing reduced levels of the 
inhibitory FcR [2,28]. FcγRIIB is not expressed on natural 
killer (NK) cells, T cells, or stromal cells.

3.2  ITIM Pathways

The inhibitory motif, embedded in the cytoplasmic domain 
of the single-chain FcγRIIB molecule, was defined as a 
13 amino acid sequence AENTITYSLLKHP, shown to be 
both necessary and sufficient to mediate the inhibition of 

BCR-generated calcium mobilization and cellular prolifera-
tion [29,30]. Significantly, phosphorylation of the tyrosine 
of this motif was shown to occur upon BCR coligation and 
was required for its inhibitory activity. This modification 
generated a Src homology 2 (SH2) recognition domain that 
is the binding site for the inhibitory signaling molecule 
SH2 domain-containing inositol polyphosphate 5-phos-
phatase (SHIP) [13,31]. In addition to its expression on 
B cells, where it is the only IgG FcR, FcγRIIB is widely 
expressed on macrophages, neutrophils, mast cells, den-
dritic cells, and FDCs, and it is absent only from T and NK 
cells. Studies on FcγRIIB provided the impetus to identify 
similar sequences in other surface molecules that mediated 
cellular inhibition and resulted in the description of the 
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FIGURE 2 Deficiency in complement receptors CD21 and CD35 or complement proteins C3 and C4 results in an impaired humoral response 
to herpes simplex virus type 1 (HSV-1). Mice were infected intradermally with 2 × 106 plaque-forming units of either replication-deficient strain HD-2 
(panels a–c) or replication-competent strain KOS 1.1 (panel d) at day 0 and challenged on week 3 with a similar dose of live virus. Results indicate a 
normal secondary response as expected among wild-type (WT) controls but an impaired response in mice deficient in complement receptors or proteins.
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immunoreceptor tyrosine-based activation motif (ITIM), a 
general feature of inhibitory receptors. FcγRIIB displays 
three separable inhibitory activities, two of which are 
dependent on the ITIM motif and one that is independent of 
this motif (Figures 3 and 4). Coengagement of FcγRIIB to 
an ITAM-containing receptor leads to tyrosine phosphory-
lation of the ITIM by the lyn kinase, recruitment of SHIP, 
and the inhibition of ITAM-triggered calcium mobilization 
and cellular proliferation [31,32]. These two activities result 
from different signaling pathways, with calcium inhibition 
requiring the phosphatase activity of SHIP to hydrolyze 
phosphatidylinositol (3,4,5)-triphosphate (PIP3) and the 
ensuing dissociation of pleckstrin homology (PH) domain–
containing proteins such as Btk and phospholipase Cγ [33] 
(Figure 3). The net effect is to block calcium influx and 
prevent sustained calcium signaling. Calcium-dependent 
processes such as degranulation, phagocytosis, antibody-
dependent cell-mediated cytotoxicity, cytokine release, 
and proinflammatory activation are all blocked. The arrest 
of proliferation in B cells is also dependent upon the ITIM 
pathway, through the activation of the adaptor protein dok 
and subsequent inactivation of mitogen-activated protein 
kinases [16,34]. The role of SHIP in this process has not 
been fully defined, because it can affect proliferation in sev-
eral ways. SHIP, through its catalytic phosphatase domain, 
can prevent activation of the PH domain survival factor Akt 
by hydrolysis of PIP3 [35,36]. SHIP also contains phospho-
tyrosine-binding domains that could act to recruit dok to 

the membrane and provide access to the lyn kinase that is 
involved in its activation. Dok-deficient B cells are unable 
to mediate the FcγRIIB-triggered arrest of BCR-induced 
proliferation, while retaining their ability to inhibit a cal-
cium influx, thus demonstrating the dissociation of these 
two ITIM-dependent pathways.

The third inhibitory activity displayed by FcγRIIB is 
independent of the ITIM sequence and is displayed upon 
homoaggregation of the receptor. Under these conditions 
of FcγRIIB clustering, a proapoptotic signal is generated 
through the transmembrane sequence (Figure 4). This pro-
apoptotic signal is blocked by the recruitment of SHIP, 
which occurs upon coligation of FcγRIIB to the BCR, due 
to the Btk requirement for this apoptotic pathway. More 
recently it was demonstrated that in addition to Btk c-Jun 
NH2-terminal kinase and the c-Abl kinase also were also 
involved in this pathway [37]. This novel activity has only 
been reported in B cells and has been proposed to act as a 
means of maintaining peripheral tolerance for B cells that 
have undergone somatic hypermutation. Support for this 
model comes from the in vivo studies of FcγRIIB-deficient 
mice in induced and spontaneous models of autoimmunity. 
Recent studies have provided evidence that FcγRIIB is 
involved in affinity maturation, Ig enhancement and sup-
pression, and generation of the memory and plasma cell 
response [25,28,38]. These various roles contribute to the 
overall role of FcγRIIB in the maintenance of peripheral 
tolerance because perturbation in one or more of these 
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pathways can contribute to the emergence and amplifica-
tion of the autoimmune response.

3.3  Affinity Maturation

Affinity maturation occurs within the GC, where somati-
cally mutated BCRs undergo selection on antigen retained 
on FDCs [39,40]. Antigen is retained in the form of ICs 
and involves the interaction of both complement recep-
tors and FcγRIIB with these ICs on FDCs. B cells also 
express both complement and FcγRIIB. An analysis of 
the role of RIIB in affinity maturation thus represents the 
contribution of both FDCs and RIIB to this process. The 
role of FDC-expressed FcγRIIB has been clarified by the 
development of chimeric mice in which only the FDC 
FcγRIIB is deficient and the B-cell FcγRIIB is retained 
[39,41]. In these mice, potentiation of affinity maturation 

is seen. This potentiation likely results from the increased 
stringency of selection that occurs in the GC that, in turn, 
results from unopposed access of FDC ICs to B-cell 
FcγRIIB, as has been proposed previously [36]. Coliga-
tion of the BCR and FcγRIIB attenuates the BCR signal 
by the negative signaling role of SHIP This negative sig-
nal would impose a requirement for a higher threshold for 
effective BCR stimulation and thus favor higher affinity 
BCRs. In addition, under those conditions where coli-
gation to BCR is ineffective, ligation of FcγRIIB alone 
results in an apoptotic signal, resulting in the elimination 
of those somatically mutated B cells with low affinity for 
antigen. The situation is reversed when B cells that lack 
FcγRIIB expression are transferred. In that case decreased 
apoptosis is observed, and the resulting B cells display 
a reduced affinity for antigen (Kalergis and Ravetch, 
unpublished observations). This is perhaps due to the 
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persistence of low-affinity B cells that arise as a conse-
quence of somatic mutation and are normally eliminated 
by a negative selection mechanism involving FcγRIIB 
crosslinking and induce apoptosis. Because FcγRIIB is 
regulated on both FDCs and B cells, the potential is pro-
vided for fine-tuning the survival and selection of B cells 
in the GC by the interaction with ICs on FDCs. This role 
of FcγRIIB on affinity maturation could provide part of 
the explanation for the loss of tolerance in RIIB-deficient 
animals. Because FcγRIIB would provide one mechanism 
for the elimination of low-affinity and potentially auto-
reactive BCRs that may arise through somatic mutation 
during the GC reaction, decreasing its expression on GC 
B cells could favor the persistence and eventual positive 
selection of these cells. This property could dominate 
over loss of FcγRIIB on FDCs, because its contribution to 
the retention of antigen is minimal compared with that of 
complement receptors. Enhancement of this autoimmune 
phenotype would be mediated dendritic cell (DC) matura-
tion and the resulting T cell activation [40]. The analysis 
of conditional deficiency of FcγRIIB on B cells, FDCs, 
and DCs will clarify these activities.

3.4  Ig Enhancement and Suppression

The ability of IgG to mediate the suppression of antibody 
responses is perhaps the best-known clinical applica-
tion of feedback suppression. The administration of IgG 
antierythrocyte-specific antibody completely prevents the 
emergence of antierythrocyte antibody response [40,42] 
and prevents the emergence of hemolytic disease of the 
newborn [43]. The responsible mechanism is still not 
defined, although experimental support for both epit-
ope masking and FcγRIIB-mediated inhibition has been 
presented. In experimental mouse models, monoclonal 
IgG-anti-TNP suppressed the primary response to trinitro-
phenyl-conjugated sheep erythrocytes in mice that lacked 
FcγRIIB, suggesting an FcγRIIB-independent mechanism 
[44]. Other studies demonstrated decreased suppression 
for IgG antibodies with reduced FcR binding ability or 
through blocking FcR engagement by antibody blockade 
[45]. These differences may reflect the selective effects 
of decreased FcγRIIB binding on either B cells, FDCs, or 
antigen-presenting cells (APCs) where different effects 
can be elicited depending upon the pathway affected. 
Here, too, discrimination between these pathways is nec-
essary to define the principal mechanism underlying IgG 
suppression.

The situation for enhancement by IgG is less complex. 
In this case, the ability of an IC, in the absence of adju-
vant, to augment antigen presentation by APCs has been 
well documented in several systems [46]. Two activities are 
involved in IgG-mediated enhancement: the ability of IC to 
be more efficiently internalized by APCs through Fc-mediated 

pathways, leading to enhanced presentation [47,48]; and the 
ability of ICs to induce the maturation of immature DCs 
through activation of FcγRIII ITAM pathways [49].

This latter activity is restricted by the preferential expres-
sion of FcγRIIB on immature DCs. This pathway provides 
an explanation for the observation that IgG enhancement is 
augmented up to several hundredfold in FcγRIIB-deficient 
animals. In the presence of adjuvants, IgG enhancement is 
significantly reduced, because alternative maturation sig-
nals are provided [50], and the enhanced uptake of antigen 
is the primary activity being followed.

3.5  Memory Response

FcγRIIB has been postulated to play a role in both the 
recall response and in the switch from antibody-secreting 
cells (ASCs) to memory cells in the spleen. Experimental 
support for a role in these processes comes from chime-
ric animals in which the FDC FcγRIIB is absent. In those 
cases, the frequency of both ASCs and memory cells in 
the spleen is reduced, although the magnitude of the anti-
body response remained unchanged and the affinity actu-
ally increased [39]. Notably the long-term recall response 
was impaired. Here, too, the likely explanation points to the 
role of FcγRIIB on FDCs as providing a means of limiting 
the ability of retained ICs from interacting with FcγRIIB 
on B cells. The unrestricted interaction of FcγRIIB on B 
cells with ICs could account for the perturbation in the gen-
eration of high-affinity antibody-forming cells (AFCs) and 
memory cells, as discussed above. Further studies using a 
conditional deficiency of FcγRIIB on these two cell pop-
ulations will be necessary to resolve these pathways. The 
relative importance of the FcγRIIB pathway on FDCs, com-
pared with the complement pathway, is discussed below.

3.6  Plasma Cell Homeostasis

Upon B-cell activation and affinity maturation in the spleen 
and lymph nodes(LN), short-lived plasma blasts and long-
lived plasma cells develop of which the latter populations 
homes to niches in the BM that provide factors for the 
long-term survival of these cells. The limited number of 
niches available in the BM creates the conceptual problem 
that once all the niches are occupied with plasma cells, no 
further plasma cells generated during a subsequent antigen 
encounter or vaccination would have the capacity to become 
long lived and generate protective antibody titers [51]. 
As this is obviously not the case, there have to be mecha-
nisms in place that generate free niches for newly generated 
plasma cells. There is convincing evidence that signaling 
via FcγRIIB might be involved in this pathway via its pro-
apoptotic function. Thus, plasma cells downregulate BCR 
expression while actually upregulating FcγRIIB expression 
levels. ICs generated during an ongoing immune response 
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would therefore selectively trigger FcγRIIB-dependent 
proapoptotic signaling pathway on plasma cells that would 
induce cell death on at least a portion of the current plasma 
cell pool, allowing newly formed plasma cells to occupy 
these niches [25,52].

3.7  CD23

CD23 is the low-affinity receptor for IgE and is expressed 
throughout B-cell development with a very low expres-
sion on marginal zone B cells and T1 transitional B cells 
in the spleen. It exists in two isoforms, CD23a and CD23b, 
of which only the first isoform is expressed constitutively.
CD23 engagement by antibody can result in either posi-
tive or negative responses. For example, injection of small 
soluble antigens complexed with IgE was demonstrated to 
enhance the antibody response in a CD23-dependent man-
ner [42]. In contrast, IgE binding to CD23 on B cells results 
in reduced IgE production. As a consequence of this activ-
ity, CD23-deficient mice have elevated serum IgE levels. 
Apart from B cells, CD23 expression has been described on 
FDCs; however, the aforementioned enhancement of anti-
body responses was suggested to be dependent on CD23 
expressed on B cells, indicating that B cells may directly 
act as APCs to enhance T helper (Th) cell responses [43]. 
Unlike FcγRIIB, CD23 does not belong to the immuno-
globulin superfamily of proteins but rather to the family 
of C-type lectin receptors. More recently, mouse SIGNR1 
and its human ortholog DC-SIGN, which also belong to 
this protein family, were identified to bind to IgG glyco-
variants rich in sialic acid. Binding of highly sialylated IgG 
variants to these receptors was shown to be responsible for 
repressing autoantibody-dependent inflammatory processes 
via triggering a Th2-type cytokine pattern that upregulated 
the inhibitory FcγRIIB on innate immune effector cells 
[53]. Recent studies have demonstrated that sialylated IgG 
can bind to CD23 in a manner analogous to IgE binding to 
CD23 and distinct from FcγR binding and thus may provide 
another mechanism for feedback regulation of IgG synthe-
sis. This activity may explain the ability of IVIG to reduce 
autoantibody levels in patients treated with this preparation.

3.8  FCR-Like Proteins

In addition to the inhibitory FcγRIIB, several members of the 
family of FcRl proteins are expressed on mouse and human 
B cells [54,55]. As most of our current knowledge about the 
function of these proteins comes from human cells, we focus 
on the human system. The family of human FcRls consists 
of eight members of which FcRl1–FcRl6 are transmembrane 
proteins, whereas FcRlA and FcRlB may represent intra-
cellular or secreted proteins. Similar to classical FcγRs, the 
FcRl proteins can be divided into activating and inhibitory 
family members depending on the presence of cytoplasmatic 

ITAM (FcRl1) or ITIM (FcRl4 and FcRl6) motifs; FcRl2, 
FcRl3, and FcRl5 have both, ITAM-like and ITIM motifs. 
On B cells expression of FcRl1–FcRl5 can be detected, 
although differences with respect to the various B-cell dif-
ferentiation stages were noted. Whereas FcRl1, FcRl3, and 
FcRl5 are already expressed at the pre-B-cell stage, expres-
sion of FcRl2 and FcRl4 is limited to memory and plasma 
cells. In general, FcRl expression is most abundant on mem-
ory B cells, whereas on plasma cells FcRl5 expression is 
dominant. Consistent with the presence of ITAM motifs in 
FcRl1, crosslinking of this receptor on B cells was shown to 
enhance BCR-induced calcium flux and B-cell proliferation 
[56]. In contrast, triggering of FcRl4 and FcRl5 delivered 
potent inhibitory signals, leading to reduced BCR-induced 
calcium flux in an SHP-1-dependent manner, suggesting that 
the noncannonical ITAM motif in FcRl5 is dominated by the 
ITIM motif also present in this receptor [57,58]. Despite the 
identification of this receptor family due to their sequence 
similarity to classical FcγRs, so far only FcRl4 and FcRl5 
have been shown to be bona fide FcRs. Thus, FcRl4 was able 
to bind to immunoglobulin A, whereas FcRl5 could bind IgG. 
Interestingly, the molecular mechanism of binding seems to 
differ from IgG binding to classical FcγRs [59,60]. In both 
cases, the binding affinity was in the micromolar range, sug-
gesting that ICs may be the physiological ligands of these 
receptors. At present, one can only speculate about the role 
of FcRl triggering via IgA or IgG ICs, but considering the 
rather restricted expression of FcRl4 on a subset of memory 
B cells, a negative feedback regulation via IgA complexes or 
dimers may be anticipated. With respect to FcRl5, one may 
expect a broader negative feedback on B-cell developmental 
stages due to the ubiquitous expression pattern throughout 
B-cell development, but more work will be necessary to fully 
understand the function of these proteins.

3.9  Fcμ-Receptor

Although the existence of an FcR for IgM was anticipated 
for a long time, the cloning and molecular characterization 
of this molecule only started in 2009 [61]. Originally identi-
fied as a molecule modulating FAS-mediated apoptosis and 
hence called Fas apoptotic inhibitory molecule 3 (or TOSO), 
it was demonstrated to have the capacity to bind to polymeric 
IgM recently. The FcμR is located in proximity to the poly-Ig 
receptor and the Fca/μR on chromosome 1, but it only shows 
a distant relationship to these receptors based on amino acid 
sequence [61]. Its intracellular sequence does not contain any 
ITIM or ITAM motifs, but it contains conserved Ser and Tyr 
residues that become phosphorylated upon IgM binding to 
the receptor. The expression of the FcμR is largely restricted  
to T cells and B cells in humans and shows a cell-type- 
specific modulation upon activation. Whereas it is upregulated 
on B cells upon BCR activation, it becomes downmodu-
lated on T cells after activation. In mice and humans, FcμR  
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is expressed from the pre-B/immature B-cell to the plasma 
cell stage, with a notable reduction of expression on GC B 
cells. Besides B2-B cells, B1 cells also show a prominent 
expression of FcμR. In contrast to humans, FcμR expres-
sion in mice is restricted to B cells, and the first analysis of a 
mouse strain deficient for FcμR expression revealed no major 
phenotype for B-cell development [62]. However, these mice 
had increased levels of serum IgM and IgG3 and an increase 
in splenic B1 cells. In contrast, the amount of marginal zone 
B cells was reduced. Moreover, although responding well to 
nonprotein antigens such as phosphorylcholine, the antibody 
response to protein antigens was reduced in the absence of 
the FcμR. Of note, the heightened level of natural IgM anti-
bodies was paralleled by enhanced levels of anti-chromatin 
and anti-DNA antibodies of IgM and IgG isotypes. Although 
much more work needs to be done to fully elucidate the func-
tion of FcμR on B cells, the available data suggest that it may 
be involved in modulating natural serum IgM and at least in 
part the B-cell response toward protein antigens.

4.  COMPLEMENT RECEPTORS

The discovery of antibody as important in recognition of bac-
teria directly led to the identification of a heat-sensitive com-
ponent of serum that was also required for the elimination of 
pathogens. The component was termed “complement” for its 
complementary role in leading to lysis of antibody-bound bac-
teria. Thus, the study of the complement system has paralleled 
that of antibody for more than a century. It is now appreci-
ated that the complement system represents more than 20 
serum and cell surface proteins that act in concert to activate 
in a regulated manner the central component C3 and the later 
membrane attack complex C5–C9 [63,64]. Whereas much of 
the focus of early work was on proteolytic events and assembly 
of the membrane attack complex, work during the past several 
decades has uncovered an important role of the complement 
system in the regulation of B cells. This portion of the chapter 
focuses on our current understanding of the complement recep-
tors involved in B-cell regulation in vivo. Importantly, comple-
ment receptors act at multiple steps of B-cell activation and 
help to shape not only the antibody repertoire but also influ-
ence the formation of a memory response to both T-dependent 
and T-independent antigens [65]. Two major effects on B cells 
are (1) localization of antigen to lymphoid compartment; and 
(2) enhancement of B-cell signaling via the coreceptor. Finally, 
we discuss recent studies that identify a role for complement 
receptors in the retention of antigen on FDC.

4.1  Early Components of Complement 
Influence the Humoral Response

The finding of C3 activation products bound to the surface 
of B lymphocytes led to the speculation that complement  
receptors were important in regulating the immune 

response [66]. Indeed, transient depletion of C3 revealed 
a critical role for complement in humoral immunity to 
both T-D and thymus-independent (T-I) antigens [67]. 
These observations were confirmed and extended in 
humans and animals bearing natural deficiencies in C3 
or the classical pathway (C1q, C2, and C4) and later 
in gene-targeted mice [68]. We now appreciate that the 
activation of complement C3 and covalent attachment 
to antigen “marks” the antigen as foreign and greatly 
enhances its immunogenicity. The classical pathway is 
most important for activation and binding to T-D anti-
gens, whereas C3 binds to carbohydrate antigens, prob-
ably via the lectin or alternative pathways.

4.2  Regulation of Complement Receptors

Given the central importance of complement C3 in inflam-
mation, it is not surprising that it is tightly regulated. Most 
cells express regulators of complement such as membrane 
cofactor, decay-activating factor, and complement recep-
tor carry that function either to displace C3 convertase or 
act as cofactors in its proteolytic inactivation. CD35 also 
participates as a regulator of complement but is more lim-
ited in its distribution. In addition to its cofactor activity, 
CD35 binds activated C4 (C4b) and C3 (C3b) and degrada-
tion products of C3—iC3b and C3d. In humans, it is the 
major immune adhesion receptor expressed on red blood 
cells and functions in the clearance of ICs. In addition, it 
is found on myeloid cells (DCs and macrophages), FDCs, 
and B cells. CD21 is a homolog of human CD21 that binds 
iC3b and C3d but lacks cofactor activity. It is expressed on 
B cells and some T cells. In the mouse, CD35 and CD21 are 
expressed at a single locus (Cr2), because CD21 represents 
a splice product of the former [69,70]. They appear to be 
coexpressed primarily on B cells and FDCs. Like the regu-
latory receptors, CD21 and CD35 share a common struc-
tural motif termed complement control protein (CCP), and 
they are assembled from these repeating units. For example, 
murine CD21 and CD35 are assembled from 15 to 21 CCP 
repeats, respectively. Recent cocrystalization studies iden-
tify the binding of C3d ligand at the interface of the two 
N-terminal CCP of CD21 (Isenman).

In summary, most mammalian cells bear complement 
receptors that function to limit the activation of C3 on autol-
ogous cells. A subset of C3 receptors, CD21 and CD35, are 
more limited in expression and function both in binding of 
i.c. and adaptive immunity.

4.3  CD21 Forms a Co-receptor on B Cells

The B-cell coreceptor best described for human B cells 
represents a complex of three receptors: CD21, CD19, 
and CD81. CD21 provides the major recognition domain 
and binds C3d-coated antigens that lead to crosslinking of 
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CD19 and CD81. CD19 is the primary signaling receptor 
and becomes rapidly phosphorylated on crosslinking. Co-
crosslinking of the coreceptor and BCR results in down-
stream events that amplify the signal so that less antigen 
is required for activation and provides a unique signal-
enhancing B-cell activation [71]. Thus, the coreceptor 
functions to lower the threshold for activation of B cells. 
Although CD19 has intrinsic signaling properties separate 
from CD21, the binding of C3d-coated antigens appears 
to be specifically required for the enhancement of B-cell 
responses. For example, co-crosslinking of CD21 and BCR 
leads to preferential targeting of the complex into lipid rafts 
that enhance signaling. In mice, CD35 also forms a core-
ceptor with CD19 and CD81; therefore, the two receptors 
are treated as one (CD21/CD35) for remaining discussion 
in this chapter. Thus, the CD21/CD19/CD81 coreceptor 
provides a critical link between the innate immune system 
and adaptive immunity.

In summary, CD21 with CD19 and CD81 forms a core-
ceptor that is expressed by all mature B-cell subsets. An 
encounter with C3d-coated antigen coligates the coreceptor 
and BCR on cognate B cells and results in a reduction in the 
antigen signal required for a B-cell response.

4.4  CD21/CD35 Regulate B-Cell Responses

As predicted by Nussenzweig and colleagues three decades 
earlier, complement receptors are important in regulat-
ing B-cell responses. This was first demonstrated in vivo 
by pretreating mice with antibodies specific for CD21/
CD35 or a soluble inhibitor of CD21 (sCR2) [72]. Mice 

administered blocking antibody or sCR2 before immuni-
zation with T-D antigens failed to respond normally, and 
their antibody response was impaired. The defect was in the 
B-cell compartment, because the T cells from treated and 
immunized mice were primed normally to the red blood cell 
antigen [73]. These studies confirmed the in vivo impor-
tance of CD21/CD35 in enhancement of B-cell immunity. 
However, they did not distinguish between complement 
receptor expression on B cells versus FDCs. Thus, uptake 
of C3d-coated antigen by CD21/CD35 not only crosslinks 
the B-cell coreceptor but also is important for localization 
of antigens within the lymphoid compartment.

5.  CORECEPTOR SIGNALING VERSUS 
ANTIGEN LOCALIZATION TO FDCS

Over 40 years ago, FDCs were first identified as important 
for retention of antigen in GCs. In contrast to myeloid cells, 
FDCs retain antigen for long periods, up to months in mice, 
without degradation. Immune complexes coated with com-
plement C3 are taken-up by FDCs through CD21/CD35 
receptors and rapidly internalized into a nondegradative 
compartment. Periodically, ICs are cycled to the cell surface 
where they are accessible for acquisition by cognate B cells 
(Figure 5) [74]. How FcRIIB participates in antigen reten-
tion is not clear, but it could be involved in regulation of 
the periodic cycling. Interestingly, one important pathway 
for delivery of IC to FDCs within the secondary lymphoid 
tissues is via CD21/CD35 transport by naïve B cells (Figure 
5) [75,76]. Thus, transport and delivery of C3-coated IC is 
mediated by the complement receptors but does not appear 
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FIGURE 5 Lymph node architecture and antigen trafficking. (Left panel) Schematic representation of the lymph nodes (LN). Depicted are the T 
cell zone and the B-cell follicles, which can contain a germinal center (GC). The GC has a dark zone (DZ) and a light zone (LZ), where the follicular 
dendritic cells (FDC) reside. The medulla (bottom of diagram) is distal to the subcapsular sinus and includes the efferent lymphatics.(Right panel) Antigen 
(Ag) enters the LN through the afferent lymphatic vessels that drain into the subcapsular sinus (SCS). Lymph borne immune complexes (IC) activate 
complement leading to covalent attachment of activated C3 (C3d). C3d-IC can be captured by complement receptor 3 (Cr3) and FcR on subcapsular sinus 
macrophages (SSM). The C3d-IC is then shuttled to the underlying B-cell compartment where it is taken up by naïve B cells via complement receptor 2 
(Cr2). The naïve B-cell then travels towards the FDC where the cargo is transferred to FDC in a Cr2-dependent pathway. FDC internalize the C3d-IC into 
a nondegrading endosomal vesicle that periodically cycles to the surface. It is important to note that the IC is protected from degradation for extensive 
periods in these vesicles and that the IC remains intact and bound to Cr2. On the surface of the FDC, C3d-IC can be acquired by GC B cells and internal-
ized for presentation to helper T cells.
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to involve CD19 and CD81 or the BCR as the IC remain on 
the surface of the B-cell until off-loaded onto the FDC.

These observations raised the general question of the rel-
ative importance of CD21/CD35 expression on B cells and 
FDCs in vivo. Thus, does the B-cell response depend equally 
on both coreceptor signaling and antigen localization? This 
question was addressed by the development of chime-
ric mice in which the B cells expressed CD21/CD35 and 
FDCs were deficient or vice versa. Such chimeric mice were 
made possible by the finding that FDCs are radioresistant 
and not restored by engraftment of adult BM into irradiated 
recipients [76]. For example, chimeric mice bearing CD21/
CD35 on B cells, but deficient on FDCs, could be prepared 
by the reconstitution of lethally irradiated CD21-def mice 
with wild-type (WT) (Cr2+) BM. Alternatively, reconstitu-
tion of irradiated WT mice with BM prepared from Cr2-def 
mice yielded mice bearing Cr2 + FDCs but Cr2-def B cells. 
Based on characterization of the reciprocal chimeric mice, it 
is clear that a full memory response requires both coreceptor 
and retention of antigen on FDCs [77].

5.1  B Cells Require Complement Receptors 
at Five Different Stages

5.1.1  Repertoire of Natural Antibody is Altered 
in Cr2-def Mice

Natural antibody is produced primarily by a subset of B cells 
termed B-1. They are distinguished from conventional B 
cells (B-2) by anatomical localization, repertoire, cell surface 
phenotype, activation, and lifespan (this subset of B cells is 
discussed more thoroughly in another chapter). B-1 cells are 
IgM-int, IgD-lo, and CD21-int, CD23–, and localize primar-
ily in the peritoneal tissues, although they are also found at 
low levels in the spleen and lymph nodes (LNs). Two sub-
sets have been identified based on expression of CD5: CD5+, 
termed B-1a, and CD5–, termed B-1b. Unlike conventional 
B cells, both subsets express CD43 and CD11b. Although 
B-1 cells can undergo isotype switch, they are not thought to 
enter GCs or acquire extensive somatic mutation; however, 
they are long lived and appear to undergo self-renewal. Their 
repertoire appears to be biased toward highly conserved anti-
gens such as phosphoryl choline and phosphatidyl choline 
and nuclear antigens such as DNA and nuclear proteins. 
This bias might reflect their development, because they are 
selected during the early neonatal period in which terminal 
deoxynucleotidyl transferase is not expressed. Their reper-
toire is also influenced by the positive selection by self- and 
enteric bacterial antigens [78,79]. The development of B-1 
cells requires an intact BCR, as defects in proteins involved 
in BCR signaling such as vav, PI-3 kinase, and CD19 result 
in a more profound loss of B-1 relative to conventional B-2 
cells [80]. Alternatively, mutations leading to hyperrespon-
sive BCR signaling can result in an increased frequency of 

B-1 cells. Whether this reflects a general requirement for 
intrinsic signaling of BCR or encounter with cognate antigen 
is not clear. However, studies identifying the requirement of 
cognate antigen for B-1 cell development suggests that inter-
action with self-antigens or enteric bacteria is important for 
the initial positive selection or expansion and maintenance. 
This is illustrated in the I/R model. I/R represents an acute 
inflammatory response against self after reperfusion of 
ischemic tissues (Zhang et al. JEM 2006). It is mediated by 
natural IgM (and IgG) and classical pathway complement. 
Not only are Ig-deficient animals protected from injury in 
the I/R model, but also Cr2-def mice are protected from full 
injury [81,82]. Thus, despite apparent normal levels of serum 
IgM Cr2-def mice are protected in an intestinal model of I/R. 
Injury can be restored by reconstitution with pooled IgM pre-
pared from WT mice. Alternatively, reconstitution of Cr2-def 
mice with WT peritoneal B cells also restores their suscep-
tibility to I/R injury. Because engrafted Cr2+ B-1 cells are 
maintained in Cr2-def mice in the absence of stromal expres-
sion of CD21/CD35 it seems most likely that coreceptor sig-
naling rather than FDC binding is important in the expansion 
and maintenance of the B-1 subset of cells [83].

In summary, B-1 cells are a major source of natural anti-
body and are positively selected during early development 
by cognate antigen. The interaction requires complement 
receptors with at least some antigens to enhance antigen 
receptor signaling.

5.1.2  Activation of Naïve B Cells

B cells, like T cells, must be tightly regulated to circumvent 
the nonspecific activation of bystander cells during an ongo-
ing infection. Antigen specificity is ensured in large part by 
the requirement for two signals—BCR and CD40—to pro-
mote activation and expansion against specific pathogens. 
B-cell encounters with antigen in the absence of T cell help 
(CD40L costimulation) or vice versa can result in the induc-
tion of anergy or cell death. A well-characterized pathway 
for regulation of peripheral lymphocytes is CD95 or Fas. 
Trimerization of the Fas receptor on peripheral B cells 
stimulated by CD40 alone leads to the assembly of the cas-
pase death pathway and B-cell apoptosis. Crosslinking of 
BCR induces the expression of cFLIP (Fas ligand inhibitor 
protein) that blocks the caspase pathway and results in cell 
survival and expansion. Antigen affinity is important in this 
regulatory step, because coligation of CD21 and BCR can 
protect, whereas crosslinking of BCR alone by moderate-
affinity antigen can result in cell death in vivo [84]. Thus, as 
predicted by Carter and Fearon, the coreceptor is important 
in lowering the threshold for B-cell activation (Figure 5).

In summary, the Fas pathway regulates naïve peripheral 
B cells to limit bystander activation during an ongoing infec-
tion. Regulation is dependent on antigen affinity and comple-
ment receptors, because low-to-moderate affinity antigens 
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require coreceptor crosslinking to prevent Fas-dependent 
apoptosis. Thus, engagement of the BCR and coreceptor is 
important for the survival and expansion of naïve B cells 
after an encounter with many T-dependent antigens.

5.1.3  Germinal Center Survival

The GCs represent a specialized microenvironment within 
the B-cell follicles of lymphoid tissue [39]. They are transient 
in duration and disappear within 15–21 days after immuni-
zation (see chapter by Kelsoe for a more detailed discus-
sion). Within the GC, activated B cells (termed centrocytes) 
undergo rapid expansion, isotype switch, and somatic hyper-
mutation followed by antigen selection. As mutated centro-
cytes emerge from the dark zone, they encounter C3-coated 
antigen retained on FDC primarily via CD21/CD35 but also 
FcR. Survival of GC B cells within the GC is dependent 
on T cell help (CD40 ligand), antigen, and interaction with 
FDC (Figure 5). Coreceptor expression is also required for 
the survival of B cells within the GC, based on several lines 
of evidence. Treatment of immune mice with soluble CD21 
receptor (sCR2) results in rapid loss of the GC [85]. Thus, 
contact between C3d-coated antigens localized on FDCs is 
essential for the survival of GC B cells. Whether the B cells 
are eliminated in a Fas- or FcγRIIB-dependent mechanism 
is not known. Further support comes from studies compar-
ing GC survival of Cr2+ and Cr2-def Ig transgenic (Tg) B 
cells (specific for hen lysozyme). In this study, the adoptive 
transfer of high affinity Ig-Tg B cells into mice immunized 
with specific antigen identified the participation of the Cr2+ 
but not Cr2-def Tg B cells within the GC. Thus, expression 
of a high-affinity BCR is not sufficient to mediate the sur-
vival of B cells in the absence of coreceptor expression.

In summary, GC represents a specialized environment 
within the lymphoid compartment for expansion, isotype 
switch, somatic hypermutation, and antigen-dependent 
selection of high-affinity B cells. Survival requires the 
presence of antigen, T cell help, and contact with FDCs. 
Coreceptor signaling independent of antigen affinity is also 
required and explains at least part of the need for FDCs.

5.1.4  Memory B Cells and Persistence  
of Antibody Secretion

A hallmark of the adaptive immune response is the forma-
tion of memory B cells. These post-GC cells are antigen 
selected and of relatively high affinity. A subpopulation of 
memory cells (Bmem) differentiate into AFCs or plasma 
cells that persist over the long term, primarily in the BM 
but also in the secondary lymphoid compartment. The 
role of antigen in the maintenance of AFCs and Bmem is 
controversial. Earlier studies by Gray and colleagues dem-
onstrated a critical role for antigen in long-term antibody 
secretion and recall [86]. These results, combined with the 

observations that antibody affinity continues to increase 
long after GC wanes, suggest that at least some post-GC 
AFC precursors are continually selected by antigen such 
that the higher affinity clones are preferentially maintained. 
Adoptive transfer studies using chimeric mice in which 
FDCs are deficient in CD21/CD35 or FcγRIIB provide fur-
ther support that antigen is important in the maintenance of 
Bmem cells (Figure 5). Moreover, the recent finding that 
antigens are retained by FDCs for extensive periods in a 
nondegradative intracellular compartment provides addi-
tional support for the antigen-selection model for maintain-
ing B-cell memory. An alternative view is that Bmem, like 
memory T cells, are long lived in the absence of antigen. 
This view is supported by results that suggest that Bmem 
cells are nondividing over long periods, and recent elegant 
genetic experiments demonstrating that switching of BCR 
specificity after formation of Bmem did not appear to alter 
their survival as functional memory cells. Taken together, 
a current view is that antigen is important for the affinity 
maturation and maintenance of memory B cells. However, 
there are long-lived plasma cells and Bmem cells that exist 
in the absence of antigen.

In summary, antigen is retained over long periods on 
FDCs primarily via CD21/CD35, but FcγRIIB also appears 
to be essential for effective recall responses. The presence 
of antigen is important for both the affinity maturation and 
efficient maintenance of memory B cells.

5.1.5  Negative Selection of Self-Reactive  
B Cells

The autoimmune disease SLE is characterized by anti-
bodies specific for nuclear antigens, such as dsDNA and 
RNA Although full development of disease is due to mul-
tiple gene defects, dysregulation of B cells is a major fac-
tor. Defects resulting in excess BCR signaling, such as 
loss of negative regulators such as FcγRIIB, often lead 
to production of anti-dsDNA or anti-nuclear antibodies. 
For example, deficiency in the regulatory FcR FcγRIIB 
predisposes to lupus autoantibodies, as discussed above. 
One interpretation of these results is that the breakdown 
in normal regulation of self-reactive B cells within the 
BM and periphery results in survival of self-reactive 
cells that can become activated and secrete autoantibod-
ies in the presence of T cell help. Multiple checkpoints 
have evolved to limit the development and activation of 
self-reactive B cells. Within the BM (central tolerance), 
B cells that rearrange and express self-reactive receptors 
at the immature stage are either edited (rearrangement of 
additional upstream VL genes) or eliminated by apopto-
sis (this topic is covered in greater detail in Chapter 16). 
How immature B cells encounter self-antigen is not clear. 
However, an emerging paradigm is that apoptotic debris 
includes ligands for Toll-like receptors such as dsDNA 
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and RNA and internalization by autoreactive B cells can 
result in their activation and differentiation into autoan-
tibody-secreting cells [87]. As discussed above, a major 
role for the complement system is clearance of ICs and 
apoptotic debris. Therefore, defects in early complement 
such as C1q and C4 and complement receptors could lead 
to excess apoptotic debris and triggering of autoreactive 
B cells. Thus, one explanation for the increased lupus 
susceptibility in C1q- or C4-deficient humans is impaired 
clearance of apoptotic cells. If CD21/CD35 participates 
in the uptake of C4-bound lupus antigens, Cr2-def mice 
might be expected also to display increased production of 
lupus autoantibodies. Support for a role for CD21/CD35 
receptors comes from the genetic mapping of susceptibil-
ity loci in a lupus-prone strain of mice (NZM 2410/NZW) 
[88]. One of the susceptibility loci, Sle-1c, includes 
the Cr2 locus, suggesting that CD21 or CD35 might be 
involved in the lupus phenotype. Structural analysis of the 
CD21 allele (NZM2410/NZW) identified several nucleo-
tide differences, one of which results in the addition of 
a carbohydrate attachment site within the region of C3d 
binding. Functional studies of B cells that express the 
mutant allele confirmed that binding of C3d is reduced 
and that coreceptor activity is diminished. The findings 
from this study suggest that the Cr2-locus encodes the 
Sle-1c susceptibility gene. However, a complicating fac-
tor in use of the Cr2-def strains available is that they were 
constructed in strain 129 embryonic stem cells, and this 
region of the 129 chromosome carries additional alleles 
of genetic susceptibility to SLE when crossed onto the 
C57BL/6 background. In future studies, it will be impor-
tant to develop Cr2-def mice on the pure C57BL/6 back-
ground.

6.  FRONTIERS: COMPLEMENT VERSUS Fc 
RECEPTORS

Complement (CR) and FcRs are both expressed on mature 
B cells but play dramatically different roles in activation: 
CRs enhance, whereas FcRs tune down, the BCR signal. 
Both receptors recognize ICs, but the isotype of the Ig 
greatly affects the outcome. B-cell regulation via ICs formed 
with IgM or IgG3 requires complement and CD21/CD35, 
whereas IgG1-, 2a-, and 2b-containing ICs influence B cells 
via FcγRIIB. For example, the administration of T-D antigen 
plus specific IgM or IgG3 enhances B-cell response and is 
CD21/CD35 dependent. By contrast, the presence of IgG1 
ICs can suppress the response of cognate B cells. Although 
these two receptor systems are often activated during dif-
ferent stages of the humoral response, they have intrinsic 
competing roles in regulating the GC reaction. An imbalance 
between these positive and negative regulators of BCR can 
have a dramatic effect on the formation of B-cell memory 
and affinity. For example, B-cell deficiency in CD21/CD35 

results in limited survival but higher affinity, probably due to 
increased selection, whereas deficiency in FcγRIIB results in 
reduced selection and an expansion of lower affinity B cells.

Like B cells, FDCs express both CD21/CD35 and 
FcγRIIB. However, in contrast to B cells, both receptor sys-
tems have a positive role in formation of Bmem cells (Figure 
5). Commensurate with a role in antigen retention, CD21/
CD35 are constitutively expressed at relatively high levels 
on FDCs, whereas FcγRIIB appears to be regulated and 
expressed during an ongoing GC reaction. How FcγRIIB is 
regulated is not known, but one possibility is that expression 
is triggered by uptake of ICs through CD21/CD35 inde-
pendently of CD19. Absence of FcγRIIB on FDCs, but its 
presence on lymphoid or myeloid cells, can have a dramatic 
effect on the humoral response to T-D antigens. For exam-
ple, chimeric mice (deficient in FDC FcγRIIB) immunized 
with T-D antigen develop increased affinity of antibody but 
have an impaired long-term recall response [89]. One expla-
nation is that lack of FcγRIIB on FDCs favors Fc ligand 
interaction with FcγRIIB on the B-cell and increased nega-
tive selection. Thus, in the absence of FDC expression of 
FcγRIIB, antigen selection would become more intense and 
limit the frequency of surviving B cells such that only those 
having higher affinity survive. The presence of CD21/CD35 
on FDCs contributes to B-cell survival by providing ligand 
(C3d-coated antigen) for coligation of BCR and coreceptor 
signaling. This would be important in countering the nega-
tive signal via B-cell FcγRIIB. Saturation of the lymphoid 
compartment during an ongoing immune response with 
either specific antigen or sCR2 induces a rapid elimina-
tion of the GC, as discussed earlier. One explanation for 
the elimination of B cells is FcγRIIB signaling. Thus, a 
disruption of positive signaling via coreceptor and/or BCR 
would favor negative signaling by FcγRIIB and elimination 
of the cognate B cells. It is notable that both CR and FcR are 
protective against SLE despite their opposite roles in B-cell 
regulation. As discussed earlier, mice deficient in FcγRIIB 
or CD21/CD35 have an increased propensity to develop 
lupus autoantibodies. Although both receptor systems bind 
IC (or IC-C3d) and participate in clearance, an alternative 
role for protection against lupus is via B-cell regulation. As 
discussed above, deficiency in either receptor can have a 
dramatic effect on the fate of the B-cell in response to envi-
ronmental antigens. Therefore, it is most likely that both 
sets of receptors participate in the regulation of self-reactive 
B cells. However, given the positive and negative effects of 
the receptors on mature B cells, it is probable that they act 
at different stages of B-cell development such that they both 
have a protective role. For example, CD21/CD35 could 
limit the activation of self-reactive B cells at the immature 
stage, where antigen encounters result in editing, cell death, 
or anergy. A possible role discussed earlier is coreceptor 
signaling in transitional B cells in response to complement-
tagged self-antigen in the periphery. Further study in both 
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these areas is needed. By contrast, FcγRIIB is more likely 
involved in the regulation of mature B cells in the periphery. 
Given the nature of its ligand and the phenotype of FcγRIIB-
deficient mice, its protective role would be most prominent 
in the GC and at the plasma blast/plasma cell stage where 
FcγRIIB is expressed without concomitant expression of 
the BCR. An important checkpoint occurs within the GC to 
prevent the activation of B cells that become self-reactive as 
a result of somatic hypermutation. Deficiency in FcγRIIB 
lowers antigen selection pressure and could allow self-reac-
tive B cells to expand and escape the GC.

In summary, in vivo studies for mice deficient in CRs 
and FcγRs has greatly extended our understanding of B-cell 
regulation and how ligands for these receptor systems can 
modulate responses to environmental and self-antigens. 
However, these studies also highlight how much is left to 
learn. In this chapter, we have attempted to outline some 
of the important questions that have emerged over the past 
5 years. It is clear that a better understanding of how CRs 
and FcRs participate in the humoral response to environ-
mental antigens will be useful not only in future vaccine 
research but also in helping to dissect the events leading to 
dysregulation of self-reactive B cells and the development 
of autoimmune disorders such as SLE.
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Chapter 12

1.  INTRODUCTION

Motility is an essential feature of B cells. Already during 
their maturation process, B cells of various developmental 
stages are traveling between specialized microenvironmen-
tal tissue niches within the bone marrow. In these niches, 
they interact with different stromal cell types that promote 
their maturation at defined stages of development, a process 
which will be described in Section 2 of this book chapter. 
Once the B cells have reached maturity, they leave the bone 
marrow and start to recirculate via the blood flow through-
out the whole body in constant surveillance for antigens. To 
become activated, mature B cells enter secondary lymphoid 
organs (SLOs) such as the spleen, lymph nodes (LNs), and 
Peyer’s patches (PPs). These tissues have a common basic 
architecture: they consist of separate zones for B and T lym-
phocytes. The organization of these zones crucially depends 
on the homeostatic chemokine and lymphotoxin/tumor 
necrosis factor (TNF) system. Chemokines are produced by 
stromal and endothelial cells typical for each region, and 
they chemoattract the respective cell type to ensure their 
correct localization within the tissue. Antibody-secreting 
plasma cells localize separately from the B cells in areas of 
the SLOs that are also populated by macrophages.

Guided by chemokines, B cells are positioned in strategic 
locations within SLOs, which guarantees that they encoun-
ter their specific antigens and that the rare antigen-specific 
cells encounter cognate T helper cells. Antigen-dependent 
activation of the B cells results in their repositioning within 
the SLOs and, subsequently, in their differentiation. In 
T-dependent immune responses, specialized microanatomi-
cal structures called germinal centers (GCs) are formed, 
where B cells undergo a dynamic process of somatic hyper-
mutation and subsequent Darwinian selection of high-
affinity B cell receptor (BCR) variants, which ultimately 
results in the affinity maturation of the humoral immune 

response. The past decade has brought significant advances 
in understanding B cell dynamics within the intact tissue 
of SLOs. Many of these insights are derived from intravital 
microscopy experiments, especially two-photon micros-
copy. This technology, which uses pulsed femtosecond 
lasers in the near-infrared range to excite fluorophores such 
as fluorescent dyes and proteins, has helped significantly 
to understand the migration and cellular interactions of B 
cells in their genuine environment as well as the dynamics 
of antigen delivery to the B cells in the SLOs. Because of 
the relatively low energy that the tissues are exposed to, this 
method is tissue-friendly and allows the analysis of cellu-
lar dynamics deep within tissues over the course of several 
hours; thus, it has contributed significantly to the under-
standing of the processes of B cell migration, activation, and 
their interactions with other cells. B cell entry into SLOs as 
well as dynamics within the SLOs is discussed in Section 3. 
In addition to follicular B cells, several other B cell subsets 
with different functions and therefore different localization 
and migration properties have been described. B-1 cells are 
a self-renewing population abundant in the peritoneal cav-
ity. Nonrecirculating marginal zone B cells, specialized to 
detect blood-borne antigens, are positioned at the interface 
of the blood-filled red pulp and the lymphocyte-containing 
white pulp of the spleen. Another subset that is highly abun-
dant in the spleen is formed by memory B cells. Together 
with antibody-secreting long-lived plasma cells they con-
stitute B cell-mediated immunological memory. Long-lived 
plasma cells preferentially localize in the bone marrow, 
where they can persist in specialized microanatomical 
compartments termed survival niches over extended time 
periods (i.e., several decades in humans). Plasmablasts, 
the migratory precursors of plasma cells, have to translo-
cate from SLOs to the bone marrow to reach these niches. 
The details of their migration are described in Section 4 of 
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this chapter. Section 5 of this chapter reviews the current 
knowledge on body cavity trafficking of B-1 cells, Section 6  
focuses on the migration of mucosal B cells.

In addition to the physiological aspects of B cell local-
ization, they are also found in chronically inflamed tissues, 
where they crucially contribute to the formation of tertiary 
lymphoid tissue (Section 7). The chapter ends with a section 
on the migration of neoplastic B cells (Section 8).

2.  MIGRATION OF B CELLS IN THE BONE 
MARROW

2.1  Migration and Interactions of 
Developing B Cells

During lymphopoiesis, B cells in the bone marrow pass 
through a well-characterized sequence of various develop-
mental stages. The developing B cells depend critically on 
stage-specific signals for their survival and differentiation, 
which are delivered to them in various microenvironmental 
niches defined by stromal cells. B cells are believed to migrate 
between these tissue areas during their development. The con-
cept of fixed microenvironmental niches that are required to 
host cells and control their fate was first proposed in the 1970s 
by Schofield et al. [1] in the context of stem cells. Hemato-
poietic stem cells (HSCs) are believed to be surrounded by a 
unique microenvironment that controls their fate with respect 
to division, survival, and differentiation. Since then, similar 
concepts have been proven to apply to several hematopoietic 
cell types and stages of differentiation, including developing 
B cells and even memory plasma cells in the bone marrow.

B cell precursors in the bone marrow are generated from 
multipotent HSCs, which persist throughout the lifetime of 
an individual and are characterized by their self-renewing 
potential, a feature that depends on intrinsic and extrinsic 
factors. Until recently, it was not clear if HSCs and restricted 
hematopoietic progenitors (HPCs) reside within specialized 
microenvironmental niches that are spatially distinct from 
each other, and a dichotomy between osteoblastic niches on 
the one hand and vascular stem cell niches on the other hand 
evolved in the literature. HSCs have been described to local-
ize in the vicinity of osteoblasts, which are bone-forming 
cells lining the border between solid bone and the marrow. 
Osteoblasts have a crucial function in regulating the main-
tenance of the stem cell pool—an increase in the number 
of trabecular N-cadherin + osteoblasts is concomitant with 
an elevated number of HSCs [2]. This effect is mediated by 
activation of the Notch1 pathway, triggered by osteoblast-
derived Jagged1, leading to HSC proliferation [3]. Osteo-
blasts also secrete other factors regulating HSC homeostasis, 
such as thrombopoietin, angiopoietin, and the chemokine 
C-X-C-motif ligand-12 (CXCL12) [4]. However, endothelial 
cells, which often localize near the endosteum, especially in 
flat bones [5], have been shown to constitute another crucial 

component of the HSC niche [6]. Together with Leptin-
receptor+ perivascular cells, endothelial cells provide stem 
cell factor (SCF, also known as kit ligand) within the vascu-
lar niche, and its conditional deletion from these cells results 
in a depletion of HSCs from the bone marrow [7].

CXCL12, which is also termed “stromal cell derived 
factor one alpha” because of its high expression by stro-
mal components, is a crucial chemokine for regulating 
HSC localization and migration in the bone marrow via its 
receptor, C-X-C-motif receptor-4 (CXCR4) [8–10]. Multi-
potent hematopoietic progenitors (MPPs) have been shown 
to directly contact the processes of CXCL12-expressing 
reticular stromal cells [11]. Experiments in which CXCL12 
was selectively depleted from various cell types known 
to contribute to the maintenance of HSCs and HPCs (i.e., 
osteoblasts, perivascular and reticular stromal cells) have 
demonstrated that HSCs and lymphoid progenitors occupy 
distinct niches in the bone marrow: CXCL12 produced by 
endothelial and perivascular as well as mesenchymal stro-
mal cells supports the survival of HSCs. In contrast, osteo-
blast-derived CXCL12 retains HPCs in the bone marrow 
and supports B-lineage-lymphoid progenitors [12,13].

CXCL12 is also clearly required for the development 
of the earliest B lineage progenitors, which are identified 
by the expression of c-kit, interleukin (IL)7Rα, and CD93 
(AA4.1) [14]. These early pre–pro B cells migrate toward 
CXCL12 in vitro. In addition to acting as a chemoattractant, 
CXCL12 promotes their survival and proliferation, acting 
synergistically with SCF and IL-7. Most B220+ Fms-related 
tyrosine kinase three/Fetal liver kinase 2+ (Flt3/Flk2+) pre–
pro B cells contact the bodies of CXCL12-expressing stro-
mal cells; this adhesion is mediated via α4β1 integrin (also 
known as very late antigen 4, VLA4) on the B cells binding 
to vascular cell adhesion molecule-1 (VCAM-1) on the sur-
face of the CXCL12+ cells [11]. These CXCL12-abundant 
reticular cells share some morphological features with the 
perivascular CXCL12 producing cells supporting HSCs, 
but it is currently unclear whether they actually represent 
one population or different, specialized subsets.

As B cell development progresses with the rearrange-
ment of the immunoglobulin (Ig) heavy chain gene variable 
regions, the pro-B cells (B220+c-kit+) are not found in direct 
contact with CXCL12+ cells any longer. Instead, at this 
stage they localize in the vicinity of IL-7 producing stromal 
cells, which are thought to be a separate population based on 
histological stainings [11]. Reaching the pre-B cell stage is 
accompanied by another change of their microenvironment: 
At this point, when they produce a functional Igμ chain that 
associates with the surrogate light chain to form the pre-
BCR, they leave the IL-7+ stromal cells and move on toward 
another stromal subset that specifically expresses galectin-1 
(Gal1), an S-type lectin, on their surface [15]. Stromal Gal1 
acts as a ligand for the pre-BCR. It is able to induce the 
formation of pre-BCR clusters that also contain VLA4 and 
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lymphocyte function-associated antigen-1 (LFA1) at the 
contact site to the stromal cell. This synaptic contact is able 
to trigger intracellular tyrosine kinase activity and signal 
transduction of the pre-BCR, which is essential for prolifer-
ation and differentiation at the pre-BII cell stage [16]. IL-7+ 
and Gal-1+ cells represent distinct populations of mesen-
chymal cells in the bone marrow [15].

Taken together, this well-organized order of events within 
the spatial context of the bone marrow has led to the concept 
that there are different microenvironmental niches, defined 
by resident immobile stromal subsets, which control the 
homeostasis of the developing B cells. It implies that the B 
cells at least transiently become mobile to migrate between 
these niches during their development. It is not known how 
exactly the transition of the cells between those various 
niches is regulated, particularly which other chemotactic 
factors are required to fine-tune their localization, because 
CXCL12 is involved at multiple stages of the process.

In addition to the parenchyma, the sinusoids in the bone 
marrow also constitute important sites for immature B cells 
[17–20]. Sinusoids are venous blood vessels that branch 
through the marrow parenchyma, converging into a big cen-
tral vein that connects to the nutrient vein, which leaves the 
bone via the cortex [21]. Bone marrow sinusoids are lined 
with a thin-walled endothelium and they represent the inter-
face where B cells enter the circulation after finishing their 
maturation in the bone marrow. The chemokine receptor 
CXCR4 is partially responsible for the retention of B cell 
in the bone marrow [22]. Antagonizing CXCR4 signaling 
results in an increased frequency of mature and immature 
(IgDlo) B cells in the marrow sinusoids and at the same 
time reduces their numbers in the parenchyma, indicating 
that this chemokine receptor mediates their translocation 
into the blood [23]. In addition to CXCR4, the sphingosin-
1-phosphate (S1P) receptor 1 (S1P1) has also been shown 
to play a role. Hematopoietic cells, especially erythrocytes, 
have been indicated to produce S1P in the blood [24], lead-
ing to higher concentrations of this sphingolipid in the bone 
marrow sinusoids than in the parenchyma, thus mediating 
the transmigration of B cell into the sinusoids [25]. S1P1-
deficient B cells are retained in the parenchyma and show 
a reduced egress into the sinusoids; a similar effect can be 
observed after blocking S1P signaling by the administration 
of the antagonist Fingolimod (FTY720).

Once the B cells have crossed the endothelium and are 
located inside of the sinusoids, they do not immediately 
leave the bone marrow with the bloodstream. Instead, they 
stay attached to and crawl along the luminal side of the sinu-
soidal endothelium [23]. The adhesion to the endothelium 
is mediated by signaling via cannabinoid receptor-2 (CB2) 
on the B cells as well as via VLA4- and VCAM-1-mediated 
adhesion. The prolonged retention of B cells in the sinusoids 
suggests that the sinusoids constitute a special vascular niche 
of their own for the B cells instead of just serving as entry 

sites into the circulation. This notion is supported by CB2-
deficient mice, which exhibit a change in BCR repertoire 
[23]. A schematic overview of the localization of developing 
B cells in the bone marrow is depicted in Figure 1.

2.2  Mature B Cells and Immune Responses in 
the Bone Marrow

In addition to its task as a primary lymphoid organ, the bone 
marrow is the site of activation of mature B cells. These B 
cells localize close to the venous blood vessels in the bone 
marrow in so-called perisinusoidal niches. This position at 
the interface between the tissue and the bloodstream is ide-
ally suited for surveying of pathogens in the bloodstream 
[26]. It is reminiscent of the position of marginal zone B cells 
in the spleen, a subset of cells with which they also share the 
ability to be activated by blood-borne  T-independent (TI) 
antigens such as bacteria. Neither the spleen nor the bone 
marrow has access to lymph vessels. In contrast to marginal 
zone B cells, the perisinusoidal B cell subset in the bone 
marrow immune niches circulates in the blood. The sur-
vival of this subset in the bone marrow niches is critically 
dependent on CD11c+, chemokine C-X3-C motif receptor 
1+ (CX3CR1+) dendritic cells (DCs), which are abundant 
in the bone marrow. These DCs secrete the cytokine mac-
rophage migration inhibitory factor that signals in B cells 
via the CD74-CD44 receptor complex, resulting in the acti-
vation of an antiapoptotic phosphatidylinositol-3-hydroxy 
kinase-Akt kinase pathway [27]. Similar to B cells in the 
bone marrow immune niches, marginal zone B cells also 
depend on DCs for their survival, but in their case the sur-
vival signals are delivered by the TNF family members B 
cell activating factor of the TNF family and A proliferation 
inducing ligand (APRIL). Hence, in addition to being the 
site of hematopoiesis in adult mammals, bone marrow also 
functions as a SLO. A third function of the bone marrow for 
the immune system is the maintenance of immunological 
memory: After their activation in SLOs, some plasma cells 
re-localize to the bone marrow, where they can become 
long-lived in survival niches that share some similarities to 
the developmental B cell niches (e.g., by the presence of 
CXCL12-producing stromal cells; for details, see the para-
graph on plasma cell migration in Section 4 of this chapter).

3.  MIGRATION OF B CELLS INTO AND 
WITHIN SLOS

3.1  Microanatomical Structure of SLOs and 
Mechanisms of B Cell Entry

3.1.1  Lymph Nodes

SLOs feature a unique compartmentalized architecture with 
predefined areas for different immune cell populations that 
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are organized by the presence of homeostatic chemokines 
produced by stromal cells, as shown in Figure 2. The struc-
ture of SLOs is optimized for promoting the adequate acti-
vation of immune cells during an immune response (e.g., 
by facilitating the interactions of rare, cognate T–B interac-
tions). B cell zones within SLOs (also termed follicles) are 
characterized by the presence of the chemokine CXCL13 
[28,29] and the corresponding chemokine receptor CXCR5, 
which is present on most B cells. Mice lacking CXCR5 
have a severely disturbed splenic architecture with a lack 
of primary follicles [30,31]. CXCL13 is expressed in high 
amounts by follicular dendritic cells (FDCs), a specialized 
radio-resistant cell population in the B cell follicles [32], as 
well as by some other stromal subsets in this area. Recently, 
a population of ubiquitous perivascular platelet derived 
growth factor β-positive (PDGFR-β+) cells has been identi-
fied as precursors for FDCs, explaining the de novo genera-
tion of FDC-containing B cell follicles in tertiary lymphoid 
follicles (TLOs) during the course of chronic inflammation 
[33] (see also Section 7 on B cells in extralymphoid tissues).

B cell follicles are located in the cortical areas of the 
LN (i.e., the outer areas close to the capsule, directly 
underneath the subcapsular sinus). It collects the afferent 
lymph and is lined by lymphatic endothelium and a layer 
of subcapsular sinus macrophages. Between the FDC-rich 
area in the center of the follicles and the subcapsular sinus 
resides a specialized subset of stromal cells involved in 
the transport of antigens from the sinus into the follicles. 
Similar to FDCs, they express various adhesion molecules 
such as vascular adhesion molecule-1 (VCAM-1), inter-
cellular adhesion molecule-1 (ICAM-1), mucosal vascular 
addressin cell adhesion molecule (MAdCAM-1), stroma 
markers such as gp38 and BP3 (CD157), and the B cell 
chemokine CXCL13. They differ from FDCs in their high 
expression of receptor activator of nuclear factor kappa B 
ligand and low expression of complement receptor-2 (CR2/
CD21), and they seem to have role in the organogenesis of 
secondary lymphoid tissues [34]. Because of their location 
at the interface between lymphoid tissue and lymphatics, 
they are called marginal reticular cells (MRCs).
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FIGURE 1 Localization of B cells in the bone marrow during B cell development. Multipotent hematopoietic progenitors (MPP) are contacting the 
processes of CXCL12+ stromal cells. Pre–pro B cells, the earliest B cell precursors, are found to localize near the cell bodies of CXCL12-producing cells. 
More mature pro-B cells are found in contact with IL-7+ stromal cells. Pre-B cells are attached to Galectin-1+ stromal cells via a synapse formed by the 
pre-B cell receptor binding to Galectin-1 on the surface of the stromal cells as well as by LFA-1/ICAM and VLA4/VCAM-mediated interactions. B cell 
egress into the bone marrow sinusoids is mediated by S1P1 on the B cells binding S1P, which is highly abundant in the blood. Once they have entered 
the sinusoids, B cells adhere to and crawl along the luminal side of the endothelium, mediated via CB2 and VLA4 on the B cells, before they are released 
into the bloodstream.
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At the basal side of the follicle, oriented toward the center 
of the node, the B cell zone adjoins the T cell area. This T–B 
border region constitutes an important site for the interac-
tion of antigen-specific T and B cell pairs [35]. The B cells 
do not uniformly fill the whole area underneath the capsule 
but are rather organized in follicles that are surrounded by 
T cells, the so-called interfollicular areas. These regions are 
critical for the initial encounter of antigen- specific T and 
B cell pairs [36]. The CC-chemokine receptor-7 (CCR7) 
on the T cells is responsible for their localization in the  
T cell zone, its ligands CC-chemokine ligand (CCL) 19 and 
CCL21 are produced by fibroblastic reticular cells in that 
area.

Toward the hilus of the LN, the T cell zone borders the 
medullary cords, which are characterized by the presence 
of macrophages and antibody-secreting cells. Stromal cells 
in that area produce high amounts of CXCL12. LNs are 
penetrated by an extensive system of lymphoid vessels, the 
sinusoids, which are most abundant in the medullary cord 
area. These medullary sinuses collect lymph from cortical 
sinuses, which extend throughout the outer cortex of the LN, 
adjacent to the B cell follicles and are directly connected 
to the subcapsular sinus upstream. Downstream, medullary 
sinuses drain into the efferent lymph vessel, which leaves 
the organ in the hilus area, the region where the LN artery 
and vein also connect to the LN. Thus, the efferent lymph 
is highly enriched in lymphocytes in comparison to the 
 afferent lymph [37].

B cells enter LNs and PPs via microvessels, which 
are unique to these organs. Unlike most blood vessels, 
which feature a squamous endothelium, these specialized 
microvessels are characterized by a cuboid endothelial 
cell layer and are therefore called high endothelial venules 
(HEVs). Erythrocytes are a prominent source of S1P [24], 
making the blood an S1P-rich compartment, where lympho-
cytes downregulate the respective receptor S1P1 because of 
its desensitization. This process depends on the G-protein 
coupled receptor kinase 2 and is crucial for the lymphocytes 
to override their retention in the blood to enter the lymphoid 
tissue [38].

HEVs are mainly found in the T cell zone in the LNs. B 
cells enter SLOs in a fixed sequence of checkpoints; this also 
holds true for T lymphocytes and has been termed “multistep 
model” [39]. A schematic overview of the model is depicted 
in Figure 3. B cells in the bloodstream first start to form 
loose, dynamic contacts with the vessel walls by moving 
along the luminal side of the endothelium, a process termed 
“tethering” and “rolling.” Rolling adhesion requires rapid 
association and dissociation of molecular bonds between 
the cells and the endothelium. These contacts are mediated 
by L-selectin (CD62L), a C-type lectin on the B cell sur-
face. CD62L binds to peripheral node addressins (PNAd; 
i.e., a group of mucin-type glycoproteins) with modified 
(i.e., sialylated, fucosylated, and sulfated) carbohydrate 
groups, including CD34, Glycosylation-dependent cell 
adhesion molecule 1, and MadCAM1, which is specifically 

CXCL12

Red pulp
T cell zone
B cell zone

FIGURE 2 Structure of secondary lymphoid organs. (A) Left panel: immunofluorescence histology and schematic overview (right) of a lymph node; 
different colors depict the main zones as defined by chemokines. Scale bar = 100 μm. (B) Left panel: immunofluorescence histology of an overview of the 
spleen. Red pulp areas are shown in blue, B and T cell zones of the white pulp are depicted in red and green, respectively. Scale bar = 500 μm. Middle and 
right panel: histology and schematic overview of a splenic B cell follicle with neighboring T cell zone and adjacent marginal sinus, marginal zone, and 
red pulp. Scale bar = 50 μm.
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expressed in lymphoid tissues in the mucosa [40]. Block-
ing CD62L binding to these oligosaccharide determinants 
by using the monoclonal antibody MEL-14 in vivo blocks 
lymphocyte extravasation into peripheral LNs [41].

In addition to L-selectin-mediated interactions, the α4 
integrins α4β1 and α4β7 also contribute to the rolling pro-
cess in mucosal LNs and PPs by interacting, respectively, 
with VCAM-1 and MadCAM-1 on the endothelial surface 
[42–44].

The next step of the cascade is the triggering of integ-
rin activation on the B cell surface, which allows them to 
adhere firmly to the endothelium. This activation is medi-
ated by chemokines on the luminal endothelial surface, 
resulting in a conformational change of the integrins, thus 
enabling them to undergo stable adhesion with the endothe-
lium. Chemokine receptors are G-protein coupled receptors 
consisting of seven transmembrane domains. When Gαi-
signaling downstream of chemokine receptors is disrupted 
in lymphocytes by pertussis toxin treatment, their entry into 
LNs is completely inhibited [45], underlining the crucial 
role of the chemokines in this process. Various chemokines 
are able to provide the signals required for triggering the 
integrin activation on B cells in peripheral LNs: CCR7, 
which constitutes the main chemokine receptor involved in 
integrin activation in T cells, also supports most triggering 

events in B cells. CXCR4 can also induce integrin acti-
vation in peripheral LNs [46]. Of the two CCR7 ligands, 
only CCL21 is actually expressed by HEVs. CCL19 is not 
expressed in HEVs; instead, it is produced by stromal cells 
in the vicinity of the vasculature, and the endothelial cells 
are able to take it up and present it at their luminal side [47]. 
CCL21 is expressed by the HEVs of LNs and PPs [48]. 
Similar to CCL19, the CXCR4 ligand CXCL12 is produced 
by perivascular stromal cells and is present at the luminal 
side of the endothelium [46].

CXCR5, the receptor for the B cell chemokine CXCL13, 
causes integrin activation on B cells for their entry into 
PPs via HEVs [46]. CXCL13 has been detected on HEVs 
within PPs.

In peripheral LNs, firm adhesion to the endothelium is 
mediated mainly by the LFA1, a heterodimer consisting of 
CD11a and CD18 [49,50]. It binds to the Ig-superfamily 
member ICAM-1, which is highly abundant on the HEV 
endothelium [51] and to ICAM-2 [52], which is ubiquitously 
expressed on vascular endothelium. The α4 integrins α4β1 
and α4β7 also play a role in the adhesion of lymphocytes to 
HEVs in peripheral LNs by binding to VCAM-1 [50].

In mesenteric lymph nodes (MLNs), the situation is 
different: LFA1 and α4β7 contribute equally in mediating 
lymphocyte adhesion, with α4β7 binding to MadCAM-1.  
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FIGURE 3 Mechanisms of transendothelial migration of lymphocytes. Naïve B cell migration across high endothelial venules (HEVs) into lymph 
nodes using L-selectin, CCR7, CXCR4, and LFA1. Tethering and rolling to the HEVs is mediated by selectins, followed by engagement of chemokine 
receptors and then firm attachment via integrin-mediated arrest, eventually followed by extravasation into underlying tissue.



193Chapter | 12 B Cell Localization and Migration in Health and Disease 

In PPs, α4β7-MadCAM-1 interactions account for most of 
the firm adhesion events [53].

To perform the final, irreversible step of crossing the endo-
thelium, a process called diapedesis [54], B cells move in an 
amoeboid fashion from the apical to the basal HEV surface. 
Diapedesis is a process that requires polarization of the cells 
into a leading edge with lamellipodia and a uropod, involving 
rearrangement of their cytoskeleton. Transduction from che-
mokine receptor and integrin-mediated signals from the cell 
surface to the cytoskeleton is mediated by small G proteins of 
the Rat sarcoma (Ras) superfamily. The  F-actin-binding pro-
tein Suppressor of white apricot 70 (SWAP70) is expressed 
in B but not in T lymphocytes and interacts with the small 
Rho-GTPase Ras-related C3 botulinum toxin substrate 
(Rac), which is crucial for cytoskeleton remodeling. B cells 
in SWAP70−/− mice accumulate in HEVs and fail to enter 
LNs because of impaired transmigration [55].

For crossing the HEVs, lymphocytes can either take a 
paracellular or a transcellular route, with the former occur-
ring more commonly. This final step is also the least well 
characterized part of the multistep model, and data in the 
literature are mainly derived from other leukocytes than B 
cells. Junctional adhesion molecules (JAMs), members of 
the Ig superfamily, are expressed on HEVs and are con-
centrated at the border between endothelial cells. Their 
role is to stabilize endothelial cell junctions via homophilic 
interactions [54]. In addition to undergoing homophilic 
interactions, JAM-A can also bind LFA1, which results 
in destabilization of the junction between two endothelial 
cells, thereby enabling transendothelial migration [56]. 
Antibodies to JAM-A can inhibit T lymphocyte transen-
dothelial migration in vitro [57]. Platelet endothelial cell 
adhesion molecule-1 (PECAM1, CD31) is another mol-
ecule enriched at the border of endothelial cells. Similar 
to JAMs, it tightens junctions between endothelial cells 
through homophilic interactions but can also bind to CD31 
on leukocytes. PECAM1 is present in the lateral border 
recycling compartment, a membrane complex that is con-
nected to the cell borders at the surface of endothelial cells 
[58]. When a leukocyte crosses the endothelial junction, the 
lateral border recycling compartment is recruited to this site 
and surrounds the cell during paracellular diapedesis in a 
kinesin-mediated, microtubule-dependent process [58,59]. 
In addition to CD31, JAM-A and CD99 are recruited to the 
lateral border recycling compartment. Similar trafficking of 
the lateral border recycling compartment happens during 
transcellular migration processes [60]. Matrix metallopro-
teinases have also been shown to be involved in lymphocyte 
transmigration across HEVs in vivo [61].

3.1.2  Spleen

Because of its function in filtering the blood and its open 
blood system, the anatomical situation in the spleen is 

different from the one in SLOs. The afferent splenic artery 
branches into arterioles (called central arterioles). They 
are for the most part surrounded by lymphoid aggregates, 
which are termed “white pulp,” because of their appearance 
in light microscopy and which consist of T cell zones and 
B cell follicles. They become terminal arterioles, which can 
subsequently open out into the marginal zone, a region that 
marks the interface between white and red pulp character-
ized by the presence of MRCs. It is filled with a specialized 
B cell subpopulation called marginal zone B cells, as well 
as with macrophages, which together play an important part 
in surveying the blood for antigens [62]. In contrast to the 
circulating follicular B cells, which continuously patrol the 
body in search for antigens spending on average 1 day in 
a SLO, marginal B cells form a resident population. Most 
blood cells including lymphocytes enter the spleen pas-
sively via this route, traveling through the marginal zone 
that surrounds the white pulp, and from there arriving in 
the red pulp, which consists of large, blood-filled venous 
sinusoids that are responsible for the red color of this area 
and that eventually drain into splenic veins [63,64]. A dense 
network of reticular fibers runs through the red pulp, simi-
lar to the medullary cord region in LNs. The stromal cells 
in this area produce high levels of CXCL12, and there are 
macrophages and plasma cells present. Some of the arteri-
oles also span over the marginal zone, leading directly into 
the red pulp.

A fraction of B cells enters the spleen actively via 
the white pulp [65]; this process is mainly dependent on 
CXCR5 [31], although some B cells might also respond to 
the T zone chemokines CCL19 and CCL21. Similar to the 
entry in LNs and PPs, this process also requires the pres-
ence of LFA1, which binds to ICAM1. In addition, α4β1 
plays a synergistic role as demonstrated by experiments 
using blocking antibodies against LFA1 and α4 [66].

3.2  Migration of B Cells within SLOs

3.2.1  Activation of Follicular B Cells

After entering secondary lymphoid tissues, B cells migrate 
into the follicular region. This process is mediated by the 
B cell zone chemokine CXCL13 and its receptor CXCR5 
on the follicular B cells. CXCL13 is produced by stromal 
cells in the B cell zone such as FDCs and MRCs [32,34]. In 
addition to its function in attracting B cells within mature 
LNs, CXCL13 is a crucial factor for the development of 
most peripheral LNs and PPs [31]. Spleen and MLNs are 
formed in CXCR5-deficient mice, but they lack B cell fol-
licles. CXCR5-deficient B cells do not home normally into 
B cell zones in adoptive transfer experiments. In addition to 
CXCR5, follicular B cells express CCR7, the receptor for 
the T zone chemokines CCL19 and CCL21, on their surface 
[67], which probably directs their migration from HEVs, 
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where they extravasate through the T cell zone toward the 
B cell follicles.

The first observations of B cells by intravital imaging 
were made approximately a decade ago, showing that naïve 
B cells in LNs migrate through the tissue in a random walk 
to scan for antigen [68]. This interstitial motility of B and T 
lymphocytes depends on signaling molecules downstream 
of the G-protein-coupled chemokine receptors, which con-
trol the polymerization of F-actin and the formation of 
lamellipodia, such as the small GTPase Rac. Accordingly, 
Dedicator of cytokinesis-2, a guanine exchange factor for 
Rac, has been shown to be crucial for the basal motility of 
B cells in lymphoid tissue [69].

B cells in LN follicles acquire antigen within minutes 
after subcutaneous injection [70]. Antigen transport into the 
follicles occurs through various ways. Small soluble anti-
gens (<70 kDa) are guided into these areas via an extensive 
network of microanatomical channels in the SLOs [71]; 
these conduits consist of a core of collagen-I and microfi-
brils that are ensheathed by fibroblastic reticular cells. Con-
duit networks have first been described in the T cell zone 
[72,73]. Stromal cells of the B cell zone also form conduits, 
although the system is less pronounced than in the T cell 
zone [34,71]. In addition to their ability to transport antigen, 
conduits can channel chemokines, which are produced by 
fibroblastic reticular cells. Similar to DCs that are in close 
contact with fibroblastic reticular cells in the T cell zone 
[74], B cells have been shown to directly take up antigen 
from the conduits [71].

Larger antigens and immune complexes do not get chan-
neled through conduits. They are taken up by subcapsular 
sinus macrophages and transferred to B cells that shuttle 
them from the sinus into the follicles [75]. This shuttling 
process is independent of BCR specificity; instead, it is 
mediated by a CR2 (CD21)-dependent mechanism [76]. 
The immune complexes subsequently become deposited on 
FDCs localized at the center of the B cell follicles. These 
stromal cells are characterized by long dendritic extensions 
that reach throughout the B cell follicles and by the sur-
face expression of complement receptor-1 (CR1) and CR2 
(CD35 and CD21, respectively) and Fc gamma receptor 
(FcγR) [32], which serve to retain native antigen in the form 
of immune complexes on their surface over extended time 
periods. Moreover, FDCs have been shown to internalize 
these immune complexes via an actin-dependent mecha-
nism and keep them in a nondegrading intracellular com-
partment from where they are recycled to the FDC surface 
and displayed to B cells [77]. Immature FDCs have been 
shown to develop from PDGFR-β+ cells, which are ubiq-
uitously present in the organism [33], which explains how 
they can appear in tertiary lymphoid structures of chroni-
cally inflamed tissues such as the synovium of arthritic 
joints or salivary glands in patients with Sjögren’s syn-
drome (SS) [78], where they develop into functional FDCs.

In the absence of inflammation, mature FDCs are located 
exclusively within primary B cell follicles of SLOs. Dur-
ing an immune response, lymphotoxin-α (LTα) and tumor 
necrosis factor alpha (TNFα) derived from activated B cells 
induce the maturation of the FDCs, resulting in upregulation 
of CD21, CD35, and FcγR, thereby enhancing the capacity 
of the FDCs to bind immune complexes and promote GC 
formation. Within GCs, cognate B cells are able to take up 
antigens directly from FDCs [79].

An alternative site where B cells encounter antigen in 
LNs is outside of the follicles, in the regions around HEVs. 
DCs in the T cell zone have been shown to directly transfer 
native antigen to B cells surveying the areas around HEVs 
[80]. This extrafollicular activation may play a particular 
role at early stages of an immune response against blood-
borne antigens.

Within the first hour after a follicular B cell has encoun-
tered antigen, it upregulates the G-protein-coupled recep-
tor Epstein-Barr-virus induced molecule-2 (EBI2, also 
known as GPR183 [81]). Oxysterols, oxidized cholesterol 
derivatives that were initially characterized as interme-
diates during bile synthesis, have been identified as the 
ligands for EBI2 [82,83]. Their synthesis from cholesterol 
requires two enzymes: cholesterol-25-hydroxylase (C25H, 
responsible for hydroxylation at position 25) and CYP7B1 
 (25-hydroxycholesterol 7 α-hydroxylase, causing hydroxyl-
ation at position 7α). Both enzymes are expressed in stromal 
cells, including fibroblastic reticular cells and MRCs present 
in peripheral regions of the B cell follicles [84]. In contrast, 
FDCs express lower amounts of C25H and are able to pro-
duce the enzyme hydroxy-delta-5-steroid dehydrogenase, 
which modifies oxysterols, resulting in the inactivation of 
their ability to trigger EBI2 and thereby creating an area with 
low oxysterol bioactivity in the center of the follicles. This 
regional distribution of oxysterols regulates the localization 
of naïve B cells into the periphery of the follicles [85,86]. 
The rapid transcriptional upregulation of EBI2 after BCR 
stimulation causes B cells to first move to the outer follicle 
areas. A subsequent increase in surface expression of CCR7, 
the receptor for the T zone chemokines CCL19 and CCL21 
that form a gradient ranging from the T zone into the B cell 
follicles, results in directed B cell movement from the fol-
licle toward the border of the T cell zone. Thereby, the likeli-
hood of encountering a cognate T cell within the first 6 h after 
antigen exposure [67] is greatly increased. The T–B border 
region is the area where the first cognate interactions hap-
pen [87], resulting in stable, highly motile T–B conjugates 
that are led by the B cell and can last for at least an hour, as 
opposed to noncognate interactions that are stable for less 
than 10 min [35]. This initial CCR7-mediated encounter at 
the T–B border is followed by a movement of the B cells 
toward the interfollicular areas and the perimeter of the fol-
licles, distant from the T cell zone [88,89], mediated by a 
combination of CCR7 downregulation [90] and by EBI2.
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Approximately 12–24 h after their initial T cell encoun-
ter and after they have sequentially interacted with several 
T cells, the B cells start to proliferate, which is a process 
that depends on CD40 being triggered by CD154 on the T 
cells [87]. B and T cells start to upregulate the transcrip-
tional repressor B cell lymphoma-6 (Bcl6) while they are 
still in the area at the edge of the follicles [36]. The T cells 
then start to express T follicular helper cell markers such as 
programed death-1, GL7 antigen, and the receptor for B cell 
zone chemokine CXCR5, which mediates their subsequent 
migration into the central areas of the follicles to initiate 
the formation of GCs. B cell migration from the periphery 
of the follicles into these areas is preceded by downregula-
tion of EBI2 and takes place at approximately day 3 after 
antigen encounter [86].

3.2.2  Extrafollicular Plasma Cells

A fraction of B cells in these early phases of the immune 
response takes a different route: They rapidly differentiate 
into antibody secreting cells, located at sites of the SLOs 
that are distant from the B cell zones (therefore they are 
called extrafollicular; i.e., the red pulp of the spleen and the 
medullary cords in the LNs). Their translocation is medi-
ated by a downregulation of CXCR5 that occurs upon their 
differentiation into plasmablasts [91], resulting in a loss of 
the ability to migrate toward the B cell zone chemokine 
CXCL13 [92]. CXCR4 expression is retained on plasma-
blasts, causing them to migrate toward CXCL12 (stromal 
cell-derived factor-1 [SDF-1]), which is highly expressed 
by stromal cells of LN medullary cords and the splenic 
red pulp [93]. CXCL12 is also abundant in the dark zone 
(DZ) of GCs [94,95], and it is not completely clear how the 
migration from the GCs to the CXCL12-rich environment 
in extrafollicular sites of SLOs is regulated. EBI2 also con-
tributes to the extrafollicular positioning of plasmablasts by 
facilitating their migration away from the follicles to the 
extrafollicular foci [86].

Compared with naïve B cells and GC B cells, plasma 
cells display a more directed pattern of migration [96], pro-
viding an efficient way to translocate from follicles to extra-
follicular sites. In contrast, at least a fraction of plasma cells 
in medullary cords are thought to be rather sessile [97,98]. 
Upregulation of the plasma cell-specific transcription fac-
tor B lymphocyte-induced maturation protein 1 (Blimp1), 
which goes along with terminal differentiation (i.e., transi-
tion from the plasmablast to the plasma cell stage [99]) cor-
relates negatively with their motility [96]. In line with this, 
the term “plasmablast” is now widely used for a migratory 
antibody secreting cell, although it historically refers to an 
antibody secreting cell that still has the capacity to divide.

Extrafollicular plasma cells are thought to be mainly 
short-lived because a high degree of apoptosis has been 
shown to occur among them [100]. They are responsible 

for the first wave of specific antibodies in a particular 
immune response, they are mainly IgM+, and they gener-
ally do not carry SHMs, although hypermutation has been 
shown among extrafollicular plasma cells under certain 
autoimmune conditions [101]. The number of extrafollicu-
lar plasma cells peaks within the first week of the immune 
response and then wanes rapidly; however, there are also 
reports about the persistence of long-lived plasma cells in 
the splenic red pulp [102]. Some long-lived plasma cells 
have been shown to occur in SLOs of New Zealand Black/
White (NZB/W) mice, a model for systemic lupus erythe-
matosus [103], as well as in chronically inflamed organs, 
indicating that the micromilieu in ongoing inflammatory 
responses fosters the survival of plasma cells [104–106]. 
However, most long-lived plasma cells are maintained in 
the bone marrow, and those are thought to be mainly gener-
ated in GC reactions [107].

3.2.3  Dynamics of the GC Reaction

GCs represent specialized microanatomical structures 
within the B cell follicles where B cells show a high degree 
of proliferative activity, along with SHM and class switch 
recombination [107]. The process of affinity maturation 
of the humoral immune response involves the activation-
induced cytidine deaminase (AID)-dependent introduc-
tion of mutations in variable regions of the Ig genes. This 
results in the generation of new BCR variants, which are 
subsequently being selected based on their affinity to bind 
antigen, which is present on the surface of FDCs. GCs are 
highly dynamic structures that change their appearance dur-
ing the maturation of the humoral immune response [108]. 
Immature GCs represent growing clusters of proliferating 
Bcl6+ B cells located close to FDCs at the border to the T 
cell zone. As the humoral immune response matures, two 
histologically distinct zones can be observed within GCs 
at approximately 8 days after immunization, termed “dark 
zone” and “light zone” according to their appearance in 
brightfield microscopy. The DZ predominantly comprises 
densely packed blasting B cells (referred to as centroblasts), 
and it is during their extensive division that SHM occurs. The 
light zone (LZ) contains B cells (centrocytes), interspersed 
T cells, and FDCs with an extensive network of dendrites. 
GC B cell recognition of antigen occurs when centrocytes 
enter the LZ and contact FDCs [79]. It is envisioned that 
only those B cells that can effectively compete for antigen 
binding due to a high affinity of their BCR receive signals 
to survive [109] and proliferate [110] whereas those cells 
that fail to acquire antigen die by apoptosis. The presence 
of apoptotic B cells within the LZ and tingible body mac-
rophages, which engulf apoptotic bodies, is also consistent 
with the selection by antigen occurring within that zone. In 
this way, GC B cells with higher affinity for a given anti-
gen are thought to expand relative to lower affinity B cells, 
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resulting in the affinity maturation that is the hallmark of 
immune responses that elicit GCs. Given that the FDC net-
work and its evident antigen deposition are more extensive 
in the LZ, the selection of better binding variants is taking 
place in the LZ. The Ig sequences of GC B cells and com-
puter modeling studies have indicated that the distribution 
of replacement and silent mutations among clonally related 
sequences obtained from single GCs first requires the selec-
tion of variants. This selection is followed by the prolifera-
tion of successors that further mutate and are then selected 
again. However, mutation within the DZ seemed incompat-
ible with the need to acquire antigen within the LZ. There-
fore, the recirculation of B cells between the DZ and LZ 
was proposed to explain the need for sequential events at 
disparate locations within the GC. In this widely accepted 
model termed “cyclic re-entry,” GC B cells literally migrate 
between zones for each of these phases, repeating this inter-
zonal migration several times [107]. In line with this, the 
zonal organization of GCs is mediated by chemokines pro-
duced by stromal cell populations present in the two zones: 
FDCs produce high amounts of CXCL13 whereas CXCR5 
directs the migration of GC B cells into the LZ. In contrast, 
the DZ is characterized by a high abundance of the CXCR4 
ligand CXCL12 [94]. Toll-like receptor-4 (TLR4) signaling 
also seems to contribute to B cell accumulation in the DZ 
[111]. Two-photon studies have revealed B cells in the GCs 
to be highly motile [97,98,112]. They are heterogeneous in 
their morphology, probing for antigen and picking up anti-
gen from FDCs [113], and they have been shown to travel 
between the two zones. The migration from the LZ to DZ is 
regulated by signals received from T follicular helper cells 
[95]. This suggests a two-step selection process for B cells 
in the LZ, involving signals from FDCs and T cells.

The average residence time for B cells in LNs is 24 h 
[114,115]. B cells emigrate via the cortical sinusoids adja-
cent to the follicles. The process of crossing the endo-
thelium to enter the sinusoids is dependent on S1P, and 
treatment with FTY720 results in retention of the B cells 
in the LNs [114]. During inflammatory processes, lym-
phocyte egress is transiently blocked by an interferon-α/β-
dependent upregulation of the transmembrane C-type lectin 
CD69 [116], thereby increasing the retention time of the 
lymphocytes in lymphoid organs. CD69 has been shown 
to suppress S1P function by directly interacting with S1P1 
[117], thereby preventing access of B and T lymphocytes to 
cortical sinusoids [118]. In the spleen, follicular B cells exit 
into the red pulp via the marginal zone in an S1P1 receptor-
dependent mechanism [119].

3.2.4  Marginal Zone B Cells

Located at the interface between white and red pulp, the 
marginal zone of the spleen serves as a special microen-
vironment where immune cells get immediately in contact 

with the circulating blood. It contains specialized popula-
tions of macrophages and a subpopulation of resident B cells 
with the ability to rapidly respond after an antigenic stimu-
lation and to renew themselves [120]. The microanatomical 
structure of the marginal zone differs between rodents and 
primates. In mice, some small arteries terminate in the mar-
ginal sinus, which separates the white pulp and marginal 
zone, whereas other arteries cross the marginal zone and 
connect to the venous sinuses in the red pulp. The human 
marginal zone can be subdivided into an inner and an outer 
zone separated by a layer of fibroblastic cells. Humans lack 
a marginal sinus. Instead, they have an additional microana-
tomical compartment, the perifollicular zone, surrounding 
the marginal zone. The perifollicular zone is characterized 
by the presence of a population of macrophages expressing 
sialic-acid-binding immunoglobulin-like lectin-1 surround-
ing the small arteries that terminate in this region [62].

Similar to B-1 B cells, the marginal zone B cell reper-
toire is enriched for B cell clones specific for TI antigens, 
such as phosphorylcholine, a bacterial surface molecule, 
enabling their rapid response to blood-borne particulate 
antigens [121]. Marginal zone B cells can be phenotypically 
distinguished from follicular B cells by a lower expression 
of CD23 as well as by a higher expression of complement 
receptors CD21/35, a high expression of surface IgM, and 
the expression of the nonclassical major histocompatibil-
ity complex molecule CD1d, allowing presentation of lipid 
antigens. They also express higher levels of LFA1 and 
α4β1 than follicular B cells. The ligands for these integrins, 
ICAM1 and VCAM-1, are abundant in the marginal zone 
and function to retain the marginal zone B cells in this area 
[122], enabling them to resist the shear forces from the cir-
culating blood in this region [119]. A combination of Gαi 
protein-coupled receptors mediates the positioning of mar-
ginal zone B cells, and inhibition of Gαi signaling by treat-
ment with pertussis toxin causes a selective loss of these 
cells from the spleen [123]. Among the molecules involved 
in marginal zone B cell localization are the receptors for 
S1P, S1P1 and—albeit to a lesser extent—S1P3 [124,125]. 
Another Gαi protein-coupled receptor crucial for marginal 
zone B cell positioning is CB2. CB2-deficient mice have 
reduced numbers of marginal zone B cells in the spleen 
[126] and exhibit a loss of these cells in the blood as well as 
reduced CD1d-restricted humoral responses. The produc-
ers of 2-arachidonylglycerol, the ligand for CB2 within the 
spleen, remain to be identified; however, stromal cells in the 
marginal zone are likely candidates.

In addition, the chemokine receptor CXCR7 has been 
shown to be expressed on marginal zone B cells. CXCR7 
functions as a scavenger receptor for the chemokines 
CXCL11 and CXCL12 by mediating their internalization 
and subsequent degradation. Blocking CXCR7 using small 
molecular antagonists resulted in a reduction of marginal 
zone B cells. The remaining marginal zone B cells showed 
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increased surface expression of CXCR7, indicating inter-
rupted internalization and recycling of the receptor as well 
as elevated levels of CXCL12 in the serum, which is in line 
with a role for CXCR7 to serve as a sink for CXCL12 [127].

Despite being noncirculating, marginal zone B cells 
exhibit a high degree of motility within the spleen and have 
been shown to be involved in transporting blood-borne anti-
gens from the marginal zone into the splenic B cell follicles 
by shuttling continuously between marginal zone and fol-
licles [125]. Memory B cells have also been shown to local-
ize in the marginal zone (see Section 3.2.5).

3.2.5  Memory B Cells

Memory B cells are able to persist in the human body over 
decades [128–131]. Thereby, they are maintaining memory 
for a given antigen without the need of constant antigenic 
stimulation or proliferation [132,133]. Memory B cells are 
highly abundant in the human spleen, and they make up 45% 
of the total B cell population in this organ [134,135]. Class 
switch has been considered as a characteristic feature of 
these antigen-experienced B cells; however, somatic muta-
tions, indicative of a memory B cells, can also be detected 
in the Ig variable (IgV) genes in a fraction of IgM+ B cells. 
In humans, B cells expressing the memory marker CD27+ 
can be found in the marginal zone [136] whereas a popula-
tion of B cells in the blood also stains positive for CD27 
[137]. Reduced frequencies of memory B cells in the blood 
are detected in splenectomized patients [135,138]. Taken 
together, several lines of evidence indicate that human 
memory B cells might mostly reside in the spleen, and some 
memory B cells recirculate in the blood.

For murine memory B cells, the localization as well as 
their function after rechallenge is heterogeneous and partly 
depends on the isotype that these cells express: IgM+ mem-
ory B cells are scattered throughout the follicles whereas 
IgG1+ memory B cells have been shown to localize in the 
vicinity of senescent GCs [139]. Moreover, fate mapping 
of GC emigrants in mice expressing cre recombinase under 
control of the promoter for the AID gene has revealed dif-
ferences in the localization and differentiation behavior of 
IgM+ and IgG+ memory B cells. After adoptive transfer 
of and subsequent rechallenge with a given antigen, IgM+ 
memory B cells localize in the B cell follicles and have the 
potential to give rise to new GCs. In contrast, most IgG+ 
memory B cells differentiate into antibody-secreting cells 
after antigen recall. These plasma cells are localized in the 
splenic red pulp [140,141]. The chemokine cues acting on 
the two memory B cell populations and their differential 
contributions to the long-lived bone marrow plasma cell 
pool have not yet been investigated.

Similar to effector/memory T cells, memory B cells can 
home back to the tissues where they have been generated or 
localize to the SLOs that drain these tissues. This is especially 

evident in mucosal immune reactions. For example, latent 
infection of humans with Epstein Barr virus (EBV) leads to 
the presence of the virus in memory B cells, the dispersal 
of which can thus be tracked from the site of infection in 
Waldeyer’s ring (i.e., lymphoid tissue in the nasopharynx, 
including tonsils and adenoids). Recirculating memory B 
cells carrying EBV can at first be found evenly distributed 
in the blood, spleen, and LNs, but later after infection they 
preferentially accumulate in Waldeyer’s ring again [142]. 
Likewise, memory B cells generated in a mucosal immune 
response against rotavirus in mice express the mucosal hom-
ing receptor α4β7 and accumulate in PPs [143].

4.  LOCATION AND MIGRATION OF 
ANTIBODY-SECRETING CELLS

A fraction of plasmablasts generated in systemic immune 
responses leave the SLOs and travel via the blood to the 
bone marrow. These plasmablasts are generally thought to 
originate from GC responses. However, long-lived plasma 
cells have also been shown to be induced in TI responses 
as well as after inhibiting the formation of GCs by block-
ing CD40 ligand (CD40L, CD154) in vivo [144], indicating 
that extrafollicular responses can contribute to the pool of 
long-lived plasma cells in the bone marrow. Inhibition of 
Bcl6 by Blimp1 (and vice versa [145]) explains why only 
very few Blimp1+ plasma cells can be detected inside of 
GCs of mice and humans [96,146,147]. However, CD138+ 
antibody-secreting cells have been detected to be located 
directly adjacent to GCs, lining the border between the GC 
DZ and T cell zone [148]. It is this region where, in the 
course of an immune response, the first cognate interactions 
between B and T cells happen [35]. The presence of plas-
mablasts at his location further underlines the importance of 
this region, not only during the initiation but also during the 
maintenance of the GC response.

The exact routes that these cells take to exit from spleen 
and LNs have not yet been uncovered, but it is known that 
egress of antibody-secreting cells from the spleen and from 
PPs requires signaling through S1P1 [149,150]. S1P, the 
ligand for S1P1, is produced by erythrocytes; therefore, it 
is highly abundant in the bloodstream [24]. Plasmablasts in 
the blood express higher amounts of S1P1 compared with 
their counterparts in SLOs. Treatment of mice with the 
immunosuppressant S1P antagonist FTY720 inhibits plas-
mablast egress into the blood in vivo [149]. In addition, β2-
integrin has been shown to play a role in plasmablast exit 
from peripheral LNs [151].

Plasmablast entry pathways into the bone marrow are 
not yet fully elucidated. Presumably, plasmablasts enter via 
sinusoidal veins in the bone marrow, but the mechanisms 
that mediate their transmigration have not been investigated 
in detail. One possible candidate involved into this process 
may be CD62L because plasmablasts have been reported to 
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express this homing receptor [99]. Another candidate is the 
adhesion molecule CD22, which is expressed on plasma-
blasts and becomes downregulated in terminally differenti-
ated plasma cells. Sialylated ligands for CD22 have been 
reported to be present on sinusoidal endothelial cells of the 
bone marrow [152].

Homing of plasmablasts to the bone marrow is the pre-
requisite for them to become long-lived plasma cells. This 
migration process crucially depends on the chemokine 
receptor CXCR4. Its ligand, the chemokine CXCL12, is 
produced in high amounts by stromal cells of the bone mar-
row; therefore, it is also known as SDF-1 [153]. CXCR4-
deficient plasmablasts fail to enter the bone marrow and 
instead accumulate in the blood [93]. The capacity of 
murine splenic plasmablasts to migrate to CXCL12 ex vivo 
is restricted to the first week of a systemic immune response 
[92]; after that time period, they lose their migratory capac-
ity. Likewise, the number of antigen-specific plasmablasts 
is found to peak in the blood of immunized humans at day 
7 after boost [154].

Inside of the marrow, long-lived plasma cells are thought 
to reside in specialized microenvironmental compartments 

called survival niches [155]. In addition to its function as a 
chemoattractant, CXCL12 has been shown to mediate the 
survival of bone marrow plasma cells [156], acting syner-
gistically with other soluble factors and adhesion molecules. 
Therefore, CXCL12-producing bone marrow stromal cells 
are crucial for the maintenance of long-lived plasma cells, 
the source of long-term serum antibody titers. In addition 
to stromal cells, which are considered as the main organiz-
ers of the niche, other accessory cells are contributing to 
the niche by providing survival factors such as APRIL and 
IL-6. In addition to eosinophils [157] and megakaryocytes 
[158], other hematopoietic cell types such as DCs [159], 
basophils [160] and monocytes/macrophages [161] have 
been reported to contribute to plasma cell maintenance in 
the survival niches. Whether CXCL12 attracts these acces-
sory cells to the niche remains to be investigated. An over-
view of plasma cell migration into the bone marrow and the 
factors known to contribute to the survival niche is shown 
in Figure 4.

Although plasmablasts did not show migratory activity 
against the ligands for CCR2 ex vivo, mice with CCR2-
deficient plasma cells have significantly reduced long-term 

IL-6

FIGURE 4 Migration of antibody secreting cells. Plasmablasts are generated in secondary lymphoid organs. They become migratory, leave the spleen/
lymph nodes guided via S1P1, and travel via the blood to the bone marrow parenchyma. Plasmablasts reaching microenvironmental survival niches within 
the bone marrow, which are defined by the presence of CXCL12+ stromal cells along with certain hematopoietic accessory cells, can become long-lived.



199Chapter | 12 B Cell Localization and Migration in Health and Disease 

antigen-specific antibody titers, which may indicate an 
additional role for this chemokine receptor in the retention 
of long-lived plasma cells in the survival niches [162].

Plasma cell adhesion in the bone marrow is mediated by 
VLA4 and LFA1. Administering a combination of blocking 
antibodies against these two molecules in vivo resulted in a 
75% reduction of bone marrow plasma cell numbers [163]. 
Ligands for VLA4 that are present on bone marrow stroma 
include VCAM-1, fibronectin, and osteopontin; the LFA1 
ligands ICAM-1,-2, and -3 are also present on stromal cells. 
Most likely, VLA4 and LFA1 act by fixing the plasma cells 
into their niches. Another molecule that has been suggested 
to promote survival of plasma cells in their niches by func-
tioning as an adhesion molecule is CD93 [164].

A fraction of plasmablasts has also been shown to 
migrate to ligands of CXCR3 [92], suggesting a role of 
this chemokine receptor in the accumulation of antibody- 
secreting cells in inflamed organs. In fact, chronically 
inflamed kidneys of NZB/W lupus mice have been shown to 
contain CXCR3+ antibody-secreting cells [106], and a role 
of CXCR3 for the entry of plasmablasts into the inflamed 
central nervous system has been demonstrated in a mouse 
model of viral encephalomyelitis [165]. Although the dif-
ferentiation of plasma cells is generally accompanied by an 
upregulation of CXCR4, the induction of CXCR3 depends 
on the inflammatory cytokine interferon-γ [166].

5.  BODY CAVITY B-1 B CELL TRAFFICKING

In the first line of defense against various pathogens, TI 
primary immune responses are initiated by antigen- specific 
activation of B cell clones of the B-1 B cell origin [121,167]. 
These innate-like B cells [168] bridge innate and adaptive 
immunity and generate a vigorous primary plasmablast 
response to blood-borne antigens within the first 3 days 
after bacterial and viral infection and nematode parasite 
invasion [167]. B-1 cells are the major source of IgM nat-
ural antibodies in serum and contribute to IgA-producing 
plasma cells in the lamina propria (LP) in the gut [169]. B-1 
B cells can be subdivided based on their CD5 expression 
in CD5+ B-1a and CD5− B-1b cells with complementary, 
distinct functions. B-1a cells are primarily responsible for 
spontaneous production of natural IgM antibodies, whereas 
B-1b cells appear to be the primary source of dynamic TI 
antibody production and long-term protection after bac-
terial infections [170,171]. In addition to their functional 
characteristics, B-1 cells differ from conventional B-2 cells 
by their anatomical localization, which is preferentially 
in the peritoneal, pleural, and thoracic cavities [169,172]. 
Because B-1 cells are most prevalent in body cavities, it was 
previously suggested that peritoneal B-1 cells show signifi-
cant spontaneous IgM secretion [173]. However, numer-
ous other studies indicate that peritoneal B-1 B cells do 
not spontaneously secrete natural IgM antibodies; instead, 

activation signals such as cytokines or mitogenic stimuli 
are needed to induce antibody production [174]. Further-
more, it was shown that natural IgM antibody secretion 
was largely confined to B-1 B cells in the spleen and bone 
marrow. Consistent with this, peritoneal B-1 cells rapidly 
relocate to SLOs after infection, where they differentiate to 
cytokine and IgM-producing cells [175].

For many years it was debated if an equivalent of murine 
B-1 B cells in humans exists at all. However, a human B-1 
B cell type that spontaneously secretes IgM and is capable 
to activate T cells was recently identified in the umbilical 
cord and in adult peripheral blood [176,177]. It has been 
implied that human B-1 B cells may contribute to autoim-
mune diseases through production of autoantibodies and T 
cell stimulation [178,179]. On the other hand, human B-1 B 
cells could be useful in treating diseases in elderly humans 
where protective natural antibody production is severely 
impaired. Characterization of the full physiological and 
pathophysiological function of human B-1 B cells may lead 
to new avenues for treating autoimmune diseases [180].

The dynamic process of B-1 B cell movement is guided 
by a mesothelial sheet of tissue, the omentum, lining the 
peritoneal cavity and connecting various organs, such as 
the stomach, pancreas, spleen, and transverse colon [181]. 
Milky spots represent cellular aggregates containing lym-
phocytes and macrophages in the mesothelial sheets and the 
fat pads of the omentum. Their associated capillary struc-
tures are thought to serve as the major route through which 
leukocytes including B-1 cells migrate into the  peritoneal 
cavity. Milky spots can also be found in the mediastinal 
pleura, and experimental evidence suggests that pleural 
mesothelial surfaces can additionally serve as an entry 
 portal for B-1 B cells [182,183].

Principal molecules mediating lymphocyte entry into 
SLOs (i.e., the homeostatic chemokine receptors CCR7, 
CXCR4, and CXCR5) are also involved in lympho-
cytic migration and recirculation through peripheral tis-
sues [184–186]. Their respective ligands, the chemokines 
CCL19, CCL21, CXCL12, and CXCL13, are constitutively 
expressed in the peritoneal, pleural, and thoracic body cavi-
ties [182,187]. Genetically modified mice lacking either the 
chemokine receptor CXCR5 or its ligand CXCL13 exhibit 
a profound decrease in peritoneal B-2 and an even stronger 
reduction in peritoneal B-1 B cells accompanied by impaired 
body cavity immunity. CXCL13 was found to be expressed 
by peritoneal macrophages and by radiation- resistant cells 
within the omentum. Peritoneal mesothelial cells also 
express CXCL12, and inhibiting the CXCL12/CXCR4 sig-
naling axis in mice causes the loss of B-1 and B-2 B cells 
in the peritoneal cavity [188]. Consequently, homeostatic 
chemokines affect the peritoneal micromilieu by regulating 
peritoneal lymphocyte recruitment and recirculation.

However, homeostasis of the peritoneal cavity is not 
only maintained by lymphocytic immigration but also by 
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regulated exit from this anatomical site. Furthermore, the 
regulated egress of peritoneal B-1 cells is crucial for rapid 
antigenic clearance outside of their residential site [189].

In systemic immune compartments, S1P has been identified 
as a key exit molecule for lymphocyte emigration from orga-
nized SLOs and the thymus. S1P is a biologically active lyso-
phospholipid that signals via a family of five  G-protein-coupled 
receptors, the S1P receptors S1P1-5, of which S1P1 is prefer-
entially expressed on lymphocytes [190,191]. S1P was also 
reported to regulate peritoneal B cell trafficking, and compa-
rable expression levels of the type 1 S1P receptor were found 
on B-1 and B-2 B cells. Treatment of mice with FTY720, 
2-amino-2-[2-(4-octylphenyl)-ethyl] propane-1,3-diol hydro-
chloride, which acts as an agonist for S1P receptors, increased 
the B cell emigration from the peritoneum and inhibited peri-
toneal immigration from the blood. Subsequently, this led to 
an impaired peritoneal B cell migration into the intestine and 
to decreased intestinal IgA production [192].

The effect of homeostatic chemokines on lymphocytic 
emigration from body cavities has been described for con-
ventional B-2 but not for B-1 B lymphocytes. CCR7 medi-
ates a crucial and dominant exit signal for conventional 
B and T lymphocytes from body cavities. Subsequently, 
CCR7-deficient mice exhibited profound accumulation of 
conventional B-2 and T but not of B-1 cells in pleural and 
peritoneal body cavities [193].

Direct signaling through TLRs, a family of pattern-
recognition receptors, has also been described to regulate 
egress of B-1 B cells from body cavities [189,194].

TLRs recognize conserved molecules and patterns of 
microorganisms and play an essential role in innate immune 
responses. They are expressed by many different innate 
immune cells, and TLR engagement links the innate to the 
adaptive immune system [195,196]. Receptors expressed 
by immune cells of the adaptive immune system are usu-
ally highly antigen-specific and clonally rearranged. In 
this regard, B cells are unique because they express TLRs 
and an antigen-specific clonally rearranged BCR. TLR 
signaling can influence a broad range of functional B cell 
responses, among them the up- or downregulation of sur-
face molecules that regulate the positioning and migration 
of B cells into SLOs [197].

B-1 B cells are particularly activated and differenti-
ated by stimuli such as lipopolysaccharide and cytokines. 
Recently, it has been demonstrated that molecular signals 
required for B-1 B cell motility and egress from body 
cavities are facilitated through TLRs (i.e., TLR4). Mech-
anistically, TLR signaling in vitro and in vivo led to the 
downregulation of integrins, including α1, α6, and β1, as 
well as CD9 on B-1 cells, which supports their detachment 
from the local matrix and enhanced the migratory capacity 
toward chemokines [189].

In addition, it was shown that a transit of B-1 and B-2 
B cells through the peritoneal cavity alters their migratory 

capability. Expression levels of homing molecules and 
integrins (i.e., CXCR4, CXCR5, and β7 integrin) adjust 
in response to local environmental cues. This leads to the 
egress of B-1 cells from the peritoneal cavity and enables 
the cells to enter the intestine, facilitating the transition 
from innate to adoptive immune responses [189,194].

Overall, peritoneal B-1 B cell inbound and outbound 
trafficking is not exclusively controlled by chemokines but 
also by a regulatory network combining chemokine-, integ-
rin-, and S1P-mediated migration [189,192,193,198].

6.  MUCOSAL B CELL MIGRATION

The mucosa-associated lymphoid tissue (MALT) is 
scattered along mucosal linings and consists of the 
gut- associated lymphoid tissues (GALT), the bronchus-
associated lymphoid tissue (BALT), the nose-associated 
lymphoid tissue (NALT), the vulvovaginal-associated lym-
phoid tissue (VALT), and some additional lymphoid sites 
within accessory organs of the gut such as the parotid gland 
[199]. MALTs are located directly beneath the mucosal epi-
thelia cell layer, only separated from the outside world by 
the follicle-associated epithelium. They serve as immune 
inductive sites and harbor well-organized lymphoid struc-
tures. The migration of immune cells from these mucosal 
inductive sites to mucosal effector tissues occurs via the 
lymphatic system and is a prerequisite for cellular immune 
responses in the gastrointestinal tract [200,201].

Secondary lymphoid structures of the small intestine 
include PPs and isolated lymphoid follicles (ILFs), whereas 
the large intestine contains ILFs and the appendix. MALT 
structures consist mostly of B cells that form large follicles 
harboring high numbers of surface IgA-positive (sIgA+) B 
cells interspersed by interfollicular T cell regions (IFRs). 
The largest fraction of antibody-secreting cells in the body is 
located in the MALT, and virtually all plasma cells induced 
in mucosal immune reactions secrete antibodies of the IgA 
isotype. A polymeric immunoglobulin receptor-dependent 
mechanism allows dimeric IgA to be transported via the gut 
epithelium into the lumen, where IgA is present mainly as a 
part of the mucus layer covering the surface [202].

Class switch of B cells to IgA is induced in ILFs, PPs, 
and MLNs. These tissues provide an environment rich in 
factors such as transforming growth factor-β and APRIL, 
which have been shown to promote IgA responses [203]. 
Soluble lymphotoxin-α derived from innate lymphoid cells 
(ILCs) regulates T-dependent IgA induction by controlling 
the migration of T cells into the gut, whereas membrane-
bound lymphotoxin β (LTα1β2) on RORγt + ILCs is critical 
for TI IgA responses [204]. In the absence of eosinophils, 
the numbers of IgA+ LP plasma cells are significantly 
reduced. This is at least partly due to a defect in their gen-
eration because eosinophil-deficient mice have a defective 
class switch to IgA in PPs. In addition, eosinophils promote 
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the survival of LP plasma cells in vitro; therefore, they 
might also be involved in their maintenance in vivo, similar 
to the situation described in the bone marrow [205].

T cells reside either within the IFRs (i.e., PPs) or in the 
center of the B follicular structures (i.e., ILFs) [201]. Intesti-
nal antigen-presenting cells, including DCs, are found within 
the subepithelial area of B cell follicles but also in the IRFs 
[206]. PPs, which develop in the fetal small intestine indepen-
dently of intestinal microbiota, structurally resemble LNs. In 
contrast, the formation of ILFs is induced by the intestinal 
flora and their numbers increase during chronic inflamma-
tion. Thus, ILFs share some features with tertiary lymphoid 
structures. Under steady-state conditions, intestinal bacteria 
trigger a gut-restricted antibody response [207–209].

Primed lymphocytes traffic as effector cells to secre-
tory effector tissue sites through specific upregulation of 
gut homing receptors. Recently, cells and molecular media-
tors have been identified that are responsible for imprinting 
specialized tissue-specific trafficking programs. Environ-
mental cues from food (vitamin A) and GALT-located DCs, 
which process vitamin A to its active metabolite retinoic 
acid, imprint lymphocyte homing to the small intestine 
through enhanced expression of mucosal homing receptors, 
foremost the adhesion molecule α4β7 and the chemokine 
receptor CCR9 [210].

Importantly, cues for lymphocytic extravasation dif-
fer between naïve and memory/effector lymphocyte sub-
sets, and they often appear to be tissue-specific. In this 
regard, MadCAM-1 is highly expressed by HEVs of human 
GALT and MLNs. In mice, naïve B cells bind to glycosyl-
ated MadCAM-1 via their abundant expression of CD62L 
(L-selectin). This initial tethering enables chemokine 
signaling-dependent firm adhesion of MadCAM-1 to the 
integrin α4β7. The latter step is crucial for intestinal extrav-
asation of naïve lymphocytes into GALT, whereas emigra-
tion via HEVs into MLNs is mediated by the peripheral LN 
addressin, PNAd [211].

Because activated B cells lack prominent CD62L 
expression, their extravasation via HEVs in GALT may be 
selectively dependent on the interaction between activated 
α4β7 and MadCAM-1. In addition, emigration of naïve and 
effector/memory B cells can also be mediated by adhesion 
molecules, which are less tissue-restricted, such as LFA1, 
αLβ2, or CD11a/CD18, which bind to the endothelial 
ICAM-1 and ICAM-2 [212].

Homing of B cells to SLOs is regulated by the CCR7 
ligands, CCL19 and CCL21, together with the CXCR4 ligand 
CXCL12 [213,214]. CCR7 and CXCR4 mediate endothelial 
B cell adhesion in LNs. B cell migration into PPs addition-
ally depends on CXCR5. In mice, the CXCL13-CXCR5 sig-
naling axis supports direct extravasation of B cells into the 
follicle of PPs via HEV-like vessels, which express CXCL13 
and no CCL21 [46]. CXCL13-expressing HEV-like vessels 
have also been found in human GALT [215].

The dissemination of naïve or activated B cells from 
inductive sites occurs via draining microlymphatics, 
which start blindly with a fenestrated endothelium. This 
lymph endothelium, similar to HEVs, expresses CCL21 
and specific adhesion molecules. Memory B cells (sIgD−) 
together with some CD19+CD38high B cell blasts both 
expressing high levels of α4β7 are often positioned close 
to and sometimes within microlymphatics, which prob-
ably initiate the first exit step from the GALT toward the 
intestinal LP. These α4β7high subsets normally express 
very low levels of L-selectin, which enables them to bind 
to unmodified MadCAM-1 expressed apically on the LP 
microvasculature, leading to extravasation into the small 
intestinal LP. Notably, a few memory B cells do express 
high levels of L-selectin; however, they are most likely re-
entering GALT or extravasate in MNLs and peripheral LNs 
[216,217]. Mucosal IgA+ plasmablasts first use lymph ves-
sels to migrate to the MLNs and then they enter the blood 
circulation through the thoracic duct to finally home back 
to the LP.

In addition to α4β7, the CCL25-CCR9 interaction is 
thought to play a crucial role in small intestinal tropism of 
effector/memory B cells. The chemokine CCL25 is selec-
tively expressed by the crypt epithelium and endothelium 
of the small intestine in humans as well as in mice, but it 
shows low expression at other mucosal sites [218,219]. As 
stated before, the imprinting of small intestinal tropism is at 
least partially dependent on the supply of retinoic acid by 
regional DCs [220].

The chemokine ligand CCL28 is universally produced 
by various mucosal epithelial tissues (i.e., the large intes-
tine, stomach, the respiratory tract, and mammary and 
salivary glands). CCL25 and CCL28 enhance the integ-
rin α4-dependent adhesion of IgA+ plasmablasts to Mad-
CAM-1 [221]. The CCL28-sensitive chemokine receptor, 
CCR10, is expressed on virtually all IgA+ plasmablasts, 
including intestinal, nonintestinal, and mucosal effector tis-
sues. Even IgA+ plasmablasts in the small intestine express 
CCR10. However, because epithelial expression of CCL28 
is higher in the colon than in the small intestine and appen-
dix, the CCL28-CCR10 axis most likely plays an impor-
tant role in compartmentalized intestinal B cell homing 
[211,219]. The differential expression patterns of CCR9 
and CCR10 are probably responsible for differences in traf-
ficking of antigen-specific IgA-producing cells: Restricted 
distribution of these cells in the upper aerodigestive tract 
and urogenital tract is mediated by upregulation of CCR10 
expression, but not CCR9, and the expression of α4β1, but 
not α4β7, which allows them to bind to tissue sites express-
ing VCAM-1 and CCL28. On the other hand, upregulation 
of CCR9 as well as CCR10, and the additional expression 
of α4β7 enables IgA+ plasmablasts to migrate essentially to 
all mucosal tissues that express CCL28 or CCL25 together 
with MadCAM-1 or VCAM-1 [211,219].
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The two major chemokines CCL25 and CCL28, which 
attract IgA+ plasmablasts and are selectively expressed by 
epithelial cells, belong to one specific subfamily of chemo-
kines. Other chemokines that belong to this subclass are the 
chemokine CCL27, a second ligand for CCR10, also known 
as cutaneous T-cell-attracting chemokine [219], and CCL20, 
the CCR6 ligand. CCL20 is expressed by lymphoid tissue-
associated intestinal epithelium and by inflamed epithelial 
cells in the lung or skin, and its receptor CCR6 is expressed 
by all naïve and memory B cells. More specifically, CCR6 
is downregulated after B cell antigen receptor triggering, it 
remains absent during differentiation into immunoglobulin-
secreting plasma cells, but it is re-expressed by post-GC 
memory B cells. Hence, CCL20 responsiveness is appar-
ently crucial for B-lineage maturation and antigen-driven 
B-cell differentiation as well as the recruitment of circulat-
ing memory B cells to sites of inflammation [219,222].

Topical antigen exposure has been described to have a 
deep effect on site-specific accumulation of IgA+ plasma 
cells [223], most likely mediated via activated T cells. 
Hence, local antigen drives T cell activation, which then 
provides essential second signals for B cell retention and 
survival. The amount of IgA+ plasma cells at a specific 
effector site is determined by the level of topical antigen 
exposure, which is enormously high in human colonic 
mucosa [200,224].

Antibody-secreting cells in the LP have been thought to 
be short-lived [225], but there is indirect evidence in the 
recent literature that there might also be a long-lived pop-
ulation present in this tissue [226,227]. Some LP plasma 
cells are able to produce TNFα and inducible nitric oxide 
synthase, revealing an unexpected heterogeneity in the anti-
body-secreting cell compartment in the gut [228].

Overall, activated immune cells seem to accumulate 
preferentially at effector sites corresponding to the induc-
tive sites where the cells were initially primed. Hence, intes-
tinal PCs are largely derived from B cells that have been 
originally activated within the GALT [211].

7.  HOMING OF B CELLS DURING 
CHRONIC INFLAMMATION AND 
TERTIARY LYMPHOID ORGAN 
FORMATION

The contribution of local B cell infiltrates to chronic inflam-
mation has been suggested in various autoimmune diseases 
such as rheumatoid arthritis (RA), multiple sclerosis (MS), 
autoimmune diabetes, SS, myasthenia gravis (MG), and 
Hashimoto’s thyroiditis [229] as well as during chronic 
inflammation associated with infectious diseases such as 
Lyme arthritis, Mycobacterium tuberculosis, chronic hepa-
titis C (HCV), and Helicobacter pylori infection [229,230]. 
It has been described that persistent viral infections trigger 

the formation of tertiary lymphoid organs (TLOs), where 
ectopic GCs serve as inductive sites and by that support a 
protective, antiviral immune response. On the other hand, 
increasing evidence in animal models and patients sug-
gests that TLOs triggered by viral infections can break 
self- tolerance and initiate the development of autoimmune 
diseases (i.e., prototypical mucosal autoimmune diseases, 
SS, RA, MS, and MG) [231].

The inflammatory lesions that occur during chronic 
inflammation, infections, or autoimmunity can resemble 
TLOs and are thought to arise by a process termed lym-
phoid organ neogenesis [78]. The development of these so-
called ectopic lymphoid follicles or TLOs is a hallmark of 
chronic inflammatory autoimmune and infectious diseases, 
such as RA, SS, and H. pylori-induced gastritis [232]. In 
addition, de novo formation of lymphoid tissue during 
chronic inflammation has been associated with a higher risk 
for neoplastic transformation and lymphoma development 
(i.e., the infection-dependent formation of primary gastric 
MALT B cell lymphomas) [233].

Because these ectopic lymphoid follicle-like structures 
resemble conventional SLOs, it does not come as a sur-
prise that the developmental program for the formation of 
LNs and TLOs is remarkably similar. Hence, the principal 
molecular mediators of lymphoid organogenesis, including 
inflammatory cytokines of the TNF/lymphotoxin family 
and homeostatic chemokines, are also involved in lymphoid 
tissue neogenesis in chronic inflammatory processes and 
autoimmune diseases [229,232,234].

In several transgenic mouse models, TLOs have been 
induced by tissue-specific overexpression of cytokines and 
homeostatic chemokines. Ectopic expression of lymphoid 
chemokines, such as CXCL13 and CCL21, causes the infil-
tration of naïve lymphocytes, which consolidate into orga-
nized lymphoid structures composed primarily of B and 
T cells and a few DCs [235–237]. In addition, stroma and 
endothelial cells from the local environment are necessary 
for the development of a LN-like architecture because they 
provide inflammatory cytokines, lymphotoxin, and TNFα 
[238], which support formation of a FDC network with high 
expression of CXCL13 and CCL21 [239,240].

In humans, inflammation has been associated with the 
expression of CXCL13 in the salivary glands of patients 
with SS, in synovial follicles of patients with RA, in MS 
ectopic B cell follicles, in inflammatory lesions of celiac 
disease, and in Helicobacter-induced MALT and MALT 
lymphomas. The homeostatic chemokine receptors CCL21 
and CXCL12 were also found to be ectopically expressed 
by endothelial cells within the synovium of RA patients, 
within MS B cell follicles, in the salivary glands of SS, and 
the thyroid of Hashimoto thyroiditis patients [78].

In chronic inflammatory mouse models of RA and 
Helicobacter-induced gastritis, experimental evidence was 
provided that the CXCR5/CXCL13 signaling axis is a 
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key molecular regulator of TLO formation. CXCR5 defi-
ciency led to a lack of lymphoid neogenesis and an overall 
reduction of chronic inflammation in both disease models 
[241,242].

The ectopic formation of lymphoid tissue has been 
mainly associated with destructive inflammation and tis-
sue damage. However, the decisive functional role of 
TLOs in immunity is not yet fully understood. As dis-
cussed in the beginning, local antigen presentation could 
be beneficial to prevent bacteremia and viremia during 
persistent infections [243]. On the other hand, TLOs have 
the propensity to develop into B cell lymphomas and may 
perpetuate chronic inflammation in autoimmune diseases. 
Within these functional lymphoid niches, autoreactive B 
cells can undergo in situ affinity maturation and differenti-
ate into autoantibody-producing cells [232]. Earlier studies 
in patients with RA provided the first evidence regarding 
competent GC formation that supports antigen-driven B 
cell differentiation and clonal expansion [244,245]. Apart 
from these earlier observations, oligoclonal B cell prolif-
eration and somatic hypermutation in the Ig variable genes 
have additionally been detected in TLOs of patients with 
primary SS [246] and MG [247]. In a murine model of 
autoimmune diabetes, experimental evidence was pre-
sented regarding the selection of autoreactive B lympho-
cytes and their ability to present antigen to T cells within 
the TLOs of pancreatic islets [248].

The presence of plasma cells was also observed in GCs of 
TLOs from RA and SS patients, although it remains unclear 
whether their terminal differentiation takes place within the 
TLOs or whether plasma cells have been recruited to these 
tertiary lymphoid structures [78]. In this regard, persistent 
viral infections, such as EBV reactivation, have been linked 
to the development of B cell autoreactivity within ectopic 
B cell follicles in the target organs of RA, MS, and MG. 
Another striking example of infection-induced TLO forma-
tion is the occurrence of intraportal lymphoid follicles dur-
ing chronic HCV infection [249,250]. These intrahepatic 
TLOs play a crucial role in regulating complex viral–host 
interactions; however, lack of viral clearance causes chronic 
B cell activation, which can contribute to the development 
of autoimmunity and extrahepatic manifestations [231].

In conclusion, the recruitment of B cells to ectopic sites 
of chronic inflammation and persistent infections results 
in the formation of TLOs that play an important role in 
antimicrobial immunity, but they also support the breach 
of self-immunological tolerance and the development of  
autoimmunity.

8.  MIGRATION OF NEOPLASTIC B CELLS

Tumor cell malignancy is characterized by its intrinsic abil-
ity to invade various tissues distant from the primary site of 
tumor origin. The most common type of human lymphoid 

malignancies consists of B cell lymphomas. During all 
stages of B cell development (i.e., from the first devel-
opmental stages in the bone marrow to the later stages in 
SLOs and in MALTs), malignant transformation of B cells 
can occur [251,252]. Subsequently, lymphomas are classi-
fied according to the morphologic features characteristic of 
the various developmental stages of normal B cell differ-
entiation [252,253]. Furthermore, transformed B-lymphoid 
cells have somewhat conserved the physiological highly 
effective migratory capacity of their normal lymphocyte 
counterparts. Over nearly 3 decades the knowledge about 
the regulatory mechanisms of lymphocyte trafficking in 
health and disease has greatly advanced. Today, clinical and 
experimental studies strongly suggest that the sophisticated 
motility program of lymphocytes, governed by adhesion 
molecules together with the chemokine/chemokine recep-
tor system, also controls lymphoma/leukemia cell migra-
tion and dissemination [254–256]. The high motility of 
lymphocytes and their malignant counterparts accounts for 
rapid lymphoma dissemination. Because malignant B cells 
migrate preferentially into tissues to which lymphocytes 
home physiologically, tumor cells invade a specialized 
microenvironment that is already well equipped to support 
lymphocytic differentiation, survival, and activation [257].

One of the first identified homing receptors for lym-
phoma cell entry into LNs was the 90-kD hyaluronate-
binding glycoprotein (CD44), originally characterized by 
its Hermes-1 positive staining pattern. CD44 is physiologi-
cally involved in binding of lymphocytes to HEVs. Lym-
phomas and leukemias expressing the Hermes-1 antigen 
were found to involve many or all LN groups [258]. Studies 
with mouse lymphoma cells also supported the notion that 
lymphomas that effectively bind to HEVs spread early via 
the blood and invade all peripheral lymphoid organs [259]. 
These earlier findings led to the conclusion that lymphoid 
neoplasms spread by entering sites of normal lymphocyte 
traffic and that an identification of functionally important 
homing receptors will be crucial to understand the in vivo 
migratory and dissemination behavior of neoplasms [258].

To date, the homing signature of malignant lymphocytes 
has been extensively studied and treatments targeting che-
mokine receptors and adhesion molecules with antibodies 
or drugs have been shown to be valuable tools for thera-
peutic intervention in lymphoma and leukemia patients 
[254,255,260]. An overview of the most important adhesion 
molecules, chemokines and chemokine receptors, involved 
in tissue-specific lymphocyte homing and lymphoma  
dissemination is given in Table 1.

B cell-derived lymphoproliferative disorders with dis-
tinctive nodal lodging, such as acute lymphoblastic leuke-
mia, B cell chronic lymphatic leukemia (CLL), follicular 
lymphoma (FL), and hairy cell leukemia, frequently express 
the homeostatic chemokine receptors CXCR4 and CXCR5 
[255,261]. Their respective ligands, CXCL12 and CXCL13, 
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TABLE 1 Putative Adhesion Molecules, Chemokines, and Chemokine Receptors Mediating Lymphocyte Homing and 
Lymphoma Dissemination

Receptor Expression on Lymphocytes
Expression on B Cell 
Lymphoma/Leukemia Ligands

Predominant Site 
of Homing

Adhesion Molecules

L-selectin Naïve B and T cells, TCM cells B-CLL, MCL, MZBCL, nodal FL, 
DLBCL

PNAd/MadCAM-1 Peripheral lymph 
node

αLβ2/LFA-1 Broad expression on B and T cells Broad expression on B cell  
lymphomas and MM

ICAM-1, ICAM-2, 
ICAM-3

Multiple sites/ 
epithelium

α4β1/VLA-4 α4β7 Broad expression on B cell  
lymphomas and MM

VCAM-1 Inflammatory sites 
and BM

α4β7 IgA plasmablasts, gut-homing T  
cells, naïve B and T cells (low)

GI-tract MCL (MLP), GI-tract  
MZBCL (maltoma), GI-tract FL  
and PTCL (EA-TCL)

MadCAM-1/VCAM-1 Gut

CD44s Broad expression on B and T cells, 
splice variants on activated  
lymphocytes

B-CLL, nodal MCL, GI-tract  
(MLP and low-grade MALT, GI-
tract DLBCL, nodal ALCL)

Hyaluronate, collagen 
IV, fibronectin, growth 
factors

Inflammatory sites, 
modulation of cell 
growth and motility

Chemokine Receptors

CCR1 Polymorphonuclear leukocytes, 
activated T and B cells

B cell CLL (after BCR triggering) CCL3, CCL5-7, CCL9/10 Inflammatory sites

CCR3 Polymorphonuclear leukocytes, 
activated T and B cells

MM, nonneoplastic leukocytic  
infiltrates of cHD

CCL5-8, CCL11, 13, 15, 
24, 26-27

Inflammatory sites

CCR5 Polymorphonuclear leukocytes, 
activated T and B cells

B-CLL (after BCR triggering) CCL3, CCL4, CCL5, 
CCL8

Inflammatory sites

CCR6 B cells, IgA plasmablasts, memory  
T cells, iDCs

DLBCL, MCL, MZBL, MALT  
lymphoma

CCL20 Mucosal tissues,  
skin

CCR7 Naïve B and T cells, TCM cells,  
mDCs

B cell CLL, MCL, cHD CCL19, CCL21 Peripheral lymph 
node

CCR9 Gut-homing B and T cells, intraepi-
thelial T cells, IgA plasmablasts

DLBCL (low), MLBCL CCL25 Intestinal mucosa

CCR10 Gut- and skin-homing B and  
T cells, IgA plasmablasts

MM, cHD CCL27, CCL28 Large intestine, skin

CXCR3 Activated Th1 cells,  
plasmablasts

B-CLL, splenic MZL, extranodal 
MZL

CXCL9, CXCL10, 
CXCL11

Inflammatory sites

CXCR4 Pre-B and mature B cells,  
plasma cells, T cells

Broad expression on B cell  
lymphomas and MM

CXCL12 Secondary lymphoid 
tissues, GCs, and BM

CXCR5 Mature B cells, TFH cells Broad expression on B cell 
lymphomas

CXCL13 B cell follicle/GCs  
in SLOs

CXCR6 Activated B and T cells,  
plasma cells

MM CXCL16 Inflammatory  
sites, BM

Adhesion molecules, chemokines, and chemokine receptors, which play a major role in B cell lymphoma/leukemia homing, are listed. ALCL, anaplastic 
large-cell lymphoma; B-CLL, B-cell chronic lymphocytic leukemia; BM, bone marrow; DLBCL, diffuse large B-cell lymphoma; FL, follicular lymphoma; 
GC, germinal center; GI, gastrointestinal tract; ICAM, intercellular adhesion molecule; LFA, lymphocyte function-associated; MadCAM, mucosal addressin 
cell adhesion molecule; MALT, mucosa-associated lymphoid tissue; MCL, mantle cell lymphoma; MM, multiple myeloma; MZBL, marginal zone B-cell 
lymphoma; PNAd, peripheral lymph node addressin; SLO, secondary lymphoid organs; VCAM, vascular cell adhesion molecule; VLA, very late antigens.

are expressed on HEVs of LNs and PPs and on HEV-like 
vessels at sites of lymphoid neogenesis, and they are fun-
damentally involved in the organization of GCs [32,214]. 
Within GCs, CXCL13 is produced by FDCs and guides  

B cells into the LZ, whereas CXCL12 attracts B cells to the 
DZ of GCs [94]. In line with their ectopic expression at sites 
of chronic inflammation and lymphoid neogenesis, expres-
sion of the receptors CXCR4 and CXCR5 is also found on 
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MALT lymphomas and on diffuse large B cell lymphomas 
(DLBCL), which is characterized by a primary intestinal 
localization [254]. Furthermore, autocrine expression of 
CXCL13 and the formation of B cell aggregates have been 
associated with the development of primary central nervous 
system lymphomas [262].

CCR6, a chemokine receptor being physiologically 
expressed predominantly on mantle and marginal zone B 
cells of SLOs, is also found on most mantle cell (MCL), 
marginal zone (MZL), nonmediastinal DLBCL, and MALT 
lymphomas [263].

It is interesting to note that extranodal lymphomas aris-
ing within the anterior mediastinum, such as mediastinal 
large B cell lymphoma (MLBCL), exhibit low expression of 
characteristic lymph node-homing receptors (i.e., CXCR5 
and CCR7) [264], which may hinder their nodal but predis-
poses their extranodal dissemination.

Another striking example for chemokine receptor-
dependent lymphoma cell lodging within a specific com-
partment of LNs is Hodgkin lymphoma (HL) [265]. HL 
is a B cell neoplasia that arises in two major forms: the 
frequent classical HL (cHL) and the rarer nodular lympho-
cyte predominant HL (NLPHD) [266,267]. The lympho-
cytic and histiocytic cells (L&H) in NLPHD lodge within 
follicular structures (B cell zone) and express CXCR4 but 
not CCR7, whereas the Hodgkin-Reed-Sternberg cells in 
cHL reside in the interfollicular or follicular mantle zone 
(T cell zone) and strongly express CXCR4 and CCR7, 
the latter chemokine receptor being crucial for entering T 
cell zones of LNs [265]. Functionally, a differential che-
mokine receptor expression pattern contributes to a spe-
cific compartmental confinement of lymphoma cells to 
tumor growth-promoting niches within the target organ 
[257,264,265,268].

When B cells differentiate into plasma cells, a coor-
dinated change in chemokine receptor expression occurs. 
Expression of the homeostatic chemokine receptors 
CCR7 and CXCR5 is downregulated, which leads to an 
unresponsiveness toward T- and B- zone chemokines 
CCL19, CCL21, and CXCL13 [93,269]. In contrast, 
CXCR4 is upregulated, and constitutive expression of 
its ligand CXCL12 by bone marrow stromal cells causes 
plasma cell homing to the bone marrow [92]. Within the 
bone marrow microenvironment, α4β1-mediated inter-
actions with fibronectin and VCAM-1 facilitate plasma 
cell retention and survival. Likewise, recruitment and 
retention of malignant plasma cells in multiple myeloma 
(MM) also critically depends on the CXCL12/CXCR4 
signaling axis. CXCL12 not only promotes homing to but 
also induces α4β1-mediated interactions with fibronec-
tin and VCAM-1 within the bone marrow niche, which 
mediates tumor cell survival and cell adhesion-mediated 
drug resistance [270].

Additional functional chemokine receptors being 
expressed by normal plasma cells as well as by their 

malignant counterparts in MM are CXCR6, CCR6, CCR3, 
and CCR10 [271].

Overall, CXCR4 has emerged as a key receptor in the 
recruitment and crosstalk between malignant B cells and 
their microenvironment. The CXCL12/CXCR4 signaling 
axis mediates metastatic spread to growth-promoting tis-
sue niches where CXCL12 is expressed and CXCL12 itself 
stimulates tumor cell growth in a paracrine manner and sup-
ports tumor angiogenesis [272]. Functional CXCR4 expres-
sion has also been described for several nonhematopoietic 
malignancies, including brain neoplasm [261,273]. Hence, 
the CXCR4/CXCL12 signaling axis apparently plays a cru-
cial role in the progression and metastasis of many hemato-
poietic and nonhematopoietic malignancies. Several small 
molecular CXCR4 antagonists have been generated initially 
for the treatment of HIV because CXCR4 functions as a 
coreceptor for X4 HIV-1 viruses. Two of these antagonists, 
AMD3100 and ALX40-4C, have also been successfully 
tested in animal tumor models and in first clinical trials in 
cancer patients [272].

Therapeutic targeting of the CXCR4/CXCL12 axis 
in B cell CLL patients revealed promising data in an 
ongoing trial, in which the CXCR4 antagonist plerixafor 
(AMD3100) is combined with the established CLL drug 
rituximab (anti-CD20 monoclonal antibody, depletes 
CD20+ B cells). This approach targets leukemia cell mobi-
lization from its protective bone marrow microenviron-
ment and thereby renders tumor cells more accessible to 
conventional drugs [260].

Numerous clinical studies correlate a specific chemo-
kine receptor expression pattern on neoplastic B cells with 
their dissemination to anatomic niches not only within the 
bone marrow but also in SLOs [264,265,274,275]. Hence, 
homing receptors and cytokines attribute to lymphoid 
tissue formation (i.e., homeostatic chemokine receptors 
CCR7 and CXCR5 and the lymphotoxin/TNF family), 
facilitate tumor stroma interactions within SLOs, and 
thereby emerge as novel therapeutic avenues [254,276]. 
In an experimental therapeutical approach it has already 
been shown that reciprocal crosstalk between stromal cells 
and lymphoma cells could be inhibited by treatment with 
LTβR-Ig, which substantially impaired lymphoma growth 
[254,276]. Likewise, targeting adhesion molecules by 
monoclonal antibodies, a strategy already used in patients 
with autoimmune diseases, may also prove to be a valid 
therapy for lymphoid malignancies [254,255]. Examples 
with proven efficiency in autoimmunity include natali-
zumab, a monoclonal antibody directed against integrin 
α4, and MLN02, an antibody targeting α4β7 [277,278]. 
Understanding the molecular and cellular mechanisms of 
lymphoma/leukemia cell dissemination and tumor-stroma 
crosstalk will lead to novel therapeutic targeting. An over-
view of the molecules that are involved in the regulation of 
B cell migration and lymphoma dissemination is provided 
in Table 1.
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9.  CONCLUSION

Taken together, B lymphocyte trafficking propensity, con-
tinuous recirculation, and homing is a prerequisite for the 
orchestration of systemic adaptive immune responses. The 
last decade has dramatically increased the knowledge on 
dynamics of B cells within lymphoid tissues. Technological 
advances in intravital microscopy have allowed for the first 
time to monitor cellular dynamics deep in the tissue with 
cellular and even subcellular resolution over time. This has 
literally led to a new view of B cell behavior in lymphoid 
tissues. In the past, based on classical immunohistological 
stainings, these tissues have been regarded as a static accu-
mulation of cells. Intravital imaging has revealed lymphoid 
tissues to be a very dynamic entity of cells, with most B cell 
populations being highly motile. Chemokines and adhesion 
molecules of static stromal cells, which form the scaffold of 
lymphoid tissues, are responsible for organizing these tis-
sues into different zones and guiding B cell motility. They 
enable the B cells to undergo interactions with multiple 
other cell types in various tissues, which are necessary for 
their maturation, their activation, and their differentiation. 
Although the main chemotactic cues for B cells have been 
identified, there is still a lot to find out about how B cells 
integrate and prioritize the various chemotactic signals that 
they are exposed to in the tissue.

This outstanding lymphocytic mobility reveals a dark 
face in the dissemination of lymphoma. It is widely accepted 
today that the rapid and strikingly tissue-specific lymphoma 
dissemination is not a consequence of tumor progression 
but of a very conserved physiological behavior of their lym-
phocyte precursors [255]. Hence, the sophisticated motility 
program of lymphocytes, governed by adhesion molecules 
together with the chemokine/chemokine receptor system, 
also regulate B cell lymphoma/leukemia cell trafficking and 
dissemination [254–256]. In addition, some chemokines 
and their receptors support proliferation of neoplastic cells 
and prevent B leukemia cells from undergoing spontane-
ous apoptosis [260,279]. Overall, targeting chemokines, 
chemokine receptors, or adhesion molecules that are part 
of the homing signature of neoplastic cells has emerged as 
a promising tool for treatment of malignant lymphoma and 
leukemia. In addition, expression profiles of chemokine 
receptors and adhesion molecules can also be implemented 
as novel diagnostic and prognostic markers.

Experimental therapeutical approaches in mice have 
already shown that preventing the homing to and recipro-
cal crosstalk between tumor cells and their microenviron-
ment can substantially impair lymphoma/leukemia growth 
[257,268]. In patients, therapeutic approaches targeting 
adhesion molecules, as demonstrated for efficient anti-
body treatments against integrin α4 (natalizumab) and 
α4β7 (MLN02) in patients with autoimmune diseases, have 
also proven to be valid therapeutic targets for lymphoid 

malignancies [254,255]. Inhibitors for the chemokine 
receptor CXCR4 (i.e., plerixafor (AMD3100) and T140 
analogs) are the only chemokine receptor inhibitors that are 
therapeutically used in clinical trials of B cell CLL [261]. 
Inhibitors for other chemokine receptors are still being 
developed, and along with the promising data from ongoing 
CXCR4 antagonist trials in B cell CLL, chemokine recep-
tor inhibitors may lead to novel therapeutic avenues in the 
pathogenesis of malignant lymphoma and leukemia.
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Chapter 13

1.  INTRODUCTION

B cells can contribute to immunity through production of 
antibodies, presentation of antigen to T cells, and secretion 
of cytokines. Through production of interleukin (IL)-10, 
B cells can limit immunopathology in mouse models of 
ulcerative colitis (UC), experimental autoimmune enceph-
alomyelitis (EAE), and collagen-induced arthritis [1–3]. 
Although of potential benefit in immune-driven disorders, 
the suppressive functions of B cells can be deleterious 
during infectious diseases [4,5]. These B cell-mediated  
antiinflammatory functions are provided by activated 
rather than resting B cells. Indeed, B cells require signals 
provided by the B cell receptor (BCR), toll-like receptors 
(TLR), CD40, and the IL-21 receptor to achieve an efficient 
control of inflammatory diseases [2,6,7]. There is accumu-
lating evidence that IL-10-producing B cells are in vivo 
a subset of CD19+CD138hi plasmablasts or plasma cells 
expressing BLIMP1, in line with the fact that suppression 
is mediated by activated B cells. Human B cells might also 
regulate immunity through IL-10 production. Therefore, a 
better understanding of the suppressive functions of B cells 
might result in the development of novel strategies for the 
manipulation of the immune system in diseases. Here, we 
review current knowledge on the regulatory functions of B 
cells in mice, including the role of IL-35 as a mediator of B 
cell-mediated suppression, and on antibody-secreting cells 
(ASCs) as major sources of IL-10 and IL-35 in vivo. Finally, 
we discuss data available on the phenotype and function of 
IL-10-producing B cells in humans.

2.  REGULATORY ROLE OF B CELLS IN UC

UC is a chronic inflammatory disease of the large intestine 
and a major subtype of inflammatory bowel disease (IBD) 
[8,9]. Indeed, predisposition to UC is strongly influenced 
by polymorphisms in immune-related genes [10]. For 
example, IL-10 protects against inflammatory diseases of 
the intestine, and severe IBD rapidly develops in patients 

with complete loss-of-function mutations in the IL-10 
receptor gene [11]. There is evidence that the development 
of inflammatory diseases of the intestine is associated with 
B cell hyperactivity; however, the roles of B cells during 
human IBD remain poorly understood [8].

Several mouse models of IBD have been developed 
based on disruption of selected genes, which facilitates 
investigating how immune cells and cytokines contribute 
to intestinal inflammation [12]. Mice deficient in the gene 
coding for the TCRα chain, which lack conventional CD4+ 
T cells but harbor atypical CD4+ T cells expressing TCR 
composed of TCRβ homodimers, spontaneously develop 
a chronic inflammatory disease of the intestine that shares 
some histological and immunological features with UC 
[13,14]. Signs of disease include hyperplasia of the lamina 
propria with infiltration of inflammatory cells, decrease of 
the number of goblet cells, elongation of crypts, and devel-
opment of crypt abscesses [13,14]. The disease is associ-
ated with an increased differentiation of the TCRββ CD4+ 
T cells present in these mice toward a TH2-like phenotype, 
and IL-4 is a key disease-driving cytokine [15,16]. These T 
cells are essential for disease development because UC can 
be prevented by T cell depletion therapy using anti-TCRβ 
antibodies [14]. This disease also involves a B cell hyper-
activation leading to markedly increased B and plasma cell 
numbers in the intestine [14] as well as heightened produc-
tion of antibodies toward food antigens and autoantigens 
such as tropomyosin, DNA, and histones [14,17]. These B 
cell responses are largely T cell-dependent [14].

Before discussing the role of B cells in this model of 
UC, it is important to emphasize that this disease can be 
markedly influenced by changes at the interface between 
the immune system and the gut environment. In particular, 
it is modulated by environmental factors including micro-
biota and diet [18]. TCRα-deficient mice fed an elementary 
diet containing chemically defined amino acids, dextrin, a 
small amount of soybean oil, and vitamins but no protein 
did not develop IBD whereas 85% of the mice fed with 
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a normal diet containing proteins from soybean, wheat, 
and fish developed colitis [18]. The feeding of mice with 
an elementary diet resulted in an almost complete disap-
pearance of IL-4 production by CD4+ T cells in the colon 
lamina propria in comparison to mice that received a reg-
ular diet [18]. These differently fed mice also displayed 
distinct intestinal microbial contents. For example, 88% 
of sick TCRα-deficient mice fed a normal diet harbored 
Bacteroides vulgatus, but this bacteria was absent from the 
TCRα-deficient mice that received an elementary diet [18]. 
This bacteria might directly facilitate UC because its rectal 
administration in TCRα-deficient mice fed an elementary 
diet was sufficient to provoke the appearance of clinical 
signs of colitis such as hyperplasia of the lamina propria 
region, elongation of the crypts and microvilli, infiltration 
of inflammatory cells in the lamina propria, and a decrease 
in the number of goblet cells [18]. Bacteroides-reactive 
antibodies were detected in the sick mice, suggesting that B 
cells might control this microbial driver of the disease. Any 
mutation that may influence the control of such a microbe 
might consequently influence the development of UC.

The role of B cells in UC was investigated using TCRα-
deficient mice on a B cell-deficient background [19]. 
Remarkably, in the absence of B cells, TCRα-deficient 
mice developed an earlier and more severe UC than TCRα-
deficient mice with B cells [19]. The incidence of UC was 
100% in the B cell-deficient mice at 8 weeks of age, when 
only a few of the mice with B cells had any disease [19]. 
Several mechanisms could account for the protective effect 
of B cells against UC. First, B cells might provide an impor-
tant mechanism of host defense against intestinal microbes 
having pathogenic roles in UC such as Bacteroides. Second, 
a lack of B cells could lead to an aberrant accumulation and 
activation of atypical TCRββ CD4+ T cells, the homeostatic 
control mechanisms of which are unknown in these mice. 
Third, B cells could have an antiinflammatory function lim-
iting the pathogenic activities of the atypical T cells driving 
UC. The establishment of this notion would require that the 
underlying molecular mechanism is uncovered.

A unique function of B cells is the production of antibod-
ies. Antibodies play a critical role in host defense against 
microbes, and in TCRα-deficient mice lacking B cells the 
administration of antibodies purified from the serum of 
TCRα-deficient mice reduced UC incidence [19]. The ben-
eficial effect of antibodies correlated with a reduction of the 
number of apoptotic cells in the colon and spleen of treated 
mice. One possible interpretation is that antibodies con-
trolled a component of the gut microbiota that promoted the 
development of UC, and that the lower number of apoptotic 
cells in the less sick mice was a consequence of the milder 
disease. However, as suggested by the authors of that study, 
it was also possible that these antibodies promoted the clear-
ance of apoptotic cells, which could promote an aggravation 
of inflammation if not appropriately and promptly removed 

from the host. In support of this latter possibility, the injec-
tion of five monoclonal antibodies reacting against colonic 
tissue also led to an amelioration of UC in the treated mice 
[19]. However, it was not excluded that their protective 
effect involved a direct effect on the microbiota.

B cells also mediate protective functions independent of 
antibodies in this disease [20]. Adoptive transfer of B cells 
limited UC development in healthy TCRα-deficient mice 
lacking B cells, and such cell therapy was also effective in 
mice with ongoing disease [20]. Indeed, administration of 
B cells into mice suffering from severe chronic colitis for 
approximately 10 weeks led to a rapid amelioration of dis-
ease within 10 days after treatment compared with untreated 
mice [20]. In contrast, transfer of serum antibodies could 
not improve UC course in mice with established disease, 
suggesting the existence of antibody-independent protec-
tive functions of B cells with therapeutic potential. Acti-
vated B cells mediated these activities because CD86 and 
CD40 (but not CD80) contributed positively to their protec-
tive effect [20].

This protective function of B cells was further charac-
terized with an analysis of the B cell response in mice with 
UC. The B cell compartment undergoes a marked expan-
sion (∼20-fold increase in absolute cell number) in mesen-
teric lymph nodes (MLNs) in TCRα-deficient mice after 
colitis development [1]. The B cells found in MLNs from 
sick mice are IgM+CD23hiCD21intCD62Llow and homog-
enously express CD1d at a higher level than B cells from 
the MLNs of wild-type mice [1]. This increased expression 
of CD1d is also found on B cells from the colonic lamina 
propria but not the spleen, indicating that it corresponds 
to a local B cell response at the inflamed site [1]. CD1d 
upregulation was selectively observed on MLN B cells in 
sick but not in healthy TCRα-deficient mice, indicating 
a direct implication of colitis in this process. However, it 
is not a general consequence of intestinal inflammation. 
For instance, CD1d was not upregulated on B cells from 
MLNs of IL-10-deficient mice that also developed IBD [1]. 
In TCRα-deficient mice, CD1d directly contributed to the 
suppressive function of B cells, because unlike their CD1d-
sufficient counterparts, B cells isolated from mice with a 
genetic defect in CD1d did not ameliorate the course of UC 
in recipient mice upon adoptive transfer [1]. A key func-
tion of CD1d was to promote an increased IL-10 expres-
sion in MLN B cells after the onset of UC [1]. This was 
essential for the B cell-mediated protective effect because 
IL-10-deficient B cells were unable to ameliorate UC upon 
administration in recipient mice [1]. The B cell-mediated 
protective pathway implicating CD1d and IL-10 operated 
independently of antibodies because a lack of CD1d did 
not have any major effect on antibody production in TCRα-
deficient mice.

Collectively, these elegant analyses establish that in 
TCRα-deficient mice, during the development of UC, a 
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population of CD1dhi B cells accumulates in MLNs, which 
limits the progression of the disease in an IL-10-dependent 
manner. Although this attenuated the progression of estab-
lished disease, it had no effect on the disease incidence [1]. 
Disease incidence was similar in TCRα-deficient mice and 
in mice lacking TCRα and CD1d [1]. In contrast, disease 
incidence was markedly higher in TCRα-deficient mice 
lacking B cells [1]. Thus, B cells also provide a protection 
from UC onset via a mechanism that is CD1d-independent 
and could be related to antibodies, as discussed previously.

3.  PROTECTIVE FUNCTION OF B CELLS  
IN EAE

Multiple sclerosis (MS) is a chronic demyelinating dis-
ease of the central nervous system (CNS) associated with 
an infiltration of leukocytes at lesion sites. In most cases, 
MS progression initially follows a relapsing-remitting 
course, indicating the existence of endogenous mechanisms 
that can transiently halt disease progression. Although its 
etiology is unknown, the immune system certainly plays 
an important role in this disease because immune-related 
genes influence susceptibility to MS [21]. EAE is the pri-
mary animal model to study the mechanisms regulating 
immune-mediated attacks of the CNS in MS. EAE can be 
induced in susceptible mouse strains by immunization with 
peptides from CNS proteins such as myelin oligodendro-
cyte glycoprotein (MOG). After immunization, activated 
myelin-reactive T cells accumulate in the CNS, where they 
recruit and activate myeloid cells, which ultimately leads to 
clinical disease.

The regulatory function of B cells in EAE was identified 
with the observation that mice having a deficiency in IL-10 
expression only in B cells developed a chronic form of 
EAE after immunization with mouse MOG, whereas mice 
with wild-type B cells rapidly recovered from disease after 
a short episode of paralysis [2]. This difference in disease 
course was associated with a stronger autoreactive CD4+ T 
cell response in mice with IL-10-deficient B cells compared 
with control mice, suggesting that the establishment of a 
chronic disease resulted from a stronger T cell-driven attack 
in the target organ [2]. In line with this notion, depletion of 
CD4+ T cells in B cell-deficient mice when they reached the 
peak of EAE severity resulted in a rapid recovery whereas 
untreated mice developed a chronic disease [22]. In contrast, 
depletion of CD4+ T cells at later stages failed to drive reso-
lution of symptoms, suggesting that the chronic paralysis 
was then maintained independently of CD4+ T cells. These 
results indicate that B cells limit via IL-10 the aggressive-
ness of the autoreactive T cell reaction, leading to a self-lim-
iting episode of paralysis instead of an irreversible disease.

Understanding how such IL-10-mediated regulatory 
activities are induced in B cells might open novel therapeu-
tic strategies to limit pathogenic inflammation in MS. This 

is especially pertinent because B cells from MS patients 
secreted less IL-10 compared with B cells from healthy 
individuals (see Section 6). Several signaling pathways 
have been identified that are crucial for the protective func-
tions of B cells in EAE. The BCR plays an essential role 
because mice in which all B cells expressed a single BCR 
of irrelevant antigen specificity developed a chronic disease 
similar to mice with IL-10-deficient B cells [2]. The antigen 
specificity of the B cells involved in the suppression of dis-
ease was not defined, but it seems likely that autoreactive 
B cells were involved because B cells isolated from wild-
type mice after recovery from EAE produced IL-10 upon 
restimulation with MOG in the presence of an agonistic 
antibody to CD40 in vitro [2]. Of note, mice with a CD40 
deficiency restricted to B cells also developed chronic EAE, 
similar to mice with IL-10-deficient B cells [2]. BCR and 
CD40 signaling might contribute to the suppressive func-
tion of B cells by promoting their IL-10 secretion. How-
ever, coengagement of BCR and CD40 was insufficient to 
induce IL-10 secretion by naïve B cells in vitro, suggesting 
that a distinct signaling pathway initiated the IL-10-mediated 
suppressive activity of B cells. Agonists of TLR such as 
lipopolysaccharides (LPS) from Gram-negative bacteria 
were found to have a unique capacity to trigger IL-10 secre-
tion by naïve B cells in vitro [6]. Moreover, mice with a B 
cell-restricted deficiency in the signaling adaptor MyD88, 
which plays a major role in signaling via all TLR except 
TLR3, developed a chronic disease [6]. TLR4 was subse-
quently identified as the main TLR implicated in the protec-
tive functions of B cells during this disease [23]. In contrast, 
mice with a MyD88 deficiency in all cells were completely 
resistant to EAE, indicating that this adaptor controlled the 
initiation and the resolution of EAE by signaling in distinct 
cell types [6].

Collectively, the data discussed above on the signals con-
trolling the regulatory functions of B cells suggest a two-
step model of B cell-mediated suppression: B cells are first 
primed in an innate manner through TLR, which initiates 
their expression of IL-10, and then in a second step, those 
primed B cells expressing a MOG-reactive BCR capture the 
autoantigen and engage in cognate interaction with autore-
active CD4+ T cells [6,24]. During this interaction, these T 
cells stimulate through triggering of CD40 the clonal expan-
sion of the MOG-reactive B cells and amplify their produc-
tion of IL-10. According to this model, the first suppression 
step is not antigen-restricted but instructed by the amount 
of TLR agonists present, and the second phase of antigen-
specific suppression is directly dependent on the number of 
autoreactive CD4+ T cells available. Therefore, B cells would 
provide a mechanism of immune counter-regulation directly 
proportional to the strength of the inflammatory pathways. 
In line with this model, a recent study identified a molecular 
mechanism that is selectively involved in the second phase of 
IL-10 expression and is essential for the protective function of 
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B cells during EAE. The calcium sensor stromal interaction 
molecules (STIM) 1 and STIM2 selectively contribute to the 
amplification of IL-10 expression in B cells after BCR stimu-
lation, but they do not regulate their initial IL-10 secretion 
after TLR engagement [25]. As expected, mice with a B cell-
restricted deficiency in STIM1 and STIM2 developed more 
severe EAE than control mice [25]. Further support for a two-
step model was provided by experiments in which B cells 
were first activated in vitro before adoptive transfer in recipi-
ent mice to assess their protective value [7]. The transferred 
B cells had to express CD40 and major histocompatibility 
complex-II (MHC-II) to suppress EAE in recipient mice [7]. 
A possible explanation is that the few B cells of relevant anti-
genic specificity in these adoptive transfer experiments (poly-
clonal B cell preparations were injected) had to expand in 
the recipient mice to reach a sufficient number to ameliorate 
the disease course. Supporting this explanation, it was also 
found that MHC-II was important on B cells for their pro-
tective function against UC, but it was shown to be required 
for the expansion of the transferred B cells in recipient mice 
rather than for their suppressive activity per se because B cells 
could regulate disease independently of MHC-II provided 
that a higher number of cells were administered [1]. In addi-
tion to TLR, BCR, CD40, and MHC-II, the IL-21 receptor 
also contributes to the protective activity of B cells in EAE 
[7]. Remarkably, IL-21 is implicated in B cell differentia-
tion into ASCs [26,27], and plasmablasts/plasma cells are the 
main subset of IL-10 expressing B cells in EAE [23]. The fact 
that B cells engaged in terminal ASC differentiation provide 
IL-10 is consistent with the fact that all of the major pathways 
involved B cell activation (BCR, CD40, TLR) contribute pos-
itively to their regulatory activities in vivo.

The cell type targeted by B cell-derived IL-10, and 
responsible for their beneficial effect in EAE, has not yet 
been identified. In addition to IL-10-producing B cells, 
CD4+Foxp3+ regulatory T cells (Tregs) are also involved 
in remission from EAE, and Treg-depleted mice develop 
chronic EAE similar to that observed in mice in which only 
B cells cannot express IL-10 [28]. Tregs are the predominant 
cell type producing IL-10 in the CNS during EAE, suggest-
ing that they promote remission by limiting inflammation 
in the target tissue [28]. This led to the notion that B cells 
might facilitate recovery from EAE by stimulating the sup-
pressive function of Tregs. However, B cell-deficient mice 
displayed normal activation of Tregs in secondary lymphoid 
organs, normal accumulation of Tregs in CNS, and a normal 
increase in the suppressive function of Tregs in the CNS 
during EAE [29]. Likewise, the depletion of B cells before 
EAE induction, which resulted in development of chronic 
disease, did not negatively affect the Tregs compartment 
during EAE [30]. The notion that Tregs can undergo effi-
cient activation in the absence of B cells is further supported 
by clinical studies showing that patients treated by B cell-
depletion therapy did not display any reduction in Tregs cell 

number during the period of B cell depletion. In fact, some 
patients even showed increased Tregs cell frequencies and 
numbers in peripheral blood [31,32]. Taken together, these 
studies suggest that Tregs cells can function normally in the 
absence of B cells, although they might be insufficient to 
induce disease remission in this case. An alternative candi-
date cell type that could be an important target of IL-10 pro-
duced by B cells is dendritic cells (DCs). IL-10 has potent 
suppressive activities on DCs [33], and IL-10 produced by 
TLR-activated B cells inhibits the expression of the proin-
flammatory cytokines IL-6, IL-12, IL-23, and tumor necro-
sis factor-α (TNF-α) by DCs in vitro [6]. Moreover, DCs 
from B cell-deficient mice expressed higher amounts of 
IL-12 and promoted stronger TH1 responses than DCs from 
wild-type mice [34]. Interestingly, plasmablasts/plasma 
cells accumulate together with some DCs in extrafollicular 
foci in spleen, suggesting that these areas could represent 
the locale where B cell-mediated suppression takes place 
[35]. The determination of the localization of IL-10-produc-
ing plasmablasts/plasma cells, and of their proximal cellu-
lar microenvironment in vivo, should facilitate identifying 
how they regulate disease.

The protective function of B cells is more complex dur-
ing EAE. B cells do not only limit disease severity via IL-10, 
but also through provision of IL-35 [23]. IL-35 is a heterodi-
meric cytokine of the IL-12 cytokine family made of p35 
and Epstein Barr-induced 3 (EBi3) [23]. It seems associated 
with immune suppression because it was first discovered in 
trophoblast extracts from human placenta [36] and was later 
found to be expressed by Tregs cells and to be essential for 
their suppressive functions [37,38]. B cells constitutively 
expressed Il-12p35 mRNA and upregulated Ebi3 expres-
sion, and they secreted IL-35 upon stimulation via CD40 
plus TLR4 in vitro [23]. It is worth noting that B cells did 
not upregulate EBi3 expression after stimulation via TLR4 
alone, underlying the unique role of CD40 in induction of 
IL-35 expression. Mice in which only B cells lacked either 
p35 or EBi3 developed a markedly exacerbated EAE after 
immunization with mouse MOG compared with mice with 
wild-type B cells. Because p35 can also associate with p40 
to form IL-12, and EBi3 can pair with p28 to make IL-27, 
mice with deficiencies in p40 or p28 restricted to B cells 
were additionally used as controls. These mice displayed 
disease courses comparable to those of control mice with 
wild-type B cells, indicating that B cells did not regulate 
EAE through provision of IL-12 or IL-27 [23]. These results 
emphasized the unique protective role of IL-35 from B cells 
in limitation of disease severity [23]. To address whether 
single B cells had to express IL-10 and IL-35 to achieve a 
protective effect or whether cell-extrinsic cytokine is suf-
ficient, mice were developed in which half of the B cells 
could make IL-10 but not IL-35 whereas the other half could 
produce IL-35 but not IL-10 [23]. These mice displayed a 
normal EAE course, indicating that B cells could achieve 
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a suppressive effect when independently providing IL-10 
and IL-35. Remarkably, plasmablasts/plasma cells were the 
main B cell subtype expressing the two IL-35 subunits EBi3 
and p35. These data demonstrate that some plasmablasts/
plasma cells have key regulatory roles through provision 
of the antiinflammatory cytokines IL-10 and IL-35 during 
EAE.

4.  REGULATORY ROLES OF B CELLS IN 
SYSTEMIC LUPUS ERYTHEMATOSUS

Systemic lupus erythematosus (SLE) is a systemic autoim-
mune disease that can affect multiple vital organs such as 
brain, blood, and kidney [39]. SLE involves several immu-
nologic disturbances, among which B cell hyperactivity is 
prominent [40]. Indeed, active SLE is associated with the 
expansion of a unique population of CD19+CD20−CD27hi 
plasma cells in blood [41], and the levels of circulating 
CD27hi plasma cells correlate with disease activity [40]. 
IL-10 has important roles in SLE, and variations in the IL-10 
gene have repeatedly been associated with susceptibility to 
SLE [42,43]. The frequency of IL-10 expressing B cells was 
found to be higher in SLE patients than in healthy individu-
als [44]. Although the pathogenic roles of IL-10 might be 
more prominent than its protective functions in some SLE 
patients, as suggested by the positive outcome in one IL-10 
blocking therapy trial [45], it is likely that IL-10 differen-
tially affects the disease course depending on where, when, 
and by which cell type it is produced. Several mouse mod-
els of SLE have been used to explore the physiological rel-
evance of IL-10 production by B cells in this disease.

Mice with a null mutation in the Lyn gene spontaneously 
develop a chronic SLE-like autoimmune disease character-
ized by autoantibody production, lymphocyte activation, 
immune complex deposition, and nephritis [46]. IL-10 pro-
duction is increased during development of the disease and 
has key protective roles because mice deficient in both Lyn 
and IL-10 develop enhanced splenomegaly and lymphade-
nopathy (primarily due to accumulation of myeloid and T 
cells); increased leukocyte infiltration in kidney, liver, and 
lungs; and a markedly reduced life span [47]. Remarkably, 
an analysis of the cell types expressing IL-10 during the 
course of the disease using IL-10 reporter mice revealed 
that B cells were the major source of this cytokine, in abso-
lute numbers and in frequencies, compared with T cells and 
myeloid cells [47]. Most IL-10.eGFP-expressing B cells 
had a plasmablast/plasma cell phenotype with high expres-
sion of CD138 [47]. The induction of such IL-10-producing 
plasmablasts/plasma cells was under the control of the envi-
ronment because wild-type B cells developed into IL-10 
expressing cells, most of them (>60%) with a plasmablast/
plasma cell phenotype, upon adoptive transfer in recipi-
ent Lyn-deficient mice [47]. Importantly, adoptive transfer 
of wild-type B cells resulted in an amelioration of disease 

signs including splenomegaly, myeloid cell accumulation, 
and T cell activation in recipient Lyn/IL-10 double-defi-
cient mice, demonstrating that IL-10-secreting B cells can 
ameliorate the disease course in the absence of any other 
IL-10-expressing cell type. In contrast, adoptive transfer of 
Tregs cells had no effect on the disease course. Collectively, 
these data show that B cells can suppress a spontaneous sys-
temic autoimmune disease through provision of IL-10.

The mode of action of B cell-derived IL-10 was not 
investigated in detail in this study, but it correlated with an 
alteration of the Tregs phenotype. Mice lacking Lyn and 
IL-10 had more Tregs than Lyn-deficient mice, but these 
Tregs expressed lower Foxp3 levels than their counterparts 
in Lyn-deficient mice [47]. Adoptive transfer of B cells 
reverted this downregulation of Foxp3. This could reflect a 
direct action of B cells on Tregs cells, or an indirect effect 
via modulation of inflammation. Myeloid cells from mice 
with deficiency in Lyn and IL-10 displayed increased IL-6 
production compared with Lyn-deficient mice [47], which 
could result in a downregulation of Foxp3 expression and a 
loss of regulatory functions in Tregs cells [48]. IL-6 secre-
tion by DC can also inhibit the regulatory function of Tregs 
cells [49]. The importance of IL-6 in this disease is empha-
sized by the fact that IL-6 deficiency abrogates tissue dam-
age in Lyn-deficient mice [50].

B cells are not always a source of protective IL-10 in 
SLE. IL-10 also has protective functions in the MRL.Faslpr 
mouse model of SLE [51]. Analyses done using an IL-10 
reporter mouse strain indicated that B cells were a minor 
source of IL-10 in this disease in comparison to T cells and 
macrophages [52]. Indeed, approximately 80% of IL-10 
producing cells were T cells, 4–10% were macrophages, 
and only 1–4% were B cells [52]. Within B cells, IL-10 was 
most commonly found in plasmablasts/plasma cells [52]. 
The effect of IL-10 expression by B cells in that model was 
addressed using mice with a Cre-mediated deletion of the 
IL-10 gene based on a floxed allele [52]. Deletion of IL-10 
expression in B cells did not affect any of the disease signs 
examined or the survival of the mice [52]. Nonetheless, 
there is evidence that IL-10-producing B cells can amelio-
rate the disease course in this SLE model because adop-
tive transfer of B cells activated to express IL-10 with an 
agonistic antibody to CD40 markedly improved proteinuria 
and survival of recipient MRL.Faslpr mice [53]. This B cell-
mediated effect was associated with a reduced production 
of interferon-γ (IFN-γ) and an increased secretion of IL-10 
by T cells as well as a reduced level of antibody deposi-
tion in the kidney [53]. B cells isolated from MRL.Faslpr 
mice did not have any beneficial effect if not activated via 
CD40 before transfer, suggesting that B cells do not receive 
the signals necessary for their differentiation into protec-
tive IL-10-expressing cells in these mice in vivo [53]. This 
interpretation is consistent with the observation that only a 
minority of B cells naturally expresses IL-10 in this model.
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Taken together, these data demonstrate that B cells 
can limit the progression of a spontaneous systemic auto-
immune disease depending on the proportion of B cells 
induced to express IL-10. The comparison of these distinct 
SLE models, which are respectively associated with high 
and low frequencies of IL-10-producing B cells, might pro-
vide an opportunity to identify the parameters controlling 
the induction of antiinflammatory activities in B cells dur-
ing natural autoimmune diseases.

5.  REGULATORY ROLE OF B CELLS IN 
BACTERIAL INFECTIONS

The implication of intrinsic TLR signaling in the suppres-
sive functions of B cells, and the observation that B cells 
secreted IL-10 in a TLR-dependent manner upon exposure 
to bacteria or microbes [4,54,55], suggested that B cell-
mediated regulation might play a role in infectious diseases. 
This has been examined in infections with Salmonella 
typhimurium and Listeria monocytogenes. These infec-
tions remain the leading causes of foodborne illnesses in 
humans. They usually result in a self-limiting gastroenteri-
tis, but they can have fatal consequences in some cases. For 
example, the bacterium Salmonella typhi can cause typhoid 
fever, which is associated with approximately 600,000 
deaths each year [56]. Listeria infection can lead to menin-
gitis in immunocompromised individuals and to stillbirth in 
pregnant women [57].

The Gram-negative bacteria S. typhimurium triggered 
B cells to produce IL-10 via a TLR2/TLR4 and MyD88 
dependent-mechanism in vitro, and IL-10 expressing B 
cells appeared in the spleen of infected mice at 24 h after 
infection [4]. Remarkably, B cells were the main source 
of IL-10 at this stage, and all IL-10-expressing cells also 
expressed the cell surface molecule CD138, which is a 
marker of plasmablasts and plasma cells [4]. This B cell-
derived IL-10 had a significant effect on the host response 
because mice with an IL-10-deficiency restricted to B 
cells displayed enhanced activation of NK cells and neu-
trophils, as well as prolonged survival, after Salmonella 
infection compared with mice with wild-type B cells [4]. 
Similar observations were made in mice with a deficiency 
in MyD88 restricted to B cells, indicating that this plasma 
cell response was directly controlled by intrinsic TLR sig-
naling. In line with this, the frequency of CD19+CD138+ 
B cells expressing IL-10 was proportional to the amount 
of bacteria administered to the mice. IL-10 expression by 
B cells also regulated the Salmonella-reactive CD4+ T cell 
response because mice with an IL-10-deficiency restricted 
to B cells displayed a two-fold increase in their number 
of Salmonella-reactive IFN-γ- or TNF-α-producing CD4+ 
T cells compared with controls after challenge. Simi-
lar observations were made in mice carrying a MyD88- 
deficiency restricted to B cells.

IL-35 also contributed to the suppressive function of 
B cells in mice infected with Salmonella [23]. Thus, mice 
with a B cell-restricted deficiency in either p35 or EBi3 
displayed an improved survival compared with mice with 
control B cells, which was associated with a stronger accu-
mulation of macrophages in spleen [23]. Thus, B cells use 
IL-10 and IL-35 to regulate anti-Salmonella immunity [23]. 
The B cell subsets involved in this process were further 
analyzed by tracking the phenotype of IL-35-expressing 
cells in mice infected with Salmonella [23]. Remarkably, 
Ebi3 mRNA was selectively upregulated in CD19+CD138hi 
plasma cells, but not in CD19+CD138− B cells, in the spleen 
of infected mice. Subdivision of plasma cells into distinct 
subsets according to their expression levels of CD138 and 
CD22 indicated that only the most mature CD138hiCD22− 
and CD138hiCD22+ cells, which had the highest capacity 
to produce antibodies and contained the highest level of 
Blimp-1 and Irf4 mRNA, coexpressed Ebi3 and p35 mRNA 
at the single cell level [23]. As expected, all of the cells co-
expressing Ebi3 and p35 also cotranscribed Blimp-1 in sin-
gle-cell polymerase chain reaction analyses [23]. Only very 
few plasmablasts/plasma cells cotranscribed Il-10, p35, and 
Ebi3, suggesting that distinct sets of cells provided IL-10 
and IL-35 during Salmonella infection.

The antiinflammatory role of B cells was also observed 
in mice infected by the Gram-positive bacteria L. monocy-
togenes [5]. After infection with virulent Listeria, B cell-
deficient mice survived better than control wild-type mice, 
which correlated with better control of the bacteria on day 
3 after infection in spleen and liver [5]. In wild-type mice, 
the number of bacteria inversely correlated with the amount 
of IL-10 in spleen on day 1.5 after challenge, suggesting 
that IL-10 plays a major role in this disease. Splenocytes 
from B cell-deficient mice produced less IL-10 and more 
IFN-γ than control mice [5]. The B cell subset implicated 
in this phenomenon was further analyzed using adoptive 
transfer of selected B cell subsets in recombination acti-
vating gene-deficient mice [5]. Adoptive transfer of mar-
ginal zone B cells resulted in increased IL-10 levels and 
a 10-fold increase in bacteria number, which did not hap-
pen when follicular B cells (inefficient IL-10 producers) 
were instead administered. Marginal zone B cells similarly 
reduced via an IL-10-dependent mechanism the control of 
the bacteria in IL-10-deficient mice [5]. These data show 
that marginal zone B cells (or a differentiated product of 
these cells) suppressed via IL-10 the innate response to Lis-
teria via a mechanism independent of Tregs cells or other 
IL-10-producing cell types. Further supporting this concept, 
mice with a selective deficiency in marginal zone B cells 
due to an ablation of the gene coding for Notch2 selectively 
in B cells were also more resistant to Listeria infection than 
wild-type mice [5]. Remarkably, mice selectively deficient 
in marginal zone B cells had a significantly reduced number 
of bacteria in the spleen already on day 1.5 after challenge 
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compared with controls, highlighting that the B cell-mediated 
regulatory process occurs early during the course of the 
disease. On day 3 after infection, a deficiency in marginal 
zone B cells resulted in a 70-fold reduction in the number 
of bacteria in the spleen compared with control mice [5]. 
These data are consistent with those obtained in Salmonella 
infection, indicating that B cell-mediated suppression starts 
early after challenge, can affect innate immune cells with-
out involving any other IL-10-producing cell type or Tregs 
cells, and is a function of plasmablasts/plasma cells possi-
bly differentiated from marginal zone B cells.

6.  CHARACTERIZATION AND FUNCTION 
OF IL-10-PRODUCING B CELLS IN 
HUMANS

Human B cell lines and normal B cells can produce IL-10 
[58,59] and subsequently inhibit the activation of T and 
myeloid cells in vitro [60,61]. The notion that human B 
cells may have regulatory activities in vivo could explain 
the observation that in a cohort of patients with rheumatoid 
arthritis, individuals with a higher number of circulating B 
cells displayed a milder course of disease [62].

One of the first studies highlighting a reduced produc-
tion of IL-10 by B cells from patients with an autoimmune 
disease compared with healthy donors was done in the con-
text of MS [63]. Reduced IL-10 production was observed 
upon B cell activation via CD40, or BCR plus CD40 [63], 
or TLR9 [64], indicating a general modification of the func-
tion of B cells in this disease rather than a defect in a spe-
cific stimulation pathway. B cells from patients with type 
1 diabetes were also found to produce less IL-10 than B 
cells from healthy subjects upon activation [65]. The notion 
that defects in this B cell regulatory process facilitate the 
progression of these diseases is in agreement with the fact 
that conditions associated with increased IL-10 production 
by B cells were associated with a less severe MS course. For 
example, patients with relapsing-remitting MS who were 
therapeutically infected by helminth parasites displayed a 
higher production of IL-10 by B cells and a lower frequency 
of MS flares compared with uninfected patients [66,67]. 
Moreover, some medications currently used to treat MS 
were found to stimulate IL-10 expression in human B cells. 
The MS drugs interferon β-1b and mitoxantrone promoted 
an increased expression of IL-10 by B cells from healthy 
individuals or MS patients in vitro [63,68]. It is believed 
that defects in vitamin D can promote MS, and 1,25-dihy-
droxyvitamin D3 (calcitriol) increased the secretion of IL-10 
by human B cells in vitro [69]. Although these data should 
be interpreted prudently because they indirectly address the 
role of IL-10 production by B cells in autoimmunity, it is 
conceivable that novel drugs could be developed to specifi-
cally promote the IL-10-mediated suppressive functions of 
B cells in patients with autoimmune diseases such as MS.

The notion that human B cells might have regulatory 
functions providing protection from autoimmune diseases 
might explain why some exacerbations of inflammatory 
disease were observed in certain rare patients treated with 
the B cell-depleting agent rituximab. For example, B cell-
depletion therapy was associated with a severe exacerbation 
of disease, which temporally correlated with depletion of B 
cells and IL-10 from the intestinal mucosa, in a patient with 
UC [70]. It also led to unwanted effects in some patients 
suffering from neuropathy [71,72], to the development of 
UC in a patient with Grave’s disease, and to the develop-
ment of psoriasis in some rheumatoid arthritis or SLE 
patients [73,74]. Likewise, administration of rituximab to 
renal transplant patients on days 0 and 7 led to acute rejec-
tion within the first weeks after transplantation in five of the 
six patients who received rituximab, leading to a termina-
tion of this study, which was supposed to enroll 120 patients 
[75]. In contrast, only one of seven patients who received 
the anti-CD25 daclizumab as “control antibody” devel-
oped such a rejection reaction [75]. It is important to note 
that the acute rejection rate was higher in the rituximab-
treated group (83%) than in previous studies for patients 
who did not receive any induction therapy [76]. A possible 
explanation is that such treatment depleted B cells with  
antiinflammatory activities, subsequently facilitating the 
induction of a deleterious T cell response.

The characterization of the phenotype of the human 
IL-10-producing B cells should facilitate assessing its func-
tion and relevance in immune-mediated diseases. This has 
been approached using two types of approaches. First, B cell 
subsets were isolated according to expression of cell surface 
receptors classically used to separate previously known B 
cell subpopulations and were subsequently stimulated to 
compare their capacity to produce IL-10. Second, B cells 
were separated into IL-10 secretors and nonsecretors using 
a cytokine secretion capture assay, and then were compared 
using global transcriptome approaches without any a priori 
assumptions concerning their phenotype. Using the first 
approach, it was found that CD19+CD27− naïve-like B cells 
secreted more IL-10 than CD19+CD27+ B cells after 48 h of 
stimulation via BCR and CD40 [63]. Within CD19+CD27− 
B cells, those carrying a CD24hiCD38hi phenotype pro-
duced approximately two-fold more IL-10 after stimulation 
via CD40 for 72 h than their CD24intCD38int counterparts 
[77]. In contrast, CD24hiCD27+ B cells were the dominant 
IL-10-secreting cell type when peripheral blood B cells 
were stimulated for 5 h with LPS in the presence of phorbol 
12-myristate 13-acetate plus ionomycin and subsequently 
analyzed by flow cytometry [60]. The phenotype of the most 
effective IL-10-producing B cells might also differ accord-
ing to the organ sampled. In the spleen, B cells competent 
for IL-10 production were predominantly CD27+, but they 
did not differentially express CD24 compared with IL-10 
negative cells [60]. Distinct results were also obtained using 
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an IL-10 cytokine capture assay. In this case after TLR9 
stimulation, B cells secreting IL-10 did not differ from non-
secreting cells by their expression of CD24, CD27, or CD38 
but rather by their higher expression of CD25 and the trans-
ferrin receptor CD71 as well as lower levels of ecto-5-prime 
nucleotidase CD73 [78]. To identify the molecular proper-
ties associated with the acquisition of IL-10 expression, a 
distinct study separated IL-10-positive from negative cells 
after activation with anti-CD40, CpG, and IL-4 for 48 h to 
compare their global transcriptomes [79]. Remarkably, 30% 
of the transcripts upregulated in IL-10-positive B cells were 
associated with ASC differentiation (e.g., prdm1) whereas 
genes coding for B cell identity (e.g., Pax5) were down-
regulated [79]. Thus, the acquisition of IL-10 expression by 
human B cells might be associated with their differentiation 
toward a plasmablast/plasma cell phenotype, as previously 
observed for mouse cells [4]. The possibility that human 
and mouse B cell differentiation into IL-10-producing cells 
follows shared processes is further supported by the fact 
that IL-21 can promote IL-10 expression and ASC differen-
tiation in human and mouse B cells [80].

7.  CONCLUDING REMARKS

It is now accepted that B cells can regulate immunity 
through the provision of IL-10 in mice, and evidence is 
accumulating that a similar pathway may be present in 
humans. Therefore, it is important to elucidate the relevance 
of these processes in human diseases. B cell-mediated sup-
pression might function similarly in humans and mice. 
In mouse strains that spontaneously develop SLE, it was 
found that the frequency of IL-10-producing B cells var-
ied markedly depending on the autoimmune disease model. 
Expectedly, B cell-mediated suppression had a significant 
effect on the disease course when B cells were a dominant 
IL-10-producing cell type whereas it had little effect when 
IL-10-producing B cells were a minor population. These 
observations indicate that B cells can acquire effector func-
tions without adopting a regulatory profile. Moreover, a 
reduced production of IL-10 by B cells might facilitate the 
progression of the disease because B cells could achieve a 
therapeutic effect via an IL-10-dependent mechanism upon 
adoptive transfer in recipient mice with few endogenous IL-
10-producing cells.

The factors controlling whether B cells will produce 
IL-10 or not upon activation are incompletely understood. 
The signals currently identified as important for eliciting 
suppressive functions in B cells include BCR, TLR, CD40, 
and IL-21 receptor. These pathways are also known for their 
key roles in humoral immunity. The notion that the regula-
tory activities of B cells might be intimately linked to some 
aspects of B-cell-mediated immunity is further supported 
by the recent characterization of IL-10-producing B cells 
as plasmablasts/plasma cells in several disease models. 

Likewise, plasmablasts/plasma cells were the main source 
of B cell-derived IL-35 in EAE and Salmonella infection. 
Why do some plasmablasts/plasma cells produce IL-10 or 
IL-35 and other do not? It will be important to elucidate the 
molecular and cellular mechanisms underlying these differ-
ent outcomes.

The observation that plasmablasts/plasma cells were 
the main source of B cell-derived IL-10 is intriguing con-
sidering that IL-10 can be a potent stimulatory factor for 
ASC differentiation. IL-10-production by ASC could have 
deleterious effect in some autoimmune diseases depending 
on how IL-10-expressing ASC contribute to the pathogenic 
humoral response. The same reasoning applies to IL-35, 
which is relatively poorly known. The characterization 
of the antigen specificity of IL-10- and IL-35-producing 
B cells and the properties of the antibodies they produce 
will be critical to assess their various possible effects on 
diseases.
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Chapter 14

Chapter 14a

1.  MEMORY B CELL MARKERS

There are no known specific markers for memory B cells 
in mice, although studies suggest that the CD38low and 
CD38high phenotypes are indicative of isotype-switched ger-
minal center (GC) and memory B cells in the mouse, respec-
tively [1]. Further analysis suggested that IgG1+CD38high B 
cells, but not IgG1+CD38low B cells, are capable of inducing 
a significant IgG1 secondary response in the adoptive hosts 
[2], demonstrating that the CD38low and CD38high pheno-
type distinction can be used to monitor the development of 
the antigen-specific memory B cells in the T cell-dependent 
(TD) response. In humans, approximately 30–50% of the 
peripheral blood B cells are CD27+, and CD27 has been 
identified as a good surface marker for human memory B 
cells [3–5]. IgD−CD27+ cells in the peripheral blood have 
already undergone class switch recombination (CSR) 
and have accumulated somatic hypermutations (SHMs) 
in their VH genes in comparison to CD27− B cells, which 
have not. Polyclonal stimulation of B cells from anthrax 
vaccine adsorbed (AVA) vaccinated individuals generated 
 AVA-specific IgG+ antibody-secreting cells (ASCs) in vitro, 
but the deletion of CD27+ B cells abrogated the response 
[6], indicating that human memory B cells are present in the 
CD27+ B cell compartment.

2.  PROPERTIES OF MEMORY B CELLS

Naive B cells activated after primary antigen encounter ini-
tially produce antigen-specific immunoglobulin (Ig) M, and 
later IgG, followed by GC formation. The response reaches 
its maximum at approximately 2 weeks after stimulation, 
accompanied by increased antibody affinity as mutations 

accumulate in the IgV regions. Memory B cells respond 
promptly and much more efficiently upon subsequent 
exposure to minute amounts of antigens, and they rapidly 
differentiate into ASCs that produce substantially higher 
levels of protective Ig than naive B cells [7–10]. How can 
memory B cells rapidly expand and accumulate mutations 
in the secondary response? It is conceivable that, after chal-
lenge, memory B cells enter into preexisting GCs that were 
formed in the primary response, where they can expand and 
accumulate mutations [11]. The capacity of B cells to help 
to establish protective immunity is a central trait of CD4 T 
cells and CD4+ memory T cells that may play a pivotal role 
in humoral immunity by controlling the terminal differen-
tiation of memory B cells [12,13]. Class-switched memory 
B cells express high levels of the co-receptors required 
for T cell interaction compared with naïve and GC B cells 
[10,14,15], improving memory cell response potency. Fur-
thermore, memory B cells have a potent antigen-presenting 
cell (APC) activity as compared with naïve B cells, which 
provides an effective activation of cognate helper T cells 
[16], resulting in increased efficacy of memory B cell 
 activation.

In the context of class-switched memory cells, it has 
been proposed that the unique cytoplasmic domain of IgG 
causes the prompt activation of antigen-experienced IgG 
memory B cells [17]. However, one recent study suggested 
that, upon challenge, IgG1 B cells that have never encoun-
tered antigen did not rapidly differentiate into plasma cells 
(PCs) upon secondary challenge, signifying the importance 
of the stimulation history [18].

3.  DIVERSITY WITHIN THE MEMORY 
COMPARTMENT

The immune system has evolved distinct differentiation 
pathways to select two classes of antibody binding sites into 
the memory compartment: those that have been subjected to 
evolutionary selection without SHM and others selected for 
high-affinity antigen binding in the GC reaction through a 
process of SHM (see Section 5) [19]. Memory B cells are also 
heterogeneous according to their surface phenotype. It has 
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been suggested that not only class-switched but also IgM+ 
memory B cells are generated in humans [20] and in mice 
in the TD and T cell-independent response [4,14,21–25].  
There are no specific markers to distinguish IgM memory 
cells from naïve B cells, whereas an activation-induced 
cytidine deaminase reporter mouse makes it possible 
to allow tracking of B cells involved in GC reactions  
in response to TD antigens. This analysis showed that GC 
reactions can produce long-lived, somatically mutated IgM 
and isotype-switched memory B cells [23]. Alternatively, 
analysis of the cell division history of IgM+ B cells trans-
ferred into recipients after immunization supports the long-
lived persistence of antigen-experienced IgM+ B cells [24]. 
A recall response defines a memory cell, but a mutated 
population of IgM+ long-term B cells responds poorly to 
a recall antigen [10,23,24]. Somatically mutated IgM+ B 
cells expand in GCs during secondary responses whereas 
isotype-switched memory B cells differentiate into  effector 
cells, promoting the idea that each isotype may have a 
distinct role during a pathogen-elicited memory response 
[23,24].

4.  DYNAMICS IN B CELL RESPONSE 
TOWARD MEMORY FORMATION

In TD B cell responses, antigen-specific T cells are acti-
vated through communication with dendritic cells (DCs) in 
the T cell zone. Subsequently, T cells interact with antigen-
specific B cells at the border of the B and T cell areas in 
lymphoid organs. Activated B cells then move to the periph-
ery of the follicle and proliferate, with a fraction of these 
cells undergoing Ig CSR [25,26]. Activated B cells upregu-
late expression of the orphan G protein-coupled receptor 
Epstein-Barr virus-induced gene-2 (EBI2) [27,28], which 
recognizes a ligand, 7α, 25-dihydroxycholesterol synthe-
sized in lymphoid stromal cells and at the follicle perim-
eter, leading EBI2+ activated B cells to localize there [29]. 
Memory B cells upregulate EBI2, but this expression is 
downregulated in GC B cells.

Some of the activated B cells mediate the primary 
antibody response through differentiation into plasma and 
memory B cells [10,19,28,30]. Subsequently, other acti-
vated B cells form GC; this is accompanied by upregu-
lation of the transcriptional repressor B cell lymphoma-6 
protein (Bcl6), on which GC B cell differentiation depends 
[31,32]. GCs develop from day 5 to day 6 and expand 
within the B cell follicles, resulting in the establishment 
of histologically discrete structures at 2 weeks of response 
[33]. GC initiation is required for cognate interaction with 
T cells and APC; thereby, it is disrupted in the absence of 
signaling downstream of CD40 or inducible co-stimulator 
(ICOS) [34–36]. GCs consist predominantly of B cells, 
together with minor populations of follicular dendritic 
cells (FDCs) and CD4 follicular helper (Tfh) cells [37]. 

FDCs, nonhematopoietic cells derived from perivascular 
precursor cells [38], retain and present antigens on their 
surfaces.

GC development is required for Tfh cells [35,39]. Tfh 
cells arise by a distinct developmental pathway dependent 
on the transcription factors Ascl2 and Bcl6 as well as cognate 
B cells [39–42]. Bcl6-deficient CD4+ T cells fail to develop 
into Tfh cells, resulting in impaired GC B cell development 
and high-affinity memory response [10,39–41].

Tfh cells are distinctive in their migratory activity into 
B cell follicles because of their upregulation of chemokine 
(C-X-C motif) receptor-5 (CXCR5) and ICOS as well as 
their downregulation of chemokine (C–C motif) receptor-7 
expression to provide essential help to B cells for the GC 
formation [37]. Tfh cells interact with GC B cells and help 
in the selection of high-affinity B cells [43]. Loss of Tfh 
cells by Bcl6 deletion in CD4 T cells reduced the number 
and size of GCs in the follicle at the early immune response 
and shortened the duration of GC reactions, resulting in a 
gross reduction in the generation of mutated GCs and mem-
ory B cells [10]. GC B cells help in the full development of 
Tfh cells, demonstrating that GC B cells and Tfh cells are 
mutually required for their development. The cytokine most 
closely associated with Tfh cells is interleukin  (IL)-21, 
directing GC B cells to maintain proliferation [44,45].

5.  SELECTION OF HIGH-AFFINITY 
MEMORY B CELLS IN GCs

Within the GC itself, B cells undergo massive proliferation 
accompanied by CSR and SHM of their rearranged IgV 
region genes, a process in which cells acquire mutations 
that likely increase antibody affinity for the  immunizing 
 antigen [8,46,47]. The V gene mutation and subsequent 
positive selection increasing the average affinity of 
the B cell  population over time is referred to as affinity 
 maturation [8].

The V gene selection process critically depends on anti-
gen being presented to the B cells by GC FDCs and pre-
sented by the B cells themselves in the form of antigenic 
peptides to antigen-specific Tfh cells [43]. Higher-affinity 
B cell receptor is translated into improved antigen acqui-
sition by GC B cell variants and thus a greater possibil-
ity of extensive cognate interactions with Tfh cells in the 
GCs. This process may provide the proliferative and dif-
ferentiation signals that enable the expansion of clones with 
improved affinity.

The selection of high-affinity B cells within the GCs is 
impaired in Fas-deficient lpr mice or in mutant mice with 
conditional deletion of Fas in B cells in the primary response 
as a consequence of inefficient negative selection [48,49]. 
Fas deficiency expands the memory compartment through 
the increased recruitment of newly generated precursors 
from the late GCs, resulting in the accumulation of heavily 
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mutated memory B cells at high frequency. These results 
suggest that Fas is required for clonal selection within the 
GCs and the establishment of the memory B cell repertoire.

The selected, high-affinity GC B cells are then believed 
to differentiate into memory B and PCs, coinciding with 
the downregulation of Bcl6 expression. A large fraction of 
GC-derived memory and antibody-forming cells (AFCs) 
express somatically mutated IgV region genes, and these 
cells persist for long periods of time after termination of the 
GC response [8,50]. Affinity-matured memory B cells and 
AFCs then proceed to emigrate from the GCs.

6.  HOW MEMORY B CELLS DEVELOP  
IN THE GC REACTION

Within the GC, high-affinity B cells are selected and differ-
entiate into memory cells; however, the mechanism behind 
this process remains obscure. We know that Bcl6 expres-
sion blocks GC B cells from undergoing PC and memory 
B cell differentiation. We also know that expression of the 
Blimp-1 transcription factor encoded by PRDM1 is criti-
cal for promoting B cell differentiation into PCs. BCL6 has 
been suggested to repress the PRDM1 locus [51], prob-
ably through indirect binding to the PRDM1 promoter by 
association with AP-1 and BACH2 [52,53]. Accordingly, 
downregulation of Bcl6 is important for memory and PC 
differentiation. Although the precise mechanism underlying 
Bcl6 downregulation in the GC reaction remains obscure, 
it has been suggested that GC B cell division results in 
the asymmetric distribution of Bcl6 in offspring [54], 
which may generate daughter cells with preferential Bcl6 
downregulation. Such cells may differentiate into memory 
cells and PCs by Pax5 downregulation and upregulation 
of Blimp1 [55]. However, how Bcl6-less cells transition 
toward memory cells remains unknown.

7.  GC-INDEPENDENT MEMORY B CELLS

Although involvement of the GC reaction in memory B 
cell development is broadly accepted, the fact that not all 
memory B cells carry IgV regions with somatic  mutations 
[14,21,30,43,47,56] has led to the proposal that some 
 memory cells emerge via GC-independent pathways. In fact, 
unmutated memory cells can be generated in irradiated mice 
reconstituted with Bcl6-deficient bone marrow (BM) [57].

However, because Bcl6 germline deletion causes mul-
tiple immunological dysfunctions, the role of Bcl6 in GC 
B cell formation has been further assessed by using mutant 
mice with Bcl6 deletion in their B cell compartment [10]. 
Conditional Bcl6 deletion in the B cell lineage affected nei-
ther B cell development and subset distribution in terms 
of numbers nor the initial expansion of antigen-activated 
B cells after immunization; however, it did not allow the 
development of GC B cells from day 5 after immunization, 

the earliest time point at which such cells became appar-
ent in wild-type (WT) mice. Under these conditions, IgG1+ 
memory B cells developed from day 5 after immunization 
like in WT mice, evidently independently of the GC reac-
tion. These findings were corroborated using a different 
model that did not rely on genetic manipulation [10,58]. 
In addition, IgM memory B cells were also generated in 
a  GC-independent pathway, whereas GC-independent 
IgM memory B cells did not contribute much to the over-
all antibody production in the secondary response [10], as 
observed in GC-dependent IgM memory B cells [21,24,58].

In the mouse, the memory compartment primarily con-
tains a very large proportion of nonmutated cells. However, 
the frequency of nonmutated memory B cells gradually 
decreases as the GC reaction progresses whereas blocking 
the GC reaction prevents the recruitment of mutated cells 
into the memory compartment [10,48]. These results suggest 
that nonmutated, GC-independent memory B cells develop 
early in the response in WT and conditional  Bcl6-deficient 
mice and are maintained for long periods of time. Despite 
the recruitment of substantial numbers of GC B cell prog-
eny into the memory compartment, in due course, the abso-
lute numbers of memory cells were similar between WT 
mice and GC response-deficient mice [10]. This raises the 
possibility that the lymphoid environment has some limited 
capacity to sustain memory B cells, irrespective of whether 
they are GC-derived or not.

Although memory B cells promptly respond to a min-
ute amount of antigen, memory B cells are sustained in the 
periphery in the presence of antigen at the early immune 
response. This may reflect the localization of memory B 
cells in B cell follicles (Figure 1) [10,14], where effector 
T cells are rarely detected [59]. It has been predicted that 
memory B cells should rapidly expand and differentiate into 
PCs under the cognate control of memory T cells, which 
move to the B cell follicle upon antigen  reexposure [60].

8.  GC-INDEPENDENT AND -DEPENDENT 
MEMORY B CELLS DEVELOP WITH THE 
HELP OF DIFFERENT T-CELL SUBSETS

The conditional deletion of Bcl6 through CD4-cre did not 
affect T and B cell numbers or their phenotype in naïve 
animals, but it impaired Tfh development in mice immu-
nized with TD antigen [10]. Mutant mice had significantly 
reduced numbers of IgG1+ GC B cells and mutated mem-
ory B cells. The absence of Bcl-6 in B and T cells did not 
affect the formation of GC-independent memory B cells 
after immunization, demonstrating that a non-Tfh subset 
of CD4 T cells can support the generation of these cells 
[10]. Thus, Tfh depletion impaired the development of 
mutated memory cells because of a failure in expansion 
and/or maintenance of GC B cells [10,40,41], but it did not 
affect the generation of unmutated memory cells. These 
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studies provided definitive evidence for the existence of 
a novel TD memory B cell generation pathway, which is 
distinct from the classical generation of memory B cells 
in GCs, which has been predicted from previous stud-
ies [21,30,45,56–58,61]. The memory cells generated in 
this pathway appear earlier after immunization than their 
mutated counterparts, express germline-encoded antibod-
ies, and persist in the peripheral B cell compartment over 
long periods of time and in numbers comparable to those 
of memory cells of GC origin.

9.  GC-INDEPENDENT AND -DEPENDENT 
MEMORY B CELLS ARE INVOLVED  
IN THE SECONDARY RESPONSE

High-affinity memory B cells are preferentially selected 
during secondary responses and rapidly differentiate into 
antibody-producing cells. A recent study suggests that 
mutated and unmutated IgG1+ memory B cells respond 
to a secondary challenge and expand while accumulat-
ing somatic mutations in their IgVH genes [11,62]. In this 
study, both types of memory cells subsequently established 
a VH gene repertoire, which was distinct from the original 
repertoire before antigen reexposure. Mutated and unmu-
tated IgG1+ memory cells equally contribute to set up a new 

antibody repertoire through a dynamic process of mutation 
and selection, becoming optimally adapted to the antigen 
upon secondary challenge [11].
The high-affinity somatic mutants drive the immune system 
to strongly focus on the initiating antigen epitope. In con-
trast, it seems that the germline-encoded repertoire sustains 
cross-reacting specificities and provides flexibility to create 
a new diverse antibody repertoire upon antigen reexposure, 
probably via the GC reaction. This property may guaran-
tee rapid generation of antibodies optimally adapted to the 
invading pathogen and the variants that can arise during the 
course of an infection. Thus, the activity of the memory 
compartment consists of two types of cells and is vital for 
eliminating pathogens and toxins that have not efficiently 
been previously eliminated by preexisting circulating anti-
bodies.
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Chapter 14b

Plasma Cell Biology
David Tarlinton
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Australia

1.  INTRODUCTION

Although all surface immunoglobulin (Ig)-positive B cells 
have the potential to generate antibody-secreting plasma 
cells, it is apparent that not all plasma cells are identical. 
There are differences in plasma cell life span, expression of 
cell surface markers, and amount and isotype of antibody 
secreted. These differences between plasma cells reflect 
potentially the nature of the antigen that triggered their 
formation, the organ and environment in which they devel-
oped, and where they reside. Thus, in understanding plasma 
cell biology, one needs to consider whether the response 
was one that was dependent on T cell help or not; whether 
it was a self or foreign antigen; and whether the response 
occurred in the gut, spleen, tonsil, lymph node, or a tissue 
subjected to autoimmune attack.

Related to the manner of plasma cell formation are 
issues of survival. Although it is now clear that all plasma 
cells use ultimately the same anti-apoptotic protein to sus-
tain themselves, it is unclear what uniformity there is in the 
mechanisms by which these survival proteins are induced 
and then maintained. That is, the intrinsic short lifespan 
of plasma cells requires them to continually receive sig-
nals from their environment that trigger biochemical sig-
naling pathways that ultimately result in the expression of 
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particular prosurvival proteins of the Bcl2 family of pro-
teins. The requirement for external factors in plasma cell 
maintenance, which can last for decades, means that the 
ability of plasma cells to receive such signals is crucial in 
determining the persistence of any individual cell. It is now 
generally accepted that such prosurvival signals are secreted 
by various cell types that collectively constitute survival 
niches for plasma cells. The distribution, composition, and 
occupancy of these niches are fundamental in determining 
plasma cell persistence, frequency, and turnover.

Considerable information is available on the changes in 
gene expression that accompany the differentiation of B cells 
into plasma cells. Analysis of the gene expression program of 
plasma cells reveals it to be fundamentally different from that 
of B cells, representing in many respects a change of fate for 
the cell. Such a dramatic change is appropriate given the cell 
biological changes that occur during this differentiation. The 
B cell loses expression of many cell surface markers while 
gaining others associated with the localization and survival 
strategy of plasma cells. In addition, there are changes in 
genes encoding components of the signaling pathways asso-
ciated with these cell surface receptors. Plasma cells also 
extensively gain protein production capacity and expand their 
secretory apparatus. The transition from a B cell to a plasma 
cell may not always be due to the uniform up- and downregu-
lation of key transcription factors, although a core group is 
absolutely crucial; the process of regulating the change may 
vary according to the nature of the immune response (e.g., 
whether it involves T cell-mediated signals or not).

2.  PLASMA CELL SUBSETS

There are currently two recognized subsets of antibody-
secreting cells (ASCs): plasmablasts (PBs) and plasma 
cells [1,2]. Plasma cells can be further divided into short- 
and long-lived and, in a related scheme, immature and 
mature. As discussed below, the developmental relation-
ships between these stages remain somewhat uncertain, as 
do the cues that prompt progression along this purported 
 developmental pathway.

2.1  Plasmablasts

B cells activated by antigen and receiving appropriate addi-
tional stimuli through antigen, T cell contact, and/or cyto-
kines will initiate proliferation, in which the cells enlarge 
and appear as blast cells. Among ASCs, there is a clear 
stage of proliferating B cells secreting antibody [3]. Cells 
in this stage of development are called PBs. PBs express 
many markers of the B cell lineage, including the B cell 
receptor (BCR), co-stimulatory molecules such as B220 (a 
B-cell restricted isoform of CD45), and CD80/86, and the 
mechanism for antigen presentation through expression of 

major histocompatibility complex II PB secreting each of 
the Ig isotypes are detectable [1].

The development of PBs has been well characterized in 
in vitro culture experiments with mouse and human B cells 
[4,5]. In both cases, B cells stimulated with mitogen and 
cytokines initiate proliferation and then generate PBs with 
a division-linked frequency that follows a probabilistic func-
tion. That is, there appears to be an intrinsic program for 
proliferating B cells to differentiate into ASCs such that per 
division, PBs appear at a certain frequency. This frequency 
depends on the mitogen—be that a T cell-derived signal, 
such as stimulation through CD40, or one that stimulates  
B cells through toll-like receptors (TLRs), such as lipopoly-
saccharide (LPS), through TLR4—but it can be additionally 
modulated by cytokines. For example, interleukin (IL)-5 is 
a potent enhancer of PB formation in mouse B cell cultures, 
as is IL-21 in human B cell cultures [6,7]. Observing PBs 
in vivo is a more complex process; typically, one observes 
inferential characteristics of proliferation such as expression 
of the cell division marker, Ki-67, on a population known to 
contain ASCs. Another attribute of PBs apparent in in vitro 
cultures with important implications for in vivo biology is 
that once B cell blasts begin antibody secretion, they no lon-
ger undergo isotype switching [4]. However, the reciprocal 
does not occur; differentiation into PBs is independent of iso-
type, meaning that the division-based probability of B cell 
differentiation into ASCs is independent of their isotype [4].

PBs are inherently short lived irrespective of the nature 
of the antigen. In the case of an immunological boost in 
a secondary response, there is a relatively synchronous 
appearance of PBs in the peripheral lymphoid organs and 
blood. For example, humans receiving an annual flu vac-
cine or a tetanus toxoid boost produce a “wave” of PBs in 
the blood approximately 7 days after injection [8,9]. The 
subsequent rapid disappearance of these cells is an indica-
tor of their intrinsically short lifespan. A similar wave of 
ASCs appears after boost immunization in mice, showing 
similarly short lifespans. In mice, it is possible to examine 
the appearance of ASCs in organs during primary immune 
responses [10]. In this circumstance, proliferating, secret-
ing B cells develop in the first days after immunization. In 
the case of T cell-dependent (TD) antigens (those requir-
ing the participation of CD4 T cells to mount an immune 
response), these initial ASCs accumulate at the edges of the 
B cell areas of the lymphoid organs in which the response 
is occurring. These aggregates of ASCs, including PBs and 
plasma cells, disappear within several days of their appear-
ance, again indicative of a short lifespan [11].

2.2  Plasma Cells

Plasma cells are postmitotic ASCs [3]. They exist in all 
lymphoid organs, although the frequency is quite varied, 
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ranging from extremely low in peripheral lymph nodes 
up to a high of approximately 0.5% of nucleated cells 
in the spleen of a mouse from a standard animal facility. 
After immunization, the local frequency can increase quite 
sharply, although such an increase is due to PBs and plasma 
cells [12]. Plasma cells are also present in significant num-
bers, albeit low frequency, in bone marrow. Indeed, bone 
marrow is considered the site for the long-term maintenance 
of plasma cells arising from immunization [12].

Stages of plasma cell maturation have been defined by 
numerous observations in different locations and at dif-
ferent stages of immune responses [1]. This ranges from 
alterations in cell surface markers, sensitivity to chemotac-
tic signals, and the capacity to secrete antibody. However, 
the relationship between these potentially different stages 
remains uncertain in that it is not possible to say with cer-
tainty that any two such stages are necessarily sequential. 
However, immature plasma cells generally remain respon-
sive to chemotactic signals and express B cell markers at 
lower levels than PBs and plasma cell markers at lower lev-
els than the most mature plasma cells. The defining feature 
of plasma cells is their expanded endoplasmic reticulum 
(ER), and although this is best measured using electron 
microscopy, its changing distribution is probably the most 
accurate reflection of plasma cell maturation in that PBs 
have significantly less well-developed ER compared with 
plasma cells whereas changes in ER content within plasma 
cells are also likely.

Until recently, the ability to distinguish types or com-
partments of plasma cells was poorly developed. Early stud-
ies using incorporation of nucleotide analogs to measure 
population turnover determined that there were short-lived 
and long-lived plasma cells that were unequally distributed 
amongst lymphoid tissues in that there was a preponderance 
of short-lived plasma cells in the periphery and long-lived 
plasma cells in bone marrow [13]. These studies concluded 
also that most IgM plasma cells were short-lived irrespective 
of location, suggesting a relationship between isotype and 
lifespan. More recently, with the identification of multiple 
cell surface proteins that identify plasma cells and B cells 
at different stages of development, it is possible to identify 
and recover immature and mature plasma cells from vari-
ous locations [12,14,15]. This allows for functional studies 
on these cells after isolation, including migration and gene 
expression analysis, although such analyses have yet to 
define a pattern that uniquely resolves mature and  immature 
plasma cells [1] (Figure 2).

Additional clarity to the question of plasma cell matu-
ration has been provided by the use of genetically engi-
neered reporter mice [12,15]. One such strain, in which a 
cDNA encoding the green fluorescent protein (GFP) was 
inserted into the Prdm1 locus encoding the transcriptional 
repressor Blimp1, permitted the reliable identification and 
isolation of all ASCs by fluorescence activated cell sorting 

[12]. Furthermore, it is apparent from analyzing these 
mice that among the steady-state plasma cell populations 
of mice, two amounts of Blimp1 are expressed: interme-
diate (Blimp1int) and high (Blimp1hi). Furthermore, cells 
within the Blimp1int population had many of the charac-
teristics previously attributed to PBs and immature plasma 
cells whereas the Blimp1hi population had characteristics 
of mature plasma cells [12]. Chief among these proper-
ties were lifespan, with the Blimp1int being predominantly 
short lived and Blimp1hi being long lived; proliferation; and 
phenotype, with markers such as B220 (CD45) expressed 
on Blimp1int but at much reduced amounts on Blimp1hi 
plasma cells. Finally, using Blimp1 as a marker of plasma 
cells revealed a preponderance of Blimp1hi plasma cells 
in the bone marrow, an equal distribution of Blimp1int and 
Blimp1hi in the spleen, and an excess of Blimp1int in the 
blood, all consistent with previous information from mul-
tiple studies that the bone marrow is the site of the most 
mature plasma cells and that immature plasma cells are the 
migratory plasma cells.

3.  CELLULAR ASPECTS OF PLASMA CELL 
DIFFERENTIATION

There are three routes to plasma cell formation. First is what 
is referred to as “natural antibody production,” which is Ig 
production in the absence of immunization. The second and 
third routes to plasma cell formation are in response to the 
TD and T cell-independent (TI) antigenic stimulation of 
B cells. Each of these pathways elicits a distinct type of  
B cell response, distinct in the course of the response 
and the nature of the B cell responding. The plasma cells 
derived from these situations are themselves also  potentially 
 distinct.

3.1  B1 Cells, Natural Antibody, and Plasma 
Cell Differentiation

Natural antibody (nAb) is defined as that produced in the 
absence of deliberate immunization or exposure to patho-
gens [16]. It comprises mainly IgM and shows enrich-
ment for reactivity to antigens such as phospholipids and 
polysaccharides. Many such antibodies show polyreactiv-
ity and will bind self-antigens. The role of this antibody in 
the immune system remains a matter of research, but it is 
apparent that pre-existing IgM can be crucial to the efficient 
and rapid initiation of responses to exogenous antigens. 
There are proposals that nAb also has a regulatory role in 
suppressing autoimmune disease and maintaining tissue 
homeostasis through clearance of apoptotic cells. Although 
the location and biology of the plasma cells producing these 
antibodies is uncertain, a significant body of opinion is that 
they derive from the B1 cell lineage in mouse and its equiv-
alent in humans.
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The B1 cells producing nAb reside primarily in the 
spleen and bone marrow and most probably result from the 
relocation of B1 cells stimulated to differentiate through a 
TLR-mediated process in other locations [16]. It has been 
proposed that B1 cells spontaneously and constitutively 
secrete antibody, and that this can occur in the absence of 
Blimp1 expression [17]. However, these observations were 
not verified by the Blimp1gfp reporter line, which, although 
revealing that the B1 cells in the peritoneum expressed 
Blimp1 albeit at low amounts, failed to detect spontane-
ous or constitutive secretion. In addition, stimulation of 
B1 cells into ASCs resulted in Blimp1-expressing cells 
more or less indistinguishable from those derived from  
B2 cells [18]. This does not mean that those B1 cells that 
differentiate into plasma cells in vivo in the absence of 
deliberate antigenic stimulation are not distinct or unique in 
ways yet to be described.

3.2  TI Immune Responses

TI antigens, capable of inducing antibody production with-
out the presence or involvement of T cells, are divided into 
one class that is itself a polyclonal B cell mitogen and a 
second class that stimulates B cells only through the BCR.

TI type 1 antigens (TI-1) are typified by LPS, a cell 
wall component of Gram-negative bacteria that stimulates 
B cell proliferation and activates an inherent differentia-
tion program through stimulation of TLR4. This process 
acts independently of the BCR; thus, such antigens typi-
cally induce a significant polyclonal B cell response upon 
introduction into an animal. PBs that develop in vivo after 
LPS stimulation are inherently short lived and secrete pre-
dominantly IgM with some switching to IgG3 in mouse. 
Marginal zone (MZ) B cells appear to be particularly rapid 
in  differentiating in response to LPS [1].

Type 2 TI (TI-2) antigens are typified by long-chain 
polysaccharides from the cell walls of encapsulated bacte-
ria such as Streptococcus pneumoniae. Model TI-2 antigens 
are the polysaccharides ficoll and dextran and the synthetic 
polymer acrylamide. Immunization of mice with these anti-
gens elicits a PB response, again from predominantly MZ 
B cells with some contribution from B1 cells, particularly 
to dextran. These PBs initially appear as foci at the bridg-
ing channels of the white pulp in the spleen, sustained for a 
relatively brief period by the provision of the B cell survival 
protein, BAFF (B-cell activating factor belonging to the 
tumor necrosis factor family), itself produced by dendritic 
cells that probably migrate to this location as a consequence 

FIGURE 2 Schematic representation of plasma cell maturation defined by Blimp1 expression and proliferation. Markers differentially expressed 
refer primarily to work in mice. Abbreviations: LN, lymph node; PP, Peyer’s patches; Bld, blood; BM, bone marrow; LP, lamina propria. “Lo,” “int,” and 
“hi” are used as relative terms to describe the amount of expression within plasma cell differentiation. See text for details on stages of plasma cell develop-
ment and exceptions to some of the generalities depicted in the figure.
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of the same immunization [19]. Therefore, this reaction is 
considered to be self-limiting. One reported exception to a 
transient TI-2 PB reaction was the continuous production 
of such PBs in the spleens in lymphopenic mice that were 
reconstituted by transfer of peritoneal B1 cells followed by 
immunization with hapten coupled to a TI-2 carrier [20]. 
Although this system resulted in the continuous production 
of PBs for months and clearly revealed this potential in B1 
cells, it is important to remember that the environment sur-
rounding the response was artificial. In general, responses 
occur in B cell-replete mice with circulating Ig. However, 
in such replete animals, persistent antibody production after 
immunization with haptenated TI-1 antigen was recently 
reported to be due to the presence of bone marrow resident 
antigen-specific plasma cells [21]. This response was elic-
ited in T cell-deficient mice and reveals the potential for 
plasma cells of any origin to gain access to locations in 
which they can persist for considerable periods.

3.3  αGalCer

At the interface of TI and TD antigens are those involv-
ing the glycolipid αGalCer (αGC). Although this has long 
been known as a potent agonist of natural killer T (NKT) 
cells, the immunization of mice with conventional B cell 
antigens coupled to αGC revealed a remarkable potency 
for NKT cells to stimulate B cells capable of presenting 
αGC antigens through CD1 in a Bcl6- and IL-21 depen-
dent manner [22,23]. Such immunizations resulted in 
copious amounts of IgM and switched isotype antibodies 
derived from PBs located in foci at the bridging channels 
of the spleen. Although this response also initiated germinal 
centers (GCs), these were short lived and nonproductive in 
terms of memory and affinity maturation. Given that only 
MZ B cells express the CD1 restriction element, it appears 
most likely that this B-cell population is the one from which 
these responses originate. Again, the ASCs derived from this 
reaction are short lived, with little evidence for migration to 
and occupation of survival niches in the bone marrow.

3.4  TD Immune Responses and Extrafollicular 
Foci

Protein-containing antigens require the involvement of 
cognate CD4 T cells to initiate and propagate the immune 
response [1,19]. Antigen-activated B and T cells migrate 
toward the border of their respective areas of the lymphoid 
organ in which the response is occurring, driven by the 
altered chemokine receptor expression that follows antigen 
priming [24,25]. For B cells, this means increased expres-
sion of CCR7, the ligands for which, CCL19 and CCL21, 
are expressed in the T cell areas of the organs. This migra-
tion is balanced by continued expression of CXC chemokine 
receptor (CXCR)-5, the receptor for the follicular homing 

chemokine, CXC chemokine ligand (CXCL)-13, thereby 
ensuring that the B cells remain at the follicle boundary 
rather than moving onto the T cell area. T cells increase 
expression of CXCR5, thereby promoting their migration 
toward the B cell follicles. The co-localization of antigen-
activated B and T cells increases significantly the prob-
ability of their interacting, which, when it occurs, is long 
lasting. These interactions upregulate the G-protein-coupled 
receptor Epstein–Barr virus-induced protein-2 (EBI2) on  
B cells while also diminishing CCR7, driving the B cell 
to the outer follicle or to the intrafollicular region. The  
T cells co-migrate with the B cells, continuing to interact 
and indeed inducing the first rounds of B cell proliferation. 
Some of these proliferating B cells upregulate the key GC 
transcription factor, Bcl6, which represses EBI2, causing in 
those B cells migration to the center of the follicle, position-
ing on the follicular dendritic cell network, and what is the 
beginning of a GC. Some of the activated T cells, now iden-
tifiable as specialized follicular helper T cells (Tfh), also 
migrate into the follicle [26]. Of the B cells remaining in the 
outer follicle, some migrate toward the bridging channels in 
the spleen or the perivascular areas in lymph nodes, giving 
rise to foci of ASCs.

Foci of ASCs develop within days after TD immuniza-
tion [19]. They initially secrete IgM, with other isotypes 
appearing subsequently, but there is no evidence for affin-
ity maturation among these PBs, and they are of limited 
survival capacity, dying in situ by apoptosis within several 
days of their formation [11]. The nature of the T cells that 
provide help in this process remains incomplete, but there 
are insights from studies of normal and diseased mice. 
 Bcl6-deficient T cells are effectively incapable of generat-
ing foci of PBs, and this is mediated in part by defective 
production of IL-21 [27]. A role for IL-21 was already sug-
gested from studies of IL-21 receptor-deficient mice and by 
the identification in the autoimmune MRL(lpr) strain of an 
IL-21-producing subset of T helper cells that was required 
for extrafollicular foci formation [28,29]. Although devel-
opment of these cells in MRL mice was dependent on induc-
ible co-stimulator, they were distinguishable from Tfh by 
expressing low amounts of CD162 while being CXCR4+, a 
feature that presumably explained their co-localization with 
PBs [29].

PBs in extrafollicular foci progress to be short-lived 
plasma cells. They downregulate markers associated with 
proliferation such as Ki-67 and assume a phenotype consis-
tent with plasma cells, such as increased expression of the 
survival factor receptor B cell maturation antigen (BCMA). 
The progression of PB to plasma cell documents an immune 
response to exogenous antigen in a lymph node, where the 
differentiation accompanied their migration from the outer 
T cell zone to the medulla of the node [30]. This migra-
tion, along a CXCL12 gradient, localized the plasma cells 
in a region of the node enriched for monocytes expressing 
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the ligand for BCMA, APRIL (a proliferation-inducing 
ligand), a well-defined plasma cell survival factor. Despite 
this co-localization, such plasma cells rarely persist for 
more than 7–14 days, dying in situ by apoptosis that can be 
blocked by enforced expression of Bcl2 [31]. Short-lived 
plasma cells of the foci can, in the right circumstances, con-
tribute to the long-lived plasma cell population. In experi-
ments where other forms of plasma cell production were 
blocked, it was possible to detect foci-derived plasma cells 
in the bone marrow [21]. Again, although showing what is 
possible, this phenomenon is in all probability quite rare in 
normal circumstances where most long-lived plasma cells 
derive from the GC. However, one should note the influ-
ence of antigen and adjuvant on this process. Vaccination 
with the yellow fever vaccine establishes an exceedingly 
long-lived plasma cell compartment in the draining lymph 
nodes, probably because of the TLRs stimulated by that 
vaccine [32].

It has been proposed that existing high-affinity B cells 
are preferentially recruited into foci of ASCs at the ini-
tiation of the TD response, leaving cells of more modest 
affinity to enter the GC, where they are subjected to affin-
ity maturation [33]. Although making a degree of teleologi-
cal sense—one can imagine the benefit of taking the “best”  
B cells activated by antigen and using them for immediate 
antibody production—it appears the situation is not quite 
like this. In reality, it appears that PB proliferation during 
extrafollicular differentiation is very sensitive to the avid-
ity of the BCR-antigen interaction, much more so than for  
B cells entering the GC [34]. That is, under conditions of 
high avidity, antigen-specific B cells differentiating along 
the PB pathway undergo significantly more proliferation 
than their peers undergoing GC differentiation, whereas in 
cases of low avidity, there is more equal expansion along 
each pathway, giving an appearance of affinity-driven 
 preferential PB differentiation.

3.5  TD Immune Responses and GCs

The alternative differentiation pathway for B cells acti-
vated by protein antigens and in receipt of T cell help is 
the formation of GCs [35]. These structures are the sites 
of intensive B cell proliferation, activation-induced cytidine 
deaminase-mediated Ig V gene somatic hypermutation, and 
the selective survival and expansion of B cells with BCR of 
improved affinity for the immunizing antigen. The expan-
sion of GC B cells with improved antigen binding underlies 
the phenomenon of affinity maturation in which the aver-
age affinity for antigen increases during the course of an 
immune response. This increase can be of orders of mag-
nitude, reflecting the power of this process that selects and 
expands the best antigen-binding B cells. Of course, having 
some of these cells differentiate into plasma cells is fun-
damental to the success of the immune response because 

 GC-derived plasma cells producing high-affinity antibody 
are the basis of long-term immunity after infection and vac-
cination. The selective differentiation of high-affinity B cells 
from among the population of GC B cells and their subse-
quent retention as long-lived plasma cells—for decades in 
humans—in survival niches in the bone marrow are among 
the most intensively researched areas in plasma cell biol-
ogy. Although survival is addressed below, the  process of 
differentiation will be considered here.

Within the GC, B cells with V gene combinations that 
confer high-affinity binding are preferentially induced to 
differentiate into plasma cells [1]. This was first observed 
with certainty in the analysis of the response to the hap-
ten, nitrophenyl [36]. In this response, which has limited 
capacity for affinity maturation (∼10 fold), it was appar-
ent in comparing the frequency and distribution of somatic 
mutations in the V genes of antigen-specific plasma cells 
from the bone marrow and those of GC B cells from the 
spleen at the same early time that those plasma cells that 
were mutated (1) were mutated at a very low frequency per 
V gene and (2) were greatly enriched for a single muta-
tion that improved affinity by the maximal 10-fold. That is, 
there was very strong selection for those GC B cells with 
mutations that improved affinity to differentiate into plasma 
cells in the early stages of the response when mutations 
were rare. This result, confirmed in other systems [37], now 
underpins much of the thinking about how GCs operate to 
generate plasma cells.

In contemplating that the differentiation of a GC B cell 
into a plasma cell could be a selective process based on 
affinity, one may consider several possible mechanisms 
[38]. The BCR on the high-affinity GC B cell could trans-
duce a distinct signal that stimulates differentiation over 
continued proliferation. A problem with this mechanism 
is that BCR signaling is apparently not crucial to GC B 
cell selection and differentiation. For example, mutations 
in BCR signaling components such as CD45 do not affect 
affinity maturation of GC B cells or serum Ig amounts. 
In addition, it also appears that signaling from the BCR 
is suppressed in GC B cells [39], making it difficult, but 
not impossible, to see how such a signal could selectively 
trigger plasma cell differentiation. When one considers 
in vitro differentiation of B cells into PBs, the factors 
that best promote this outcome are T cell-derived signals 
such as CD40L, IL5, and IL21 [4,40]. In this setting, the 
probability of a B cell differentiating into a plasma cell 
is related to the amount of T cell help it receives. When 
one transfers that observation back to the in vivo GC, it 
may be that the crucial link between affinity for antigen 
and plasma cell differentiation is the capacity of the B cell 
to recruit T cell help. High-affinity B cells presumably 
capture, process, and/or present more antigen than their 
low-affinity peers, allowing for more frequent and longer 
interactions with GC T cells. It is further possible that the 
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duration or intensity of these B–T interactions influences 
the nature and quantity of cytokines produced by the GC T 
cells, which in turn affects differentiation.

It remains uncertain which of the cytokines produced by 
Tfh actually influence GC B cell differentiation. In vitro, 
IL5 acts as a potent amplifier of plasma cell differentiation 
of mouse B cells, but mice deficient in IL5 show no obvi-
ous defect in plasma cell formation or function. Others 
have reported on the crucial role for Tfh-produced IL4 in 
the activity of the GC [41], although in vitro work sug-
gests it is a potent switch and survival factor rather than a 
differentiation factor. IL21 is the obvious candidate, being 
the unique cytokine produced by Tfh, and mice deficient 
in IL21 or the IL21 receptor show severe deficits in anti-
body production and it clearly has this role for human B 
cells. However, IL21 deficiency is rather more complex 
than a simple failure to promote differentiation. There is 
a 10- to 100-fold deficiency in extrafollicular PB forma-
tion in the absence of IL21 in a model immune response, 
and it is also clear that bone marrow resident plasma cells 
are significantly reduced in IL21-deficient mice [28,42]. 
What is not clear is whether these deficiencies result from 
a reduction in B cell proliferation or a premature termi-
nation of the GC reaction itself. That is, there is a clear 
relationship between B cell proliferation and differentia-
tion; therefore, a reduced frequency of plasma cells in the 
extrafollicular foci and the bone marrow in the absence 
of IL21 signaling could reflect diminished proliferation 
rather than a missing differentiation signal or it could be 
a combination of both. Unfortunately, the contribution of 
IL21 to plasma cell formation in mouse has been difficult 
to quantify in vitro because it induces apoptosis in stimu-
lated B cells. Despite this, it remains an excellent candi-
date. In humans, IL21 acting in combination with IL2 is 
particularly potent in inducing B cell differentiation, and 
patients with IL21 receptor deficiency show the expected 
failure to produce antigen-specific antibodies, confirming 
an in vivo role [43].

The timing of plasma cell formation from the GC is 
another important variable in immunity to infection and 
immunization. Although many models show that GCs pro-
duce memory B cells and plasma cells continuously dur-
ing the course of the response, an alternative was recently 
proposed suggesting that production might be biphasic 
[44]. Early studies examining the accumulation of V-gene 
somatic mutations in bone marrow plasma cells and mem-
ory B cells in conventional mice showed both to increase 
during the course of the response, although the frequency of 
mutations in bone marrow plasma cells did not reach that in 
memory B cells, being approximately 50% and suggesting 
that memory B cell production by the GC might continue 
beyond that of bone marrow plasma cells [36]. However, 
the more recent proposal posits that the GC first produces 
memory B cells and that bone marrow plasma cells are a 

later product. This proposal is based on kinetic data of when 
long-term, persistent memory B cells and plasma cells arise 
in an immune response using BCR transgenic B cells. The 
phenomena of early and late production need to be shown in 
additional systems before being accepted as the norm, and 
if correct, the question of what triggers differentiation and 
switching between plasma cell and memory B cell produc-
tion remains unanswered. One potential advantage of the 
early plasma cell model of GC operation is that it provides 
a means for the rapid appearance of high-affinity antibody 
that can in effect feed back into the GC reaction to sequester 
antigen and thereby drive affinity maturation and later cur-
tail the response. Although often speculated, there is recent 
evidence to support the idea of antibody feedback into the 
GC [45].

The final consideration of plasma cell recruitment out 
of the GC concerns not the affinity but specificity. A mouse 
study using West Nile virus as an infection model revealed 
that the antibody secreted from the plasma cells in bone 
marrow was capable of neutralizing the original infect-
ing strain but not a viral escape mutant [46]. However, 
it was remarkable that the memory B cell compartment 
contained cells capable of producing plasma cells that 
could neutralize the escape variant. That is, the plasma 
cell response had acquired high affinity but with narrow 
specificity, suggesting that selection in the GC of plasma 
cells and memory B cells operates by distinct mecha-
nisms. The reduced emphasis on affinity in the memory 
B cell compartment fits with an earlier comparison of the 
affinity of the antibody produced by individual memory 
B cells with that from plasma cells that revealed more 
stringent, affinity-based selection into the bone marrow 
plasma cell compartment compared with the memory B 
cell compartment [36].

The possible segregation of function into discrete mem-
ory B cell compartments has received a significant fillip with 
the recent examination of IgM-expressing memory B cells 
in mice. Although long identified in humans using CD27 
as a pan-memory B cell marker, the existence of such cells 
in mice was difficult to prove. Using elegant genetic and 
cell isolation strategies, IgM memory B cells were recently 
characterized in mice [47,48]. It is interesting to note that 
the IgM compartment was identified as being predisposed 
to form GC upon re-exposure to cognate antigen. On the 
other hand, IgG memory B-cells preferentially differenti-
ated into plasma cells. Using very elegant experimental 
techniques, a mouse was created with naïve B cells express-
ing an IgG1 rather than IgM BCR. However, such naïve 
IgG1 B cells did not show any propensity to differentiate 
into plasma cells, revealing that such a phenomenon was a 
property of being a memory B cell rather than expressing 
IgG per se [49]. These experiments also generated data sug-
gesting that the possible molecular basis for this predisposi-
tion was the low amounts of the transcription factor Bach2, 
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a key inhibitor of plasma cell differentiation, expressed in 
IgG memory B cells.

4.  MOLECULAR BIOLOGY OF PLASMA 
CELL DIFFERENTIATION

The transformation from B cell to plasma cell requires a 
dramatic change in the transcription program of the cell 
[50]. The B cell has to silence genes that define B cell iden-
tity and function and express the corresponding genes for 
plasma cell identity and function. Each state is relatively 
stable and maintained by what are referred to as master reg-
ulators such as Pax5 and Bcl6 for the B cell state and inter-
feron regulatory factor-4 (IRF4) and Blimp1 for the plasma 
cell state. These states are mutually antagonistic such that 
the transcription factors promoting the plasma cell pat-
tern inhibit expression of the B cell pattern whereas those 
that maintain the B cell pattern repress those that promote 
plasma cell differentiation. Although such a system makes 
it relatively easy to understand the stability of each state, 
it does not easily explain the initiation of differentiation 
because a B cell has to effectively lose its identity before 
assuming that of a plasma cell.

Blimp1 is often referred to as the master regulator of 
plasma cell differentiation based in part on its ubiquitous 
expression in plasma cells and on the severe defect in plasma 
cell development in Blimp1-deficient mice [50,51]. Blimp1 
acts primarily as a transcriptional repressor, and among its 
targets are Pax5 and Bcl6, genes that sustain B cell iden-
tity in general and in GCs, respectively. This activity of 
Blimp1 has led to a relatively simple model for explaining 
plasma cell differentiation. Induction of Blimp1 by what-
ever means turns off Pax5, a repressor of Blimp1, thereby 
silencing the B cell program and allowing the plasma cell 
program to develop [51]. This scheme, although still fre-
quently invoked, fails to account for several key features of 
the molecular regulation of plasma cell differentiation.

Blimp1-deficient B cells can be induced to initiate dif-
ferentiation into what are termed pre-PBs [52]. These cells, 
attempting to express Blimp1 but unable to do so, actually 
gain some characteristics of plasma cells and lose some of 
those of B cells. The pre-PBs increase expression of Xbp1 
and Igj, both ASC-associated genes, and show reduced 
activity of Pax5. Despite initiating plasma cell differen-
tiation without Blimp1 expression, they do not complete 
the process. Given the crucial observation in this system 
of the reduced activity of Pax5 in the pre-PBs, an alterna-
tive model of differentiation has been developed based on 
the loss of Pax5 activity as the initiating event [50]. This 
by itself acts to de-repress a multitude of genes, including 
Xbp1 and Igj, while reducing expression of others includ-
ing Bach2, another transcription repressor, the expression 
of which is dependent on Pax5. One of the crucial targets 
of Bach2 repression is Blimp1 itself. Thus, reduced Bach2 

promotes Blimp1 expression, which then amplifies the dif-
ferentiation process by further repressing Pax5 and further 
reducing Bach2 until the change from B cell to plasma cell 
is complete. In this model, a key early event is the reduc-
tion in Pax5, although what induces this remains uncertain, 
although IRF4 appears as an attractive candidate. Finally, 
why IgG memory B-cells preferentially differentiate into 
plasma cells in vivo, mentioned earlier, becomes clear with 
their inability to induce Bach2 expression [49].

Bcl6 is often labeled as a key negative regulator of 
plasma cell differentiation, functioning particularly in GCs 
to suppress differentiation while affinity maturation occurs 
[51]. It is often drawn in a mutually antagonistic relationship 
with Blimp1, and there is evidence to support this proposal. 
However, it is not clear how universal this relationship is or 
whether silencing Bcl6 is obligatory for plasma cell differ-
entiation. Although Blimp1 has the capacity to repress Bcl6 
expression, there are examples of co-expression of Bcl6 
and Blimp1 in cell lines, and the in vitro differentiation of 
Bcl6-deficient B cells into ASCs is relatively unaffected, 
just as a Bcl6 transgene in B cells does not unduly repress 
plasma cell formation [50]. That is, the reciprocal relation-
ship between Blimp1 and Bcl6 may reflect an association 
rather than a dependency.

A transcription factor that is absolutely crucial in plasma 
cell formation is IRF4, which is also required for class 
switching and GC B cell development [50]. The involve-
ment of IRF4 in these processes appears to be dependent 
on concentration, with naïve B cells expressing relatively 
low amounts of IRF4, intermediate amounts triggering class 
switch recombination and GC formation, and high amounts 
appearing to activate Blimp1, thereby triggering plasma 
cell differentiation [53,54]. High amounts of IRF4 can also 
repress Bcl6, although, as mentioned above, the relevance 
of this to differentiation is uncertain. In naïve B-cells, IRF4 
expression is restrained by another transcription factor, 
Mitf, such that Mitf-deficient B-cells differentiate spon-
taneously into plasma cells. What regulates Mitf remains 
undetermined [50].

The pivotal role of IRF4 in plasma cell differentiation 
and the fact that it is upstream of Blimp1 suggests that 
increasing the concentration of this factor may be the crucial 
event initiating plasma cell differentiation [50]. However, 
how this change in IRF4 is mediated is currently unclear, 
as is any connection between IRF4 and Pax5. Once IRF4 
induces Blimp1, the balance in gene expression is prob-
ably irreversibly tipped in favor of differentiation. This 
proposal fits well with the putative function of IRF4 in the 
regulation of GC B cells. In this model, IRF4 is induced by  
T cell stimulation through CD40; it represses Bcl6 [55]; 
and, potentially if induced sufficiently, it induces plasma 
cell differentiation. Such a role would link the strength 
or duration of T cell signaling with plasma cell forma-
tion in the GC. It is interesting to note that IL21, the 
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cytokine produced by Tfh in GC, induces phosphorylated 
signal transducer and activator of transcription-3, which 
was found to bind to a regulatory region of the Blimp1 
gene as part of a complex that included and depended 
on IRF4. This again suggests a key role for IL21 in GC  
differentiation.

It remains to be seen what roles these factors have in 
maintaining plasma cells. It appears based on studies with 
multiple myeloma lines that IRF4 may be crucial for plasma 
cell survival [56] whereas preliminary studies on the dele-
tion of Blimp1 in existing bone marrow plasma cells sug-
gests that it is also continually required [57]. However, 
this latter experiment may not have distinguished between 
persistence and formation after transfer, leaving the issue 
unresolved.

5.  PLASMA CELL SURVIVAL

Despite persisting for decades in humans and many months 
in mice, plasma cells are intrinsically short lived. That is, if 
removed from their in vivo location and placed in culture 
in vitro, most die within a day. Clearly exogenous signals 
are continually provided to plasma cells to sustain them 
in vivo. Equally clearly, given the discussion on short- and 
long-lived plasma cells, the provision of these signals may 
vary in quality, quantity, or duration depending on loca-
tion and possibly on the plasma cell origin. One also has 
to consider whether all of the stimuli that sustain plasma 
cells are equal in their ability to do so and the nature of the 
cells providing these signals. Finally, one should consider 
the processing of these survival signals by plasma cells 
into a molecular outcome that sustains the cells as viable, 
 antibody-secreting entities.

Factors that can sustain plasma cells have been defined 
by a combination of in vitro and in vivo experimenta-
tion. The in vitro work has taken the approach of cultur-
ing plasma cells in media with defined survival factors and 
measuring the viability [1,58–60]. The in vivo work relies 
on ablation of a factor by antibody treatment or genetic 
engineering to mutate the gene encoding either the factor 
or its receptor. These strategies have identified potential 
roles for soluble and membrane-bound factors. IL6, tumor 
necrosis factor-α, CXCL12, APRIL, and BAFF all have the 
ability to support plasma cell viability, as do vascular cell 
adhesion molecule-1 and intercellular adhesion molecule-1, 
binding respectively to very late antigen-4 and lymphocyte 
function-associated antigen-1, and hyaluronic acid and 
fibronectin binding to CD44. In addition, there are survival 
factors that are considered to operate in inflammatory situ-
ations, specifically CXCL9, 10, and 11 binding to CXCR3 
[58]. Recently, the T cell co-stimulatory molecule CD28 
has been identified as providing survival signals to plasma 
cells by binding its ligands CD80/86 [61]. It is interesting to 
note that CD28 is repressed in B cells by Pax5, so its early 

re-expression in plasma cells is fully consistent with their 
loss of Pax5 activity [62].

Given the range of factors that able to support plasma 
cell survival, it is not surprising that there is redundancy. 
Thus, deletion of IL6 or treatment with blocking antibody 
has only a minimal effect on plasma cell frequency or per-
sistence in mice. Likewise, loss of CD44, CD28, or block-
ing VLA4 have a relatively modest effect on plasma cell 
frequency, indicating that whatever their in vivo roles might 
be, they are able to be replaced by any or several of the 
remaining survival molecules. Equally, loss of CXCR4, the 
receptor for CXCL12, leads to a significant reduction in 
plasma cell frequency in the periphery and the bone mar-
row, but to what extent this latter defect reflects chemotaxis 
rather than survival has not been determined. The pathway 
that appears unique and for which differences in produc-
tion, migration, and survival have been resolved is APRIL 
binding to its receptor BCMA. This pathway appears to be a 
crucial mediator of long-term survival of plasma cells, espe-
cially in bone marrow [64].

Animals deficient in either APRIL or BCMA fail to 
establish a normal bone marrow compartment, and treat-
ment of mice with blocking reagents (e.g., TACI receptor 
fused to human Ig) produced a similar outcome. The ori-
gin of APRIL varies according to the tissue. In peripheral 
lymphoid organs it is produced by a subset of macrophages 
whereas in bone marrow it is produced by a range of cells 
including monocytes, eosinophils, and megakaryocytes, all 
of which have been identified as being important for plasma 
cell survival [60]. In humans, use of anti-APRIL reagents to 
diminish antibody production in autoimmune patients has 
some clear effects, but it does not lead to the loss of all 
antibody.

The long-term survival of plasma cells requires their 
co-localization with cells producing survival factors. One 
current proposal is that many of the cells producing sur-
vival factors are responsive to the chemokine CXCL12, as 
are plasma cells themselves in their immature state [65]. In 
this way, plasma cells and the cells that support them will 
naturally congregate around CXCL12-expressing stromal 
cells, thereby forming a niche in which the survival factors 
will be available. Indeed, examination of the localization of 
plasma cells in bone marrow revealed 95% of IgG plasma 
cells to be adjacent to CXCL12-expressing cells, clearly 
suggesting the importance of this factor in organizing the 
niche, especially when coupled with the corresponding 
defect in the CXCR4 knockouts. Whether multiple differ-
ent APRIL-producing cell types need to be in all niches 
is unclear, but flexibility in this may explain the various 
observations that have been made on the composition of 
survival niches [58].

The ability of immature plasma cells to migrate along a 
CXCL12 gradient may well be crucial not only to their sur-
vival but also to maintaining plasma cell homeostasis. It has 
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been observed that mature plasma cells lose the ability for 
chemotaxis, meaning that if they are displaced from a sur-
vival niche, they will be unable to re-establish themselves 
[8,58]. Thus, newly formed plasma cells will have the abil-
ity to displace and replace existing plasma cells at some fre-
quency. Evidence for the phenomenon of new plasma cells 
pushing out old plasma cells can be seen in the blood of 
boosted humans in which after the boost, a population of 
phenotypically mature plasma cells circulating in the blood 
can be seen, which are presumed to be plasma cells recently 
displaced from survival niches. This turnover presumably 
allows for new specificities to enter into the long-lived pool 
but at a rate that prevents the sudden loss of all previous 
plasma cell memory.

6.  PLASMA CELL SURVIVAL MOLECULES

To persist, plasma cells have to convert the binding of 
extrinsic factors to their receptors into a molecular state that 
sustains the cells. However, the various factors capable of 
sustaining plasma cells and the various receptors and asso-
ciated signaling pathways involved provides a daunting 
challenge. Although the cytokine IL6 clearly induces acti-
vation of STAT molecules that are in turn associated with 
increased expression of prosurvival molecules of the Bcl2 
family, whether this is the actual basis of the IL6 survival 
signal remains unclear. Likewise, APRIL signaling results 
in the activation of NFκB transcription factors, which are 
known to promote transcription of Bcl2 family member 
prosurvival genes in a multitude of cell types, but again 
whether this is the crucial component of APRIL-mediated 
survival of plasma cells remains unclear.

It is clear from many studies that prosurvival members of 
the Bcl2 family of transcription factors influence plasma cell 
survival. Early studies of Bcl2 transgenic mice revealed sig-
nificantly enhanced plasma cell survival in vitro and in vivo, 
suggesting that one of the limits on plasma cell persistence 
could be expression of Bcl2 family members [66]. The Bcl2 
family comprises several prosurvival members such as Bcl2, 
BclxL, and Mcl1 that function to impede the activation of 
death-promoting members of the family such as Bim [67]. 
This is done by the binding of the prosurvival members to 
the death-promoting members through a specific interaction 
involving the BH3 domain on the death-promoting partner 
binding to a hydrophobic groove on its prosurvival partner. 
The specificity of this interaction has allowed for the devel-
opment of mimetics of the BH3 domain that can act as small 
molecular triggers of apoptosis by uncoupling prosurvival 
prodeath interactions. One of these molecular triggers of 
apoptosis is the compound ABT-737, which has specificity 
for interactions involving the prosurvival members Bcl2, 
BclxL, and Bclw [68]. Thus, treatment with ABT-737 will 
induce the death of cells dependent on Bcl2, BclxL, or Bclw 
for their survival. This feature has been used to probe the 

survival mechanism of plasma cells, and it was found that 
plasma cells generated in a previous immune response and 
located in spleen and bone marrow were resistant to ABT-
737 treatment because their frequency was unaffected by 
treatment [69]. However, the migration or establishment of 
plasma cells in the bone marrow was sensitive to treatment, 
indicating that at some stage in development or movement 
to the bones plasma cells did depend on one or several of 
Bcl2, BclxL, or Bclw for survival.

The identification of the prosurvival protein plasma 
cells required for their persistence once in a niche was 
revealed by in situ gene deletion experiments in which 
Mcl1, another prosurvival member of the Bcl2 family, 
was deleted from existing plasma cells. This resulted in 
the almost immediate death of greater than 90% of plasma 
cells in spleen and bone marrow [70]. Similar deletion of 
BclxL had no obvious effect, revealing the specificity in 
this role for Mcl1. Mcl1 is highly expressed in plasma 
cells of mouse and human, suggesting strongly that 
its expression is the ultimate endpoint of the signaling 
pathways stimulated by the binding of the various exog-
enous prosurvival factors that constitute the plasma cell 
survival niche to their receptors. This may well provide 
a means of identifying the biochemical intermediates in 
survival signaling and afford a means of interfering with 
these processes so as to modulate plasma cell frequency, 
 particularly in situations of plasma cell disease.
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Memory plasma cells are mature long-lived plasma cells sur-
viving in niches in bone marrow or inflamed tissues, where 
they secrete antibodies independently of antigen stimula-
tion, T cell help, and memory B cells [1,2]. Two independent 
groups first proved their existence in 1997 and 1998 [3,4]. 
They fulfill a crucial function in the homeostasis of humoral 
immunity by maintaining antibody levels, which also means 
that they are extremely well defended from endogenous and 
exogenous influences [5]. However, as a result of a patho-
logical immune reaction, memory plasma cells can signifi-
cantly contribute to pathogenic antibody responses, such as 
in autoimmune diseases and allergies. Using New Zealand  
black/white (NZB/W) mice as a model of systemic lupus 
erythematosus (SLE), the key role of memory plasma cells 
in autoimmunity was demonstrated for the first time. In the 
spleen and, in particular, in the bone marrow, a substantial 
proportion of plasma cells did not incorporate the nucleo-
tide analog bromodeoxyuridine (BrdU) into DNA despite 
supplementation with BrdU for 3 months, as determined 
by flow cytometry. This lack of incorporation during BrdU 
pulse chase shows that the plasma cells do not undergo DNA 
synthesis; therefore, they are nondividing, long-lived mem-
ory cells [6]. Accordingly, these long-lived plasma cells are 
resistant to immunosuppression with cyclophosphamide and 
glucocorticoids [6,7] as well as irradiation [4]. It could be 
also shown in an ovalbumin-induced murine model of aller-
gic asthma that inhalation of aerosolized allergen generates 
memory allergen-specific immunoglobulin (Ig)G1-, IgA- and 
IgE-secreting plasma cells that are resistant to an antiprolif-
erative treatment with cyclophosphamide [8].
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It was also recently demonstrated that pathology can be 
driven exclusively by autoantibodies secreted by memory 
plasma cells. For this purpose, plasma cells from lupus-
prone NZB/W mice were adoptively transferred to immu-
nodeficient Rag1−/− mice. All plasma cells that survived 
this procedure became long-lived memory cells in bone 
marrow and spleen, which resulted in the development of 
stable titers of anti-dsDNA autoantibodies, proteinuria, and 
immune complex nephritis detected by renal immunohistol-
ogy in recipient mice [9].

Because CD20 is not expressed on plasma cells, B-cell 
depletion with the anti-CD20 antibody rituximab is suited 
to distinguish between antibodies secreted by short-lived 
and long-lived memory plasma cells. Studies in mice con-
firm that mature and memory B cells are not required for 
maintaining splenic and bone marrow plasma cell popu-
lations [2,10]. Protective antibody titers have remained 
extremely stable for many years [11] and do not change 
after rituximab therapy [12,13]. By contrast, the responses 
of autoantibody levels are much more heterogeneous. Some 
remain unchanged by rituximab, others are ablated, and 
some decrease but do not disappear completely. This means 
that autoantibodies that decrease or disappear after B cell 
depletion therapy are secreted by short-lived plasmablasts 
and plasma cells, whereas persisting autoantibodies are 
secreted by memory plasma cells.

The fact that pathogenic antibodies secreted by memory 
plasma cells are resistant to conventional immunosuppres-
sion or therapies targeting B cells explains at least partly the 
chronicity of antibody-mediated diseases, why some patients 
are extremely refractory to conventional  immunosuppression 
and B cell depletion therapies, and why these treatments are 

unable to cure autoimmune diseases (Figure 3) [14]. There-
fore, memory plasma cells are an important constituent of 
the pathogenic immunological memory, which then renders 
them a challenging therapeutic target.

The role of IgG4+ plasma cells in the pathogenesis of 
IgG4-related disease, a fibroinflammatory disorder charac-
terized by tumefactive lesions, a dense lymphoplasmacytic 
infiltrate rich in IgG4+ plasma cells, storiform fibrosis, and, 
often but not always, elevated serum IgG4 concentrations 
[15,16], is unclear so far. The disease was first described in 
Japan [17,18] and can affect almost any organ in the body. 
Commonly, the disease responds well to treatments with 
glucocorticoids or B cell depletion therapy with rituximab. 
The rapid and selective rituximab-induced decline in IgG4 
levels suggests that the bulk of IgG4 in this disease origi-
nates from short-lived plasma cells [15]. However, it is not 
excluded that the IgG4+ plasma cells in the affected organs 
are long-lived memory plasma cells. It seems to be possible 
that the main effect of glucocorticoids and rituximab is due 
to resolution of inflammation, which in turn interrupts the 
survival of these IgG4+ memory plasma cells [19].

1.  HOW DOES THE PATHOGENIC PLASMA 
CELL MEMORY ARISE?

Memory plasma cells arise as a result of a secondary 
immune response. So far, no qualitative differences between 
protective and pathological memory plasma cells have been 
identified.

B cells differentiate first into plasmablasts, which are 
proliferating cells and are able to migrate toward a che-
mokine gradient in the bone marrow or inflamed tissues 

FIGURE 3 Contribution of short-lived plasmablasts and long-lived memory plasma cells to autoimmunity.
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where they can mature to nonproliferating plasma cells and 
become long-lived memory cells in case they can occupy 
a niche. That means autoreactive plasmablasts have to dis-
place existing memory plasma cells by competition from 
their niches to become themselves memory plasma cells 
[19]. In active autoimmune diseases, such as during SLE 
flares, excessive numbers of plasmablasts are generated 
because of B cell hyperactivity [20,21]. In contrast to sec-
ondary immunization (e.g., with tetanus toxoid), which 
leads to a flood of plasmablasts that lasts for only 1–2 days 
[22], autoreactive plasmablasts are detectable during the 
whole period of active disease. However, little is known 
about the recruitment efficiency of pathogenic plasma-
blasts into the memory plasma cell compartment in human 
antibody-mediated diseases. It is conceivable that the per-
manent supply of pathogenic plasmablasts could contribute 
to the gradual extrusion of old protective memory plasma 
cells from their niches, resulting in their replacement by 
 pathogenic plasma cells (Figure 4).

In addition to potentially replacing old cells from estab-
lished niches, newly generated pathogenic plasmablasts can 
also encounter new niches. Active diseases may increase 

inflammation; in turn, inflamed tissues form niches for 
plasma cells. Because pathogenic plasmablasts usually out-
number their protective counterparts during disease flares, 
most plasma cells that home in the inflamed tissue niches 
are likely to be pathogenic. The pool of pathogenic memory 
plasma cells is extended by these mechanisms, thus contrib-
uting to a vicious circle [14].

2.  PLASMA CELL NICHES

Memory plasma cells need an environment that secures 
them and provides optimal conditions for their survival. This 
seems to be much more important for their survival than 
intrinsic factors [23]. Memory plasma cells regularly reside 
in the bone marrow. The niche is organized by stroma cells 
expressing chemokine (C-X-C motif) ligand-12 (CXCL12), 
the ligand of chemokine (C-X-C motif) receptor-4 (CXCR4), 
which is on plasma cells [24,25]. In addition, several other 
cells such as megakaryocytes and eosinophils are compo-
nents of the niche, probably by the production of the sur-
vival factors a proliferation-inducing ligand (APRIL) and 
interleukin (IL)-6 [26–28]. Plasma cells display a panel of 

FIGURE 4 Development of autoreactive long-lived plasma cells. Protective long-lived PCs (in blue) are usurped from immunological niches by newly 
generated autoreactive long-lived PCs (in red). (A) PC memory: long-lived plasma cells secrete antibodies to foreign antigens and survive in bone marrow 
niches. (B) After breaking tolerance, autoreactive B cells differentiate into plasmablasts that emerge from B cell compartments and migrate toward the 
bone marrow, where they compete for niches occupied by protective long-lived PCs. Because of the accumulation of waves of autoreactive plasmablasts, 
some of the long-lived PCs are displaced from their niches by competition for survival and adherence signals, and the niches are taken over by autoreactive 
plasmablasts. These immature cells become mature long-lived PCs that secrete autoantibodies. (C) PCs mobilized from their niches, and newly generated 
autoreactive plasmablasts or PCs not occupying a niche, soon undergo apoptosis and die. Abbreviations: PC, plasma cell; TLR, toll-like receptor.
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adhesion molecules, such as very late antigen-4 and lympho-
cyte function-associated antigen-1, CD44, P-selectin ligand 
1, and CD93, which are involved in their survival [29–31].

B cell maturation antigen of memory plasma cells deliv-
ers a decisive survival signal, enhancing the expression of 
mcl1 [32]. Both of its ligands, B cell activating factor of the 
tumor necrosis factor (BAFF) and APRIL, are apparently 
expressed in the bone marrow, and neutralization of both 
is required to eliminate plasma cells from the bone mar-
row [33]. For most bone marrow plasma cells, APRIL is 
delivered by eosinophilic granulocytes, which thus form 
an essential “accessory cell” of the bone marrow niche for 
memory plasma cells [28]. In other tissues and for some 
memory plasma cells in the bone marrow, other accessory 
cells can provide either BAFF or APRIL to let the plasma 
cells survive (e.g., megakaryocytes) [27].

The number of plasma cell niches is limited in bone 
marrow so that normally the memory plasma cells do not 
exceed 0.5% of the total mononuclear cell count [34,35]. 
However, in pathological conditions, niches that are pro-
vided by inflamed tissues can extend the number of memory 
plasma cells. This can be beneficial in case of an infection if 
memory plasma cells locally secrete antibodies against the 
causative microbe on the site of infection. In such a situ-
ation, the memory plasma cells disappear after successful 
resolution of inflammation, which was in turn supported by 
local antibody production. In contrast, in an autoimmune-
driven chronic inflammation, the inflamed tissue can home 
memory plasma cells, including autoreactive plasma cells, 
which may contribute to the persistence or amplifying of 
inflammation by local autoantibody production.

Less is known about the components of the plasma cell 
niche in inflamed tissues. It is noticeable that plasma cells 
are—as in bone marrow—in contact with cells expressing 
CXCL12. In patients with Sjögren’s syndrome, plasma cells 
are located in close proximity to ductal and acinar epithe-
lia as well as mononuclear cells within the focal infiltrate 
expressing CXCL12 and IL-6 [28]. CXCL12 is also over-
expressed in inflamed kidneys [36] whereas the CXCL10-
CXCR3 interaction seems not to be crucial for plasma cell 
homing because infiltration of plasma cells lacking CXCR3 
in inflamed kidneys was not blocked [37]. In autoimmune 
thrombocytopenia, the spleen provides niches for autore-
active memory plasma cells [38]. In autoimmune disease, 
plasma cells themselves can contribute to their survival. It 
was shown that plasma cells in the nephritic kidneys derived 
from SLE patients aberrantly express APRIL and BAFF [39].

3.  HOW TO TARGET MEMORY PLASMA 
CELLS

Figure 5 summarizes the options to affect the appearance 
and survival of memory plasma cells. It includes the tar-
geting of precursors of memory plasma cells, the inhibition 

of migration of newly generated plasmablasts into the bone 
marrow or inflamed tissues, the targeting of the survival 
niche, and the direct targeting of plasma cells.

4.  DIRECT PLASMA CELL TARGETING

Because of their refractoriness to conventional treatments, 
memory plasma cells might be one of the keys to find out 
ways to cure antibody-mediated diseases. This is supported 
by findings after immunoablation followed by autologous 
stem cell transplantation that performed in refractory auto-
immune diseases. Long-term remissions without continu-
ation of immunosuppressive drugs were observed in up to 
50% of patients suffering from these severe diseases. The 
immunoablation mainly done with antithymocyte globulin 
may lead to a complete deletion of the pathological immu-
nological memory including the autoreactive plasma cell 
memory. This is the basis for the development of a toler-
ant immune system. There are at least two possible reasons 
why some patients will relapse: (1) there are indications 
that the depletion of the autoreactive plasma cell memory 
is not sufficient enough in some patients, and (2) the degree 
of the genetic background varies in complex autoimmune 
diseases. Although monogenetic causes of autoimmune dis-
eases, which spontaneously develop the disease, are rare, it 
seems to be clear that the strength of the genetic influence 
differs from patient to patient. Patients with a greater sus-
ceptibility for autoimmunity need only fewer and weaker 
triggers for inducing relapse whereas the disease will proba-
bly never recur in patients with a weak genetic constellation 
for autoimmunity and the absence of the disease-inducing 
trigger. However, immunoablation attacks the whole adap-
tive immune system, which includes the protective and the 
pathological immunological memory that consists of B, T, 
and plasma cells.

Plasma cells including memory plasma cells can be 
selectively depleted by proteasome inhibitors whereas 
other cells of the adaptive immune system are not or are 
hardly affected [40]. Bortezomib is a reversible, highly 
selective, and potent inhibitor of the 26S proteasome 
and is approved for treatment of multiple myeloma. This 
malignant plasma cell disease is associated with exces-
sive production of monoclonal Igs. The proapoptotic 
effect of bortezomib in multiple myeloma is mainly due 
to the accumulation of unfolded proteins, which must 
be degraded by the ubiquitin-proteasome system that 
bortezomib inhibits in cells with high protein biosyn-
thesis [41]. Bortezomib was successfully used to deplete 
splenic and bone marrow plasma cells in murine models 
of lupus. It drastically prolonged the survival of lupus 
mice by preventing nephritis in mice when the treatment 
was started in a preclinical phase before high titers of 
anti-dsDNA antibodies appeared and before onset of 
nephritis. However, it also was effective in mice with 
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manifest disease leading to a significant reduction of 
proteinuria and anti-dsDNA antibody levels [42]. In 
animals with an experimental autoimmune myasthenia 
gravis, bortezomib efficiently reduced the increase of 
 anti-acetylcholinesterase receptor autoantibody titers, 
prevented ultrastructural damage of the postsynaptic 
membrane, improved neuromuscular transmission, and 
decreased myasthenic symptoms [43]. In SLE patients 
who did not respond to glucocorticoids and immuno-
suppressive drugs such as cyclophosphamide or myco-
phenolate mofetil, bortezomib resulted in a significant 
improvement of disease activity. This was related to a drop 
of anti-dsDNA autoantibody, which did not decrease 
upon the immunosuppressive treatment done before, and 
of vaccine titers against mumps, measles, and tetanus 
toxoid, indicating that bortezomib can deplete memory 
plasma cells in men [44]. However, in patients with per-
sistent B cell hyperactivity, a rapid recurrence of autore-
active memory plasma cells seems to be possible [44].  

This is also observed in NZB/W mice in which B cell 
hyperactivity is genetically determined [42,45]. The tar-
geting of the precursors of memory plasma cells followed 
after plasma cell depletion with bortezomib can prevent 
the regeneration of the autoreactive memory plasma  
cell pool in NZB/W mice (Taddeo et al., submitted for 
publication).

There are few case reports describing the induction by 
bortezomib of clinical remission in patients with refractory 
autoantibody-mediated diseases such as thrombotic throm-
bocytopenic purpura [46,47] and autoimmune hemolytic 
anemia [48,49]. This remission was accompanied by a strik-
ing reduction of autoantibody levels.

Plasma cell depletion with bortezomib has also emerged 
as a therapeutic approach in transplantation medicine where 
alloantibodies induce acute rejection [50–52]. There is one 
case report of a patient with an IgG4-related disease refrac-
tory to glucocorticoids who responded to plasma cell deple-
tion with bortezomib [49].

FIGURE 5 Strategies for regulating and targeting long-lived plasma cells. Conventional immunosuppression blocks proliferation of B cells and 
plasmablasts. B cell depletion therapy inhibits the supply of newly generated plasma cells. Differentiation of B cells into plasma cells is promoted by 
several cytokines, including type I IFN, BAFF, APRIL, IL-6, IL-10, and IL-21, which might serve as therapeutic targets. It might be possible to impede 
the migration of plasmablasts into plasma cell niches in the bone marrow and inflamed areas by inhibiting the interactions of chemokines and their recep-
tors on plasmablasts (CXCL12 and CXCR4 in bone marrow; CXCL9, CXCL10, CXCL11, and CXCR3 in inflamed tissues). These approaches restrict 
the supply of newly generated plasma cells but do not affect the established long-lived plasma cell pools in bone marrow and inflamed tissues, which can 
only be depleted by direct targeting of plasma cells (e.g., by immunoablation using ATG, proteasome inhibition, or targeting of survival niche factors). 
Some approaches might target the fresh supply of plasma cells and the plasma cell survival mechanisms. Abbreviations: APRIL, a proliferation-inducing 
ligand; ATG, antithymocyte globulin; BAFF, B-cell-activating factor; CXCR, CXC-chemokine receptor; CXCL, CXC-chemokine ligand; IFN, interferon; 
IL, interleukin; TNF, tumor necrosis factor.
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1.  BAFF/APRIL: IMPORTANT REGULATORS 
OF B CELL SURVIVAL, HOMEOSTASIS, 
AND FUNCTION

1.1  Introduction

For many years, immunologists have believed that expres-
sion of a B cell receptor (BCR) was sufficient and essential 
to allow B cells to develop and survive in the periphery. 
This notion was later reconsidered after the discovery of 
the B cell activating factor belonging to the tumor necrosis 
factor (TNF) family (BAFF; also known as BLyS,  TALL-1, 
 zTNF-4, THANK, and TNFSF13b; reviewed in [1,2]), 
which emerged as an equally essential factor for B cell 
maturation and survival in the periphery. Not only was the 
discovery of BAFF a major paradigm shift in our under-
standing of B cell development and survival, a decade of 
studies on this factor led to the development of an inhibitor 
approved for use in the clinic as a novel B cell therapy treat-
ing a subset of patients with systemic lupus erythematosus 
(SLE) [3,4]. Apart from TNF, BAFF is the second ligand 
from the TNF superfamily that has led to bench-to-bedside 
outcomes.

1.2  The BAFF–APRIL System

1.2.1  The Ligands

BAFF and a related ligand, a proliferation-inducing ligand 
(APRIL; also known as TALL-2, TRDL-1, or TNFSF13a), 
are heterotrimeric ligand members of the TNF superfamily 
(reviewed in [1,2,5]); as such, they are typically produced as 
type II transmembrane proteins that are proteolytically cleaved 
at a furin protease site and released in a soluble form [6]. BAFF 
has also been described as membrane-bound ligand. In con-
trast, APRIL is cleaved in the Golgi before release and exists 
only in a soluble form. However, recently, APRIL-δ, a malig-
nant isoform of APRIL that lacks a furin cleavage site, appears 
to remain membrane-bound on the surface of leukemia cell 

precursors [7]. The 285-amino-acid BAFF is cleaved by furin 
convertase between amino acids R133 and A134, which are 
situated at the end of a consensus furin cleavage motif (R-X-
(R/K)-R) in the stalk region, and BAFF is released as a soluble 
152-amino-acid, 17-kDa protein [8,9]. Likewise, 250-amino-
acid APRIL is cleaved between R104 and A105 and is released 
as a 146-amino-acid, 17-kDa protein [10].

The human baff gene, encoded at 13q32-q34, contains 
a transmembrane domain and flanking regions in exon 
1, a furin-processing site in exon 2, and a TNF homol-
ogy domain (THD) in exons 3–6 [1]. The THD facilitates 
binding to the BAFF receptors (BAFF-R). The murine baff 
gene contains an additional exon encoding 30 amino acid 
residues between the furin processing site and the THD. 
Mouse and human APRIL contain a furin-processing site 
in exon 2 [1]. BAFF is an active ligand as a homotrimer 
[11]. The trimer contains two magnesium ions interact-
ing with the side chains of Q234, N235, and N243 [12], 
and it is the main form of BAFF found in the circulation 
[13]. However, a 60-mer form of BAFF has been obtained 
at physiological pH conditions, and this form is also able 
to bind to its receptors [14]. BAFF 60-mers arise by the 
assembly of 20 BAFF trimers into a virus-like cluster. 
BAFF contains a “flap” region, which is absent in APRIL 
and is essential for the 60-mer assembly [1,14]. The “flap” 
region is also referred to as the DE loop because it is formed 
by five amino acids inserted between the β-strands D and 
E [15]. Interactions between BAFF trimers are extensive 
and complex because these involve hydrogen bonds, salt 
bridges, and hydrophobic contacts [14]. For this reason, the 
formation of 60-mer BAFF is not reversible at physiologi-
cal pH, whereas dissociation of the 60-mer into trimers can 
occur at acidic pH. The strong dependency on a physiologi-
cal pH for the formation of the 60-mer suggests that BAFF 
60-mer assembly is not due to random aggregation. Despite 
this argument, other studies have claimed that assembly of 
the BAFF 60-mer was merely an artifact involving fusion 
of recombinant N-terminal tags inserted to the BAFF 
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proteins [11]. However, to address this criticism, another 
study was conducted using a construct of BAFF with no 
amino-terminal tag that was also able to form 60-mers in 
solution [16], hence ruling out the possibility that BAFF 
60-mer assembly is an artifact caused by the fusion of pro-
tein tags. The function of BAFF 60-mer may involve the 
recruitment of numerous receptors; hence, clustering these 
receptors on the cell surface to increase the local concentra-
tion of receptor/ligand interaction thus enhancing signaling 
[14]. The BAFF 60-mer is the more active form of BAFF; 
therefore, it is likely to be physiologically relevant. In bio-
logical situations in which the local concentration of BAFF 
greatly increases, a corresponding increase in the formation 
of BAFF 60-mers might be expected, along with increased 
propensity for signaling through the BAFF/APRIL receptor 
transmembrane activator and cyclophilin ligand interactor  
(TACI; also known as TNFRSF13B), which requires the 
60-mer form of BAFF to signal in some cases [13].

BAFF and APRIL are capable of forming heterotrimers 
when co-expressed [17]. These are biologically active and 
were detected in the serum of healthy humans and patients 
with systemic autoimmune rheumatic diseases [17]. Het-
erotrimers have been reported to be upregulated in a subset 
of patients with rheumatic diseases; however, it is unclear 
whether this may reflect a limitation in the anti-BAFF and 
anti-APRIL antibodies used for the capture and detection 
of heterotrimers [17]. However, purely based on structure 
prediction, it is also possible that other members of the 
TNF family are similarly capable of forming heterotrimers 
with BAFF and/or APRIL [17]. Indeed, a more recent study 
demonstrated that BAFF/APRIL complexes have biological 
activity and can modulate B1 B cell function and are fre-
quently elevated in SLE but not rheumatoid arthritis (RA) 
patient sera [18].
ΔBAFF is a splice variant of BAFF that was identi-

fied in humans and mice [19,20]. The DNA sequence of 
ΔBAFF lacks the exon encoding the first β-sheet of the 
THD, which is exon 3 in humans and exon 4 in mice [19]. 
ΔBAFF is not released from the cell membrane, but it can 
form multimers with BAFF such that the release of BAFF 
from the cell is inhibited. As such, ΔBAFF appears to 
act as a negative regulator of BAFF [20]. Expression of 
ΔBAFF is less abundant than that of the full-length isoform 
of BAFF in lymphatic and central nervous system (CNS) 
tissues [21]. More recently, two new transcript variants of 
BAFF have been identified in peripheral blood mononu-
clear cells [22], but functional studies are required to deter-
mine the structural and biological significance of these new 
variants. Another study discovered yet another splice vari-
ant form of BAFF in mice and humans. This last variant 
form of BAFF was discovered using a new set of primers 
that generated a polymerase chain reaction band missing a 
114-base-pair segment encoded by exon 4. It is interesting 
to note that early studies suggested that this new variant of 

BAFF, named Δ4BAFF, associated with DNA and possibly 
acted as a transcription factor for the full-length form of 
BAFF [23].

The APRIL locus is situated adjacent to the locus of 
TWEAK, another member of the TNF superfamily. A 
splice variation event at the APRIL/TWEAK locus leads to 
the production of an APRIL/TWEAK hybrid ligand, named 
TWE-PRIL. This ligand is a fusion of the APRIL extracel-
lular domain with the TWEAK transmembrane portion; 
therefore, it is suspected to be biologically active similarly 
to APRIL [24]. However, the biological activity and regula-
tion of this particular ligand remains unknown.

1.2.2  Sources of BAFF and APRIL Production

BAFF and APRIL are produced in various hematopoietic 
and nonhematopoietic cell lineages (Table 1) [2]. Myeloid 
cells in particular produce high amounts of BAFF, and cell 
types producing BAFF and APRIL include monocytes [25], 
macrophages, dendritic cells (DCs) [6,26], neutrophils 
[27–29], mast cells and eosinophils [27], and astrocytes 
[21]. These immune cells participate in innate immune 
responses, which act to defend the host from infection in a 
non-specific manner. They do not confer long-lasting pro-
tective immunity, but they have a more immediate action 
than cells of the adaptive immune system. However, many 
of these cells can also act as antigen-presenting cells, and 
production of BAFF by these cells can stimulate T cell 
activation and survival [27,30]. BAFF also influences the 
activation of innate cells; in particular, it induces mono-
cyte survival, proinflammatory cytokine secretion, and co-
stimulatory molecule expression [31]. In addition, BAFF 
production by innate cells is triggered upon stimulation by 
proinflammatory factors and co-stimulatory molecules. For 
example, BAFF production is upregulated by interferon-γ 
(IFN-γ), interleukin (IL)-10, and CD40L [32]. Pathogen-
associated molecular patterns, such as lipopolysaccharide 
(LPS) or peptidoglycans, upregulate the expression of 
BAFF and APRIL in macrophages and DCs via toll-like 
receptors (TLRs) [33–35]. It is interesting to note that 
BAFF and APRIL expression is upregulated within B cells 
upon TLR activation [36]. TLRs are a means by which cells 
of the innate immune system recognize pathogenic mate-
rial or pathogen-associated molecular patterns and initiate 
a T cell-independent immune response. TLR are especially 
important in marginal zone (MZ) B cells, which are situated 
adjacent to the splenic MZ sinus where the blood carrying 
pathogens enters the spleen. As such, MZ B cell activation 
via TLR is a strategic host response to blood-borne patho-
gens, and this may explain why BAFF plays an important 
role in upregulating TLR expression on the surface of these 
cells [33].

In the synovium of patients with RA, BAFF is produced 
by B and T cells, but also by synovial sublining cells [37]. 



253Chapter | 15 The Role of the BAFF and Lymphotoxin Pathways in B Cell Biology 

Healthy fibroblast-like synoviocytes produce large amounts 
of BAFF in response to IFN-γ or TNF stimulation [38,39]. 
Synovial fibroblasts from RA patients constitutively express 
BAFF and APRIL, and they strongly upregulate the expres-
sion of these two factors upon stimulation of TLR3 and to a 
lesser extent TLR4 but not TLR2 [40].

APRIL expression in the bone marrow (BM) is criti-
cal for plasmablast survival because APRIL-deficient mice 
were unable to sustain a transferred population of plasma-
blasts [41]. BM-resident macrophages are an important 
source of this survival signal. In this context, APRIL binds 
preferentially to heparin sulfate proteoglycan (HSPG) on the 
surface of CD138+ plasma cells (PCs), upregulating expres-
sion of the prosurvival factor Bcl-XL [41]. However, more 
recently, it was shown that eosinophils in the BM are also a 
critical source of PC survival factors including APRIL [42]. 
Furthermore, it is now understood that BAFF and APRIL 
are mutually redundant sources of survival factors for BM 
PCs [43]. Tumor-associated macrophages are also a major 
source of APRIL in gastric mucosa-associated lymphoid 
tissue (MALT) lymphoma [44]. Activin A, a member of 
the transforming growth factor-β (TGF-β) family, strongly 
activates APRIL expression by mouse macrophages [45]. A 
mechanism for the role B cell maturation antigen (BCMA) 
in PC maintenance has recently been described. Indeed, 
BCMA signaling promotes the expression of Mcl1, a factor 
essential for PC survival [46].

BAFF and APRIL are produced by astrocytes as part 
of their active role in cerebral innate immunity [21,47]. 
Astrocytes in vitro produce high amounts of BAFF when 

stimulated with inflammatory cytokines [47], suggesting 
that they may be required to supply cerebral immune cells 
with survival signals. BAFF, together with other soluble 
glial-derived cytokines, may be responsible for triggering 
adaptive immunity in an inflamed CNS [47]. It is interest-
ing to note that B cells may play an important pathogenic 
role in multiple sclerosis (MS) because patients responded 
to depletion of B cells using anti-CD20 (rituximab) with 
reduced inflammatory brain lesions and relapses [48]. 
BAFF production in the brain may contribute to the patho-
genic effect of B cells in MS. Surprisingly and contrary to 
expectations, one attempt to block BAFF but also APRIL 
with atacicept (a soluble recombinant TACI protein fused 
with the Fc portion of a human antibody used as decoy) led 
to adverse effects and intensification of the inflammatory 
activity [49], suggesting a more complicated function of the 
BAFF/APRIL system beyond that of B cell survival.

Activated T cells produce APRIL [50,51] and TWE-
PRIL [24], but BAFF expression from T cells has been 
somewhat controversial. BAFF mRNA has been detected 
within resting and stimulated T cells [26,27], stromal cells 
[52], and follicular dendritic cells (FDCs) [53]. A recent 
study has demonstrated the follicular helper T cells (Tfh) in 
the germinal center (GC) are an important source of BAFF 
[54]. Confirmation of BAFF expression at the protein level 
in these cell types in humans has been difficult to obtain 
[55]. Given that T cells co-express APRIL, it is possible that 
T cells produce BAFF/APRIL heterotrimers, which might 
complicate BAFF protein detection by anti-BAFF monoclo-
nal antibodies [56].

TABLE 1 Cellular Sources of B Cell Activating Factor of Tumor Necrosis Factor (BAFF) and a Proliferation-Inducing 
Ligand (APRIL) Production

Hematopoietic Producers Nonhematopoietic Producers

BAFF Dendritic cells (DCs)
Monocytes
Macrophages
Neutrophils
T cells
Natural killer cells
B cells
Leukemic B cells
Promyelocytic leukemia cells
Bone marrow (BM) CD14+ cells and osteoclasts

Salivary gland epithelial cells
Fibroblast-like synoviocytes
Cytotrophoblast cells and stromal cells in human placenta
Astrocytes
Renal cell carcinoma

APRIL DCs
Monocytes
Macrophages
Myeloid precursor cells
Neutrophils
B cells
Leukemic B cells
T cells
BM CD14+ cells and osteoclasts

Intestinal epithelial cells
Cytotrophoblast cells and stromal cells in human placenta
Renal cell carcinoma
Most tumor cells
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BAFF and APRIL directly modulate T cell function by 
enhancing human T cell response to anti-CD3 activation 
[26,27] and T cell survival [51]. The addition of exogenous 
BAFF to activated splenic T cells increased anti-apoptotic 
Bcl-2 expression, suggesting that BAFF may have a posi-
tive influence on the survival of T cells [27]. Modification 
of the B cell compartment in BAFF Tg mice also indirectly 
affects the quality of T cell responses [33].

1.2.3  Receptors for BAFF and APRIL

BAFF and APRIL share two receptors: TACI and BCMA 
(also known as TNFRSF17; reviewed in [1,2,57]). APRIL 
and BAFF have different affinities for these receptors, with 
APRIL binding strongly to BCMA but moderately to TACI, 
and BAFF binding weakly to BCMA but strongly to TACI 
[1,58]. In addition, BAFF has a high affinity for the  BAFF-R 
(also known as TNFRSF13C) [1,2]. BAFF binds prefer-
entially to BAFF-R and TACI, and with relatively weaker 
affinity for BCMA (100-fold or 1000-fold weaker, respec-
tively); APRIL binds comparably to TACI and BCMA 

[1,59]. Because TACI is the only receptor to bind relatively 
well to APRIL and BAFF, heterotrimers of these ligands are 
thought to be specific for TACI (Figure 1) [17].

The DxL motif on BAFF-R [60], TACI, and BCMA [61] 
is critical for binding to BAFF and APRIL. In the case of 
TACI, binding is favored by an additional two amino acids 
for BAFF and APRIL. Four residues on BCMA (Y13, I22, 
Q25, and R27) have been implicated in this ligand specific-
ity [62]. Interaction between BAFF/APRIL and their recep-
tors occurs via conserved cysteine-rich domains (CRDs) in 
the extracellular regions of the receptors [61]. TNF receptor 
(TNFR) superfamily proteins typically contain three to six 
CRDs, TACI contains two CRDs, BCMA contains a single 
CRD, and BAFF-R contains a partial CRD [61]. The com-
plete CRDs are each approximately 40 amino acid residues 
in length. A form of TACI exists in which the N-terminal 
CRD is removed by alternate splicing, and this form is fully 
capable of ligand-induced cell signaling [63]. This capabil-
ity suggests that the second CRD of TACI alone mediates 
complete affinity for BAFF and APRIL [61]. This notion is 
supported by the extent of evolutionary conservation, which 

FIGURE 1 Ligands and receptors of the BAFF/APRIL system and functions. The upper part of the figure represents the various forms of the ligands. 
Arrows indicate the binding specificity of these different ligands to corresponding receptors (middle section of the figure). The red line binding APRIL 
ligands or TACI represents heparin sulfate proteoglycan (HSPG). Call boxes indicate the function of each of the receptors. Abbreviations: BAFF, B cell 
activating factor of tumor necrosis factor; mBAFF, membrane-bound BAFF; TI, thymus-independent; TLR, toll like receptor; APRIL, a proliferation-
inducing ligand; TACI, transmembrane activator and cyclophilin ligand interactor; BCMA, B cell maturation antigen.
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is higher in the second CRD than the first CRD, because 
highly conserved amino acid residues tend to be critical for 
protein function [61].

The expression pattern of these receptors on B cells dif-
fers depending on the type of B cells and their stage of mat-
uration and activation. BAFF-R expression is not detectable 
on B cell precursors in the BM, but it appears on imma-
ture B cells as they progress toward their differentiation 
into splenic transitional type 1 peripheral B cells and upon 
acquiring a functional BCR [27,64,65]. BAFF-R is the dom-
inant receptor expressed on mature B cells [27,65]. BAFF-
R is essential for the survival and maturation of immature 
B cells [66,67]. BAFF-R expression is also upregulated on 
activated T cells [27] and constitutively expressed on regu-
latory T cells [68]. The role of BAFF-R on activated T cells 
appears to be to promote Bcl2 expression and T helper-1 
(Th1) cytokine production in effector CD4 T cells [27]. The 
role of BAFF-R on regulatory T cells remains unclear.

Mouse TACI is expressed most highly on mature 
innate-like B cells such as MZ B cells and B-1 B cells, 
which are very important B cell subsets responding effi-
ciently to type I and type II T-independent antigens [33,69]. 
It is interesting to note that T-independent type II and type 
I antibody responses are impaired in mice lacking TACI 
[70,71]. TACI is an important promoter of class switch 
recombination (CSR) in B cells, and this function involves 
direct interaction between TACI and the signaling adap-
tor myeloid differentiation primary response gene 88 [72]. 
Another feature of mice lacking TACI is a greater number 
of B cells, and some TACI-deficient mouse lines develop 
autoimmunity and B cell lymphoma [73]. Together, these 
observations suggest a negative regulation of B cell num-
bers by TACI, and some studies have suggested a role for 
TACI in driving B cell apoptosis [73]. However, TACI, 
unlike other receptors from the TNFR superfamily such as 
TNFR-1 or Fas [74], does not have a death domain in its 
intracellular portion, and currently described signaling ele-
ments downstream of TACI are not obviously linked to a 
death pathway [72,75]. A very recent study has shed some 
light on this aspect, demonstrating that the role of TACI in 
regulating B cells is indirect and involves indirect upregu-
lation of the Fas and Fas ligand (FasL; a TNF–TNFR pair 
triggering apoptosis in lymphocytes) on the surface of 
LPS-activated MZ B cells [76]. TACI−/− MZ B cells fail 
to die after LPS activation and remain activated for long 
periods of time (Figure 2) [76]. TACI expression on B cells 
varies throughout life and is decreased in newborn humans 
and mice [77] and on GC B cells [27]. It is interesting to 
note that in TACI-deficient mice, numbers of Tfh and GC B 
cells are increased, suggesting a role for TACI in regulating 
these cells [78], although TACI seems to be more important 
in antibody-secreting cells (ASCs) in which it normally 
downregulates the proapoptotic molecule Bim, allowing 
ASC formation [78]. TACI signaling also supports Blimp-1 

expression, a transcriptional regulator important for ASC 
differentiation [79].

TACI is expressed on human memory B cells, which 
in healthy individuals also express higher levels of Fas, 
consistent with a general correlation seen between TACI 
and Fas expression [36,76,80]. TACI is also expressed by 
a subpopulation of activated CD27neg B cells [36,80] and 
macrophages, and it influences their cell survival [31]. 
TACI mRNA is expressed by a subset of T cells [81]; how-
ever, polyclonal and monoclonal antibodies against TACI 
and gene profiling experiments failed to confirm TACI 
expression in T cells [27]. Many new T cell subsets have 
been identified in recent years, and it remains to be seen 
whether TACI can be expressed on these cells in some 
 circumstances.

TACI expression is strongly upregulated on the sur-
face of B cells in response to the activation of many TLRs, 
an aspect that is consistent with a key role for TACI in 
T-independent B cell responses [33,35,82,83]. TACI and 
APRIL interact with HSPG, forming a complex presumably 
designed to facilitate crosslinking of TACI by APRIL via 
stabilizing ligand/receptor interaction and receptor cross-
linking, thus allowing robust signaling (Figure 1) [84–86].

BCMA expression is limited to GC B cells, plasmablasts, 
and PCs [15,53,87]. BCMA is not expressed on splenic B 
cell subsets, but BCMA expression is high on BM PCs [88]. 
In fact, BCMA is important for the survival of long-lived 
PCs in the BM [89]. Recent work showed that BCMA sig-
naling is critical for the expression of the prosurvival mol-
ecule Mcl-1 in PCs [46]. BCMA may play a role in antigen 
presentation by B cells [90] because, in contrast to TACI 
and BAFF-R, only BCMA can activate the JNK pathway, 
which leads to the induction of the antigen (Ag) presenta-
tion response [90]. However, further studies revealed that 
BAFF-induced MHCII upregulation (an indicator of the Ag 
presentation response) was clearly dependent on BAFF-R 
and TACI [13].

A new receptor for BAFF, Nogo 66 receptor has been 
described, but it appears to be expressed in the CNS on neu-
rites but not on B cells [91]. However, independent further 
confirmation of BAFF interaction with Nogo 66 receptor is 
needed.

1.3  The Role of the BAFF–APRIL System in B 
Cells in Health

1.3.1  B Cell Survival and Maturation

The primary function of BAFF is to ensure B cell survival 
during B cell maturation in the spleen [66,92,93]. B cells 
acquire BAFF-R expression at the immature stage and 
must undergo intermediate differentiation before reaching 
the mature B cells stage [15,67]. The intermediate differ-
entiation stage that takes place in the spleen is called the 
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immature transitional B cell stage, with several transi-
tional stages described over the years from type 1, 2, and 3 
[94,95]. Type 2 and 3 B cells are particularly dependent on 
BAFF signaling via BAFF-R for survival [2,66]. Mice lack-
ing either BAFF or BAFF-R have no mature B cells apart 
from B-1 B cells and a small percentage of IgDhi/IgMlo B 
cells in the spleen [92]. Expression of Bcl2, a prosurvival 
oncogene, can rescue B cell maturation of all B cells in 
 BAFF-deficient animals except MZ B cells, suggesting that 
the role of BAFF is not limited to the support of B cell sur-
vival but also plays a role in the differentiation of MZ B 
cells [96].

Activation of the survival receptor BAFF-R leads to the 
recruitment of TRAF2 and TRAF3, and ultimately NF-κB2 
activation, and transcriptional activation of anti-apoptotic 
genes of the Bcl2 family [97,98]. BAFF also mediates 
B cell survival by blocking the BCR-induced upregula-
tion of Bim (a proapoptotic molecule) and preventing the 

translocation of the proapoptotic protein kinase Cδ (PKCδ) 
to the nucleus [99,100]. Treatment of B cells with BAFF 
results in increases in cell size and metabolic activity of the 
B cell as well as upregulation of Akt [101]. Upstream of 
Akt,  BAFF-mediated B cell survival requires the catalytic 
subunit of PI3K, p110δ [102]. More recent results suggest 
that BCR and BAFF signaling converge high on the signal-
ing pathway, at the level of the Src-family tyrosine kinase 
[103,104]. Together, this work strongly suggests that sig-
naling via the BCR is critical for optimal BAFF survival 
signals, although the exact regulation of BAFF-R signals by 
BCR signals still remains sketchy [105].

1.3.2  B Cell Activation

Initial work showed that BAFF also promotes the activa-
tion of B cells in culture [9]. However, how important this 
aspect of BAFF function is relative to other known B cell 

FIGURE 2 Activation-induced B cell death controlled by TACI on marginal zone (MZ) B cells. This figure depicts the anatomy of the mouse spleen 
with the outer part of the white pulp represented by the mouse splenic MZ (top in pink), the MZ sinus (middle T shape structure in white), and the B cell 
follicles (bottom with follicular B cell (Fo) in orange) in the inner part of the white pulp. In green are represented gram-negative bacteria entering the 
spleen via the MZ sinus. (1) LPS on the surface of gram-negative bacteria entering the MZ activate TLR4 on the surface of dendritic cells (DCs), MZ B 
cells, and MZ macrophage. (2) Activation of TLR4 in MZ B cells leads to the strong upregulation of TACI expression on the surface of these cells. (3) In 
response to TLR4 activation, DCs, MZ B cells, and macrophages produce BAFF, which binds to TACI on MZ B cells. (4) TACI activation is very impor-
tant for the production of low-affinity polyreactive antibody in response to LPS activation of MZ B cells. (5) At the same time, LPS-activated MZ B cells 
upregulate Fas and Fas ligand (FasL) on their surface in a TLR4/TACI-dependent fashion, leading to activation-induced MZ B cell death. BAFF, B cell 
activating factor of tumor necrosis factor; TLR, toll like receptor; TACI, transmembrane activator and cyclophilin ligand interactor.
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 co-stimulators such as CD40L and IL-4 is not fully under-
stood in vivo. B-1 B cells, as mentioned above, do not 
require BAFF for development or survival [92]; however, 
B-1 B cell numbers are increased in BAFF Tg mice, sug-
gesting that the co-stimulatory effect of BAFF may have 
contributed to their expansion and proliferation postactiva-
tion [106]. The receptor TACI triggers IgG and IgA CSR 
[107,108]. It is interesting to note that the cytoplasmic por-
tion of TACI interacts with the signaling adaptor myeloid 
differentiation primary response gene 88 [72]. Upon activa-
tion of TACI, the DNA-editing enzyme activation-induced 
cytidine deaminase (AID) is expressed, allowing CSR 
[72]. It is interesting to note that BAFF Tg mice lacking 
T cell help produce IgG isotypes typical of T-dependent 
B cell responses, suggesting that BAFF overexpression 
can act as a surrogate T cell-like co-stimulator of CSR via 
TACI [33]. BAFF Tg mice also produce high levels of IgA 
[33,109,110]; however, increased IgA levels in BAFF Tg 
mice are dependent on a T cell mechanism [33]. TACI also 
plays a role in controlling Blimp1 expression and as such 
contributes to generation of PCs [79]. BCMA plays a role 
at the end stage of B cell activation [111] and promotes 
the survival of a subset of PCs [89]. BCMA strongly pro-
motes the expression of the prosurvival factor Mcl1 in the 
BM [46], which contributes to long-term survival of PCs in  
this compartment but not the spleen. APRIL expression  
in the BM is also critical for PC survival [5,41], especially 
in the murine setting, where BCMA exhibits poor affinity 
for BAFF [58].

1.4  The Role of the BAFF–APRIL System on B 
Cells in Disease

1.4.1  BAFF and B Cell Tolerance

The immune system generates lymphocytes daily [112,113]. 
Many newly generated lymphocytes are self-reactive and 
from the BM to the periphery, many immune checkpoints 
exist to eliminate or neutralize self-reactive and potentially 
harmful immune cells [114,115]. This process is called 
acquired immune tolerance and is driven by the recogni-
tion of self-antigen by self-reactive lymphocytes [114,116].  
B cell immune tolerance takes place at various sites in the 
body, including the BM and the spleen [114–116]. Many dif-
ferent immune tolerance mechanisms have been described 
for B cells, from negative selection to receptor editing, 
which will allow the expression of an alternative BCR 
that is no longer self-reactive [114,115]. Another mecha-
nism observed in the periphery is B cell anergy, in which 
self-reactive B cells become nonresponsive and fail to be 
activated upon BCR contact with self-antigens [114,115]. 
Exclusion of self-reactive B cells from important niches in 
the spleen, where survival factors are present, in particular 
when competing with non-self-reactive B cells, is another 

mechanism known to eliminate these potentially harmful B 
cells [117].

As mentioned above, BAFF is a B cell survival factor, 
and fine regulation of B cell survival is critical through the 
process of B cell maturation. Indeed, too much B cell sur-
vival can allow self-reactive B cells to survive and prevent 
negative selection [2]. Illustrating this point, BAFF Tg mice 
develop B cell-dependent autoimmune disorders [75,109]. 
How excessive BAFF breaks immune tolerance has been 
tested in vivo using an animal model in which all B cells 
recognize an experimental antigen, hen egg lysozyme 
(HEL), which has been intercrossed with mice expressing 
HEL as a transgene, hence generating progeny born with 
HEL as a self-antigen [118,119]. Experiments using this 
model have shown that self-reactive anti-HEL B cells have 
a greater dependence on BAFF for their survival [119]. It 
is interesting to note that HEL-specific B cells developing 
in an animal expressing HEL are generally more immature 
than HEL-specific B cells developing in the absence of the 
self-antigen [118]. Immature transitional B cells are known 
to be more dependent on BAFF for survival irrespective of 
their specificity [66,92]. The missing experiment would be 
the following: a transfer of transitional HEL-specific B cells 
(generated in wild-type (WT) or HEL-expressing animals) 
into HEL-expressing animals to check their BAFF require-
ment for survival. It is likely that in this case little difference 
will be seen.

Another study further clarified the role of BAFF in 
this model [118]. When HEL-specific B cells develop in 
a BAFF Tg mouse expressing HEL as a self-antigen, they 
expand in the periphery rather than being eliminated, when 
HEL is expressed as a soluble form (sHEL) [118]. However, 
when HEL is expressed as a membrane-bound form with 
strong affinity to the HEL-specific BCR, B cell negative 
selection in the BM occurs [120], and this is not affected 
by BAFF overexpression [118]. This result was expected 
because developing B cells in the BM do not express 
 BAFF-R [27,64,65]. In contrast, the observed expansion of 
 HEL-specific B cells in BAFF Tg mice expressing sHEL 
is an indication that excessive BAFF production corrupts 
peripheral B cell tolerance driven by sHEL [118]. However, 
the exceptionally high affinity of the HEL-specific BCR and 
the absence of competition with polyclonal non-self- reactive 
B cells are complicating factors in these experiments. To 
address these issues, mice were generated to express the 
HEL-specific heavy chain but not the light chain to gener-
ate high- and low-affinity HEL-specific B cells, and BM 
from these mice was used combined with WT BM to make 
chimeric mice in which only 10% of the B cell repertoire 
was HEL- specific and the recipients expressed sHEL and 
BAFF [118]. In these chimeric mice, high-affinity but not 
low-affinity HEL-specific B cells were eliminated despite 
the mice producing large amounts of BAFF; however, the 
number of low-affinity HEL-specific B cells, many of which 
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exhibited a MZ phenotype, was greatly enhanced [118]. In 
the case of low-affinity HEL-specific B cells, unlike their 
high-affinity counterparts, these cells are allowed to mature 
to a stage when they express sufficient BAFF-R on the cell 
surface to be rescued by excessive BAFF production, sur-
vive, and expand [118]. In conclusion, a strong interaction 
between the HEL-specific BCR and HEL remains an effec-
tive way of negatively selecting self-reactive B cells that 
is not altered by excessive BAFF production. In contrast, 
excessive BAFF will alter the number of low-affinity self-
reactive B cells in the periphery and increase their numbers.

As mentioned above, many of the low self-reactive B 
cells that are not eliminated because their affinity for the 
self-antigen is below the threshold that normally nega-
tively selects self-reactive B cells populate the MZ B cell 
compartment [118]. MZ B cells are known to be innate-
like B cells because they respond very efficiently to TLR 
activation, in particular TLR4 activation in response to LPS 
[121–123]. Moreover, MZ B cells are very good antigen-
presenting cells to naïve B cells and as such form a bridge 
between the innate and the adaptive immune system [124]. 
However, considering that LPS can activate TLR4 on all B 
cells regardless of whether these cells are self-reactive or 
not, and MZ B cells are potentially self-reactive, there is 
a danger of generating activated autoreactive MZ B cells 
that can potentially access T cell help, increase their affinity 
in a GC, and eventually differentiate into antibody- forming 
cells producing high-affinity autoantibodies. However, 
most infections with gram-negative bacteria do not lead to 
an autoimmune disease, thereby raising the question as to 
how the activation of MZ B cells is regulated. Autoantibody 
production, such as anti-nuclear autoantibodies (ANAs), 
has been commonly observed in the clinic in the serum of 
individuals suffering from infections, but this production 
is usually transient and disappears when the infection is 
cleared [125]. In general, B cell response to type I antigens 
such as LPS is short-lived [126]. All of these observations 
point to a regulatory mechanism terminating the response 
of innate B cells such as MZ B cells to nonspecific activa-
tion with TLR ligands, but details of this mechanism are not 
fully understood.

Recent work has shed new light on one of such regula-
tory mechanism [76]. It is interesting to note that MZ B 
cells express much higher levels of TACI on the cell sur-
face when compared with other B cell subsets in the spleen 
[33,69]. Moreover, exposure to LPS in vivo very strongly 
upregulates TACI on MZ B cells [76]. The reason for such 
a specific LPS-induced higher TACI expression on MZ B 
cells has remained unclear. It is interesting to note that LPS 
and BAFF cooperate to induce Fas expression on the sur-
face of MZ B cells, a process dependent on TACI expres-
sion [76,82]. TACI expression on MZ B cells is essential for 
optimal induction of Fas and FasL expression on these cells 
[76]. Further work demonstrated that LPS leads to rapid 

activation of MZ B cells in vivo [123] but also induces MZ 
B cell apoptosis [76]. MZ B cell apoptosis was deficient in 
mice lacking TACI or the membrane form of FasL, which is 
the active form driving apoptosis via Fas [76].

TACI signaling has another key function contributing 
to the sensitivity of LPS-activated MZ B cells to apopto-
sis because it represses the expression of many inhibitors 
of the Fas signaling pathway, and in particular FLIP (p43) 
[76]. FLIP (p43) forms heterodimers with caspase-8, which 
interact directly or indirectly with other factors, such as 
TRAF-family adapters, rat insulin promoter (RIP) kinases, 
and possibly RAF-1 [127]. This results in the activation of 
NF-κB and certain other signaling pathways that promote 
cell survival and proliferation as well as in the suppression 
of RIPK3-mediated necroptosis [128,129]. Consistent with 
these findings, TACI-deficient MZ B cells but not WT MZ 
B cells are positive for the proliferation marker Ki67 [76]. 
Together, recent findings suggest that TACI signaling in MZ 
B cells serves two major purposes: (1) it upregulates Fas and 
FasL on the surface of these cells, and (2) it represses the 
expression of intracellular anti-apoptotic factors. TACI sig-
naling sensitizes MZ B cells to apoptosis. BAFF and APRIL 
can trigger this effect [76]. Moreover, TLR4 and the down-
stream signaling element Mal are very important for Fas 
and FasL upregulation on LPS-activated MZ B cells [76]. 
It is interesting to note that the MZ B cell compartment is 
enlarged in TLR4- and Mal-deficient animals [76], suggest-
ing a role for these two molecules in regulating this particu-
lar B cell compartment. This effect is very specific for TLR4, 
TACI, and MZ B cells [76]. Other TLR can induce Fas on 
the surface of B cells, but this effect is  TACI-independent 
[76]. B-1 B cells, which also express high levels of TACI, 
do not respond like MZ B cells to LPS in vivo. These differ-
ences suggest that possible  BAFF-independent mechanisms 
exist to sensitize other B cells to apoptosis in response to 
innate activation.

TACI is the first receptor on B cells known to drive innate 
activation-induced B cell death, and this effect explains the 
short-lived nature of MZ B cell responses to type I inde-
pendent antigens [126]. Upon contact with gram-negative 
bacteria entering the spleen via the marginal sinus, cells in 
the MZ such as macrophages, LPS-activated DC, and MZ 
B cells respond by producing BAFF and APRIL [2]. LPS 
also triggers TLR4 on the surface of MZ B cells, which in 
response strongly upregulates TACI on the cell surface [76]. 
LPS activation of MZ B cells leads to rapid and effective 
production of low-affinity nonspecific polyreactive antibod-
ies that recognize conserved epitopes on bacteria [123,130]. 
These antibodies can opsonize bacteria and act as a first 
line of defense while the adaptive immune system prepares 
itself for an antigen-specific response. This first wave of 
low-affinity and nonspecific antibody production by LPS-
activated MZ B cells is TACI dependent because these 
responses are deficient in TACI-deficient animals [71].  
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However, as soon as MZ B cells have been activated by 
LPS, these cells upregulate Fas and FasL on the cell surface 
and downregulate the expression of anti-Fas signaling fac-
tors such as XIAP and cFLIP, allowing these cells to die 
before they can migrate to the T cell zone, gain T cell help, 
and increase their affinity in a GC, a process that would 
not require TACI and is normal in TACI-deficient animals 
[71,131]. In conclusion, TACI plays a role in regulating and 
terminating activation of MZ B cells to innate activation.

The question is whether or not TACI is important for 
B cell tolerance as a whole. A recent study with common 
variable immune deficiency (CVID) patients carrying a 
mutation in the TACI gene confirmed that indeed B cell 
tolerance in these patients is defective [132], confirming 
in vivo the important role of TACI in not just regulating  
B cell responses to innate activation but for the maintenance 
of a healthy B cell repertoire in humans.

1.4.2  BAFF and B Cell Autoimmunity

In BAFF Tg mice, excessive BAFF production leads to 
the expansion of the B cell compartment and in particu-
lar MZ B cells [75,109,133–135]. In addition, BAFF Tg 
mice produce a wide range of autoantibodies, from rheu-
matoid factors (RFs), anti-double stranded and anti-single 
stranded DNA autoantibodies to ANAs, and anti-histone 
autoantibodies [75,109,133–135]. As BAFF Tg mice age, 
they develop autoimmune symptoms such as nephritis and 
sialadenitis, reminiscent of human SLE and Sjögren’s syn-
drome (SS), respectively [75,109,133–135]. Mechanisms 
leading to tissue inflammation and destruction in BAFF Tg 
mice have been extensively studied [33,75,109,133–135]. 
Dysregulation of T and B lymphocyte functions contributes 
to development of autoimmune disorders such as SLE [136].  
BAFF Tg mice have a greater proportion of activated  
T cells and spontaneously develop large GCs, which are 
T-dependent immune structures designed to select B cells 
with an improved affinity for their specific antigen or in 
this case potential autoantigens [33,109]. Moreover, BAFF 
is produced by activated T cells, which also upregulate 
 BAFF-R after activation [27,56]. BAFF binds to BAFF-
R on T cells, which induces the expression of prosurvival 
factors and the production of Th1 cytokines such as IFN-γ 
[27,56]. Th1 cells, a subset of IFN-γ-producing effector T 
cells, play a pathogenic role in autoimmunity, and, in BAFF 
Tg mice, it appeared that both of the activated T and B cell 
compartments are dysregulated, suggesting a strong role for 
T and B cell cooperation, leading to strong GC-dependent 
autoantibody production as the main underlying cause for 
autoimmune disorders. This model fitted the views that 
T cells provide help for B cells and B cells can serve as 
antigen-presenting cells to T cells, perpetuating a vicious 
cycle leading to inflammation and tissue destruction [136]. 
However, this model was challenged by the observation that 

BAFF Tg mice lacking GC develop autoimmune disorders 
undistinguishable to that of BAFF Tg mice developing GC 
spontaneously [106,135], ruling out a role for B cell affin-
ity maturation as an important pathogenic event. Moreover, 
although the number of activated T cells is elevated in 
BAFF Tg mice [109], so is the number of Foxp3+ regula-
tory T cells [33], questioning the exact role of T cells in 
driving disease in the BAFF Tg mouse model of SLE. It is 
surprising to note that T cell-deficient BAFF Tg mice also 
develop an autoimmune disease undistinguishable from that 
of T cell-sufficient BAFF Tg mice [33], suggesting that T 
cells are dispensable for the autoimmune disorders develop-
ing in BAFF Tg mice. Disease in T cell-deficient BAFF Tg 
mice was characterized by the deposition of IgG1, 2b, and 
2c autoantibodies in the kidneys of these animals and trap-
ping of C3 complement, which triggers tissue inflammation 
and destruction [33]. IgG1, 2b, and 2c isotype production in 
the absence of T cells is unusual because normally isotype 
switching to these isotypes requires T cell help. As men-
tioned above, BAFF and APRIL are produced by activated 
T cells [56], and signaling via TACI is important for isotype 
class switching [72]. It is possible that excessive BAFF pro-
duction in BAFF Tg mice has mimicked an overproduction 
of BAFF by T cells and led to switching to and production 
of IgG1, 2b, and 2c autoantibodies.

It is interesting to note that IgA levels are elevated in 
BAFF Tg mice [109,110,137], and this aspect is T cell-
dependent because IgA levels become normalized in T cell-
deficient BAFF Tg mice [33]. However, in T cell-sufficient 
BAFF Tg mice, elevated IgA levels play a significant role in 
the kidney pathology developing in BAFF Tg mice [110]. 
Indeed, in IgA-deficient BAFF Tg mice, the renal pathology 
was reduced [110]. In addition, commensal flora-reactive IgA 
were abnormally detected in the blood of BAFF Tg mice, 
suggesting an imbalance with the microflora and a defect of 
the normal mucosal-peripheral compartmentalization in these 
animals [110]. IgA nephropathy in humans is a male-domi-
nant disease and correlates with higher APRIL serum levels 
[110]. It is interesting to note that IgA-associated nephrop-
athy in BAFF Tg mice is also more severe in male mice 
when compared with females [110], suggesting a possible 
gender-biased development of fatal nephropathy in BAFF Tg 
mice likely to be associated with different BAFF transgene 
expression in males and female mice. In conclusion, disease 
in BAFF Tg mice occurs in the absence of T cells; however, 
the nature of the renal disease is different than that of T cell-
sufficient BAFF Tg mice. These findings shed some light on 
the contribution of T cells in kidney pathologies.

1.4.3  The Role of the BAFF/APRIL System in B 
Cell Immunodeficiencies

CVID is one of the most common immunodeficiency syn-
dromes and is characterized by a reduction in antibody 
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production, in particular IgG, IgA, and IgM, as well as poor 
responses to vaccinations and vulnerability to infections, in 
particular those of the respiratory track (reviewed in [138]). 
CVID is also characterized by autoimmune manifestations 
in approximately 20% of affected patients [138]. The etiol-
ogy of CVID remains unclear, but it appears to be linked 
to several genetic defects affecting immune functions, 
although the inheritance pattern of these genetic modifica-
tions does not always fit predictions [139]. Mutations or 
deletions of several immune genes affecting B cell function 
have been associated with CVID, such as the inducible co-
stimulator (ICOS), CD19, CD81, and CD20 [139].

A recent advance in our understanding of CVID emerged 
with the discovery of a series of mutations in the TACI gene 
that were found in approximately 8–10% of CVID patients 
[140–144]. Homozygosity for variants C104R, A181E, and 
S144X of the TACI gene was observed in several CVID 
patients [140,141]. Heterozygosity for variants C104R, 
A181E, S194X, and R202H has also been reported in CVID 
patients [140,141]. The most common variants are C104R 
affecting the extracellular domain and A181E located in 
the transmembrane domain, and for these, heterozygos-
ity is more common than homozygosity [140,141]. One 
report described experiments establishing how the C104R 
mutation impairs TACI function [145]. It appears that this 
mutated form of TACI interferes with TACI signaling by 
associating with WT TACI in the absence of any ligand, 
and as such, forming signaling-defective oligomeric recep-
tor complexes [145]. Later work looking at the equivalent 
TACI mutation in mice (C76R) demonstrated that B cell 
function was impaired in mice heterozygous for the muta-
tion, suggesting that this mutation impairs TACI function in 
heterozygotes via haploinsufficiency [146].

Mice lacking TACI develop defects resembling that of 
CVID patients such as reduced IgA levels and impaired 
responses to T-independent antigens [71,131], a problem 
which appears to be linked in part to the role of TACI in 
maintaining Blimp-1 expression, essential for PC gen-
eration and persistence [79]. However, relatives of CVID 
patients can often carry the same TACI mutations without 
any immunological abnormalities [147,148]. It is interest-
ing to note that both B cells from CVID patients and healthy 
relatives are defective in vitro, in particular in response to 
TLR9 activation and TACI stimulation [147]. In contrast, 
in vitro IgG and IgA production from healthy relative-
derived B cells was normal when compared with B cells 
from CVID relatives [147]. Therefore, mutation in the TACI 
gene is not the sole contributing factor, but it may facilitate 
emergence of CVID in combination with other contributing 
factors.

BAFF-R is essential for B cell survival [67]; therefore, a 
dominant mutation in the BAFF-R gene is likely to lead to 
immunodeficiency. Indeed, BAFF-R variants, present at the 
heterozygous state, have been identified in CVID patients 

with low B cell numbers [149]. These variants appeared 
to be polymorphic and do not affect BAFF-R expression 
[149]. It is unclear whether these variants can signal [149]. 
Another report described siblings carrying a homozygous 
BAFF-R gene deletion preventing BAFF-R protein expres-
sion [150]. Although only one sibling had recurrent infec-
tions, the other remained relatively asymptomatic. Both 
siblings had reduced B cell numbers and reduced IgM and 
IgG levels, but IgA levels remained within a normal range 
[150]. TACI (which was not mutated in these patients) is 
critical for IgA production in mice [71,131], which may 
explain this difference. Therefore, similar to individuals 
treated with the B cell-depleting agent belimumab (anti-
BAFF monoclonal antibody, also known as Benlystat®), the 
incidence of infection in BAFF-R-null patients may vary 
from one individual to another depending on additional fac-
tors and/or exposure to pathogens [151]. For this reason, 
although defects in BAFF-R or TACI function will certainly 
increase an individual’s vulnerability to immunodeficiency, 
additional factors are required to precipitate clear CVID 
clinical manifestations.

1.4.4  The Role of the BAFF/APRIL System in  
B Cell Malignancies

The classical picture of the BAFF system involved in B cell 
survival is slowly evolving into a more complex picture of 
interwoven regulatory function and downstream signal-
ing designed to alter cellular survival, growth, and migra-
tion. Although the central role of BAFF in autoimmunity 
has now been well established, work is still ongoing try-
ing to understand the contribution of the BAFF system to 
malignancies. The current conceptual picture suggests that 
BAFF and APRIL may be pathogenic players in microenvi-
ronments of hematological tumors of B cell origin such as 
chronic lymphocytic leukemia (CLL).

Indeed, there is strong evidence that the BAFF/APRIL 
system plays an important role in the progression of CLL, 
particularly promoting paracrine CLL survival because 
these cells produce BAFF and APRIL and express BAFF 
and APRIL receptors [152–154]. Other cells described in 
CLL, such as nurse-like cells, also produce BAFF and can 
contribute to CLL progression [155]. It is interesting to note 
that, unlike normal transitional B cells, BAFF and APRIL 
support the survival of CLL cells via activation of the clas-
sical but not the alternate NF-κB pathway, suggesting a dif-
ferent signaling pathway allowing persistence of CLL cells.

Overexpression of BAFF has been shown to enhance 
c-myc expression and promote CLL-like disease via acti-
vation of the canonical IKK in Myc/BAFF Tg mice [156]. 
BAFF production by stromal support cells, such as micro-
vascular endothelial cells, has been shown to be triggered 
by CD40L aberrantly expressed on the surface of CLL  
B cells, further supporting the importance of support stroma 
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for cancer cell survival and explaining observed ex vivo 
apoptosis [157]. BAFF Tg mice lacking TNF also develop  
B cell lymphoma and MALT lymphomas [106]. B lymphoma 
development has also been observed in  TACI-deficient mice 
[73]. Moreover, APRIL transgenic mice develop a disease 
similar to CLL [158], and anti-APRIL blocking antibodies 
were effective at stopping the CLL-like pathology in these 
mice [159]. A picture is emerging in which too much BAFF 
or APRIL can allow inadequate survival of neoplastic  
B cells. This may occur via two mechanisms: one involv-
ing excessive survival via BAFF-R upon BAFF binding or 
defective TACI-mediated B cell regulation via B cell death.

Given these observations, measurement of serum BAFF 
levels were compared in relation to existing scoring systems 
of CLL [160]. Prognostic use of BAFF levels has already 
shown promise in CLL when combined with CD38, ZAP70 
expression, and the mutational status [161] and in follicular 
lymphoma, in which expression of BAFF and BAFF-R are 
elevated and coincide with inferior progression-free sur-
vival, with some suggestion that overexpression of BAFF is 
secondary to elevated expression of BAFF-R and therefore 
increased sensitivity to BAFF [162].

It is interesting to note that soluble BCMA isoforms 
have been identified, and although their function is not 
yet elucidated, it suggests the exciting prospect of natural 
decoys produced to regulate levels of free BAFF or APRIL 
[7]. Most interestingly, overexpression of APRIL was found 
to coincide with overexpression of HSPGs [163], which are 
known co-receptors for APRIL when binding TACI. This 
has renewed speculation that HSPGs may act as primary 
receptors for APRIL in addition to co-receptor function. 
BAFF-R has been implicated in nuclear interactions with 
IKKβ and NF-κB/c-Rel in healthy and neoplastic B cells, 
including non-Hodgkin’s lymphoma (NHL) B cells, which 
enhance histone H3 phosphorylation and binding of NF-κB 
on promoters for inducible genes, including Bcl-xl, CD40L, 
and most strikingly BAFF [164]. This complicates further 
the mechanism regulating the BAFF system, in which the 
receptor itself is a transcriptional regulator and exerts its 
effects via chromatin remodeling in addition to classical 
NF-κB activation at the membrane surface [164].

Mutations in BAFF-Rs have also emerged as critical 
factors in disease etiopathology and have emerging prog-
nostic power. Substitution mutations in the BAFF-R gene at 
His159Tyr in patients with NHL increased recruitment of 
TRAF3, TRAF2, and, surprisingly, TRAF6, demonstrating 
for the first time that TRAF6 is an essential component of 
downstream BAFF-R signaling in NHL and in health [165].

Inhibition of BAFF or its receptors has been a strong 
focal point for therapeutic development. Merck’s Phase Ib 
trial with the atacicept inhibitor of BAFF and APRIL has 
shown that the agent is tolerated at moderate dosage, but 
currently no data on the clinical activity in CLL trials are 
available [166]. A strategy using mutant BAFF fused with 

Pin2/TRF1-interacting protein X1, a telomerase reverse 
transcriptase inhibitor, has also been effective at selec-
tively killing BAFF-R expressing Burkitt lymphoma lines 
[167]. The latter example further reinforces growing evi-
dence that BAFF function is not confined to NF-κB activa-
tion and prosurvival transcriptional activity, but that BAFF 
also directs alteration at immunosenescence checkpoints 
of target cells at the chromatin level to alter proliferative 
capacity and  ultimately survival. These developments will 
preface development of a new generation of cancer thera-
peutics.

Over a decade of research on the BAFF and APRIL 
 system has clearly demonstrated how central this  system is 
in B cell biology in health and disease states. This work led 
to the development of the second most important  biologic 
treatment targeting B cells after rituximab.  However, several 
questions remain, in particular differences in the function of 
these ligands and their receptors in mouse versus humans 
and how this may affect the development of  targeting 
 strategies in this system.

2.  THE LYMPHOTOXIN PATHWAY: 
SHAPING B CELL ENVIRONMENTS

2.1  Introduction

Although BAFF and APRIL predominantly exert their func-
tions by acting directly on B cells, other TNF superfamily 
members, in particular the lymphotoxin (LT) pathway, play 
a crucial role in shaping environments in which B cells are 
activated. Furthermore, expression of the LT-αβ ligand by  
B cells plays an important role in the homeostasis of several 
immune accessory cells in the steady state and during infec-
tion/inflammation. This section focuses on the contribution 
of the LT pathway to B cell biology.

2.2  Receptors and Ligands of the LT Pathway

LT-α was discovered as a soluble cytotoxic factor in 1968, 
approximately 7 years before the subsequent discovery 
of TNFα [168,169]. Homotrimers of LTα were found to 
induce cytotoxic activity, and these soluble homotrimers 
were later shown to bind to TNFRs I and II. Because LTα3 
and TNFα shared common receptors, for quite some time it 
was assumed that the biologies of these two cytokine path-
ways were mutually redundant. Indeed, after the discovery 
of TNFα, LTα was (temporarily) renamed TNFβ [170].

However, two major discoveries revealed that the LT 
pathway was a unique axis that governs biological pro-
cesses distinct from TNFα/TNFR signaling. First, the dis-
covery that LTα could form heteromers with another TNF 
superfamily molecule called LTβ to form a heterodimer 
(LTα1β2) revealed greater complexity in this system [171]. 
Secondly, the discovery of the LTβ-receptor (LTβR) that 
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could propagate signals, in particular the activation of the 
NF-κB pathway, revealed a TNFR-independent counter-
receptor for LTα1β2 [172]. In fact, LTα1β2 does not bind to 
TNFR1/TNFRII.

Further cementing the concept that LTα1β2/LTβR sig-
naling provides unique biological function, genetic abla-
tion of LTα, LTβ, and LTβR, but not TNFα, results in the 
absence of most lymph nodes (LNs). In addition to the 
LTα1β2 heterotrimer, a second ligand for the LTβR was 
discovered called LIGHT (which stands for homologous to 
LTs, exhibits Inducible expression, and competes with HSV 
gD for Herpesvirus entry mediator, a receptor expressed 
by T lymphocytes) [173]. This ligand can bind to another 
receptor called HVEM, which itself can bind to other mole-
cules. As can be imagined, one of the challenges in studying 
the LT pathway in the context of B cells has been to isolate 
the role of particular ligands in the context of specific cell 
types. This challenge can be addressed using chimeric mice, 
tissue-specific deletion of the LTβR and its ligands, and  
adoptive transfer approaches.

2.2.1  Expression Pattern of LT Molecules

The LTβ moiety of the LTα1β2 heterotrimer effectively 
anchors the LTα1β2 complex to the cell surface. This pro-
vides a means for direct cell:cell communication between 
LTα1β2-expressing cells and LTβR expressing cells [174]. 
In general, LTα1β2 is not secreted, although it can be 
cleaved by matrix metalloproteinases in pathological envi-
ronments such as in the RA synovium [175]. The expres-
sion of LTα1β2 is largely limited to lymphocytes and NK 
cells. It is interesting to note that although expression of 
LTα1β2 on T cells requires activation of the T cell (i.e., 
through the T cell receptor) [176], expression of LTα1β2 on 
B cells is constitutive, albeit expressed at very low levels 
[177]. LTα1β2 is further upregulated on B cells that have 
been activated by antigen and express GC B cell markers 
such as GL7 and FAS [178]. Some reports have also demon-
strated the expression of LTα1β2 on DCs [179,180]. LIGHT 
is also expressed on activated T cells as well as B cells, NK 
cells, platelets, and DC [181].

With respect to the LTβR, the expression pattern is quite 
different, being expressed primarily on “accessory” cells 
of the immune system including stromal cells within lym-
phoid tissues, macrophages, DCs, and FDCs. Given that 
the LTβR ligands are membrane-anchored and are upreg-
ulated on activated lymphocytes, this suggests dynamic 
crosstalk between LTβR-expressing accessory cells and 
lymphocytes recruited into immune responses. Indeed, the 
induced expression of LTα1β2 on antigen-specific T cells is 
required for DC activation and cross-priming of CD8+ T cell 
responses [182]. Furthermore, expression LTα1β2 on innate 
lymphoid cells (ILCs) in the gut performs a similar cross-
talk function by activating mucosal DCs to mediate host 

defense against intestinal pathogens [183,184]. Although 
expression of LTα1β2 on T cells is important for optimizing 
DC activation and cytokine secretion, as will be explained 
later, the role of LTα1β2 on B cells in the immune response 
is less direct.

2.2.2  Genetic Targeting of the TNF/LT Locus

The tnf, LTa, and LTb genes are closely linked on mouse 
chromosome 17 (chromosome 6 in humans). This has 
caused difficulties in interpreting data derived from some 
of the original strains of TNF−/− mice, which in some cases 
had a concomitant disruption of LTa. Indeed, TNF null mice 
constructed using Cre-loxP technology have a very differ-
ent Peyer’s patch (PP) phenotype compared with conven-
tionally generated TNF−/− mice [185]. Moreover, the tnf, 
LTa, and LTb genes are located within the H-2 locus. Thus, 
knockout mice generated using 129 ES cells will have a 129 
MHC, potentially resulting in altered immune responses 
and incompatibilities due to minor mismatches. Such issues 
must be kept in mind when interpreting experiments that 
have used adoptive transfer or BM chimera models because 
the knockout cells could potentially be rejected by host 
immune responses.

Despite these caveats, consistent phenotypes have 
emerged in LT-deficient mice with respect to lymphoid tis-
sue homeostasis. As previously mentioned, deletion of LTa 
[186], LTb [187], or LTbR [188] genes results in the abnor-
mal development of PPs and most LNs. Although LTβR and 
LTα-deficient mice lack all LNs, LTβ−/− mice retain mes-
enteric LNs, which vary in size depending on the colony. 
Residual cervical LNs can also be observed in LTβ−/− mice. 
The residual LNs in LTβ−/− mice may be due to the com-
pensatory triggering of LTβR signaling by LIGHT because 
mice that lack LTβ and LIGHT do not have mesenteric LNs 
[189]. However, LIGHT is not necessary for LN develop-
ment because LIGHT−/− mice have a normal complement 
of LNs and PPs.

In addition to abnormal LN and PP development, sev-
eral abnormalities in the finer structure of the spleen and 
LN are apparent. In the spleen, the MZ is located at the 
interface of the red pulp and the lymphocyte-rich white 
pulp. The MZ contains specialized MZ B cells as well as 
CD169+ MZ metallophilic macrophages. These popula-
tions, as well as the MZ sinus itself, require LTβR signal-
ing, and the MZ effectively collapses in LT-deficient mice 
or mice treated with lymphotoxin inhibitors [188,190]. In 
addition to effects on the MZ, stromal cells that support 
lymphocytes in the spleen are dysregulated in LT-deficient 
mice. In particular, a subset of stromal cells called FDCs, 
which are located in the B cell follicle, are not detectable 
based on their expression of markers such as CD35 and 
FDC-M1/MFG-E8. Corresponding to the reduction in FDC, 
the normally crisp separation between B cells in the follicle 
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and T cells in the periarteriol lymphoid sheath in the spleen 
is blurred in LT-deficient mice [188]. This is likely due 
to a strong reduction in chemokine expression within the 
spleen, in particular CXCL13, CCL19, and CCL21, which 
are produced by LT-sensitive stromal cells [191]. Reduction 
in these chemokines results in suboptimal segregation of  
T cells and B cells into their physiological splenic niches.

In LT-deficient mice, the architecture and cellular com-
position of the LNs is also compromised. For example, 
the subcapsular sinus, which envelopes the LN, also hosts 
a population of CD169+ macrophages that are absent in 
 LT-deficient mice [192]. However, the segregation of B cells 
and T cells within the LN appears to be relatively preserved 
[193]. Within the T cell zone, the high-endothelial venules 
(HEVs), which are the portals of entry for naïve lympho-
cytes, do not appropriately display the adhesion molecule 
PNAd on the HEV lumen; thus, LNs in LT-deficient mice 
are hypocellular [194]. As in the spleen, FDCs are also 
absent. It is interesting to note that conditional ablation of 
the LTβR in another stromal cell subset called fibroblastic 
reticular cells (FRCs) results in some functional abnormali-
ties of these cells, such as poor chemokine/cytokine produc-
tion, although many physical attributes of FRCs, such as the 
ability to produce elaborate extracellular matrix networks, 
is intact [195].

Lastly, in LT-deficient mice, the gut-associated lym-
phoid tissue (GALT) organization is also affected. As men-
tioned, PPs are absent and mesenteric LNs are absent in 
LTα- and LTβR-deficient mice. Discrete follicles of lym-
phocytes, called isolated lymphoid follicles (ILFs), which 
depend on the host microbiota, are located in the lamina 
propria of the gut. ILFs host dense collections of B cells 
and ILCs. ILFs are absent in LT-deficient settings [196]. 
Because the ILF are more of an “inducible” nature, this 
finding has implications in considering ectopic “tertiary” 
follicles that can appear in the context of inflammation, 
which will be  discussed later.

2.3  The Role of B Cell-Associated LTα1β2  
in Immune Cell Homeostasis

2.3.1  Expression of LTα1β2 on B Cells and 
Maintenance of Lymphoid Tissue 
Accessory Cells

LTβR signaling is well recognized for its important role 
in the maintenance of various stromal cell types. In the 
developing embryo, LTβR signaling on lymphoid tissue 
organizing (LTo) cells is critical for the development of 
an LN anlage. In the case of embryonic development, the 
source of LTα1β2 is derived from lymphoid tissue inducer 
(LTi) cells, and iterative interactions between LTo and LTi 
cells are required to induce LT-dependent chemokines 
that allow for the population of developing LN [197]. 

This same  LT-dependent paradigm that plays out during 
development is recapitulated in the adult, with B cells 
being an important reservoir of LTα1β2 for the constitutive 
LTβR signals that must take place in stromal cells for their 
maintenance. The most notable stromal cells that require 
constitutive LTβR signaling to be maintained in a mature 
state are FDCs [198], and the relevance of expression of 
LTα1β2 on B cells for FDC differentiation will be dis-
cussed in the next section. Other stromal cells play a role 
in the peripheral immune response with variable depen-
dency on the expression of LTα1β2 on B cells. Notably, in 
responses against mouse cytomegalovirus, B cell-derived 
LTα1β2 is critical for an early wave of type I IFN that is 
produced by stromal cells [199]. This early type I IFN 
response, which is not dependent on TLR signaling, is 
crucial for the early resolution of the virus. The nature of 
the stroma that produces this early wave of type I IFN has 
not been resolved. In addition, FRCs express chemokines 
and other cytokines that augment immunity. FRCs do not 
appear to be dependent on LTα1β2 derived from B cells 
in the spleen, and in the LN, FRCs do not require LTβR 
signaling for the production of extracellular matrix. How-
ever, their ability to enhance an immune response through 
the production of IL-7 is indeed LT-dependent [195]. The 
cellular source of LTα1β2 for FRC function has not been 
determined.

As mentioned, the integrity of the MZ and the subcap-
sular sinus of the spleen depends on LTβR signaling. It is 
unclear how LTβR signaling maintains the microarchitec-
ture of the splenic MZ, which contains marginal reticular 
cells that are less well-characterized than the other stromal 
cell types [200]. Looking more closely at the MZ, the MAd-
CAM+ Sialodhesin+ sinus is ablated in the absence of LTβR 
signaling, and deletion of LTα1β2 only on B cells results in 
a partial effect on the sinus [201], suggesting that LTα1β2 on 
B cells plays a role in maintaining the MZ sinus, but other 
cell types expressing LTα1β2 may partially compensate.

Particular macrophages within the splenic MZ and the 
subcapsular sinus are important for antigen capture because 
these zones are the first point of entry for antigen into the 
spleen and LN, respectively. CD169+ macrophages require 
LTβR signaling for their persistence. These macrophages 
are largely, but not completely, absent in mice that lack 
LTα1β2 only on B cells [201], suggesting that expression 
of LTα1β2 on B cells plays an important role in maintain-
ing these accessory cells. Given that the MZ is host to a 
large reservoir of MZ B cells, and the MZ and subcapsu-
lar sinus are adjacent to the B cell-rich follicle, it makes 
sense that B cells would provide an important source 
of LTα1β2 for the maintenance of macrophages in these 
niches.  Macrophage intrinsic LTβR signaling and LTβR 
signaling in radio- resistant cells appears to be required for 
macrophage  maintenance because BM chimeras in which 
LTβR is deleted only in hematopoietic cells exhibit a partial 
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reduction in CD169+ macrophages whereas complete LTβR 
signaling blockade results in a more dramatic effect [202].

In addition to macrophages, DCs also rely on LTβR 
signaling; however, unlike macrophages, in which LTβR 
signaling must occur in macrophages as well as within the 
radio-resistant compartment, DC-intrinsic LTβR signaling 
is sufficient to maintain their homeostasis by promoting 
DC proliferation [203,204]. The source of LTα1β2 required 
to maintain splenic CD11b+ DC is derived from B cells, 
suggesting an important cross-talk between these cell types 
[204]. Subsequent work has shown that LT-sensitive DCs 
have a particular phenotype in the spleen (CD11b+ESAMhi) 
and in the gut (CD11b+CD103+) [205]. The interaction 
between cells expressing LTα1β2 and DCs in the mucosa 
will be further discussed in Section 2.5.

Collectively, these examples reveal that the expres-
sion of LTα1β2 on B cells is important for the homeostatic 
maintenance of various “accessory” cell types such as mac-
rophages, DCs, and FDCs. The signaling mechanism by 
which LTβR maintains these cell types remains unclear.

2.4  The Role of B Cell-Associated LTα1β2  
and the GC Reaction

GCs are dynamic structures that facilitate the production of 
high-affinity antibodies and, as described elsewhere in this 
chapter, can be the source of autoreactive B cells in the con-
text of excessive levels of BAFF. Please refer to the Chapter 
“B cell localization and migration in health and disease” 
by Anja Hauser and Uta Höpken for a complete review of 
the biology of the GC reaction. As mentioned, the expres-
sion of LTα1β2 on B cells is necessary for the presence of 
FDCs in the LNs and the spleen. In the case of GCs, a very 
high level of LTα1β2 is expressed on GC B cells, presum-
ably to further aggregate FDCs into a tight GC structure 
that facilitates Ag trapping and presentation to GC B cells 
during the GC reaction [177,178]. This extra high level of 
LTα1β2 on GC B cells is mediated via CD40 signaling in 
B cells, another TNF family member that is essential for  
B cell class switching to IgG and for T-dependent GC reac-
tions. The source of CD40-ligand likely comes from TFH 
cells [206]. ICOS is also involved in the GC response, and 
indeed  LT-deficient and ICOS-deficient mice phenocopy in 
terms of their GC defects [178]. Thus, a multistep pathway 
involving ICOS and CD40L expression on T cells and sub-
sequent T:B communication between TFH and GC B cells 
inducing the expression of very high levels of LTα1β2 is 
required to optimize the establishment of a GC niche.

Nevertheless, despite the induced expression of high 
levels of LTα1β2 on GC B cells, the question of whether this 
is actually necessary for a GC response has been debated. 
Disruption of LTβR signaling certainly has profound effects 
on GC responses in the spleen. Significant evidence demon-
strates the elimination of LTβR signaling and, as a conse-
quence, mature CD35+FDC-M1+ FDCs result in a very poor 

GC response provoked by systemic antigens such as sheep 
red blood cells administered via the intraperitoneal route 
[190,207]. Furthermore, defective GC reactions in response 
to protein antigens such as the hapten nitrophenyl have been 
noted in LT-deficient mice, in which clusters of activated 
B cells expressing markers such as GL7, FAS, and peanut 
agglutinin in the spleen are not observed. Defects in GC 
responses in these mice also correspond with poor humoral 
immunity, with lower amounts of antibody (Ab) produced, 
and lower quality of Ab due to poor affinity maturation, 
 particularly at low doses of Ag [178,186].

On the other hand, LTβ deficient mice exhibit reasonable 
GC in the residual mesenteric LNs [208]. This begs the ques-
tion of what is the role of LTβR signaling in the GC response 
in superficial peripheral LNs. To address this question, BM 
chimeric mice have been examined in the context of a local 
subcutaneous administration of a model antigen phycoery-
therin (PE). PE responses in the local draining LNs of LTβ 
chimeric mice are surprisingly normal, with GC B cells 
upregulating AID and clustering in what appear to be GC 
niches within B cell follicles. Furthermore, sorting on PE-
specific, AID-expressing GC B cells from either WT or LT-
deficient LNs revealed that somatic hypermutation occurs 
normally, at least in the first 9 days of the immune response. 
However, by day 12 of the immune response, clusters of 
AID-expressing PE-specific GC B cells are no longer appar-
ent in the LNs of LTβ chimeric mice compared with WT 
chimeric mice. The abrupt collapse of the GC is followed 
by a diminution in the affinity of the antibody response at 
late time points. Thus, it appears that the LT pathway, and 
by extension mature FDCs, are not required for the initia-
tion of a GC response. Presumably other scaffold cells such 
as FRCs may substitute for the lack of FDCs and, indeed, 
FRCs are readily observed within FDC-less GCs in LTβ chi-
meric mice [202]. Although FRCs do not express the recep-
tors that would present Ag–Ab complexes (complement 
receptor CD35, Fc receptors), noncognate B cells could 
presumably step in and provide this function through their 
own Fc and complement receptors (Figure 3). However, 
as the GC response continues, presumably these non-FDC 
“replacement” elements become insufficient to continue to 
support an ongoing GC response. This is consistent with a 
study that showed that total ablation of FDCs using diptheria 
toxin at the peak of the immune response results in an abrupt 
collapse of the GC in a draining LN [209].

In FDC-less mice, it is unclear from where the source of 
CXCL13 required to draw B cells in the GC is derived. As 
mentioned, FDCs express the LTβR, and signaling through 
this receptor is required for stromal cells that secrete optimal 
levels of CXCL13, at least in the spleen. In that absence of 
LTβR signaling, FDCs that express CD35 and FDC-M1 are 
notably absent, and CXCL13 levels in the spleen are strongly 
reduced. However, despite the loss of LTβR signaling, B cell 
localization to splenic follicles is not completely disorga-
nized, and in the LN it is actually quite normal. Therefore, 
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there are likely other compensatory migratory cues and/or 
there are LT-independent alternative mechanisms for the 
induction of CXCL13, particularly in the LNs.

2.5  LT and Mucosal B Cell Biology

2.5.1  The Expression of LTαβ on Mucosal B 
Cells and PP Architecture

PPs are an important part of the mucosal immune system 
in which most priming of B cells occurs. In the absence of 
LTβR signaling, PPs do not develop, and if the LT path-
way is blocked in the adult animal with LTβR-Ig, PPs 
tend to shrink in size [210]. It was later shown that LTα1β2 
expressed by B cells is required for the development of lym-
phoid follicles and optimal production of CXCL13 within 
follicle regions in PPs [211]. Because PPs are a rich source 
of B cells, this is a possible explanation for their smaller 
size in adult WT mice in which the LT pathway is blocked 
pharmacologically. It is interesting to note that the follicle-
associated epithelium is intact in LT-deficient mice [211], 
suggesting that other pathways are important for main-
taining this barrier (which includes antigen-transporting 
M cells). RANK, another TNF family member, is a likely 
candidate for this function [212]. Not unlike the LNs and 
spleen, the detection of mature FDCs in PPs is dependent on 
the expression of LTα1β2 on B cells. FDCs in the PPs may 
play a particular role in shaping IgA responses because, in 

response to bacterial antigens, they can produce CXCL13 
and BAFF and can secrete matrix metalloproteinases that 
activate TGFβ, a major IgA switch factor [213].

2.5.2  The Generation of ILFs—A Reservoir for 
Mucosal B Cells

Similar to PPs, ILFs are also found in the gastrointestinal 
mucosa of the small intestine. These ILFs resemble PPs and 
contain a dense cluster of B220+ B cells and CD11c+ cells. 
However, in contrast to PPs, ILFs can develop after birth, 
and in the absence of microbial Ags, the ILFs remain quite 
small. In the presence of luminal bacteria, ILFs become 
more organized and larger, taking on a more “mature” 
morphology. Expression of LTα1β2 on B cells is sufficient 
to induce ILFs in LT-deficient mice [196]. However, in 
an LT-competent animal, ILCs are an important source of 
LTα1β2 for inducing and maintaining ILFs. Thus, it is likely 
that B cells and ILCs may provide overlapping sources of 
LTα1β2 for the generation of ILFs. Functions for ILFs and 
the colonic version of ILFs (colonic patches) in coordinat-
ing immune responses are emerging. For example, colonic 
patches orchestrate interactions between DCs and ILCs in 
an LT-dependent manner to provoke an innate response to 
Citrobacter rodentium [183,184]. In some cases, ILFs may 
also be an important site for IgA CSR [214], particularly 
for T-independent IgA CSR. The expression of AID in this 
location further argues that ILFs can support IgA CSR.

2.5.3  LT-Dependent Induction of IgA CSR

Significant amounts of IgA are produced in the GALT. 
B cells in PPs receive T cell help in GCs, and the cyto-
kine milieu in this location promotes CSR to the IgA 
 isotype [213]. IgA-producing B cells then leave the PPs as 
 IgA-producing PCs, circulating through lymphatics to the 
thoracic duct and into the blood, ultimately entering the gut 
LP. Within the LP, IgA+ PCs secrete copious amounts of 
IgA and can produce other molecules that may be involved 
in local defense mechanisms and/or homeostasis of the 
IgA+ PC pool [215].

LT-deficient mice have a profound reduction in IgA in 
their serum and fecal pellets, although the reason for this 
impairment remains unclear [216]. It is important to point 
out that although LT-deficient mice lack LNs and PPs, these 
structures are dispensable for the generation of IgA that 
can occur in the ILFs of the LPs [214]. Thus, unraveling 
the role of LTβR signaling requires an assessment of how 
IgA is made in the presence and absence of these orga-
nized lymphoid structures. In the absence of LNs and PPs, 
LTβR signaling is required for the expression of CXCL13 
in radio-resistant cells to recruit B cells into the gut lamina 
propria and transplantation of LTβR-sufficient gut sections 
into LTβR-replete intestine is sufficient to induce a local 
IgA response [216]. On the other hand, B cells can still 

FIGURE 3 The key ingredients for a GC: B cells, T cells, and antigen 
(Ag). Following exposure to pathogen, Ag is transported from the SCS 
by SCS macrophages and noncognate B cells into the GC. Under normal 
circumstances, FDCs produce CXCL13 in the light zone of the GC and can 
display Ag on the surface of FDC extensions, thus providing a reservoir of 
Ag for the purposes of an affinity maturation template. T cells provide nec-
essary help in the form of cytokines and CD40L. However, in an LN where 
LTβR signaling has been ablated, mature FDCs are not observed, but GC 
clusters appear. We hypothesize that an alternative reticular cell type, such 
as an FRC, may permit the display of CXCL13, but cannot retain Ag. On 
the other hand, noncognate B cells may provide a means for displaying Ag, 
albeit for limited periods of time. These minimal elements are sufficient for 
promoting a short-term GC response as well as somatic hypermutation of 
the BCR. FDC, follicular dendritic cells; BCR, B cell receptor; GC, germi-
nal center; FRC, fibroblastic reticular cells; LN, lymph nodes.
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migrate, albeit in lower numbers, to the LTβR-deficient gut. 
Thus, there are likely other LT-dependent events that are 
required to optimize IgA CSR.

It is important to keep in mind that in the presence 
of PPs, LTβR signaling may actually lie downstream 
of other signals. Indeed, a recent study showed that the 
TNFR/LTα axis is required for IgA production. Specifi-
cally, the authors deleted LTα expression on ILCs and 
observed a profound reduction in B cell accumulation and 
IgA production in the gut. A role for LTβR/LTαβ signal-
ing was also defined in T-independent IgA CSR [217]. 
Consistent with this observation, LTα-deficient mice 
have a strongly impaired immune response to Rotavirus, 
although  curiously, the IgA response to Rotavirus even-
tually emerges with time [218]. It is possible that with-
out LTα1β2/LTβR and LTα/TNFR signaling, the LIGHT/
LTβR axis may eventually compensate. Indeed, over-
expression of LIGHT results in a hyper-IgA phenotype 
[219]. Thus, although a role for the LTα/TNFR signal-
ing axis in IgA induction has been clearly demonstrated, 
unraveling the role of LTβR  signaling in T-dependent 
(PP sufficient) and  T-independent (PP deficient) settings 
remains a  challenging  question.

2.5.4  Expression of LTα1β2 on Mucosal B 
Cells is Required for Orchestrating Th2 
Responses

In addition to its role in IgA responses, B cell-associated LT 
can also play a role in mucosal T cell responses. As men-
tioned, the interaction between LTα1β2-expressing T cells 
and LTβR-expressing DCs is important for cross-priming a 
CD8+ T cell response to protein antigen [182]. However, in 
the context of infection with a parasite, Heligmosomoides 
polygyrus, Lund and colleagues showed that expression of 
LTα1β2 by B cells is important for B cell:DC interactions in 
the interfollicular regions of mesenteric LNs. These regions 
are typically not rich in B cells; however, upon infection 
with H. polygyrus, local production of CXCL13 in this 
region draws CXCR5+ B cells and a subset of CXCR5+ DCs 
into the interfollicular region. These interactions are critical 
for H. polygyrus-induced Th2 development. The Th2 pro-
gram induced by H. polygyrus infection is prevented by pre-
depletion of follicular B cells with anti-CD20 antibodies, 
and it is the expression of LTα1β2 on B cells that is required 
to orchestrate the encounters between CXCR5+ DCs and  
T cells to drive the Th2 response. Therefore, in the con-
text of an intestinal infection with H. polygyrus, expression  
of LTα1β2 on B cells is critical for coordinating a Th2 
response [220].

However, it is likely that other factors can also guide 
the movement of B cells to interfollicular regions. In par-
ticular, the G protein-coupled receptor Epstein–Barr virus-
induced-2 (EBI2) is important for guiding B cells to the T/B 

interface during immune responses. Specialized stroma in 
these regions produce the enzymes required to convert cho-
lesterol to 7α,25-dihydroxycholesterol, the ligand for EBI2 
[221]. Such stromal cells are also present in the so-called 
bridging channels of the spleen, where DCs are localized. 
The localization of DCs in this region may be important for 
two reasons: (1) so that DCs may be positioned close to the 
MZ where Ag is first encountered upon systemic infection 
and (2) to position DCs close to B cells that express LTα1β2 
so that they may receive constitutive LTβR-mediated 
homeostatic signals [222].

2.5.5  The Role of LTα1β2 on B Cells during 
Pathological Gut Inflammation

Given its role in the mucosal immune system, it is not 
surprising that the LT pathway can shape the inflamma-
tory environment of the gut during disease. Inhibition of 
LTβR signaling has a beneficial effect in several models 
of mucosal inflammation. For example, the transfer of 
CD45RBhighCD4+ T cells into lymphocyte-replete (SCID) 
mice results in colitis that is likewise inhibited by LTβR-Ig 
treatment, and similar results were obtained with a BM 
transplantation colitis model [223]. Th2-driven colitis ini-
tiated by the hapten TNBS can also be attenuated using 
LTβR pathway blockade [224,225]. Injection of dextran 
sodium sulfate (DSS) induces a chronic wasting disease and 
colitic inflammation that is often used as a mouse model 
for human colitis. It is interesting to note that although 
in one study LTβR-Ig treatment was shown to ameliorate 
DSS colitis and reduce inflammation concomitant with the 
reduction of the expression of homing marker MAdCAM-1 
in the GALT [226], the opposite results were obtained in a 
second study in which LTβR-Ig treatment seemed to exac-
erbate colitis [227]. As of yet, no explanation has been pro-
vided for the discrepancy of the two studies. However, what 
was interesting about the second study was that the expres-
sion of LTα1β2 on B cells was disease promoting whereas 
the expression of LTα1β2 on T cells prevented disease. The 
authors speculate that interactions between of LTα1β2 on T 
cells and LTβR on myeloid/DC may drive anti-inflamma-
tory mediators whereas the expression of LTα1β2 on B cells 
may promote inflammation by supporting the generation of 
tertiary structures in the colon (i.e., colonic patches).

Perhaps one way to resolve these contradictory data is 
to refer to another system of colonic inflammation: Infec-
tion with C. rodentium results in an inflammatory condi-
tion that recapitulates some aspects of colitis. Treatment 
of C. rodentium infected mice with LTβR-Ig increases 
disease-related mortality [228]. Specifically, weight loss is 
exacerbated, there are more intestinal bacterial abscesses, 
and these were associated with a higher burden of C. 
rodentium in the periphery (spleen, liver). Similar results 
are observed with LTβR−/− and LTβ−/− mice. In addition, 
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deletion of LTβR in DCs [183,184] can attenuate inflam-
mation associated with C. rodentium infection, and this 
is also the case if LTβR is deleted in intestinal epithelial 
cells [229]. However, it is important to point out that in the 
case of C. rodentium, the generation of an antipathogen 
immune response is required to resolve the infection, and 
it would make sense that an unresolved infection would 
generate colonic inflammation. Indeed, RAG−/− mice are 
highly susceptible to C. rodentium infection [230]. Given 
that LTβR signaling is required for IgA responses and the 
T cell:DC collaboration, it is not surprising that LT-defi-
cient mice have problems clearing a C. rodentium infec-
tion. Thus, the inflammation observed in the C. rodentium 
setting in LT-deficient mice may be due to poor pathogen 
handling. Likewise, in the DSS colitis context in which 
host microbiota can penetrate the injured epithelial layer 
and cause inflammation, defective IgA responses or 
impaired T cell:DC communication could lead to local 
inflammation, as was observed in the aforementioned DSS 
studies performed in LT-deficient settings.

2.6  LT and Tertiary Lymphoid Structures

2.6.1  The LT Pathway and TLS Formation

The role of B cells in initiating tertiary lymphoid struc-
tures (TLS) has been well described using several different 
experimental systems, and the mechanisms of TLS forma-
tion and their role in disease are discussed in another chap-
ter. The RIP has been used to drive ectopic expression of 

LTα1β2 in the context of pancreatic tissue. Expression of 
LTα and LTβ is required to generate fully mature TLS in 
the pancreas with delineated T and B cell areas and fully 
mature HEVs [231]. Therefore, LTβR signaling on some 
kind of pancreas- resident cell type can be initiated by 
the RIP-induced LTα1β2. However, to uncover whether  
B cells could be capable of providing an important source 
of LTα1β2 to induce TLS in the pancreas, transgenic expres-
sion of CXCL13 by the RIP was also tested. RIP-CXCL13 
mice also exhibited TLS in the pancreas, suggesting that B 
cells are an important initiating cell for TLS in nonlymphoid 
tissues [231]. Because the injection of LT inhibitors blocked 
follicle formation in RIP-CXCL13 mice, the main function 
for B cells in this context was via provision of LTα1β2.

2.6.2  The LT Pathway and FDC Precursors

The implication of these studies is that during inflammation, 
immune cells, and particularly B cells that express LTα1β2, 
can function to induce local LTβR signaling to promote the 
formation of TLS. However, this begs the question of what 
cell types express LTβR to initiate TLS formation. Recent 
studies by Aguzzi and colleagues have shown that TLS can 
be initiated by so-called “FDC precursor” cells (Figure 4). 
FDC precursors were revealed to originate from radio-
resistant cell types that express plasma-derived growth 
factor receptor-β (PDGFRβ). Although mature FDCs are 
absent in TNFR−/− mice, such pre-FDC-expressing Mfge8 
(also known as FDC-M1) and CXCL13 can be observed in 
the marginal sinus and white pulp areas. However, these 

FIGURE 4 Dynamic lymphotoxin (LT)-dependent maturation of follicular dendritic cells (FDC). (A) FDCs are derived from sessile precursor 
mural cells associated with blood vessels. When these pre-FDCs make contact with LTα1β2-expressing cells, particularly B cells, upon triggering of the 
LTβR the pre-FDC express markers such as Mfge8 and produce CXCL13. (B) Further differentiation of FDCs is required for them to reach a mature 
status. This can be achieved through TNFR1, or during a GC reaction exceptionally high levels of LTα1β2 expression on GC B cells can also induce FDC 
maturation to express Mfge8 and high levels of CD35. PDGFR, plasma-derived growth factor receptor.
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pre-FDCs are greatly decreased and dispersed in mice that 
lack LTβR signaling or lack lymphoid cells (RAG2−/− γc−/− 
mice). Introduction of B cells into RAG2−/− γc−/− mice 
induced the formation of mature FDCs at perivascular 
locations in the spleen, suggesting that a precursor cell in 
this location could give rise to mature CD35+FcgR+ FDC. 
Such Mfge8+ precursors were also found to be positive for 
PDGFRβ and were derived from cells (perhaps pericytes) 
that contact the vascular endothelium. It is important to note 
that by growing pericytes in a collagen-based matrix and 
transplanting into the kidney capsule of LTβR−/− mice, the 
authors were able to show that mature FDCs can be gen-
erated in the kidneys of recipient mice that supported the 
recruitment of lymphocytes. Therefore, FDC precursors are 
presumably sessile mural cell types that reside in perivascu-
lar locations throughout the body, and this provides a mech-
anism for why TLS may arise in a wide variety of tissues 
[232]. During inflammation, presumably the expression of 
LTα1β2 on infiltrating activated immune cells (particularly 
B cells) is sufficient to trigger a maturation program in these 
pericytes to establish TLS within the inflamed environment. 
Stimulation of LTβR on such perivascular cells induces the 
upregulation of CXCL13 and Mfge8, and further matura-
tion of these cells induces the expression of Ag capture 
machinery.

However, TLS have also been observed to form in the 
absence of LTβR signaling. In the case of TLS in the lungs 
(so-called inducible bronchial lymphoid tissues (iBALT) 
structures), expression of CXCL13 can occur independent 
of the LT pathway, although in the absence of LTβR signal-
ing, the iBALT were disorganized [233]. This implies that 
other pathways can compensate for the absence of LT in 
inducing CXCL13 for the recruitment of B cells.

Although LTβR signaling is dispensable for the forma-
tion of iBALT, Th17 cells (i.e., T cells that produce the 
inflammatory cytokines IL-17 and IL-22) are required to 
induce iBALT in the lungs [233]. Furthermore, it has been 
shown that TLS in the spinal cord that emerge during EAE 
can be induced by Th17 cells [233]. Th17 cells are a par-
ticularly abundant source of LTα1β2 expression, and they 
can also produce TNFα. Thus, it makes sense that they 
may stimulate local stromal cells through TNFR/LTβR to 
produce the necessary chemokines required to recruit addi-
tional lymphocytes to the site of inflammation, particularly 
B cells.

2.7  LT—Therapeutic Perspectives that 
Pertain to B Cells

2.7.1  Therapeutic Rationale for Targeting  
B Cells and the LT Pathway

The targeting of B cells for the treatment of disease has 
been a relatively new frontier for immunotherapeutics, with 

B cell depleting agents (anti-CD20) having efficacy in MS, 
RA, SLE, and lymphoma [234]. Anti-CD20 (rituximab/
ocrelizumab) effectively couples with antibody-dependent 
cellular cytotoxicity mechanisms to deplete mature fol-
licular B cells, sparing PCs and some subsets of B cells. 
However, ablation of mature B cells using anti-CD20 treat-
ment can potentially leave patients vulnerable to infection, 
and not all B cells have pathogenic potential. In fact, anti-
CD20 treatment depletes IL-10-producing B cells in mice, 
and this can worsen clinical outcomes in mouse models of 
MS [235].

Of course, an alternative strategy is to inhibit specific 
pathogenic functions attributable to B cells. As such, the 
LT inhibitor LTβR-Ig (baminercept) may have promise in 
disease settings in which B cells are playing a pathogenic 
role via their expression of LTα1β2. As mentioned, signifi-
cant evidence shows that LTα1β2 expressed by B cells is 
not only important in FDC biology in the lymphoid tissues, 
and in some cases can cause a decay in the GC response, 
but expression of LTα1β2 on naïve and Ag-activated B cells 
serves to stimulate LTβR on FDC precursor cells that exist 
in perivascular locations [232].

2.7.2  Targeting the LT Pathway  
in Autoimmunity

Inhibitors of the LT pathway have been tested in several pre-
clinical animal models of disease [236]. Because of (1) the 
wide range of cells that express LTβR; (2) the complex role 
for LTβR in LN development, maintenance of lymphoid 
tissue architecture, DC/macrophage homeostasis and func-
tion, and TLS formation; (3) the different ligands (LTα1β2, 
LIGHT) that activate the LTβR; and (4) the interdigitating 
pathways (LTβR/LTα1β2, TNFR/LTα, HVEM/LIGHT etc.), 
it has been very difficult to discern the mechanism of action 
of LTβR-Ig in disease, and indeed, different disease models 
likely invoke different mechanisms.

Some good examples of the effect of LTβR-Ig in disease 
settings where the B cell compartment has been affected 
are animal models of RA and SS. With respect to RA, pro-
phylactic and therapeutic treatment of DBA-1 mice injected 
with collagen in complete Freund’s adjuvant reduces dis-
ease burden. Efficacy in this collagen-induced arthritis 
(CIA) model correlates with a reduction in collagen titers 
in the periphery, rather than a decreased T cell response, 
suggesting that LTβR-Ig may affect the anti-collagen  
B cell response. Indeed, the FDC networks in the draining 
LNs were obliterated in this mouse model. Furthermore, 
the induction of RA by the adoptive transfer of comple-
ment containing immune complexes cannot be inhibited 
by LTβR-Ig treatment, suggesting that this therapeutic 
will not work in a setting in which the GC stage has been 
bypassed [237]. However, in a second study, LTβR-Ig treat-
ment was not found to ameliorate CIA, but rather depletion 
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of Th1/Th17 cells using an anti-LTα monoclonal antibody 
approach worked to reduce disease. Given its multiple func-
tions in orchestrating immune responses, it is likely that the 
LT pathway can influence the CIA model by modulating  
T and B cell responses [238].

In the case of SS, the NOD mice develop a Sjögren’s-
like disease as they age. Treatment with LTβR-Ig at 9 weeks 
of age partially restores salivary flow in these mice, and this 
was associated with reduced FDC networks in the subman-
dibulary glands [239]. More recent work has shown that the 
B cell content in the lacrimal glands of the Sjögren’s model 
is greatly reduced with LTβR-Ig treatment, and this corre-
sponds with reductions in HEV structures as well as chemo-
kines such as CXCL13. A clinical trial testing the efficacy 
of LTβR-Ig (baminercept) in Sjögren’s patients is ongoing 
(please see http://clinicaltrials.gov/show/NCT01552681).

Although these autoimmune disease examples suggest 
an involvement for B cells, the precise stage of B cell acti-
vation at which the LT pathway may interfere has not been 
determined. As mentioned, disruption of FDC by inhibi-
tion of the LT pathway can have variable effects on the GC 
response depending on the tissue in which the GC is taking 
place, with the spleen GC being especially LT-sensitive and 
the LN GC less so. Although FDC precursors are associated 
with perivascular areas throughout the body, the simulation 
of LTβR on these precursors is required for their differentia-
tion into mature FDCs. Even in the presence of LTβR sig-
naling, FDCs differ in terms of their capacity to express an 
antigen capture machine and to support local GC responses. 
So-called “primary” FDCs express less CD35 whereas 
“secondary” FDCs express high levels of CD35 and Fcγ 
receptors that aid in the capture of antibody/complement-
coated antigen as well as in the opsonization of apoptotic 
bodies [240]. Such secondary FDCs are typically associated 
with GC B cells that express AID, and indeed, the presence 
of secondary FDCs in ectopic lymphoid structures during 
autoimmunity is strongly associated with AID expression 
in B cells in the salivary glands of SS patients [241] and 
in the synovium of RA patients [242]. Perhaps the regu-
lation of AID, although relatively intact in an LT-deficient 
LN, is much more sensitive to LTβR-dependent cell types 
in  nonlymphoid tissues.

2.7.3  Targeting the LT Pathway in Cancer

The role of LT biology in cancer progression is complex 
because of divergent signaling outcomes of triggering LTβR 
in the tumor itself, versus the tumor  microenvironment—
and a full dissection of the LT pathway in tumorigen-
esis is beyond the scope of this chapter. Focusing on the 
tumor microenvironment, it is increasingly appreciated 
that chronic inflammation can have a negative outcome on 
tumor growth and metastasis, and this negative outcome is 
associated with local NF-κB activation within the tumor. 

Indeed, prostate cancer progression was shown to be asso-
ciated with local NF-κB activation triggered by the LTβR, 
and the source of LTα1β2in this scenario was shown to be 
derived from B cells [243]. However, in other cases, local-
ization of B cells within tumor environments may also have 
beneficial  outcomes, and the role of B cells in different 
tumors will likely be dictated by their effector or regulatory 
functions [244].

Follicular lymphomas, which can be supported by 
stromal cell networks within lymphoid tissues, may also 
depend on LTβR signaling. In vitro evidence using mes-
enchymal stem cells (MSCs) shows that the stimulation of 
LTβR on MSCs induces the adoption of an FRC phenotype 
[245], and, in vivo, expression of LTα1β2on B cells allows 
for a coordinate interaction between lymphoma cells and 
the FRC network [246]. Lymphomas that are found in asso-
ciation with an FRC network are more aggressive with a 
significant survival advantage. Thus, one strategy to treat 
lymphoma may be to ablate LT-dependent networks within 
the lymphoid tissue to liberate lymphomas from microenvi-
ronments that are permissive to their growth.

3.  CONCLUSIONS AND PERSPECTIVES

The coordinate interactions among TNF superfamily mem-
bers shape immune responses. In this chapter, we have 
focused on two TNF superfamily pathways: the BAFF/
APRIL pathway and the LT pathway. Given the role of 
the BAFF/APRIL and LT pathways in regulating B cell 
homeostasis, the GC response, the fine balance between 
B cell tolerance and immunity, and innate B cell function 
and survival, it is reasonable to consider these pathways as 
important players in B cell biology. However, other TNF 
superfamily members, notably CD40, TNFα, and OX40, 
play important roles in the B cell response that are beyond 
the scope of this chapter to discuss. Nevertheless, target-
ing the TNF superfamily has been used to treat rheumatic  
B cell-mediated diseases as well as B cell malignancies, and 
it is expected that additional TNF superfamily therapies will 
emerge.
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Chapter 16

1.  INTRODUCTION

Mucosal membranes regulate our relationship with the 
external environment by providing a dynamic interface that 
facilitates the absorption of beneficial substances, while 
blocking the penetration of noxious agents and microbes. 
Given their persistent exposure to external attacks, mucosal 
organs have evolved multiple layers of defensive mecha-
nisms characterized by increased specificity. Besides 
physical, mechanical, and chemical defensive strategies, 
mucosal surfaces use sophisticated immunological mecha-
nisms to repel toxins and microbes. These complex protec-
tive activities have at their center epithelial cells. In addition 
to forming chemical and mechanical barriers, delivering 
antimicrobial compounds, and transporting secretory anti-
bodies, epithelial cells regulate the signaling networks that 
connect the mucosal immune system with the external envi-
ronment, including bacteria.

Mammals have coevolved with microbes for over 
150 million years and thus have developed symbiotic and 
mutualistic relationships with many prokaryotic species, 
particularly in the intestine. Despite exceeding the number 
of eukaryotic cells forming our body by at least an order 
of magnitude, bacteria peacefully live as commensals in 
the intestinal mucosa [1]. These commensals process indi-
gestible polysaccharides, synthesize essential vitamins, 
stimulate the maturation of the gut immune system, and 
form an ecological niche that prevents the growth of patho-
gens. Conversely, the lumen of the gut provides commen-
sals with a stable habitat rich in energy derived from the 
ingested food. In this mutualistic relationship, microbial 
signals stimulate the intestinal mucosa to generate a non-
inflammatory homeostatic balance that is characterized by 

hyporesponsiveness against commensals but active readi-
ness against pathogens [2].

The confinement of commensals in the intestinal lumen 
involves the transepithelial release of immunoglobulin A 
(IgA) into mucosal secretions [3,4]. IgA is mostly produced 
by B cells located in gut-associated lymphoid follicles and 
constitutes the most abundant antibody class in the intestine 
[5]. Due to the vast area covered by the intestinal mucosa, 
IgA is also the most abundant antibody in our body. Of note, 
IgA establishes a state of armed peace in the homeostatic 
interaction between the host and commensal bacteria [6]. 
When commensals or pathogens trespass the epithelial bar-
rier, a state of open war breaks out and IgA receives help 
from the antibody isotype IgG to repel microbial intruders. 
In this life-threatening situation, IgG provides a second line 
of defense that controls microbial dissemination by eliciting 
a robust inflammatory reaction. This chapter discusses the 
fundamental principles underlying the regulation and func-
tion of IgA responses in the intestinal mucosa and the role 
of IgA in host–bacteria interaction.

2.  GEOGRAPHY, REGULATION, 
AND PROPERTIES OF GUT 
IMMUNOGLOBULIN A

Mature B cells acquire IgA antibodies endowed with pow-
erful mucosal effector functions by replacing the constant 
region μ (Cμ) gene with the Cα gene in the human Ig heavy 
chain locus through class switch recombination (CSR) [7]. 
This DNA recombinatorial event targets intronic DNA 
sequences termed switch (S) regions, located upstream of 
Cμ and Cα genes [8]. Germline transcription of Sμ and Sα 
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regions opens their chromatin to make them substrates of 
activation-induced cytidine deaminase (AID), an enzyme 
essential for the initiation of CSR [7–9]. In both mice and 
humans, CSR usually involves the activation of B cells by 
antigen-activated CD4+ T cells expressing the TNF family 
member CD40 ligand (CD40L) and cytokines, which are 
critical to transcriptionally activate a specific CH gene [7]. 
Germline Cα gene transcription is highly dependent on the 
cytokine transforming growth factor-β1 (TGF-β1) [10]. 
Indeed, mice with B cell-specific TGF-β1 receptor defi-
ciency have compromised mucosal IgA responses [11].

Germline transcription generates an Iα-Sα-Cα tran-
script that associates with the template strand of the DNA 
to form a stable DNA–RNA hybrid specifically recog-
nized by AID [8,9]. This DNA-editing enzyme is essential 
for CSR, as mice or humans lacking AID do not generate 
class-switched antibodies and develop a severe antibody 
deficiency called hyper-IgM (HIGM) syndrome [12]. The 
enzyme AID deaminates cytosine residues on both strands 
of the transcribed Sα region [13], thus generating multiple 
DNA lesions that are processed into double-stranded DNA 
breaks [14]. Fusion of double-stranded DNA breaks at Sα 
and Sμ through the nonhomologous end-joining pathway 
induces excision of the noncoding intervening (I) DNA, 
thereby juxtaposing VHDJH to Cα [7]. This event generates 
a chromosomal VHDJH-Cα sequence that encodes the IgA 
protein as well as an extrachromosomal Sα-Sμ switch circle 
that encodes an Iα-Cμ switch circle transcript [7,15].

In humans, IgA includes two IgA1 and IgA2 subclasses 
that are named after their relative concentration in the serum 
[7]. IgA2 has two allotypic variants, termed IgA2m(1) and 
IgA2m(2) [16]. Circulating IgA is mostly composed of 
IgA1, whereas mucosal IgA includes both IgA1 and IgA2 
[7]. In mucosal secretions, the relative production of IgA1 
and IgA2 varies among different mucosal tissues, IgA2 
being particularly abundant at sites heavily colonized by 
bacteria, such as the large intestine and the female urogeni-
tal tract [5]. It has been proposed that the different distribu-
tion of IgA1 and IgA2 may reflect their different sensitivity 
to bacterial proteases. Indeed, the IgA2 molecule may be 
more resistant to bacterial degradation due to its shorter 
hinge region [17].

As expected, the differential distribution of IgA sub-
classes in various body fluids reflects a similar distribu-
tion of IgA1-secreting and IgA2-secreting plasma cells in 
various tissues. IgA1-secreting plasma cells predominate in 
the bone marrow and the upper part of the digestive and 
respiratory tracts, whereas IgA2-secreting plasma cells 
are as abundant as or more abundant than IgA1-secreting 
plasma cells in the distal digestive tract and female genital 
tract [18].

Unlike other immunoglobulins, IgA can be found in 
both monomeric and polymeric forms that have a char-
acteristic distribution. In healthy individuals, 80–90% of 

serum IgA consists of monomeric IgA, whereas mucosal 
IgA predominantly consists of dimers and oligomers held 
together by a plasma cell-derived polypeptide, termed join-
ing (J) chain [19]. In the intestinal lamina propria, polymeric 
IgA is transported across intestinal epithelial cells (IECs) 
through a process referred to as transcytosis. This process 
requires binding of the J chain to the polymeric Ig receptor 
(pIgR) expressed on the basolateral surface of IECs. During  
transcytosis, pIgR is intracellularly cleaved into the secretory 
component, which remains bound to the J chain of polymeric 
IgA to form a secretory IgA (SIgA) complex [20].

Secretory component increases the stability of SIgA and 
its localization in the mucosal environment [21]. Indeed, 
three-dimensional studies of SIgA show that secretory com-
ponent wraps the Cα2 and Cα3 domains of IgA monomers 
to make a compact SIgA complex that is resistant to the 
degradative activity of intestinal IgA proteases [22]. The 
stability of SIgA further increases after its interaction with 
antigens, including bacteria [23]. Secretory component also 
confers hydrophilic properties to the Fcα portions of the 
SIgA complex via seven surface exposed N-linked oligo-
saccharides equipped with sialic acid residues. This prop-
erty is important for the interaction of SIgA with the mucus 
layer that protects the apical surface of IECs [24].

3.  SYNTHESIS OF GUT 
IMMUNOGLOBULIN A

In the gut, IgA can be generated through multiple pathways, 
within or outside organized follicular structures belonging 
to the gut-associated lymphoid tissues (GALT) and with or 
without cognate help from CD4+ T cells [25]. Two func-
tional compartments known as inductive and effector sites 
characterize the geography of IgA production and function 
in the intestine [26]. Primary inductive sites include the 
organized follicular structures of Peyer’s patches (PPs), 
which specifically develop in the small intestine during 
fetal life. Additional inductive sites termed isolated lym-
phoid follicles (ILFs) develop after birth in both small and 
large intestinal segments as a result of gut colonization by 
commensal bacteria [27]. Additional IgA is produced in the 
follicles of mesenteric lymph nodes (MLNs). While PPs, 
ILFs, and MLNs function as IgA inductive sites, the intes-
tinal lamina propria (LP) serves as an IgA effector site, in 
that it mostly supports the maturation and survival of IgA-
producing plasmablasts and plasma cells emerging from 
PPs and possibly MLNs [25].

4.  T CELL-DEPENDENT 
IMMUNOGLOBULIN A INDUCTION

PPs are large lymphoid structures consisting of multiple B 
cell follicles built on a network of follicular dendritic cells 
(FDCs) and separated by interfollicular areas containing  
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T cells and dendritic cells (DCs). PPs develop independently 
of the gut microbiota through a series of coordinated interac-
tions between stromal cells (SCs) and bone marrow-derived 
lymphoid tissue-inducing (LTi) cells expressing the tran-
scription factor Id2 and retinoic acid-related orphan receptor 
γt (RORγt) [28–30], also known as group 3 innate lymphoid 
cells (ILCs) [31]. Such interactions involve key cytokines 
and chemokines, including lymphotoxin (LT), IL-7, and 
CXCL13, which bind to LTβ receptor (LTβR), IL-7R, and 
CXCR5, respectively [32,33]. After colonization with bac-
teria, PPs become larger and form germinal centers (GCs), 
which are unique microenvironments where antigen-acti-
vated B cells interact with cognate CD4+ T cells to generate 
a large and highly diverse repertoire of IgA antibodies. The 
number of PPs varies from 7 to 10 in mice and from 100 to 
200 in humans, depending on the age of the individual [34]. 
Immunosenescence and chronic inflammation lead to atro-
phy of PPs, which causes an impairment of IgA responses 
and a decreased diversity of gut bacterial communities [34].

4.1  Germinal Center Reaction

GCs arise following antigenic stimulation and represent 
the hallmark of T cell-dependent (TD) antibody responses 
[35–38]. GCs are special structures that facilitate the inter-
action of B cells with antigens displayed on the surface of 
FDCs and CD4+ T cells. A defining characteristic of GC B 
cells is their expression of AID, an enzyme that mediates 
antibody diversification through CSR and somatic hyper-
mutation (SHM) [9,39]. These processes are required for 
the generation of long-lived plasma cells secreting affinity-
matured IgA (Figure 1).

4.1.1  Germinal Center B Cells

The GC reaction is highly dependent on the initial activa-
tion of B cells by antigen through the B cell receptor (BCR, 
or surface Ig). Antigen-activated B cells upregulate the che-
mokine receptor CCR7 and thereafter follow chemotactic 
gradients established by CCL19 and CCL21 to migrate to 
the T–B border, which is located between the B cell fol-
licle and the T cell extrafollicular area. At the T–B border, B 
cells interact with antigen-activated CD4+ T cells expressing 
CD40 ligand (CD40L or CD154) [40,41]. Engagement of 
CD40 on B cells by CD40L on T cells triggers two distinct 
differentiation pathways. In the extrafollicular pathway, B 
cells move to the extrafollicular area, where they proliferate 
and differentiate in short-lived IgM-secreting plasmablasts. 
In the follicular pathway, B cells migrate to the center of 
the follicle, where they proliferate within a meshwork of 
FDCs to form the GC [42]. The factors controlling these 
pathways are not completely understood, but the affinity of 
the BCR and various environmental cues may drive distinct 
transcriptional programs that direct the differentiation of 

antigen-specific T cell-activated B cells toward either short-
lived plasma cells or GC B cells [43–45].

Accordingly, the B cells that maintain the expression of 
the orphan G protein-couple receptor Epstein–Barr virus-
induced gene (EBI2 or GPR183) and upregulate the B 
lymphocyte-induced maturation protein 1 (BLIMP-1) tran-
scription factor remain in the outer follicle and differentiate 
into short-lived plasmablasts [46,47]. In contrast, the B cells 
that downregulate EBI2 and express the B cell lymphoma-6 
(Bcl-6) transcription factor move to the center of the fol-
licle and differentiate into GC B cells [47,48]. FDCs and the 
migration inhibitory sphingosine-1-phosphate (S1P) recep-
tor S1PR2 are required for the confinement of B cells within 
the GC [49]. PP B cells preferentially use this GC path-
way, because only a few IgA plasmablasts and plasma cells 
are usually observed in and around PPs under steady-state 
conditions. However, when the organization of follicular 
structures is disrupted by inflammation, including Salmo-
nella infection, PP B cells seem to adopt an “emergency” 
pathway and rapidly differentiate into IgA-secreting plas-
mablasts [50].

4.1.2  Germinal Center T Cells: TFH and TFR Cells

The GC contains two major subsets of CD4+ T cells, known 
as CXCR5+PD-1hiFoxp3– T follicular helper (TFH) cells and 
CXCR5+PD-1hiFoxp3+ T follicular regulatory cells (TFR). 
Collectively referred to as GC T cells, TFH and TFR cells 
require Bcl-6 for their generation [51–53] and migrate to the 
B cell follicle in response to CXCL13, a chemokine released 
by FDCs that binds to CXCR5 on TFH and TFR cells [54,55].

In addition to CXCR5, TFH cells highly express the 
co-stimulatory molecules CD40L, inducible co-stimulator 
(ICOS), programmed cell death-1 (PD-1), and OX40 and 
abundantly produce powerful B cell-helper cytokines such 
as IL-21 and IL-4. In general, TFH cells are essential for the 
maintenance and function of GCs and for the generation of 
both memory B cells and plasma cells [36].

The generation of TFH cells requires their stimula-
tion through the T cell receptor, stable interactions with B 
cells through signaling lymphocyte-associated molecules 
(SLAMs), induction of Bcl-6 expression, and downregula-
tion of BLIMP-1 [56,57]. Bcl-6 appears to be critical for 
TFH cell development, because it leads to the upregulation 
of CXCR5 through suppression of miRNAs such as miR 
17-92, which antagonizes CXCR5 expression [53]. Analo-
gous to B cells, the upregulation of CXCR5 and the con-
comitant downregulation of CCR7 facilitate the homing 
of TFH cells into the FDC network [51–53,58–60]. Other 
transcription factors such as IRF4, c-Maf, Batf, Ascl2, and 
STAT3/5 further control the initial activation events leading 
to the development of TFH cells [61,62].

TFR cells represent a less abundant but perhaps 
equally important GC CD4+ T cell subset. TFR cells share 
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several features with TFH cells, including high expression 
of CXCR5 and PD-1 and preferential location within the 
GC. Similar to TFH cells, TFR cell development depends 
on Bcl-6 expression, presence of B cells, and intact signal-
ing through the adaptor SLAM-associated protein (SAP), 
which points to an important role of T–B interaction for 
their entry into the GC [63–65]. Yet, unlike TFH cells, TFR 
cells express the transcription factor Foxp3, GITR, and 
CTLA-4 but lack CD40L, and they have far less potential to 
secrete B-helper cytokines other than IL-10. In the case of 
systemic GCs, TFR cells seem to derive from thymic Foxp3+ 
T regulatory (Treg) cells. In the case of intestinal GCs, the 
origin of TFR cells remains unclear, but they may derive 

from Foxp3+ Treg cells generated either in the thymus or 
directly in the gut [66].

4.1.3  Follicular Dendritic Cells

FDCs are a subset of radio-resistant SCs specialized in 
the capture of large amounts of antigen in the form of 
immune complexes [67,68]. Upon antigenic stimulation, 
both lymphocyte and SC compartments undergo extensive 
maturation and remodeling. By increasing the expression 
of VCAM-1, ICAM-1, and MadCAM-1 adhesion mol-
ecules as well as low-affinity CD23 (also known as FcεRII) 
and CD32 (also known as FcγRIIb) Fc receptors, FDCs 

FIGURE 1 IgA production through the TD pathway. Intraluminal antigens are captured by microfold (M) cells and taken up by gut DCs located in the 
subepithelial dome of PPs. DCs may also directly capture free or SIgA-bound microbial antigens. After processing antigen, DCs enter interfollicular areas 
to activate naïve T cells and initiate a transcriptional program that generates TFH cells. In PPs, these TFH cells can originate from either Foxp3+Treg cells 
or TH17 precursors. Pre-TFH cells interact with antigen-specific follicular B cells at the T–B border and induce B cell clonal expansion and CSR from IgM 
to IgA by expressing CD40L and secreting TGF-β and IL-21. After upregulating CXCR5, both mature TFH cells and IgA class-switched B cells migrate 
to the GC in response to the CXCR5 ligand CXCL13, which is produced by FDCs. In the GC, follicular B cells complete IgA CSR, SHM, and affinity 
maturation by interacting with TFH cells and FDCs. Besides exposing immunocomplexes to select follicular B cells expressing high-affinity BCRs, FDCs 
enhance IgA CSR by releasing BAFF, APRIL, and TGF-β in response to dietary RA and microbiota-derived TLR ligands. Of note, GC B cell responses 
are regulated by TFR cells, which inhibit TFH cell expansion and cytokine secretion and directly suppress B cells. Class-switched IgA+ plasmablasts that 
emerge from the GC reaction express BLIMP-1 and upregulate the gut homing receptors α4β7 and CCR9 in response to RA from TLR-stimulated DCs. 
This process permits the migration of plasmablasts to the intestinal LP, where they become long-lived plasma cells. Most of these plasma cells are mutated 
and selected and release a very diverse repertoire of IgA antibodies that contribute to the establishment of symbiotic relationships with the microbiota.
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facilitate the deposition of immune complexes and the 
development of the GC [69]. Of note, in peripheral lymph 
nodes (pLNs) or spleen, FDCs archive antigens on their sur-
face over extended periods of time and therefore serve as an 
antigen reservoir during the GC reaction. Accordingly, lack 
of FDCs causes a rapid collapse of the GC [70].

In addition to trapping immunocomplexes and exposing 
antigen to B cells, FDCs express adhesion molecules, cyto-
kines, and chemokines that help the localization and reten-
tion of both B and T cells in the GC. Indeed, FDCs lacking 
VCAM-1 and ICAM-1 adhesion molecules are unable to 
support the GC reaction, including affinity maturation [71]. 
Importantly, FDCs produce IL-6 and BAFF, which may 
play a role in the GC reaction, including gut IgA produc-
tion [67,68,72–75]. Furthermore, FDCs produce abundant 
CXCL13, which helps the compartmentalization of the GC 
besides serving as CXCR5 ligand for antigen-activated B, 
TFH, and TFR cells.

4.2  Regulation of Germinal Centers

The biology of the GC is controlled at multiple levels 
[36,38,76]. The proliferation, survival, and differentiation 
of GC B cells into memory B cells or plasma cells involves 
signals from BCR receptor molecules such as Ig, CD19, 
CD21, CD79, and CD81; TFH cell co-stimulatory mol-
ecules such as CD40L, PD-1, IL-21, CD95L, and ICOS; 
B-T and B-FDC interaction molecules such as SAP, CD84, 
and DOCK8; and B cell transcription factors such as Bcl-6, 
PAX-5, E2A, IRF-4, IRF-8, SPIB, MEF2c, BLIMP-1, and 
XBP-1 [54,57]. In this section we will briefly discuss how 
an abnormally high availability of TFH cell help leads to an 
inappropriate selection of GC B cells that deteriorates the 
quality of IgA-secreting plasma cells.

Recent studies point to a critical role of TFR cells in con-
trolling GC responses. In systemic GCs, the lack of TFR cells 
results in an increased number of TFH cells and GC B cells 
that produce polyspecific/polyreactive rather than specific/
monoreactive antibodies [63,64]. The migration of Foxp3+ 
Treg cells and their differentiation into TFR cells also appears 
critical for the selection of IgA in PPs and the generation of 
intestinal IgA-secreting plasma cells (Fagarasan S., unpub-
lished data). Indeed, the absence of TFR cells in GCs from 
PPs causes excessive expansion of TFH cells, which in turn 
decreases the frequency and quality of IgA plasma cells in 
the LP. Exactly how TFR cells exert their regulatory function 
is unknown, but TFR cells may act directly on TFH cells by 
controlling their expansion and cytokine secretion.

A “slowdown” of proliferation might be required for 
appropriate cytokine production by TFH cells, as different 
cytokines are produced at distinct stages of the cell cycle in 
activated T cells [77]. TFR cells may also act directly on B 
cells [78,79]. Indeed, antigen-activated CD4+CD25+CD69– 
cells (mainly Foxp3+ cells) upregulate CXCR5 expression 

and suppress B cell antibody production induced by TFH 
cells. This suppression requires the interaction between 
B and T cells. In systemic GCs, the number of TFR cells 
increases at a later stage of the GC response and their pres-
ence coincides with a decline of the number of TFH cells that 
may constrain the longevity of the GC reaction [65]. There-
fore, the TFH/TFR cell ratio may change as the GC reaction 
develops and likely reflects the maturation and longevity of 
a GC [55]. In PPs, the dynamics of GCs are quite different 
from those of GCs from systemic lymphoid organs and the 
TFH/TFR ratio may predominantly impact the IgA selection 
process.

Another layer of GC regulation depends on the inhibi-
tory receptor programmed cell death 1 (PD-1). Beyond its 
use as a marker for GC T cells, PD-1 is known to play criti-
cal roles in shutting down ineffective immune responses and 
maintaining immune tolerance [80]. PD-1 interacts with 
two ligands, known as PD-L1 and PD-L2 [81]. In general, 
PD-L1 is ubiquitously expressed, whereas PD-L2 is more 
selectively expressed by certain DCs and macrophages and 
by GC and memory B cells. In PPs, PD-L1 expression is 
poor on nonswitched IgM+ GC B cells and switched IgA+ 
GC B cells, but increases on IgA+ plasma cells. In contrast, 
PD-L2 expression is high on nonswitched IgM+ B cells 
and switched IgA+ GC B cells, which are predominantly 
located in the FDC area of the GC [82]. Thus, PD-1 on TFH 
cells may be engaged by either PD-L1 or PD-L2, depending 
on the nature of the interacting B cell. The ensuing signal 
inhibits TFH cells, as the absence of PD-1 increases both the 
frequency and number of TFH cells in PPs.

Also, the properties of PP TFH cells change in the 
absence of PD-1. Indeed, PD-1-deficient TFH cells not only 
show increased expression of Bcl-6 and decreased expres-
sion of IRF-4, but also produce reduced amounts of B 
cell-activating IL-21 and excessive amounts of proinflam-
matory IFN-γ and TNF-α. The resulting increased number 
of TFH cells with a proinflammatory phenotype impairs the 
selection and clonal expansion of IgA+ GC B cells in PPs, 
which leads to a deterioration of the quality of IgA-secret-
ing plasma cells in the LP. Similar observations were made 
in systemic GCs, where the expansion of TFH cells in the 
absence of restraining signals from PD-1 leads to a reduced 
formation of IgG plasma cells in the bone morrow [83].

4.3  Specific Characteristics of Gut Germinal 
Centers

Several characteristics distinguish GCs in PPs from GCs 
in pLNs [84]. For instance, GCs are always detected in 
PPs due to their constant stimulation by commensal bac-
teria. Indeed, animals kept in germ-free conditions or 
treated with antibiotics that eliminate the indigenous flora 
have extremely few GCs in PPs [85]. By contrast, GCs in 
pLNs develop only after deliberate immunization or upon 
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systemic infection. PP GCs also differ from pLN GCs in 
regard to the isotype and amount of their antibody response. 
Thus, PP GCs preferentially induce IgA, whereas pLN 
GCs predominantly generate IgG. In the gut, B cells may 
be skewed toward IgA production due to the presence of 
specific immunological and metabolic signals generated by 
local IECs, DCs, B cells, and T cells [6,86].

As discussed earlier, TGF-β1 is essential to direct IgA 
class switching, because mice with B cells lacking the 
TGF-βRII have extremely few IgA+ B cells in PPs [87]. In 
these structures, TGF-β1 likely induces IgA class switch-
ing in cooperation with CD40L and IL-21. Indeed, IL-21 
enhances the generation and expansion of IgA-producing 
B cells and its deficiency leads to a loss of IgA-secreting 
plasma cells [88–90]. Ex vivo, the addition of IL-21 restores 
antibody production by B cells from patients with common 
variable immunodeficiency (CVID) or selective IgA defi-
ciency (SIgAD) [91]. The production of TGF-β1 and IL-21 
likely depends on the nature of the TFH cell [92]. In PPs, 
many TFH cells originate from regulatory or effector CD4+ 
T cells induced in the context of gut antigens, including 
Foxp3+ Treg cells and Th17 cells [93]. While Foxp3+ T cells 
release TGF-β1, Th17 cells produce abundant IL-21. In the 
presence of TGF-β1, IL-21 enhances the CD40-dependent 
differentiation of IgA-expressing but not IgG-expressing B 
cells, which likely contributes to the preferential production 
of IgA in PPs [88,94]. In these structures, a proper balance 
between TGF-β1 and IL-21 may also be important to regu-
late the clonal expansion of IgA+ B cells [82].

TFH cells are not the only source of intestinal TGF-β1, as 
this cytokine is also produced by DCs and IECs in response 
to bacterial products such as Toll-like receptor (TLR) 
ligands. DCs and IECs also release retinoic acid (RA), a 
metabolite of dietary vitamin A that synergizes with TGF-
β1 and IL-6 to enhance IgA CSR and production [86,95–
98]. RA is also abundantly produced by FDCs from PPs, 
which are conditioned by the gut microenvironment to sup-
port the preferential generation of IgA [74]. Accordingly, 
FDCs express TLRs and RA receptors (RARs) that coop-
eratively induce FDC expression of molecules involved in 
the activation and release of TGF-β1 [74]. These molecules 
include latent TGF-β-binding proteins (LTBP1, LTBP2, 
LTBP3), matrix metalloproteinases (MMP2, MMP9), bone 
morphogenetic protein 2 (BMP2), and integrin αv [74].

In addition to TGF-β1, PP FDCs produce abundant 
CXCL13 and BAFF that further facilitate IgA production. 
The IgA-inducing program of PP FDCs largely depends on 
their stimulation by microbial signals and RA, as the lack of 
either TLR signaling or vitamin A causes loss of GC B cells 
and impaired generation of IgA+ B cells within PPs [74]. 
In summary, PPs are characterized by highly organized and 
dynamic microcompartments that provide a unique environ-
ment for a strongly biased generation of large amounts of 
affinity matured IgA antibodies specific for gut antigens.

5.  T CELL-INDEPENDENT 
IMMUNOGLOBULIN A INDUCTION

Mice lacking the GALT retain some intestinal IgA produc-
tion [6]. This response is less efficient, slower, and less 
effective than in GALT-sufficient mice, because it occurs 
in the absence of the selection steps that normally occur in 
PPs. However, extrafollicular IgA responses may be impor-
tant soon after an infection to provide protection until more 
effective and specific follicular IgA responses develop [99]. 
Of note, some intestinal IgA production can also occur in 
mice lacking T cells [100,101]. Such IgA responses pre-
dominantly take place within ILFs, but can also occur in 
MLNs and PPs and in the diffuse lymphoid tissue of the LP 
(Figure 2).

5.1  Immunoglobulin A Generation in Isolated 
Lymphoid Follicles

An ILF is a cluster of B cells surrounded by a thick rim of 
DCs-macrophages containing very few T cells interspersed 
between B cells [27,85]. The large majority of ILFs in nor-
mal mice lack GCs. Unlike PPs, which develop in the sterile 
fetal environment, ILFs develop only after bacteria colo-
nization of the intestine from smaller “anlagen” structures 
called cryptopatches (CPs). The size and cellular composi-
tion of ILFs depend on the bacterial load of the intestine 
[27,85,102,103]. Bacterial activation not only increases the 
size of ILFs, but also stimulates the B cells located in ILFs to 
express AID, undergo CSR from IgM to IgA, and differenti-
ate to IgA-producing plasma cells. Exactly how ILF B cells 
become activated to generate IgA is not clear, but it is likely 
that the bias of ILF B cells for IgA class switching involves 
factors derived from bacteria-activated DCs and SCs [100].

Similar to PPs, the formation and maturation of ILFs 
require the presence of RORγt+ ILCs, which are also  
known as LTi cells [4,100,104,105]. ILCs interact with SCs 
through TNF and LT and, in the presence of TLR signals 
from the microbiota, promote the recruitment of B cells and 
macrophage-DCs through CXCL13, CCL19, and CCL20 
[100]. Furthermore, ILCs stimulate macrophage-DCs to 
release the active form of TGF-β1. Of note, gut macrophage-
DCs uniquely express abundant TNF following activation 
by bacteria and this expression causes induction of MMPs 
that trigger the release of active TGF-β1 from an inactive 
precursor.

In addition to TNF and TGF-β1, gut macrophages-DCs 
and SCs secrete BAFF and its homologue, a proliferation-
inducing ligand (APRIL), which cooperate with TGF-β 
and bacterial TLR ligands to induce IgA CSR and produc-
tion in B cells independent of cognate help from T cells 
[100,101,106–108]. This T cell-independent (TI) pathway 
likely explains why ILFs can support IgA production in the 
absence of a GC reaction [100].
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5.2  Immunoglobulin A Generation  
in Mesenteric Lymph Nodes  
and Peyer’s Patches

IgA production can also occur in MLNs and PPs through a TI 
pathway involving plasmacytoid DCs (pDCs) [101]. By pro-
ducing type I interferon in response to TLR signals from the 
microbiota, SCs stimulate pDC release of BAFF and APRIL, 
which thereafter trigger IgA CSR and production in B cells. 
FDCs may further enhance this TI IgA response by stimulating 
B cells through BAFF, APRIL, and TGF-β1. Indeed, imprint-
ing signals from RA and the microbiota stimulate FDC release 
of BAFF and CXCL13 as well as FDC processing of TGF-β1 
via MMP9 and MMP2 [74]. The expression of these TI IgA-
inducing signals by FDCs might explain why mice lacking 
CD40 retain some IgA production in PPs [109,110].

5.3  Immunoglobulin A Generation  
in the Intestinal Lamina Propria

Mice that completely lack the GALT as a result of a defi-
ciency of ILCs due to the lack of RORγt or Id2 transcrip-
tion factors retain some intestinal IgA production [98,100]. 
This evidence indicates that some IgA can be generated also 
from the few B cells present in the LP. Along the same lines, 
mice lacking GCs due to a deletion of the OCA-B transcrip-
tion factor retain some B cells expressing IgA and AID in 
the LP [111]. Similarly, AID can be detected in IgA+ B 
cells from the intestinal LP of either healthy individuals or 
immunodeficient patients with an insufficiency of CD40L–
CD40 interaction [112]. Some of these AID-expressing LP 
B cells can be detected in subepithelial areas in close prox-
imity to DCs-macrophages expressing CD11c [112], further 

FIGURE 2 IgA production through the TI pathway. B cells located in the ILFs and LP can produce IgA even in the absence of help from T cells. In 
ILFs, soluble factors such as BAFF, APRIL, and TGF-β produced by bacteria-activated DCs and RORγt+ ILC-activated SCs stimulate B cells to undergo 
preferential CSR from IgM to IgA. RORγt+ ILC further enhance IgA CSR by inducing nitric oxide secretion by extrafollicular iNOS-expressing DCs (also 
known as TipDCs) through a mechanism involving membrane-bound LTα1β2. Nitric oxide is thought to stimulate DC expression of BAFF and APRIL. In 
the intestinal LP, multiple subsets of conventional myeloid DCs contribute to IgA synthesis upon receiving TLR signals from bacteria. Intraluminal bac-
teria are sampled by CX3CR1+ DCs through transepithelial projections and thereafter can transfer antigen to CX3CR1– DCs with IgA-inducing function. 
These DCs include TipDCs, which release BAFF and APRIL, as well as TLR5+ DCs, which release IL-6 and RA. IgA-inducing cytokines such as BAFF, 
APRIL, RA, and TGF-β are also produced by IECs and help plasma cell survival and possibly differentiation in addition to IgA CSR and production. IECs 
may further enhance IgA responses by stimulating DC production of APRIL via TSLP. The differentiation and survival of plasma cells emerging from 
TI (or TD) pathways are also increased by TLR-activated SCs via RA, TGF-β, IL-6, and cyclooxygenase 2 and by TH17 cells via IL-21 and IL-17. This 
last cytokine may also increase IgA transcytosis across IECs. In general, the IgA antibodies generated in ILFs and LP lack or have reduced SHM and are 
thought to function as a first-line defense against mucosal pathogens.
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supporting the existence of a primitive follicle-independent 
pathway for local IgA production [6]. This pathway is less 
efficient and effective compared to the one occurring in PPs 
and ILFs. However, it may help the protection of the muco-
sal barrier at an early phase of an infection [99], until more 
effective and specific IgA responses develop at canonical 
follicular inductive sites.

Despite these findings, the notion that some B cells 
undergo IgA class switching in the LP remains debated 
[113]. Indeed, some studies show that the LP contains nei-
ther AID nor germline Iα-Cα nor switch Iα-Cμ circle tran-
scripts [110,114,115]. Other studies conclude that the LP 
lacks IgA class switching because, compared with PPs, the 
LP contains little or no AID, Iα-Cα, and/or Iα-Cμ transcripts 
[116,117]. One possible explanation for these discordant 
results is that LP B cells are more scattered and express 
fewer AID transcripts than PP B cells and thus IgA CSR can 
be easily underestimated or pass completely unrecognized 
in the LP, unless appropriate comparisons are established 
and sensitive methodologies [113].

In general, the possibility that the LP supports TI path-
ways for IgA production is in agreement with works show-
ing that lower vertebrates such as trout have no GALT 
but mount antibody responses to gut microbes through an 
IgA-like mucosal antibody termed IgT [118]. This path-
way involves antibody-secreting cells similar to B-1 cells, a 
mouse subset of innate-like CD5+ B cells that express poly-
reactive BCRs and mainly reside in the peritoneal cavity 
[119]. Similar to splenic marginal zone B cells, B-1 cells 
rapidly generate low-affinity and poorly specific IgM and 
IgA antibodies in the absence of help from CD4+ T cells 
[120]. B-1 cells may mount intestinal TI antibody responses 
after migrating from the peritoneal cavity to the intestinal 
LP through the omentum in response to microbial signals 
[121]. Disagreement over the involvement of B-1 cells in 
gut antibody production might result from phenotypic 
changes occurring in B-1 cells following their homing to 
the LP [122–124]. Alternatively, TI antibody responses 
may mostly involve conventional B-2 cells [100], perhaps 
including a unique subset of GALT-independent B cells 
recently identified in the LP [125].

5.3.1  Immunoglobulin A-Inducing Signals from 
Dendritic Cells in the Lamina Propria

Macrophage-DC subsets present in the LP and in proxim-
ity to ILFs would initiate B cell activation and IgA class 
switching after sampling antigen through transepithelial 
projections or transient antigen-challenging passages gen-
erated by mucus-secreting goblet cells [126,127]. After 
acquiring antigen, macrophage-DCs may interact with B 
cells positioned beneath the intestinal epithelium. Alterna-
tively, LP B cells may acquire antigen from M cells located 
in proximity to ILFs [128]. DCs and M cells might convey 

antigen-containing immune complexes into nondegradative 
intracellular compartments by using FcγRIIB, DC-SIGN, 
and/or dectin-1 receptors [129,130]. Subsequent recycling 
of antigen-containing vesicles to the cell surface would 
allow DCs and M cells to make antigen available to B cells 
[131–133].

In addition to exposing antigen to B cells, DCs- 
macrophages release CD40L-related B cell-helper factors such 
as BAFF and APRIL, which engage transmembrane activa-
tor and calcium modulator and cyclophylin ligand interactor 
(TACI) on B cells [106,107,132,134,135]. TACI cooperates 
with TLR ligands, TGF-β1, and IL-10 to induce IgA class 
switching and plasma cell differentiation [74,100,136]. This 
pathway involves MyD88, an adaptor protein that functions 
downstream of both TLRs and TACI and stimulates intesti-
nal B cell production of both IgA and IgM [136,137].

In mice, an additional CD103+TLR5+ DC subset highly 
sensitive to the bacterial TLR5 ligand flagellin may trigger 
IgA responses via RA and IL-6 [138]. In addition to induc-
ing gut-homing receptors in B cells emerging from PP GCs, 
RA has been shown to enhance IgA CSR and production in 
B cells by cooperating with TLR ligands, BAFF, APRIL, 
and TGF-β [6,97,139].

Recently, an additional follicle-independent pathway 
for IgA production has been identified in the LP and would 
involve RORγt+ ILCs expressing membrane-bound LTαβ2 
[140]. This TNF family member may induce IgA produc-
tion in B cells by triggering nitric oxide release by iNOS-
expressing DCs [140]. In the presence of TLR signals, nitric 
oxide would enhance IgA responses by stimulating DC 
expression of BAFF and APRIL [108].

5.3.2  Immunoglobulin A-Inducing Signals from 
T Cells, Intestinal Epithelial Cells, and 
Stromal Cells in the Lamina Propria

Besides DCs, the gut LP harbors Foxp3+ T cells that pro-
duce TGF-β1 and IL-10 as well as RORγt+ Th17 cells that 
produce IL-17 [141,142]. When combined with BAFF, 
IL-17 enhances B cell survival, proliferation, and differen-
tiation, at least in systemic B cells and under inflammatory 
conditions [143]. Whether this pathway is also operative in 
gut B cells remains unknown. Of note, Foxp3+Treg cells 
and Th17 cells also express CD40L and their migration to 
the gut LP is under the control of LTα3 from RORγt+ ILCs 
[140,144].

LP B cells would receive additional IgA-inducing sig-
nals from BAFF, APRIL, TGF-β1, RA, and IL-6 produced 
by IECs and/or SCs [112,145,146]. In particular, IECs pro-
duce very abundant amounts of BAFF and APRIL, which 
may cooperate with BAFF and APRIL from DCs to sup-
port IgA induction and plasma cell survival in the gut LP. 
In addition, IECs release thymic stromal lymphopoietin 
(TSLP), an IL-7-like cytokine that stimulates DC production 
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of BAFF, APRIL, and IL-10 [112,147,148]. Together with 
DCs, SCs express cyclooxygenase-2 (COX-2), an enzyme 
that may further facilitate the generation of IgA-producing 
plasma cells in the LP either directly or indirectly through 
induction of Foxp3+ Treg cells [149,150](Fagarasan et al., 
unpublished data). Thus, the generation of IgA in the gut LP 
likely involves both TI and TD pathways governed by both 
immunological and stromal signals.

6.  FUNCTION OF IMMUNOGLOBULIN A

SIgA impedes the attachment of intestinal antigens to intes-
tinal IECs through a process known as “immune exclusion.” 
In humans, orally delivered specific IgA protects against 
pathogens such as Salmonella typhimurium [151,152], Vib-
rio cholera [153], Shigella flexneri [154], and Helicobacter 
pylori [155]. Conversely, mice lacking SIgA have increased 
mucosal infections [156–160]. However, the precise mech-
anisms underlying immune exclusion are not completely 
understood. In vitro studies show that SIgA binds to bac-
terial antigens and thereafter prevents the interaction of 
bacteria with bacterial receptors on IECs [153]. In addition 
to impeding the adhesion of pathogenic bacteria to IECs, 
SIgA interferes with their virulence by reducing both motil-
ity and invasiveness [161]. For instance, subagglutinating 
concentrations of IgA specific for the O-antigen of lipo-
polysaccharide can reduce the motility of S. typhimurium 
and consequently affect its capacity to invade IECs [162].

IgA can provide additional protection after micro-
bial invasion of IECs. By intercepting microbes that have 
invaded the epithelium, IgA can facilitate their release as 
nonvirulent immune complexes [163–165]. IgA can also 
capture microbes intruding in the LP and thereafter promote 
their expulsion through crypt IECs [166]. Moreover, IgA 
binding to bacteria can induce changes that affect the viabil-
ity and/or pathogenicity of bacteria [21].

In addition to protecting against mucosal pathogens, 
SIgA also plays important roles in the control of the indige-
nous microbiota. AID-deficient mice, which lack IgA, have 
deregulated bacterial communities in the gut [85]. Indeed, 
an abnormal expansion of uncultured anaerobes such as 
segmented filamentous bacteria (spore-forming gram-positive 
bacteria belonging to the Firmicutes phylum) develops in 
all gut segments, but particularly in the small intestine of 
AID-deficient mice [85]. The aberrant expansion of a few 
Firmicutes species causes hyperactivation of both intes-
tinal and systemic B cells [85]. Of note, reconstitution of 
AID-deficient mice with normal levels of IgA decreases the 
number of segmented filamentous bacteria and restores the 
normal composition of the gut microbiota [85,167].

Not only the quantity but also the quality of SIgA is 
important to control gut homeostasis. AIDG23S is a mutant 
form of AID that has normal CSR but impaired SHM activ-
ity [168]. Thus, knock-in mice expressing AIDG23S show 

limited diversity of the IgA repertoire due to a severe defect 
of SHM, but the concentration of serum and fecal IgG and 
IgA antibodies is equivalent to that of WT mice [168]. Nev-
ertheless, AIDG23S mice show signs of systemic immune 
activation, including GC B cell hyperplasia, as well as 
hyperresponsiveness to oral cholera toxin [168]. In addition, 
AIDG23S mice have an abnormal expansion of Proteobac-
teria and skewed bacterial composition toward Firmicutes 
over Bacteroidetes [168], suggesting that the mutation and 
antigen-driven selection of SIgA is critical for the control of 
the gut microbiota.

As discussed earlier, PD-1 deficiency increases the num-
ber of PP TFH cells and impairs the selection of IgA-producing 
B cells in the GCs of PPs, leading to a reduction in fecal 
bacteria coated with IgA [82]. The microbiota composition 
is also altered, because PD-1-deficient mice have a marked 
reduction in the number of “healthy” short-chain fatty acid 
producing-bacteria, such as Bifidobacterium [82,169]. In 
contrast, Enterobacteriaceae, which are only marginally 
represented in the small intestine of healthy mice, are sig-
nificantly increased in PD-1-deficient mice [82,169]. Simi-
lar to AID-deficient mice, PD-1-deficient mice develop 
hyperactivation of systemic lymphoid organs, including 
T and B cell hyperplasia and presence of serum IgG anti-
bodies against commensal bacteria [82,169]. These altera-
tions can be mitigated by treatment with antibiotics, which 
indicates that inhibitory signals from PD-1 are critical to 
achieve an adequate mucosal-systemic compartmentaliza-
tion of bacteria via IgA [170]. Despite these advances, how 
IgA maintains a normal compartmentalization and compo-
sition of the microbiota remains unclear.

7.  CLINICAL RELEVANCE

In addition to neutralizing mucosal pathogens and toxins, 
IgA modulates the interaction of commensal bacteria with 
the mucosal immune system to mitigate the overall inflam-
matory tone of the intestine [171]. Indeed, the majority of 
intestinal IgA recognizes commensal microbes and enteric 
pathogens in addition to self-antigens [172]. Therefore, it is 
not surprising that some patients with primary antibody dis-
orders such as CVID and HIGM syndrome develop not only 
gastrointestinal infections but also inflammatory bowel dis-
ease and autoimmune disorders [173–176].

In humans, SIgAD causes an isolated defect of IgA, 
whereas CVID impairs IgA along with IgM and IgG pro-
duction [177,178]. In the majority of patients, SIgAD often 
goes unnoticed, probably because overproduction of IgM 
and IgG compensates for the lack of IgA [179]. Yet, some 
SIgAD and CVID patients suffer from respiratory and gas-
trointestinal infections, respond poorly to vaccines, and 
develop lymphoproliferative disorders, autoimmunity, and 
allergy [173,175,179,180]. In addition, some CVID patients 
develop malabsorption, inflammatory bowel disease, celiac 
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disease, and nodular lymphoid hyperplasia, a benign lym-
phoproliferative disorder that consists of multiple nodular 
lesions made up of lymphoid aggregates usually confined 
to the LP of the small intestine (SI) [176,181].

Nodular lymphoid hyperplasia probably originates from 
polyclonal activation of LP B cells by commensal bacte-
ria undergoing aberrant expansion in the SI [182]. Accord-
ingly, patients with SIgAD and CVID develop small bowel 
bacteria overgrowth syndrome, which leads to heteroge-
neous clinical manifestations associated with malabsorp-
tion [173–176]. The molecular basis of impaired mucosal 
IgA responses and gastrointestinal disorders in SIgAD and 
CVID remain largely unknown, but some patients have 
defective TACI signaling [183–186].

The intestinal nodules observed in patients with primary 
antibody deficiency resemble ILFs and may arise from the 
hyperactivation of mucosal follicular B cells by an altered 
microbiota. Indeed, similar nodules can be detected in the 
SI of mice with AID deficiency [85]. In these mice, the lack 
of AID impairs CSR and SHM and thus prevents the for-
mation of high-affinity mucosal IgA. The ensuing inappro-
priate expansion of commensal anaerobic bacteria such as 
segmented filamentous bacteria causes hyperactivation of B 
cells in the SI [85]. Over time, this process may lead to the 
aberrant expansion of allergen-reactive, autoreactive, and 
clonal B cells, which could contribute to the increased fre-
quency of allergy, autoimmunity (including celiac disease, 
hemolytic anemia, and immune thrombocytopenic pur-
pura), and B cell tumors (mostly non-Hodgkin lymphoma) 
in patients with SIgAD, CVID, and HIGM.

Primary IgA deficiencies characterized by specific gene 
defects can also help to gain new insights into the regula-
tion of gut IgA production. In HIGM syndrome caused by 
CD40 deficiency, follicles cannot form GCs, and yet the LP 
from both intestinal and upper respiratory tracts contains 
B cells that express IgA and some AID [107,112]. Simi-
lar observations can be made in human immunodeficiency 
virus-infected patients with acquired immunodeficiency 
syndrome who rapidly undergo a virtually complete loss of 
mucosal CD4+ T cells [187]. Overall, these findings sug-
gest that human B cells can produce some IgA through GC-
independent and possibly TI pathways that do not require 
help to B cells by CD4+ T cells.

8.  CONCLUSIONS

The intestine is a major site of pathogen entry, contains 
trillions of commensal bacteria, and is exposed to large 
amounts of food antigens. To protect the integrity of the 
epithelial barrier and avoid potentially catastrophic inflam-
matory reactions, SIgA not only restricts the access of 
microbes and other antigens to the mucosal surface, but 
also modulates the sampling of antigens and the quality of 
the local immune response. Although better known for its 

ability to neutralize toxins and some pathogens, IgA also 
plays an important role in the selection and maintenance of 
a diverse and spatially diversified community of commensal 
bacteria. To achieve these functions, the intestine has devel-
oped multiple follicular and extrafollicular IgA-inducing 
strategies that follow both TD and TI pathways. The precise 
cellular and signaling components of these pathways and 
their relative contribution to mucosal immunity and homeo-
stasis remain to be fully elucidated. Further studies are also 
needed to characterize how intestinal IgA discriminates 
commensals from pathogens and whether specific com-
mensals are needed to optimize homeostatic IgA responses. 
This information may not only facilitate the development 
of novel vaccine strategies but also contribute to a better 
understanding of intestinal disorders, including inflamma-
tory bowel diseases, food allergies, and metabolic diseases.
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Chapter 17

1.  MICROBIOTA

Evolutionary pressures over millennia have resulted in com-
plex interrelationships between animals and the microor-
ganisms that inhabit them. Mutualistic microorganisms are 
particularly abundant in the gut lumen, where an estimated 
1014 bacteria reside [1]. These microbes represent over 1000 
different prokaryotic species belonging to a limited set of a 
dozen taxa and dominated by gram-positive anaerobes [2]. 
The term “microbiota” is defined as the collection of micro-
organisms in a distinct location, such as the human gut. The 
term “microbiome” generally refers to the collective genes 
contained within the microbiota, which in the case of the 
human gut includes some three million unique genes [3] that 
are mostly from bacteria of relatively few of the known bac-
terial phyla—the two most prominent being the Firmicutes 
and the Bacteroidetes [2–4]. Microbiota in general have been 
shown to be stable, resilient, and specific [5,6]. The micro-
biota that inhabit animal hosts are frequently described as 
commensal (one partner benefits, whereas the other is unaf-
fected); however, as more light has been shed on animal/
microbe interdependence, the term mutualist (both partners 
derive benefit) has been suggested to provide a more accurate 
description [2,7]. Sequencing efforts have produced large 
data sets revealing a diverse array of bacterial communities 
across various human body sites, diets, and populations and 
delineating the range of functional and structural configura-
tions in healthy populations [3,4,8,9]. These studies show 
substantial variability in microbial community structure 
between individuals in terms of microbial taxa, but a remark-
able similarity between individuals in terms of the metage-
nomic makeup of imputed metabolic functions [10].

The trillions of commensal bacteria that make the human 
body their home are required for optimal host physiology. 
Microorganisms provide defense functionalities to hosts by 
delivering signals that lead to optimal host immune system 
development in addition to crowding out potential pathogens 
[11]. Mutualistic bacteria have also been shown to provide ver-
tebrate hosts with metabolic capabilities that enhance energy 
and nutrient uptake from the diet [2]. In addition, based on the 

strong associations of the specific intestinal microbiota with 
diseases such as allergy, inflammatory bowel disease, diabe-
tes, and obesity [12], microbial composition is beginning to be 
appreciated as a key regulator of human health. In this regard, 
animal hosts derive benefit by exerting control over the compo-
sition of their mutualistic microbial partners [2].

Microbes have evolved species-specific physical inter-
actions with the host that mediate stable bacterial coloni-
zation [13], and optimal host immune system development 
may require specific groups of commensal species. For 
example, despite containing similar phyla and microbe 
abundance, a human microbiota was not as effective as a 
mouse microbiota in providing the signals required for opti-
mal mouse immune maturation as measured by T cell pro-
liferation, dendritic cell numbers, and antimicrobial peptide 
expression [14]. Although the mechanisms underlying this 
effect remain to be worked out, these observations indicate 
that specific host species anticipate a specific microbiota 
and that optimal immune development does not occur with-
out it. In this context, a fundamental goal in modern immu-
nology is to understand the factors that contribute to the 
development and maintenance of the homeostatic balance 
between commensal microbes and the host immune system.

The mucosal immune system carries out the complex 
function of containing the enormous microbial load while 
limiting the potential harmful effects of chronic activation 
of an inflammatory response to commensal microbes that 
inhabit the gut lumen [15]. In this regard, there is a bidirec-
tional dialogue between commensal microbes and the host 
immune system—commensals play a key role in shaping 
the host immune system, whereas the host immune system 
plays a role in shaping the ecological structure of the lumi-
nal microbe content [15]. Microflora in general, as well as 
specific species and families of bacteria, have been shown to 
shape mucosal T cell subsets. For example, isolated lymphoid 
follicles, normally present in the intestinal mucosa, do not 
develop in germ-free mice [15]. Additionally, colonization of 
mice with a specific bacterial species—namely, segmented 
filamentous bacteria (SFB)—induces the accumulation of 
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proinflammatory TH17 cells [16], which have been shown to 
play a role in host systemic inflammatory diseases [17]. In 
contrast to the SFB–TH17 axis, colonization of mice with clo-
steridial strains induces the expansion of anti-inflammatory, 
IL-10-secreting regulatory T cells (Tregs) in the gut lamina 
propria (LP) [18], which promotes an environment of immune 
quiescence and tolerance. Additionally, polysaccharide A of 
Bacteroides fragilis leads to T cell IL-10 production, which 
limits the expansion of proinflammatory TH17 cells [19]—a 
property probably enabling this species to coexist with the 
host as a commensal [15]. Therefore, gut microbes impart 
both pro- and anti-inflammatory signals and shape the host T 
cell profile, but microbial effects on B cell development and 
function are also beginning to be understood.

2.  MICROBES, PRIMARY Ig 
DIVERSIFICATION, AND EARLY LIFE  
B CELL SELECTION

A potential link between the microbiota and primary B cell 
development was implicated when it was first demonstrated 
that the bursa of Fabricius is key for Ig production in chickens 
[20]. The bursa of Fabricius is an out-pouching of the avian 
hindgut that involutes during puberty, and its removal early 
in life results in the absence of Ig and B cells [20,21]. Finding 
related gut-associated follicular structures only in prepuber-
tal rabbits and sheep led to suggestions that there may be a 
mammalian equivalent of the avian bursa [21,22]. Early B cell 
development and primary Ig diversification in rabbits are par-
ticularly similar to those in chickens in that they both generate 
a very limited recombination-activating gene (RAG)-mediated 
V(D)J repertoire that is subsequently diversified through acti-
vation-induced cytidine deaminase (AID)-mediated activities 
in hindgut structures [23,24]. The observations that chickens 
and rabbits undergo substantial primary Ig diversification in 
gut-associated structures early in life raises the notion that the 
gut environment in the young may be beneficial in shaping 
nascent Ig repertoires. Although mechanisms differ between 
organisms, many vertebrates seem to also share a link between 
the gut, microbes, and early B cell selection events associated 
with windows of time early in life. Known examples of these 
associations are reviewed here.

In rabbits, V(D)J recombination generates a very lim-
ited repertoire due to heavily biased VH gene segment usage 
owing to preferential rearrangement of D-proximal VH gene 
segments [25]. Shortly after birth, B cells with this limited 
repertoire migrate to gut-associated lymphoid tissues—
namely, the sacculus rotundus and the  appendix—where 
they undergo proliferation and AID-mediated preimmune 
Ig repertoire diversification to develop a full preimmune 
repertoire in the first 1–2 months of postnatal life [26]. 
These hindgut structures subsequently undergo changes 
to resemble secondary lymphoid tissue in which conven-
tional immune responses occur [27]. The role of microbe 

exposure in primary Ig diversification in newborn rabbits 
has been addressed in germ-free animals [28–31] as well 
as in model systems in which exposure to microbiota was 
blocked by the removal of the sacculus rotundus and micro-
surgical closure of the appendix at birth [31–33]. All of 
these models demonstrated that prevention of microbial 
exposure reduced gut-associated follicle development,  
B cell numbers, and peripheral Ig diversity in young rabbits.

Whereas the extent to which direct microbial encoun-
ters with surface Ig influence primary Ig diversification in 
these models remains an intriguing question, the microbial 
effects on early Ig specificity during primary rabbit B cell 
diversification were implicated in studies using mutant Ali-
cia rabbits. Alicia rabbit B cells express IgM of the VHn 
allotype almost exclusively at birth. However, during the 
first weeks of life, the VHn representation diminishes in 
favor of increased VHa allotype representation. When intes-
tinal microbiota interactions were prevented by surgical 
sequestration of the sacculus rotundus and appendix from 
microbial exposure, the peripheral repertoire throughout the 
body remained largely of the VHn allotype [34], indicating 
that the presence of microbes may select for Ig specificity 
during primary development in young rabbits. Based on the 
finding of conserved amino acids in VHa framework regions 
positioned in areas that could react with a putative antigen, 
it was proposed that a microbial superantigen may be posi-
tively selecting for the VHa-expressing B cells in the young 
rabbit intestine [34]. In addition, more VHa cells were found 
to proliferate and fewer to die compared to VHn cells in the 
gut-associated lymphoid tissue [35], in agreement with a 
potential commensal microbe-dependent positive selection 
occurring while primary diversification is taking place in 
these specialized gut structures early in the rabbit’s life.

Further insights into the potential role of microbiota in 
primary Ig diversification have been obtained from studies 
in chickens, in which primary Ig diversification occurs in 
the bursa after RAG-mediated generation of a very lim-
ited Ig repertoire. Cells committed to the B lineage with 
severely limited Ig repertoire migrate to the bursa of Fabri-
cius, an out-pouching of epithelium connected to the distal 
intestine in birds required for B cell development [36–39]. 
The chicken IgH locus contains a single functional VH seg-
ment and several related VH pseudogenes [38,40]. Before 
the bird hatches, B-lineage cells with limited V(D)J rep-
ertoire migrate to the bursa primordium in a single wave 
during embryonic life [41,42]. There, these B-lineage cells 
undergo both expansion and diversification of their Ig genes 
via AID-mediated gene conversion utilizing pseudogene V 
segments as donor sequences [37,43].

Although chicken Ig diversification takes place in a gut-
associated structure, it occurs to a substantial degree during 
embryonic development (before hatching), in contrast to 
that in rabbits, arguing against a role for microbiota at least 
in the initial phase of chicken Ig diversification. However, 
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microbes appear to influence early repertoires soon after 
hatching. The role of Ig specificity in chicken B cell devel-
opment and Ig diversification was addressed in a 1999 study 
utilizing a retroviral gene transfer model, which employed 
a truncated Igμ heavy chain (Tμ) that lacks the antigen-
binding VDJ and C1 segments [44] (Figure 1). Tμ does not 
require the presence of light chains for its surface expres-
sion of B cell precursors and can be distinguished from 
endogenous IgM [44]. After induction of Tμ expression in 
chicken embryos, B cell expansion and primary Ig diversi-
fication occurred in Tμ+ cells in the absence of endogenous 
IgM (Figure 1). Expression of the Tμ protein was able to 
support rapid cell division and Ig diversification via gene 
conversion during embryonic life, similar to that observed 
with endogenous IgM expression [45]. However, bursal 
cells expressing Tμ demonstrated substantially reduced 
rates of cell division and increased levels of apoptosis after 
hatching [46] (Figure 1). These studies indicated that the 

specificity of the Ig is dispensable for the early stages of 
bursal B-lineage cell diversification, but suggest a role for 
antigen encounter in avian B cell selection events shortly 
after hatching. Thus, sterile Ig diversification before hatch-
ing appears to produce the substrate that influences the 
early avian Ig repertoire shortly after hatching via environ-
mental agents such as the microbiota. As primary antibody 
diversification continues to occur in the chicken bursa for a 
period of at least 6 weeks after birth, luminal microbes may 
have a substantial impact on the shaping of the primary Ig 
repertoires.

Sheep intestines harbor two distinct types of Peyer’s 
patches that differ in their ontogeny, cell composition, and 
physiology [47]. Ileal Peyer’s patches resemble the young 
rabbit sacculus rotundus and chick bursa in that they are 
made up of ∼95% B cells that are essentially all IgM+ and 
<0.5% CD4+ T cells [48–50]. In contrast, jejunal Peyer’s 
patches consist of ∼40% IgM+ B cells, 10–15% CD4+  

FIGURE 1 Commensal microbes influence B cell development within bursal follicles in chicken. In the bursal follicles of chicken, B cell  precursors 
expand and diversify their immunoglobulins via gene conversion. Through this process, bursal follicles expand both before and after the time of hatch-
ing. Although the B cells do not encounter exogenous antigens prior to hatching, they do encounter commensal microbes present in the bursal lumen 
posthatching. The role of commensals in the development of bursal follicles becomes apparent in the presence of B cells that encode a truncated μ heavy 
chain (Tμ) instead of endogenous IgM. The Tμ molecules, generated by retroviral gene transfer, lack the VDJH and Cμ1 domains and thus lack antigen 
specificity. Despite the absence of endogenous IgM, B cell precursors that express Tμ are capable of exclusively colonizing follicles within the bursa prior 
to hatching. They also support gene conversion as evidenced by the VJL from neonatal bursal cells expressing Tμ, which have been shown to undergo as 
much diversification as the bursal cells expressing surface IgM. However, after the chicken hatches, the B cells with Tμ protein cannot expand as rapidly as 
those that have an intact IgM and also undergo apoptosis at a higher rate, with the most marked apoptotic cells observed in the bursal follicles exclusively 
colonized in these cells. This fundamental difference in the need for VDJ-encoded determinants and an intact IgM molecule highlights the significance of 
commensal microbes in B cell development in the chicken bursa.
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T cells, and 4–6% plasma cells and 35–40% isotype-
switched B cells [48–50]. In addition, ileal Peyer’s patches 
are present at birth and involute between 6 and 15 months 
of age, whereas jejunal Peyer’s patches are present through-
out the entire life [21,51]. These observations stimulated the 
hypothesis that jejunal Peyer’s patches may be a significant 
site for the induction of mucosal immunity in the form 
of secondary lymphoid tissue, similar to Peyer’s patches 
in rodents and primates, whereas ileal Peyer’s patches in 
neonates and young lambs may serve a function more in 
line with primary Ig repertoire modulation, perhaps simi-
lar to young rabbits and chicks [52,53]. In this regard, 
the observation that only ∼5% of B cells in ileal Peyer’s 
patches survive, with the remainder dying in situ by apopto-
sis [51,54,55], indicates that a substantial selection process 
occurs there before involution early in life. The localization 
of the ileal Peyer’s patches just above the ileal–cecal junc-
tion, where the highest concentrations of bacteria accumu-
late, suggests that luminal microbes probably influence this 
selection process.

The potential role of microbes in the development of the 
primary Ig diversification in sheep ileal Peyer’s patches was 
addressed in experiments in which B cell somatic mutation 
of the V segment of the λ light chain was analyzed from 
sterile fragments of the ileal loops surgically sequestered 
from microbes during fetal life, as well as in germ-free 
sheep 6 and 8 weeks after birth [52,53]. The size of ileal 
Peyer’s patches was decreased in the surgical ileal loops 
as well as in the germ-free sheep after birth, indicating that 
luminal microbes played a role in ileal follicle size. Ear-
lier studies reported high levels of somatic mutation in 
the surgical loops and germ-free animals, suggesting that 
microbes may not be required to induce primary Ig diver-
sification in sheep [52]; however, the discovery of more Vλ 
gene segments revealed that many of the unique nucleotide 
patterns initially thought to be a result of mutation in early 
studies were actually hard-coded germ-line variants [56], 
thus clarifying that somatic mutation occurs almost exclu-
sively after birth [56], consistent with a potential role for 
microbes and/or dietary substances in this process. Ileal and 
jejunal Peyer’s patches in piglets are structurally very simi-
lar to those of lambs and it has been shown that piglet ileal 
Peyer’s patch B cell somatic mutation is dependent upon 
microbial exposure early in life as well [57].

Although the extent to which postnatal ileal Peyer’s 
patch somatic mutation is physiologically and function-
ally distinct from that occurring in jejunal Peyer’s patches 
remains to be fully resolved, the role of ileal versus jeju-
nal Peyer’s patches was examined in experiments in which 
antibody responses to a model antigen, namely, a vector 
expressing glycoprotein-D of bovine herpesvirus 1 (gD), 
were assessed after antigen challenge in sterile loops of 
jejunum versus ileum in young lambs. Anti-gD antibodies 
and B cell proliferation were strongly elicited in the jejunal 

Peyer’s patches, but not those in the ileum [58]. However, 
gD-reactive antibodies were discovered in the spleens of 
ileum loop-injected sheep, and not in loops that did not con-
tain follicles, suggesting that the gD antigen may have had 
a positive selection effect on emigrant lymphocytes from 
the ileal Peyer’s patches [58], reminiscent of the putative 
microbe-dependent positive-selection activities that may 
occur in young rabbits [34]. Additionally, involution of ileal 
lymphoid follicles was delayed after gD antigen exposure, 
supporting the notion that B cells there sense and respond to 
the luminal environment.

Owing to distinct diversification and selection mecha-
nisms, the hindgut B cell structures in hatchling birds, 
young rabbits, lambs, and piglets may not allow a simple 
categorization of the B cell activities occurring in these 
species as the same process [57]. However, there are three 
aspects that are common among gut B cell activities in the 
young of these species. First, some B cell developmental 
and selection events occurring in the gut are distinct from B 
cell activation and clonal expansion events typical of con-
ventional inflammatory responses. Second, these selection 
events appear to be influenced by gut microbes. And finally, 
there appears to be a window of time early in life in which 
these selection/diversification events take place in each of 
these species. Together these aspects raise the notion that 
the gut microbiota may be of some value to shaping the 
burgeoning Ig repertoire early in life, but the nature of this 
benefit, and the degree to which this phenomenon extends 
to other species, is not fully understood. In this regard, mice 
and humans do not appear to have gut-associated B cell fol-
licles that involute a few months after birth, as are found in 
the avian bursa, rabbit sacculus rotundus, or artiodactyl ileal 
Peyer’s patches. However, the human fetal small intestinal 
LP was shown to harbor pre-B cells with readily detectable 
V pre-B expression [59]. As RAG-dependent V(D)J recom-
bination is essentially the sole driver of the primary human 
Ig repertoire, the finding of pre-B cells in the human fetus 
raises the question whether early B cell development may 
serve a purpose similar to that of the gut-resident primary Ig 
diversification in chickens and rabbits. The extent to which 
early B cell development and primary Ig diversification 
occur in the intestines of human infants and children has 
not been addressed. However, recent studies have addressed 
this in mice.

Similar to humans, RAG-mediated V(D)J recombination 
during early B cell development is the major driver of preim-
mune diversification in mice. Consistent with the notion that 
the gut may provide some benefit to the process of early B 
cell selection and preimmune Ig diversification early in life, 
RAG-expressing early developing B-lineage cells, undergo-
ing active V(D)J recombination, have been observed in the 
small intestinal LP of weanling mice [60]. Based on stud-
ies using a mouse model that contains a functional RAG2–
green fluorescent protein fusion gene within the endogenous 



297Chapter | 17 Gut Microbiota and Their Regulation

RAG2 locus, RAG-expressing CD19+B220low cells were 
shown to make up ∼4% of total CD19+ cells at weaning age 
(18–24 days) despite being essentially undetectable in the 
first week after birth. RAG-expressing B cells then decreased 
to background levels by postnatal day 35. The coincident 
timing of early gut B cell accumulation with weaning age 
implied a role for the gut microbiota in this process given 
that gut microbes expand markedly as mice are weaned off of 
IgA found in maternal milk [61]. In addition, the amount of 
RAG2+ cells in the small intestinal LP increased when germ-
free mice were colonized with microbes by cohousing with 
conventionally raised mice [60].

In addition to affecting the amount of early B cell pro-
genitors in the gut mucosa, colonization of germ-free mice 
led to an increase in the Igλ/Igκ ratio specifically in the LP 
of the small intestine, and not in any other tissues such as the 
spleen or bone marrow [60]. As increased Igλ usage in the 
B cell repertoire has been used to as a marker for increased 
receptor editing [62–64], these observations are consistent 
with the notion that commensal microflora influence the Ig 
repertoire by affecting BCR editing of immature gut B cells. 
In this regard, B-lineage cells with phenotypic characteris-
tics of editing cells—namely, RAG2+B220lowIgMlow—were 
observed in the small intestinal LP of weanling mice, and 
comparison of the emerging Ig repertoire in RAG2+ gut 
LP cells with that in RAG2+ cells from the bone marrow 
revealed significant differences in Vκ gene segment usage 
despite similar VH usage, which would be expected if LP B 
cells were undergoing a selection process like BCR editing 
owing to the distinct antigenic environment in the gut LP.

As B cell receptor editing is a mechanism of antigen- 
mediated shaping of primary Ig repertoires, these findings 

are consistent with a model suggesting that luminal 
contents may play a role in shaping preimmune reper-
toires during a window of opportunity early in life [65]  
(Figure 2). Although mechanistically distinct, early B 
cell development and microbe-dependent primary Ig rep-
ertoire modification in weanling mice may be function-
ally related to the process of gut-resident B cell receptor 
selection/diversification that occurs in young chicks, rab-
bits, piglets, and lambs. The mechanism underlying these 
effects as well as the physiological relevance of the early 
life timing and gut locale are questions that await further 
elucidation.

3.  MICROBIAL INFLUENCE ON IgA 
PRODUCTION

IgA is the largest IgH isotype produced by the body as 
a whole, representing over three-quarters of the IgH pro-
duced [67,68]. The gut mucosal system is home to the 
largest activated B cell pool in the body, containing at least 
80% of all plasmablasts and plasma cells, mostly produc-
ing dimers of IgA [69]. IgA production has been shown 
to be dependent upon the presence of microbes, as germ-
free animals have extremely low levels of IgA [70–72]. In 
addition, most intestinal IgA is directed against intestinal 
flora [73].

Although mechanistic details underlying how microbes 
influence IgA production have yet to be fully uncovered, 
unique advances have been made in studies using a mutant 
Escherichia coli strain (HA107) engineered to allow revers-
ible colonization of germ-free mice. The HA107 bacteria 
are alive, but unable to divide, and become undetectable 

FIGURE 2 B cell receptor editing in the small intestine. (A) B-cell development occurs in the bone marrow and is regulated by interactions with 
self-antigens. As a pre-B cell develops into an immature B cell, it starts to express a B cell receptor, comprising immunoglobulin heavy chains and immu-
noglobulin light (IgL) chains, on its surface. Cells expressing IgM molecules can continue to express RAG proteins and undergo continued assembly of 
IgL chain genes to replace the previously assembled IgL through receptor editing. (B) B cell receptor editing also occurs in the lamina propria of the gut, 
where microbes may influence the preimmune Ig repertoire. (Adapted from Ref. [66]).
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72 h after installation into the mouse gut by gavage, thus 
enabling the animals to receive known quantities of live 
organisms, become germ-free again, and be rechallenged 
[74]. Gut challenge with differing amounts of HA107 
revealed that the intestinal barrier appears to sample only 
a tiny fraction of the live luminal bacteria, as up to 100 
million (108) colony-forming units (CFU) of HA107 bac-
teria produced no measurable IgA responses, and greater 
amounts (109 and 1010 CFU) provided comparable levels 
of specific IgA responses [74]. Although highly specific, 
the IgA response against HA107 demonstrated an additive 
effect in the response to sequential bacterial exposures, as 
opposed to a synergistic effect seen with classical systemic 
immune memory responses [74]. In addition, although spe-
cific IgA responses can last over 16 weeks after initial chal-
lenge with HA107, exposure of HA107-treated, germ-free 
mice to other commensal bacterial species resulted in rapid 
abrogation of HA107-specific IgA and generation of an IgA 
response that matched the existing commensal content [74], 
thus indicating that IgA responses can continually evolve to 
react against the most prominent luminal species.

The extent to which IgA responses to E. coli/HA107 
colonization reflect IgA responses to bacteria in general 
remains to be elucidated, as different bacterial species 
are known to have varying effects on mucosal immune 
responses. In particular, colonization with SFB has been 
shown to be exceptionally effective at producing large 
amounts of IgA [75]. Notably, stimulation with these 
bacteria is also associated with the induction of TH17 
cells [16]. With the use of IL-17 fate reporter mice, it 
was shown that TH17 cells that expand and home to the 
small intestine in response to SFB colonization migrate 
into the Peyer’s patches and take on a T follicular helper 
phenotype to assist B cells in undergoing activation 
toward IgA-producing cells [76]. In addition, mice that 
lacked TH17 cells were deficient in their ability to mount 
an antigen-specific IgA response when immunized with 
cholera toxin. Although the mechanism of how SFB spe-
cifically leads to TH17 accumulation in the gut is not 
fully understood, these studies provide a link between 
how SFB is connected to T-cell-dependent IgA produc-
tion (Figure 3).

FIGURE 3 The role of specific commensals in shaping the immune system. Segmented filamentous bacteria (SFB) are commensals that adhere 
tightly to the epithelium in the ileum and are known to correlate with lower abundance of intestinal pathogens. SFB induce the formation of serum amyloid 
A (SAA) in the ileum, which in turn stimulates dendritic cells to induce differentiation of TH17 cells in the lamina propria. When TH17 cells are adoptively 
transferred into mice that lack them, they preferentially home to the gut lamina propria and Peyer’s patches. TH17 cells are important for B-cell-derived 
immunity because in Peyer’s patches, TH17 cells differentiate into T follicular helper (TFH) cells. TFH cells express CXCR5 and CD40L, which allows 
them to position themselves into B cell niches in the germinal center and interact with B cells and induce them to express AID and germinal center markers 
such as GL-7 and CD95. This in turn is necessary in B cells for class-switch recombination into IgA.
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4.  MICROBIAL INFLUENCE ON IgE 
PRODUCTION

Although microbes are required for induction of IgA, it seems 
that the opposite is true for IgE, which is elevated at baseline 
for unknown reasons in germ-free mice and decreases upon 
colonization with commensal microbes [77,78]. Germ-free 
mice begin to produce IgE shortly after weaning age to levels 
1000–10,000 times those of conventionally raised mice by 
64 days of life and maintain this level unless colonized with 
microbes within the first week of life [77]. Notably, coloniza-
tion with one or two species was not sufficient to protect from 
hyper-IgE despite gavage with high amounts of a single strain 
of bacteria (multiple rounds of 109–1010 CFU), but a more 
diverse set of microbes representing 7–40 different phyla 
was required to provide a robust protection against hyper-
IgE seen at levels observed in germ-free mice [77]. Based 
on experiments measuring sterile Iε germ-line transcripts, it 
was shown that IgH class-switch recombination was poten-
tially occurring at mucosal sites and not in the spleen or 

lymph nodes. Additionally, the elevated IgE in germ-free 
mice required CD4+ T cells, IL-4, and the presence of orga-
nized lymphoid mucosal tissues, but was not influenced by 
or dependent upon dietary antigens [77]. Microbe-dependent 
depression of IgE levels was abrogated when MyD88—a 
key mediator of innate recognition of microbes—was condi-
tionally deleted in B-lineage cells, thus indicating that direct 
sensing of microbial products by B cells is required in the 
process of microbial-mediated abrogation of IgE [78].

Although the potential physiologic rationale underlying 
elevated IgE in mice lacking signals from a diverse microbi-
ota remains a mystery, germ-free-dependent hyper-IgE sta-
tus preconditions animals for enhanced propensity for TH2 
inflammation [77,78] (Figure 4). In this regard, mice with 
reduced commensal microbial exposure either through anti-
biotic treatment or through germ-free conditions have an 
IgE-dependent increase in basal levels of circulating baso-
phils and TH2-activated T cells and an increased density of 
FcεRI-bound IgE on basophils [78]. Elevated IgE was also 
noted to increase the maturation of basophil precursors by 

FIGURE 4 Microbes regulate IgE. Commensal microbes in the gut help maintain B cell homeostasis by preventing excess IgE production. Microbial 
products such as CpG DNA moderate class-switch recombination (CSR) to IgE through TLR–MyD88 signaling pathways, thus reducing accumulation 
of IgE in the lymphatic system. When mice are kept under germ-free conditions or are treated with antibiotics to deplete the microbial population in the 
gut, the lack of a strong MyD88 signal leads to greater frequency of CSR to IgE, which is manifested as a higher IgE concentration in the serum. The 
increase in IgE proportion correlates with an expansion of the circulating basophil population, a phenotype also observed in humans with hyperimmuno-
globulinemia E syndrome. It was found that commensals help maintain a steady basophil number in the circulation by preventing proliferation of basophil 
precursors in the bone marrow through an IgE-mediated mechanism. Because an increased amount of circulating basophils is characteristic of enhanced 
TH2 cytokine-dependent reactions, this finding provides evidence for a mechanism by which commensals influence allergic responses.
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increasing their IL-3 responsiveness [78]. Consistent with 
previous reports that mast cell homeostasis is regulated by 
IgE levels [79], elevated IgE due to germ-free status is also 
associated with increased amounts of surface-bound IgE on 
mast cells and exaggerated oral-induced systemic anaphy-
laxis [77]. Epidemiologic studies have identified associa-
tions between alterations in the composition of communities 
of commensal bacteria and allergic disease [80–82]. Key 
questions remain regarding why IgE seems to be the default 
pathway in the absence of a diversity of microbes and what 
is the extent to which similar mechanisms are at work in 
affecting susceptibility to human allergic disease.

5.  B-LINEAGE CELL INFLUENCE ON 
COMMENSAL MICROBES

Although a full understanding of the physiologic roles of B 
cells and Ig production in the gut is incomplete, it is clear that 
B cells exert a substantial effect in regulating host:microbe 
homeostasis through mucosal IgA, which has been shown 
to carry out varied functions. In addition to restricting bac-
terial access to the epithelium [73,83,84], IgA can influence 
the expression of microbial molecules [85] and has been 
shown to promote the survival of specific bacteria [86]. IgA 
has also been shown to regulate the metabolic and defense 

responses of intestinal epithelial cells in a trialogue between 
B-cell-produced IgA, intestinal epithelium, and gut luminal 
microbes [87].

By way of its unique ability to influence microbial com-
munities in the gut lumen, IgA plays an important role in 
allowing host metabolic activities to be carried out by the 
intestinal epithelium. In this regard, intestinal epithelial cells 
from B-cell-deficient mice upregulate genes related to defense, 
inflammatory, and interferon-inducible responses, whereas 
genes involved in metabolic processes such as oxidation and 
reduction reactions associated with energy generation and ste-
roid and cholesterol metabolism become significantly down-
regulated [87]. The ∼100-fold elevated levels of IgM naturally 
found in IgA-deficient mice do not seem to protect the intes-
tinal epithelium from these changes in transcriptional profiles 
[87]. Gene network analysis has revealed two interacting gene 
systems within intestinal epithelial cells, one governing lipid 
metabolism and another governing innate immunity (Figure 
5). These two epithelial functions appear to be coordinately 
regulated and inversely connected via a small number of genes, 
with the main ones being Gbp6, an interferon-inducible gene 
suggested to have antibacterial function [88], and Gata4, which 
regulates metabolic functions in intestinal epithelium.

Layers of immunologic redundancy exist to keep a dis-
tance between the intestinal mucosal barrier and commensals, 

FIGURE 5 Microbes and IgA govern the balance between the metabolic and the immune functions of the intestinal epithelium. In the absence of 
IgA, the gut epithelium compensates for the lack of B-cell-derived immunity from the microbiota by turning on its own immune functions via upregula-
tion of genes responsible for inflammatory and interferon (IFN)-inducible responses. However, it does so at the expense of its routine metabolic functions, 
most of which appear to be related to the transcription factor GATA4. One of the main effects of impaired GATA4 function was poor lipid and cholesterol 
absorption and storage. This functional switch in the intestinal epithelium is not seen in the absence of microbes in germ-free mice.
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mutualists, and pathogens alike, but the recruitment of sec-
ondary layers of defense does not come without a cost. In the 
example above, upon failure of the B cell–IgA system, epi-
thelial defense mechanisms sacrifice metabolic functions in 
favor of defense. In this regard, observations that the lack of 
IgA is responsible for an inability to properly process nutri-
ents from the diet in mice are clinically relevant for diseases 
of immune deficiency in which Ig production is defective, 
such as common variable immune deficiency (CVID). As 
the intestinal epithelium may activate defense programs at  
the expense of metabolic functions in the absence of IgA, the 
immune system may essentially function as a shield to allow 
gut barrier tissue to perform metabolic functions. Biopsies 
from human small-intestine CVID patients have increased 
sets of interferon-induced genes and a decrease in groups 
of genes involved in lipid and carbohydrate metabolism and 
micronutrient transport, in agreement with the findings in 
mice [87]. Consistent with a role for Ig in allowing for opti-
mal metabolic functions, patients with antibody deficiency 
syndromes such as CVID indeed have problems with malab-
sorption and low weight gain [89–91]. As current therapeutic 
Ig replacement protocols for CVID provide only systemic 
IgG, these findings suggest that there may be some rationale 
for developing a gut luminal IgA replacement protocol or 
microbial control treatment for these patients [87].

Studies using mice lacking IgA in the setting of AID 
deficiency have played a key role in elucidating the func-
tions of IgA and somatic hypermutation in the maintenance 
of commensal bacterial homeostasis [92–94]. AID-deficient 
mice have an accumulation of intestinal IgM plasma cells 
and a microbe-dependent enlargement of intestinal fol-
licular structures [92]. Gut luminal microbes mediate the 

intestinal follicular hyperplasia, as antibiotic treatments 
normalize the phenotype. In addition, IgA plays a role in 
shaping the microbial ecology in the intestinal lumen, as 
AID-deficient mice appear to harbor a large increase in 
small intestinal anaerobic bacteria [92,93]. Notably, the 
microbial community-shaping function of IgA seems to be 
restricted to the small intestine.

Because AID is required for both IgH class-switch 
recombination (CSR) and somatic hypermutation, the 
contributory roles of these two individual processes can-
not be determined in AID-deficient mice. These two path-
ways were dissected in mice carrying a knock-in mutation 
of AIDG23S. Although mice with this AID mutation have 
defects in both switch recombination and somatic hypermu-
tation, the defect in somatic hypermutation is much more 
pronounced in vivo [94]. In this context, AIDG23S mice are 
able to compensate for the reduced CSR efficiency in terms 
of total levels of Ig. In this regard, they have normal levels 
of all Ig isotypes, including IgA, in the serum and feces, 
but somatic hypermutation is attenuated, reaching levels 
only ∼10–20% of those found in wild-type mice [94]. Both 
the total number of mutations per clone and the number of 
mutated clones appear to be reduced in both Peyer’s patch 
germinal center B cells and IgA+ plasma cells in the intes-
tinal LP. This mouse model thus enabled investigations 
into whether secretion of nonsomatically mutated IgA is 
sufficient to maintain bacterial homeostasis and to mount 
protective mucosal immunity. Despite normal levels of 
IgA in intestinal secretions, AIDG23S mice manifest pheno-
types similar to those of AID-deficient mice. Notably, the 
AIDG23S microbiota was shown to have overrepresentation 
of anaerobes such as SFB [94] (Figure 6). Thus, somatic 

FIGURE 6 Significance of B cell somatic hypermutation (SHM) in maintaining a steady microbial population. AIDG23S mice carry a knocked-in 
mutation of the gene encoding AID, which causes severe defects in SHM but has a very mild effect on class-switch recombination (CSR). As a result, 
these mice harbor proportions of IgA comparable to those in wild-type mice but lack high-affinity immunoglobulins accumulated via SHM. Absence of 
SHM results in expansion of gut flora, with the most marked increase in the number of anaerobic bacteria. The expansion of the microbial community 
in turn triggers the germinal centers (GCs) in the gut resulting in hyperplasia of the GCs in Peyer’s patches and the lamina propria. Similar phenotypes, 
albeit more pronounced, are also observed in AID−/− mice, which lack the gene encoding AID and thus have only IgM that lacks SHM. The AID−/− mice 
also contain a large number of segmented filamentous bacteria (SFB) in their small intestine. Isolating the effect of SHM from that of CSR suggests that 
SHM is responsible for the disturbance in the gut microbial population and the resultant stimulation of gut GCs.
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hypermutation in concert with IgA plays a key role in con-
trolling the ecology of the luminal bacterial consortium.

6.  CONCLUSION

Nearly half a century has passed since the discovery of the link 
between Ig development and a chicken hindgut structure— 
after which the B lymphocyte lineage is named [20]. With 
regard to the gut, data generated since that time suggest that 
the gut environment, in particular the microbiota, plays a spe-
cial role in shaping the Ig repertoire, but potentially only dur-
ing a limited window of time early in life. Future work will 
certainly provide more data to advance our understanding of 
the functional relevance of early life microbial exposures in 
shaping the fitness of humoral immune responses. In addi-
tion, as specific ecologies of intestinal microbiota may pre-
dispose to disease [12], years to come will assuredly uncover 
the role of B-lineage cells in establishing and maintaining 
healthy relationships with microbes as well as the optimal 
microbial membership key to optimal host health.
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Chapter 18

1.  INTRODUCTION

How antibody memory is generated is one of the core 
questions about the mechanisms of acquired immunity. 
Two phenomena, somatic hypermutation (SHM) and class 
switch recombination (CSR), are critical for generating 
antigen-induced antibody memory. Both of these mecha-
nisms depend on genetic alterations in the immunoglobulin 
(Ig) locus. Because SHM is assumed to be the product of 
error-prone DNA repair after a single-strand break (SSB) 
[1,2], SHM’s molecular mechanism is divided into two 
phases: the target-specific SSB and the subsequent error-
prone DNA synthesis that is probably mediated by trans-
lesion polymerases (TLPs). Efficient SHM, including the 
putative direct deamination of C to T on the DNA, requires 
the suppression of error-free repair at the DNA damage site. 
CSR, on the other hand, is mediated by the recombination 
of double-strand breaks (DSBs) in two S regions located 
several kilobases or a few megabases apart. Because SSB 
is the initial cleavage product in the switch (S) region [3], 
CSR requires the processing of the SSB to a DSB, the 
appropriate pairing and synapsis of the two ends, and their 
recombination.

From a mechanistic view, many researchers originally 
concluded that the enzymes that mediate SHM are distinct 
from those required for CSR, and proposed mutasomes and 
recombinatosomes [4]. However, the discovery of activation-
induced cytidine deaminase (AID) led to the unexpected 
revelation that a single enzyme is responsible for both SHM 
and CSR in the Ig locus [5,6]. As is usually the case with 
scientific progress, this discovery gave rise to more questions 
than answers: for instance, whether AID deaminates cytidine 
(C) in DNA, or in RNA. Two hypotheses on this subject, 
the DNA deamination model and the RNA editing model, 
are still extensively debated [5,7–9]; in this chapter, we will 
summarize these hypotheses and the evidence for or against 
them. Another particular mystery is how AID, which has 198 
residues, can select specific cleavage targets in the whole 
genome. AID is not absolutely specific to the Ig genes, but 

neither is it wholly promiscuous [10–12]. Clearly, the num-
ber of genes outside the Ig locus that are mutated or translo-
cated after AID activation is limited, and several hypotheses 
have been proposed to explain how AID limits its targets 
[11,13,14]. The two hypotheses of C’s deamination in DNA 
versus RNA propose different mechanisms by which AID 
determines its specific targets. This chapter reviews experi-
mental data that bear on these critical questions, from the two 
different views of AID’s function.

CSR and SHM are accomplished by distinct molecular 
mechanisms, because CSR requires not only DNA cleavage, 
but also its recombination. A series of genetic findings indi-
cated that the AID protein molecule itself, although relatively 
small, mediates these two reactions in CSR [5,15]. Natu-
ral and artificial AID mutagenesis revealed that C-terminal 
mutations specifically abolish CSR without affecting SHM 
[16]. Some C-terminally truncated AID mutants enhance 
SHM but almost completely lose CSR, which suggests that 
AID’s C-terminus is dispensable for its DNA cleavage activ-
ity [17]. On the other hand, N-terminal mutations affect SHM 
more severely than CSR, because AID’s ability to cleave 
DNA is compromised [18]. These findings were interpreted 
by the RNA editing model to indicate that AID may interact 
with at least two different RNA–cofactor complexes, gener-
ating two or more edited RNA products that mediate DNA 
cleavage and recombination separately [19,20]. In contrast, 
the DNA deamination hypothesis proposes that DNA cleav-
age alone is sufficient to induce CSR, because it assumes that 
recombination is mediated by the endogenous DNA repair 
system. Although a CSR defect caused by a C-terminal muta-
tion has been explained by the disruption of AID’s stability or 
nuclear–cytoplasmic transport [21], these proposed mecha-
nisms are not sufficient to explain the different effects of AID 
mutations on SHM and CSR.

Finally, there is the critical question of how AID 
expression is restricted to activated B-cells. AID expres-
sion must be strictly regulated, because its target specific-
ity is not absolute, and its aberrant expression can induce 
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wide-ranging genome instability. In fact, dysregulated or 
ectopic AID expression can cause various types of tumors 
[20,22].

Whereas some of the questions that emerged with AID’s 
discovery 14 years ago have been answered, many others 
are still a matter of extensive debate. This chapter sum-
marizes the current evidence supporting the two differing 
views of basic AID function—that it deaminates C in DNA, 
or in RNA

2.  AID STRUCTURE AND FUNCTION

2.1  General Structural Features and 
Functional Associations of AID

The AID gene encodes a small protein of 26 kDa. The 
primary structure of AID is simple. Its N-terminal and 
C- terminal halves are connected by a cytidine deaminase 
(CD) catalytic domain and a linker sequence [16,23]. 
How such a small molecule conducts such highly sophis-
ticated genomic alterations in B-lymphocytes has yet to be 
understood. The genetic analysis of hyper-IgM (HIGM)-
syndrome type II patients [24] and their families provided 
structure–function clues indicating that AID is respon-
sible for Ig-isotype deficiencies [6,25]. In these patients, 
point mutations were detected all over the coding region 
of AID, including the nuclear localization signal (NLS) 
motif at the N terminus, the nuclear export signal (NES) 
motif at the C-terminus, the central catalytic domain con-
taining the CD motif, and the linker sequence. In addition 
to loss-of- function mutations at the catalytic domain, the 

wide distribution of loss-of-function mutations indicates 
that AID’s structural integrity is required for its physiologi-
cal function. AID mutants can be clearly grouped into two 
categories: C- terminal mutants that correlate strongly with 
a loss of CSR function, and N-terminal mutants that cause 
the loss of both CSR and SHM (Figure 1).

2.1.1  AID’s N-terminal Region Is Required for 
DNA Cleavage in CSR and SHM

Although the AID point mutations found in French and 
Japanese HIGM-II cases provided many clues to the con-
sequences of those mutations [6,16], detailed structural–
functional correlation studies require functional analyses in 
a model system. Initial efforts to establish a suitable model 
system included the generation of a library of mouse AID 
mutants and their functional assays in AID-deficient spleen 
cells. Shinkura et al. [18] reported several AID N-terminal 
mutants (Y13H, V18R, V18SR19V, W20K, and G23S), in 
which AID’s CD catalytic activity was not disturbed, that 
displayed intact CSR but decreased SHM. Shivarov et al. 
[26] conducted extensive AID mutant studies comparing 
in vitro DNA deamination activity with in vivo CSR and 
SHM function, and found a disassociation between in vitro 
and in vivo activities. The same study also found that most 
N-terminal mutants are defective in both CSR and SHM. 
Another study reported that an N-terminal AID mutant was 
defective in introducing DNA cleavage in the variable (V) 
and S regions [17], a prerequisite function for AID-induced 
SHM and CSR. Because no AID mutants with defective 
SHM but intact CSR have been identified, it is likely that 

FIGURE 1 General structural features and functionally important mutants of AID. The schematic diagram shows the hAID structure with various 
functional domains and motifs. The numbers below the scheme indicate the amino acid residues, and the potential phospho-Ser and -Thr residues are 
indicated above the scheme. Consensus sequence motifs for NLS, CD, and NES are shown below their respective locations. Selected AID mutants that 
significantly contributed to the understanding of the functions of AID in CSR and SHM are grouped into three categories as shown under the scheme.



307Chapter | 18 Molecular Mechanisms of AID Function

the same mechanism for AID-induced DNA cleavage is 
used in the V and S regions. The disassociation of AID’s 
functions in CSR and SHM was demonstrated more clearly 
by in vivo G23S-mutation studies; in AID-G23S knock-in 
mice, CSR is fully proficient but SHM is severely defective 
[27]. Except for impaired DNA cleavage activity, no other 
mechanistic defect of AID-G23S is known at present.

2.1.2  AID’s C-terminal Region Is Required  
for Recombination

The analysis of several C-terminal AID mutants identified in 
Japanese patients revealed that any truncation, frame shift, 
or defect in AID’s C-terminus causes CSR to fail, but leaves 
SHM intact [16]. When expressed in AID-deficient splenic 
B-cells, the AID mutants P20 (hAID with a 34-aa insertion 
at residue 182), JP41 (hAID190X), JP8B (hAID frame-
shift at 183), and JP8Bdel (hAID183X) showed severe CSR 
defects, whereas SHM was intact or enhanced (Figure 1). 
Because a C-terminal AID mutant (Δ189–198) retained its 
full ability to deaminate DNA in ung-1 Escherichia coli 
cells [28], it is intriguing that C-terminal– defective AID 
mutants are unable to induce CSR in vivo.

Another interesting observation is that mutants of 
the AID NES, which is located at residues 189–198, are 
defective in CSR and accumulate in the nucleus [29,30]. 
However, the 34-residue insertion in the P20 mutant did 
not destroy the NES motif, and this mutant is fully com-
petent for nucleocytoplasmic shuttling but is defective in 
CSR function [16,31]. All of the C-terminal AID mutants 
tested in these various studies showed a normal or aug-
mented ability to cleave DNA in both the V and S regions 
[17]. These results suggest that DNA cleavage alone is not 
sufficient for CSR, and that the C-terminal region may 
be responsible for an as yet unknown mechanism that is 
required for CSR.

In agreement with this idea, whereas AID supported Sμ–
Sα synapse formation when IgM-to-IgA switching was acti-
vated in CH12F3-2A cells, the P20 mutant failed to do so 
[31]. Furthermore, the CSR junctions in residual switched 
clones were predominantly repaired by the alternative end 
joining (A-EJ) pathway, because classical nonhomologous 
end joining (C-NHEJ) factor–like Ku80 recruitment was 
reduced in the S region [32,33]. Conversely, accumulation 
of the SS-gap (SSG) repair binding protein PARP1 was 
enhanced, which suggests that the AID C-terminal mutants 
efficiently generated SSB but not DSB. Therefore, it is 
likely that the DNA end processing required for the effi-
cient generation and subsequent recombination of DSB is 
impaired in C-terminal AID mutants.

Taken together, it is clear that AID has two distinct roles: 
(1) it induces DNA cleavage in the IgH locus (V and S 
regions), for which AID’s N-terminal region is responsible, 
and (2) it induces recombination by processing SSB to DSB 

and by forming the synapse; for these, the AID C terminus 
is required.

2.1.3  AID Is a Nucleocytoplasmic Shuttling 
Protein

One of AID’s puzzling properties is its preferential local-
ization in the cytoplasm, even though AID-induced DNA 
cleavage and recombination are restricted to the nucleus. 
Although it has not been experimentally demonstrated 
whether AID’s migration to the nucleus is mandatory, 
detailed functional analyses of AID mutants revealed how 
AID is imported into the nucleus and exported out to the 
cytoplasm [29,30]. AID has the unique signatures of a 
shuttling protein: namely, bipartite NLS and NES motifs, 
which reside at the AID’s N-terminal (residues 8–26) and 
C- terminal (residues 189–198) regions, respectively. Delet-
ing the C-terminal region or modifying the NES motif 
causes AID to accumulate in the nucleus. Because lepto-
mycin-B (LMB) [34] treatment causes AID–GFP fusion 
proteins to accumulate in the nucleus [29,30,35], it is likely 
that AID’s import into the nucleus is active rather than 
occurring by passive diffusion [30,35]. Consistent with this 
idea, importin-α/β and other nuclear import factors can be 
found in association with both wild-type (WT) and con-
stitutively nuclear forms of AID. Oxidative stress, which 
blocks importin-α–dependent nuclear import, inhibits the 
LMB-mediated nuclear accumulation of AID. Furthermore, 
in cellular energy depletion assays, AID mutants that accu-
mulated in the nucleus became dispersed and diffused out 
of the nucleus. Not only AID’s NLS, but also additional 
N-terminal residues, located between residues 19 and 54, 
have been shown to interact with the nuclear import com-
plex [35]. Therefore, in addition to the bipartite NLS motif, 
other structural features of the entire N-terminal region 
may contribute to AID’s active transport into the nucleus. 
A putative nuclear localization motif overlapping with the 
NLS has also been reported [36].

AID’s NES resides at the very end of the C-terminus, 
and consists of more than 10 residues [17,29,37]. Most AID 
C-terminal mutants accumulate in the nucleus; in other 
words, they fail to diffuse out of the nucleus. In addition, it 
is clear that the NES-mediated nuclear export activity is not 
the sole requirement for CSR, because a heterologous NES 
that preserves interaction with the export factor CRM1 does 
not support CSR [17,37]. Similarly, a mutation in the NES 
motif that abolishes CSR function does not abrogate AID’s 
export function [37]. This finding is further supported by the 
fact that some AID C-terminal mutants with intact NES are 
CSR defective. In fact, the P20 mutant, which has an intact 
WT NES, has severe defects in CSR, probably because the 
insertion perturbs the C-terminal–specific structural integ-
rity required for CSR, by separating the NES from the rest 
of AID through an insertion [16].
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It has also been suggested that the NES region might 
possess an as yet unidentified cytoplasmic retention sig-
nal that functions independently of AID’s nuclear import 
and export [35,38], or that AID’s interaction with a large 
RNA–protein complex or with other cytoskeletal proteins 
might contribute to its cytoplasmic retention [39]. How 
AID remains in the cytoplasm in the steady state is not 
fully understood, although it is certain that there is an active 
mechanism that continuously exports AID from the nucleus 
to the cytoplasm [38].

2.2  Proteins That Interact with AID

2.2.1  Homomeric AID Interaction: Homology 
Modeling and Biochemical Assays

AID’s 3-dimensional (3D) structure has not been solved, 
because purifying the AID protein in large enough quan-
tities for crystallization and structural analysis has proven 
difficult. Most CD enzymes are monomeric, although 
dimeric and tetrameric CD enzymes have also been reported 
[40,41]. To understand the mechanisms of AID’s functions, 
it is important to examine how AID or its active form exists 
and behaves in the cell under physiological conditions. 
Because it is still debated whether AID–APOBEC–family 
proteins [42] act on an RNA or DNA substrate, determining 
their 3D structures may provide critical information regard-
ing their substrate recognition and specificity determina-
tion, whether directly or in conjunction with other cellular 
proteins.

Initial studies using small amounts of purified 
N- terminally streptavidin-tagged AID showed that the puri-
fied AID protein migrates as a tetramer [43], but whether 
the tetrameric protein was functional was not clear. Later 
analyses of the activity of GST- or His–tagged AID puri-
fied by size-exclusion chromatography showed that AID 
fractions containing the predicted tetrameric size had the 
highest CD activity [44]. Unfortunately, this study did not 
use monomeric GST, and because GST inherently forms 
a dimer, the contribution of the GST fusion partner in the 
AID–AID multimer formation cannot be excluded. Never-
theless, AID’s tetrameric structure gains support from the 
crystal structure of APOBEC2 [45], which shares signifi-
cant amino acid sequence similarity with AID. APOBEC2’s 
crystal structure suggests that it forms a tetramer composed 
of the head-to-head interaction of two dimers. On the other 
hand, contrary to the proposed tetrameric structure of AID, 
data from an atomic force microscopy (AFM) study of AID 
indicated that AID could be monomeric in solution, and 
that the monomeric form is catalytically active [46]. How-
ever, one group interpreted the AFM dataset differently, and 
concluded that AID could be tetrameric, like APOBEC2 
[47]. APOBEC2’s solution structure also suggests that it 
is a monomer [48]. Despite many efforts to demonstrate 

APOBEC2’s catalytic activity, it has not been successfully 
demonstrated [49,50]. Thus, predicted models of AID based 
on APOBEC2 or APOBEC3G may not be reliable for infer-
ring AID’s actual state.

When AID proteins with two different tags were coex-
pressed, immunoprecipitation (IP) by either tag pulled 
down AID proteins with the other tag [16]. Although this 
result clearly indicates an AID–AID association, it neither 
excludes the possibility of a large-complex formation nor 
distinguishes the dimer from other multimers. Recently, 
bimolecular fluorescence complementation (BiFC) assays 
[51,52], which enable a fluorescent reporter protein to be 
reconstituted through dimerization with fused bait proteins, 
have been used to explore AID’s interaction properties in 
living cells, and revealed that truncating AID at either the 
N- or C-terminus causes defects in AID–AID interaction 
(Mondal S, NAB TH, our unpublished data). Therefore, it 
is possible that AID can form head-to-tail dimers or mul-
timers. Orientation-dependent monomeric and multimeric 
states might unmask and mask the NES/NLS motifs, as has 
been observed for other nucleocytoplasmic shuttling pro-
teins. Interestingly, the P20 mutant is also unable to show 
BiFC-based dimerization in live cells, which supports the 
idea that AID’s C-terminus has functional aspects other 
than CRM1-mediated export by the NES motif.

Using semipurified AID from HEK293T cells, it was 
shown that AID proteins with CD activity are found in a 
high molecular weight (HMW) complex of 500 kDa [53]. 
Glycerol-gradient sedimentation also showed that cyto-
plasmic AID protein expressed as a GFP-fusion protein 
in CH12F3-2A cells migrated as a high molecular mass 
complex of 11S [54]. Another sedimentation and migra-
tion study identified a similar cytoplasmic complex of 
∼300 kDa of Flag-AID expressed from the endogenous 
locus of DT40 cells [39]. The HMW complex is highly 
sensitive to high salt treatment [53,54], which suggests 
that it may include many proteins that are loosely or indi-
rectly associated with AID. Interestingly, an AID-chro-
matin complex isolated from DT40 cells also appears to 
exist as an HMW complex [55]. It is not known whether 
these large complexes contain monomeric or oligomeric 
AID. The BiFC assays show that high salt or RNAase 
treatment also disrupts AID’s homomeric interactions 
(Mondal S, NAB, TH, unpublished data). A comparison 
with APOBEC2’s structure suggests that AID has more 
positively charged surface-exposed residues, which might 
be the source of AID’s intrinsic affinity for RNA. Non-
specific RNA binding may in turn facilitate the forma-
tion of higher-order RNA-protein (RNP) complexes with 
monomeric and/or oligomeric AID, giving rise to vari-
ous higher-order structures in the glycerol gradient. This 
formation of RNP complexes is a potential cause for the 
difficulties encountered in purifying AID or analyzing its 
structure and function in a straightforward manner.
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2.2.2  AID Interacts with Numerous Partners

Extensive functional analyses of AID mutants have revealed 
the importance of AID’s catalytic, N-, and C-terminal 
domains. However, these analyses do not provide clear 
mechanistic insights as to how CSR and SHM are differen-
tially regulated, or how its target-locus specificity is deter-
mined. A number of studies have attempted to clarify AID’s 
function by identifying a large number of cofactor candi-
dates that might be relevant or irrelevant to AID’s function. 
Many of these factors have been proposed to recruit AID to 
specific DNA targets based on the DNA deamination model. 
The RNA editing hypothesis, however, postulates that cofac-
tors capture AID’s specific target RNAs, which would be 
analogous to APOBEC1’s requirement of ACF for the RNA 
editing of ApoB100 mRNA [56]. The proteins that have been 
identified and investigated in detail to determine their rela-
tionship with AID can be broadly divided into the following 
categories: (1) transcription-associated and DNA-binding 
proteins; (2) factors associated with splicing and RNA pro-
cessing; (3) intracellular transporting factors; (4) factors that 
stabilize and modify proteins, and (5) DNA repair proteins.

2.2.2.1  Transcription-Associated and DNA-Binding 
Proteins

An early co-immunoprecipitation (co-IP) study revealed 
that AID interacts with RNA polymerase II (RNAPII), 
which suggests that AID interacts functionally with the 
transcriptional complex [57]. Later large-scale RNAi 
screening and various AID co-IP approaches, including 
IP from B-cell chromatin fractions, identified RNAPII- 
associated transcription elongation factors such as SPT5, 
SPT6, TRIM28/KAP1, the PAF and FACT complexes, and 
others [54,55,58,59]. Depleting any of these proteins dra-
matically reduced CSR in CH12 cells, which agrees with 
the transcription-coupled recruitment of AID to the Ig locus 
during SHM and CSR [58,60]. Subsequent studies revealed 
that many of these factors are involved in chromatin regula-
tion of the Ig locus [61–63]. However, whether each of these 
proteins interacts directly with AID or indirectly through 
RNAPII has not been investigated in detail.

Co-immunoprecipitation analyses suggested that AID’s 
N terminus is critical for its interaction with SPT6, whereas 
its C-terminus interacts with TRIM28 [54,59]. Depleting 
SPT6 or TRIM28 not only reduced CSR, but also affected 
the AID gene expression in CH12F3-2A cells. AID expres-
sion was also severely reduced in mb1-cre-Trim28-CKO 
mice [54]. However, using CD19-cre-Trim28 CKO mice, it 
was concluded that Trim28 regulates CSR but not SHM [59].

Two DNA-binding proteins, RPA and 14-3-γ, are 
reported to interact with AID’s N-terminus (phospho-S38) 
and C-terminus, respectively [64,65]. Whereas RPA is 
known to bind ssDNA nonspecifically, 14-3-3γ recognizes a 
sequence-specific DNA motif [66]. Both RPA and 14-3-3γ 

have been proposed to promote DNA deamination by AID, 
based on in vitro assay results (see Section 4).

2.2.2.2  Factors Associated with Splicing and RNA 
Processing

Yeast two-hybrid screening using AID as bait identified 
CTNNBL1, a splicing-associated factor that interacts with 
AID through its NLS [67,68]. Although knockdown (KD) 
of CTNNBL1 decreased Ig-gene conversion in DT40 cells, 
no CSR defect was observed in CTNNBL1-null spleen B 
or CH12F3-2A cells [69]. By applying an in-cell protein–
biotinylation strategy followed by AID–IP, Nowak et al. 
[70] later identified the splicing factor PTBP2 as another of 
AID’s interactors. This study reported that PTBP2 depletion 
in CH12F3-2A cells reduces CSR and proposed that PTBP2 
acts as an AID-targeting factor to the S region for CSR, but 
a detailed mechanistic study was not performed. Basu et al. 
[71] reported that 11 subunits of the RNA–exosome complex 
associate with AID, and proposed that these components 
enhance CSR by increasing DNA deamination on both DNA 
strands, based on in vitro data. The results from depleting the 
exosome subunits in CH12 cells varied [61]. Several other 
RNA processing and splicing-associated proteins (includ-
ing RNAPII, TFIID, snRNP8, snRNP200, PRP6, PRP9, 
DDX3X, DDX1, DDX15, Nucleolin, and SMN) have also 
been found in AID–IP complexes isolated from chromatin 
fractions of DT40 cells or by other methods [55,72].

2.2.2.3  Intracellular Transport Factors

CRM1 and proteins of the karyopherin family have central 
roles in nucleocytoplasmic transport [73,74]. AID co-IP and 
in vitro interaction assays detected importin α/β proteins, 
which may be involved in the mechanism that imports AID 
into the nucleus via NLS. AID’s interaction with exportin 
CRM1 was verified by LMB sensitivity tests and by muta-
genesis of the NES motif [17,29,30]. The EEF1 protein, a 
translation elongation factor, was proposed to be involved 
in AID’s cytoplasmic retention [39]; EEF1 was shown to 
interact directly with AID’s C-terminus with a 1:1 stoichi-
ometry. Apart from bona fide subcellular trafficking factors, 
CTNNBL1 and GANP have also been reported to influ-
ence AID’s intracellular localization. Overexpression of the 
germinal-center nuclear protein (GANP) relocalized AID 
from the cytoplasm to the nucleus [29]. The AID residue 
D143 was found to be important for GANP interaction both 
in vitro and in vivo [75]. Conversely, the AID-mediated 
transport regulation of other proteins has been reported; 
AID overexpression was observed to relocalize nuclear Tet-
family enzymes to the cytoplasm [76].

2.2.2.4  Factors That Stabilize and Modify Proteins

AID associates with molecular chaperones belonging to the 
heat-shock protein family (HSP40, SHP70, and HSP90) in the 
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cytoplasm. AID’s interaction with the HSP90 system protects 
it from polyubiquitination-mediated proteasomal degrada-
tion [77,78]. A deficiency of HSP40 DnaJa1 destabilizes and 
decreases the AID protein, with corresponding proportional 
decreases in CSR and SHM. The degradation of nuclear AID 
is faster than that of cytoplasmic AID, and occurs through both 
ubiquitin-dependent and -independent mechanisms. Although 
the pathway is not fully understood, an interaction with nuclear 
REG-γ has been shown to promote AID’s nuclear degrada-
tion [21]. CSRis enhanced in REG-γ–deficient mice, possibly 
owing to the extended stabilization of the AID protein. AID 
has also been shown to interact with two E3 ubiquitin ligases, 
MDM2 and RNF126, through its residues 189–198 and 
88–166, respectively [79,80]. However, MDM2 deficiency did 
not lead to significant defects in Ig-gene conversion in DT40 
cells. Similarly, RNF126’s functional significance has yet to 
be determined. AID co-IP has also revealed interactions with 
posttranslational protein-modification enzymes belonging to 
the protein kinase and phosphatase families [65,80,81].

2.2.2.5  DNA Repair–Associated Factors

Screening based on AID protein solubility identified 127 
proteins that interact with AID, including RNF126 [80]. 
Some of these proteins were previously unknown. Recipro-
cal affinity purification screening confirmed AID’s interac-
tion with 36 of these proteins. Interestingly, this screening 
detected AID’s association with DNA-repair factors such 
as Rad51, FEN1, and RRM2 [80]. Previously, co-IP with 
AID identified DNA PKcs, a critical CSR-specific DNA 
repair factor [82,83]. Moreover, DNA damage signals in 
CSR induced the interaction of APE1, a base excision repair 
enzyme, with a phosphorylated form of AID (p-Ser38) [84].

Because AID possesses an intrinsic affinity for RNA, 
protein complexes related to RNA processing might easily 
interact with AID in co-IP experiments or during affinity 
purification. In addition, SPT5- and SPT6-like proteins are 
able to form a macromolecular complex, because they associ-
ate with exosomes, RNAPII, and other elongation-associated 
factors. AID may also be able to form multiprotein RNP 
complexes in nuclear and cytoplasmic subcompartments. 
Innovative approaches will be needed to resolve the complex-
ity and functional significance of the formation of nuclear, 
chromatin, and cytoplasmic AID complexes. Taken together, 
the exact functions of many AID-binding proteins have not 
been clarified for either the DNA deamination model or the 
RNA editing model. Because it is unlikely that most such 
diverse proteins are relevant to AID function, it is not clear 
why AID interacts with so many different proteins (Table 1).

2.2.3  Similarities of AID with the APOBEC 
Family, and an Evolutionary Perspective

AID is a member of the large apolipoprotein B mRNA-edit-
ing catalytic-component (APOBEC) protein family, which 

carries a Zn-dependent CD domain [42,92]. The AID CD’s 
active site consists of two cysteines, a histidine residue for 
Zn coordination and a glutamic acid that serves as a proton 
donor during rC/dC deamination. Currently, 11 APOBEC 
family members (APOBEC1, APOBEC2, APOBEC3A–
3H, APOBEC4, and AID) are known in humans. All of these 
members possess either a single or double catalytic active 
site for CD activity, and a yet-uncharacterized domain called 
the APOBEC domain. Whereas AID contains one active CD 
domain, APOBEC3 proteins, which evolved through dupli-
cation and fusion in primates, possess two domains, one of 
which is often catalytically inert [93,94].

Despite their structural similarity, the APOBEC fam-
ily’s physiological functions are diverse and distinct, and 
AID cannot be substituted by other family members. Bac-
terial and yeast CDs convert free cytidine nucleotide to 
uridine, whereas APOBEC1 converts cytosine to uracil in 
ApoB mRNA with the help of the RNA binding protein 
cofactor ACF, causing the generation of a truncated pro-
tein with a different function [95,96]. APOBEC1 was later 
found to convert dC to dU in DNA in vitro as well as in E. 
coli, which shows that AID-APOBEC family proteins have 
the potential to edit both RNA and DNA substrates [49,97]. 
Whereas APOBEC3G proteins act on the human immu-
nodeficiency virus genome and APOBEC3A acts nonspe-
cifically on the host genome [98,99], we do not know the 
physiological substrates for the deamination activity of 
APOBEC family members other than APOBEC1. Interest-
ingly, the APOBEC3 family members are able to restrict 
viral and retrotransposon activity independently of their 
CD function, although the mechanism is poorly defined 
[100,101]. Because most of these studies were conducted 
by protein overexpression, the potential for genome-wide 
mutagenesis through the CD activity of the APOBEC-
family proteins, including AID, in a physiological context 
remains to be elucidated.

AID–like genes have been identified in bony fish and 
cartilaginous fish, the earliest jawed vertebrates, based on 
sequence conservation [42]. This finding correlates well 
with the origin of the antibody diversification process that 
appeared in jawed vertebrates [19,102,103]. The lamprey, 
a non-jawed vertebrate, has two AID-like genes, pmcda1 
and pmcda2 [104]. The diversification of immune recep-
tors in lampreys occurs via a gene conversion–like process 
reminiscent of the Ig-gene conversion process in chicken 
B-cells, which is AID-dependent. Phylogenetic tree analy-
sis suggests that the ancestor of the AID–APOBEC family 
of CDs might have appeared first in non-jawed verte-
brates. The APOBEC3 family members are thought to 
have expanded through the duplication and amplification 
of an ancestral AID-like gene during primate evolution 
[105,106]. It has been proposed that this massive expan-
sion took place to combat the evolving nature of viral 
pathogens.
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TABLE 1 Activation-Induced Cytidine Deaminase (AID) Interacting Proteins

Interacting 
Proteins

Interaction 
Region

General Function/
Property Associated with

Specific Functions/Proposed 
Mechanisms Refs

HSP40 AID internal Protein chaperone CSR SHM GC Stabilizes AID protein in the  
cytoplasm

[78]

HSP90 AID (19–84 aa) Protein chaperone CSR SHM GC Stabilizes AID protein in the  
cytoplasm

[77]

REG-γ N-terminal Proteasome activator 
subunit

CSR nd nd Reduces nuclear resident time of  
AID via its degradation

[21]

YY1 N-terminal Transcription factor CSR nd nd Regulates stability of AID in the  
nucleus

[403]

EEF1A N- and C-termini Translation elongation 
complex component

CSR nd nd Involved in AID retention in the  
cytoplasm

[39]

Importin-α3 N-terminal/NLS Nuclear import of 
proteins with NLS

nd nd nd May be involved in nuclear import  
of AID

[35]

CTNNBL1 N-terminal/NLS Pre-mRNA processing 
associated factor

– nd GC Interact with the NLS and may have 
redundant role in trafficking

[67–69]

CRM1 C-terminal/NES Transport of NES- 
containing proteins

CSR SHM nd Exports AID out from the nucleus 
 to the cytoplasm

[30,37]

GANP D143 position Transcription/mRNP 
export

– SHM nd Targeting AID to V(D)J; transports  
AID into the nucleus

[75,86]

TRIM28 C-terminal Transcriptional  
regulator

CSR – nd Targeting AID to H3K9me3-enriched  
S region

[54,59]

HP1 nd Transcriptional  
corepressor

CSR nd nd Targeting AID to H3K9me3-enriched  
S region

[59]

RNAP II nd Transcription nd nd nd Targeting of AID in the transcribe locus [55,57]

RPA AID p-S38 ssDNA binding  
protein

CSR SHM nd Targeting AID p-S38 to the  
transcribed DNA

[64,65]

SPT5 nd Transcription  
elongation factor

CSR SHM nd Targeting AID to the transcriptionally 
paused regions; target chromatin  
regulation and DNA repair

[58,87]

SPT6 N-terminal Histone chaperone, 
histone-PTM regulator

CSR SHM nd Target chromatin regulation; present  
in AID-associated complex

[54,55]

FACT  
complex

nd Histone chaperone, 
histone-PTM regulator

CSR SHM nd Target chromatin regulation; present  
in AID and Top1-associated  
chromatin complex

[55,62,87]

PAF  
complex

N-terminal Transcription  
elongation

CSR nd nd Targeting AID in the transcription  
elongation complex

[55,87]

14-3-3  
proteins

C-terminal Adapter/scaffold  
protein; signal  
transduction

CSR nd nd Targeting AID to S-region AGCT  
motif and H3K4me3.K9ac.S10P  
mark

[66,88,89]

RNA  
exosomes

nd RNA processing and 
degradation

CSR SHM nd Targeting AID to both strands of the 
transcribed DNA

[71]

PTBP2 nd Pre-mRNA splicing 
associated factor

CSR nd nd Targeting AID to S region through  
GLT

[70]

PKA N-terminal Site-specific protein 
phosphorylation

CSR SHM GC Phosphorylation of AID at S38 and  
promotes RPA association; tethers to  
the S region

[65,81,84,90]

Continued
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TABLE 1 Activation-Induced Cytidine Deaminase (AID) Interacting Proteins—cont’d

Interacting 
Proteins

Interaction 
Region

General Function/
Property Associated with

Specific Functions/Proposed 
Mechanisms Refs

DNA-PKcs C-term, CDD DSB repair in NHEJ/
recombination

CSR – GC Promotes repair and protects from  
AID-induced apoptosis

[59,82]

APE1 AID p-S38 Repair and  
transcription

CSR – nd Abasic site cleavage [84]

MDM2 C-terminus E3 ubiquitin protein 
ligase

nd – – Dispensable for AID-associated  
function

[79]

CIB1 nd Calcium and integrin 
binding protein

– nd – Dispensable for AID-associated  
function

[404]

SMN; 
U2AF65

nd Splicing-associated 
factor

nd nd nd Unknown [72]

RNF126 AID (88–166) E3 ubiquitin protein 
ligase

nd nd nd Unknown [80]

Other Proteins Identified in AID co-immunoprecipitations (co-IPs) Refs

TOP2B, RAD50, SMCA5, GCN1L1, TCP1-g, epsilon, Zta, TBB3, Ac-Co carboxylase, Q3U2N8, Niban, Symplekin, 
Dynine, Q3TML0, Mre11, ZF protein, DDX47, GALK1,RL4,Trip12, AK129105, DNL1, SMRC2, DPOD1, IRF8, NF-κB 
inhibitor, N-pac homolog, PCD4, ARP3, RBBP4, AMPM1, γ-Actin like, ORC5, PDK3

[70]

DDX17, DDX20, hnRNPA1, IGF2BP1, PABPC1, REG-g/PSME3, AFF4. [54]

SPT5, SF3A, CTR9, RNAPII subunits, PAF1, SPT6, LaminB1-2, Top1, DDX3Y, IL3IF, LEO1, MCM5, SMU1, YBOX1, 
PRP6, 72kD unknown, PRP4, SPT16, SSRP1, DDX1, C17orf85, SF3B, DDX15

[55]

hnRNP-M, hnRNP-A0, DDX21, DDX19, LGTN/Sui1, CPSF73, XRN2, EEF1A1, RBM39, NIP30, NOL11, CTNNBL1, 
Nup93, Importin b1, RAD51, RRM2B, IER5, FEN1, Actin, RDH1, PGAM1, IMPDH2, UbcH7, PPP2R1A, RPA1,  
TCP1-eta, HSPA5/BiP, HERPUD2, C14orf94, C22orf28, CXorf9, ZNF44, DAZAP2, ZMIZ22

[80]

DNAJA1-2-3, HSPA8, HSP90AA1-BB1, AHSA1, BAG2, TCP1, eta, delta epsilon, PSMD1,2,6, PSMC2 [77,78]

MSH2, MSH6, DNA-PKcs, CRM1, Ikaros [59]

3.  AID’S MOLECULAR MECHANISM OF 
DNA CLEAVAGE AND RECOMBINATION

3.1  Properties of AID-Induced DNA 
Cleavage

Several unique features characterize the mechanism for 
AID-initiated DNA cleavage. First, the cleavage target 
depends completely on transcription of the locus [107]. 
In addition to the ordinary Ig promoter located 5′ to the 
V region, the Ig heavy-chain (H) locus contains an I pro-
moter at the 5′ region of each constant (C) gene except for 
C delta [108–110]. Transcripts from the I promoter are des-
ignated as germline transcripts (GLT); a series of in vivo 
mutation analyses did not find the GLTs themselves to be 
involved in any DNA cleavage mechanism [111,112]. The 
current consensus is that transcription itself modulates 
the target-locus chromatin to make it accessible to DNA-
cleaving enzymes [20,113,114]. There is clear evidence that 

transcription efficiency is correlated with CSR efficiency 
[115,116]. Transcription of the variable (V) region gene is 
also required for SHM [60]. Elegant knock-in experiments 
clearly showed that the RNA polymerase I (RNAPI) pro-
moter can substitute for the RNAPII promoter to induce 
SHM in the Ig V region [117,118]. These results indicate 
that transcription-coupled modulation of the chromatin and 
the DNA structure of the target locus, but not the RNA poly-
merase protein per se, is critical for determining AID’s tar-
get specificity for DNA cleavage.

Second, the initial cleavage induced by AID appears to 
be an SSB. This was first indicated by an experiment to iso-
late CSR inversion-type products using an artificial switch 
substrate in CH12F3-2 cells [3]. This experiment showed 
that most of the inverted junctions contained long insertions 
and deletions, which are likely to occur in the recombina-
tion of two ends carrying overhangs generated by staggered 
nicks on two strands. Recombination between blunt-ended 
DSB ends should have few insertions or deletions. Because 
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it is unlikely that AID employs different cleavage mecha-
nisms for CSR and SHM, SHM of the V region is prob-
ably initiated by an SSB followed by gap generation, after 
which the gap is filled with error-prone DNA polymerases 
and then sealed with DNA ligase [2]. It should be noted that 
SHM would have to be accompanied by as yet unknown 
mechanisms to suppress error-free repair, because most 
DNA damage in non–B-cells is repaired correctly [119]. 
Extensive SHM accumulations appear in the switch (S) 
region of the H-chain locus, which is the primary cleavage 
target for CSR [120]. Hypermutation accumulations have 
been observed even in B-cells that failed to switch [16,28]. 
These results indicate that not all the nicks and SSGs 
induced in the S region are processed to DSBs. So far, the 
mechanisms of SHM in the V and S regions are indistin-
guishable [17,114].

Because a DSB is essential for recombination, the SSB 
must be processed into a DSB to accomplish CSR, and 
this process requires several biochemical pathways. If two 
nicking sites on the opposite strands are reasonably close, 
the local exonucleolytic or endonucleolytic cleavage from 
the nicked site can generate a DSB. Such exonucleases 
are divided into two groups: 3′→5′ exonucleases such as 
Ape1, Ape2, and Mre11, and 5′→3′ exonucleases such as 
Exo1 [121,122]. Exonuclease digestion could generate 

one DSB with an overhang and another DSB with a blunt 
end (Figure 2). Endonucleases may also be involved in 
processing SSBs, specifically, 3′-5′ endonucleases such as 
the MRN complex (Mre11, RAd50, and NBS1) [123] and 
the ERCC1–XPF complex [124], and 5′-3′ endonucleases 
such as FEN1 [125]. MRN is known to be involved in both 
SHM and CSR [126], probably because the MRN complex 
has both exonuclease and endonuclease activity [127,128]. 
Ape1 and Ape2 appear to be important in CSR and SHM, 
respectively [129,130]. FEN1 is critical for gene conversion 
[131], but not for CSR or SHM [132]. ERCC1/XPF’s roles 
in SHM and CSR are controversial [133,134] (Table 2). The 
different nuclease requirement between SHM and CSR sug-
gests that the mechanisms for processing the SSB are dis-
tinct in the two genetic events.

An SSB can also be processed to a DSB through a 
mechanism mediated by helicases, which unwind a single 
strand on the staggered nicked region to separate DNA into 
two strands with overhangs. Again, the two nicks should 
be located within a reasonable distance to separate the two 
ends. Yet another mechanism of generating a DSB from an 
SSB depends on DNA synthesis from the 3′ OH end of the 
SSB. Such DNA synthesis is likely to be mediated by TLPs, 
and to generate blunt-end DNA when newly synthesized ss 
DNA meets a nick on the opposite strand with a 5′ overhang 

FIGURE 2 DNA end processing in AID targets after DNA single-strand cleavage by topoisomerase-1. SSB, single-strand break; SSG, single-strand 
gap; TLS, translesion synthesis; BER, base excision repair; NHEJ, non-homologous end joining; MMR, mismatch repair; ×, mutated bases. * Ape1 removes 
3′-tyrosyl residue or peptides (Wilson, D.M. J Mol Biol 330, 1027–1037, 2003) Modified from Zhang Y-W., Pommier Y. NAR 39(9), 3607–3620, 2011.
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TABLE 2 DNA Repair Factors and Their Enrollment in Immunoglobulin Diversification

Repair Pathway Gene V/JH4-SHM Sμ-SHM CSR c-Myc Translocation GCa

ATM H2AX−/− mouse No change [135] ∼60% [135] ∼30% [135–137] No change [137] ND

53BP1−/− mouse No change [85] No change [85] ∼10% [91,137] No change [137] 120% 53BP1−/− embry-
onic cellsb [91]

ATM−/− mouse ∼80% [138] ∼60% [138] ∼30% [137–139] ∼700% [137] ∼25%c [140]

MDC1−/− mouse ND ND ∼50% [141] ND ND

NHEJ DNA PKcs mutant mouse, 
inhibitor and/or knockout

No change [142] in scid/
scid mouse

ND 30∼70% [143] in 
DNA-PKcs−/−HL B cells, 
∼100% by inhibitor, PKi 
NU7026

180%d [143] ATM−/−  
PKi cells

1000% [144] (DNA-
PKcs−/−/– DT40)

Ku70−/− or Ku80−/− mouse ND ∼20% (in Ku80−/− 
mouse) [135]

∼10% (in Ku80−/− 
mouse) [135,145]

250% In Ku70−/− mouse 
ES cells [146]

Increased [144] 
(Ku70−/− DT40)

NHEJ/AEJ Mre11-deficient patient  
or −/− mouse

No change (ATLD 
patients) [147]

ND ∼20% in MRE11−/− mou-
see [148]

ND

NBS1-deficient patient  
or −/− mouse

Lower than control 
(NBS1 patients) [147]

∼22% (in Nbs1Δ/- 
mouse) [126]

40–50% (In Nbs1Δ/- 
mouse) [126]

∼500% (in Nbs1Δ/- 
mouse) [137]

ND

Overexpressed.NBS1 290% (in Ramos cells) 
[149]

ND ND ND 300% [149] (in DT40)

Rif1 Δ/Δ mouse ND ND ∼20% [150] 150% [150] 50%f (in U2OS cells) 
[151]

Cernunnos-deficient patient or 
−/− mouse

ND 40–50% In human [152] Decreased CSR with 
longer microhomology 
in human [152], 40% in 
Δ/Δ mouse [153]

Chromosome/chromatic 
breaks↑ [154]

ND

XRCC4 Δ/Δ mouse ND ND 50% [155] 400–700% (in CHO 
cells)g [156]
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TABLE 2 DNA Repair Factors and Their Enrollment in Immunoglobulin Diversification—cont’d
AEJ/BER UNG−/− ∼200% [157,158] 200–600% [159–161] 5–25% [137,157] ∼0% [137,161] <5% (UNG−/−DT40) 

[162]

PARP1−/− mouse and/or 
inhibitor

ND ND No change (PARP1−/− 
mouse B-cells)h [376] 
50%i (mouse B-cells 
with KU0058948)

No change,j (PARP1−/− 
mouse) [376]
∼10%k (in mouse ES 
cells) [377]

∼7% (PARP1−/− DT40) 
[378]

PARP2−/− mouse and/or 
inhibitor

ND ND No change (PARP2−/− 
mouse) [376], ∼50% 
(PARP2−/− mouse cells 
with KU0058948) [376]

∼900%l (PARP2−/− 
mouse) [376]

ND

XRCC1 +/- mouse 150–200% [379] ND No change [379] ∼50% [379] ND

Exo1−/− mouse No change [380] ND ∼30% [380] ND

CtIP siRNA ND ND ∼50%m [381] 
(CH12 cells)

∼30%n [382] ND

APE1−/−/– in CH12F3-2A cells ND No changeo ∼20% [129] No changeo ND

Pol beta-deficient cells  
or −/− mouse

∼700% BL2 Pol beta 
deficient clone [383]

∼170% in pol beta−/− 
B-cells [384]

No change in pol beta−/− 
B-cellsp [384]

ND ND

FEN1E160D/E160Dq mouse No change [132] No change [132] ∼30% (FEN1−/−DT40) 
[131]

MMR MSH2−/− mouse ∼20% (AT↓) [385] No change [386] Decreasedr [387], or 
30% to ∼60% [388]

ND No change in CHO 
cellss, [389]

MSH6−/− mouse <15% (AT↓) [390] (AT↓) [390] ∼30% [390] ND No change (Msh6−/− 
DT40) [391]

PMS2 −/− mouse No change [392] Increased  
microhomology [392]

∼30% [392] ND No change 
(PMS2−/−DT-40) [391]

NER ERCC1−/− mouse ND No change [134] No change [133] or 
60–80% [134]

ND ND

Continued
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TABLE 2 DNA Repair Factors and Their Enrollment in Immunoglobulin Diversification—cont’d

TLS

(Y-family) Pol eta−/− mouse ∼130% (AT↓GC↑) [393] ∼200% (AT↓GC↑) [393] No change [393] ND ∼50% (Pol eta−/−DT40) 
[394]

Pol iota null cells or −/− mouse 13–27% (pol iota null 
BL2) [178], No change 
(pol iota−/− mouse) 
[395,396]

ND No change (pol iota−/− 
mouse) [395]

ND ND

Pol kappa−/− mouse No change [397] ND No change [397] ND ND

Rev1 mutant or Rev1−/− 
mouse

65%t (Rev1 mutant 
mouse) [398]

130% (transition↑) 
(Rev1−/− mouse) [160]

40–50% (Rev1−/− mouse) 
[160]

ND 30% (REV1−/−DT40) 
[402]

(A-family) Pol theta polymerase (−)  
helicase(+) mutant

∼80% (GC↓) [399] ND Slightly reducedu [399] ND No change (pol theta−/− 
DT 40) [400]

Pol nu−/− DT 40 ND ND ND ND No change (pol nu−/− 
DT 40) [400]

Pol theta−/− Pol nu−/− DT4 ND ND ND ND 20% [400]

(B-family) REV3 (Pol zeta) Δ/Δ mouse ∼5% [177,401] ND 35–40% [177,401] ND No change 
(REV3−/−DT40) [402]

REV3 L2610F mutant mouse ∼170% [177] ND No change [177] ND ND

ND, not done; Δ, conditional gene deletion by cre-loxP system.
aThe evaluation system of GC is described for each gene.
bI-SceI-mediated HR substrate.
cI-SceI-mediated HR subtrate in HeLa cells. siATM + ATM inhibitor KU55933.
dATM−/−DNA-PKcs inhibitor vs. ATM−/−.
e20% in MRE11−/− and 50% in MRE-/H129N cells.
fHomology directed repair system, by siRNA.
gI-SceI-mediated gene-conversion/homologous recombination substrate.
hPARP1−/− spleen B-cells with PARP inhibitor KU0058948.
iOur unpublished data.
j∼300% of c-myc-IgH translocation in PARP1−/− spleen B-cells with PARP inhibitor KU0058948.
kOlaparib in p5pF reporter system.
l300% in PARP2−/− spleen B-cells with PARP inhibitor.
mCtIP knockdown caused ∼60% AID expression.
npCr15 translocation reporter.
oJX, MK, and TH, our unpublished data.
pExcept for IgG2a.
qFEN1E160D/E160D is a catalytic-deficient mutant.
rDecreased IgG3 switching in vitro cultured.
sRecombination substrate.
tIn REV1D568AE569A mutant.
uHigh-affinity antibody is decreased to 70%.
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on the other end (Figure 2); the overhang could be removed 
by FEN1. Thus, all of these enzymes involved in converting 
SSBs into DSBs are redundant, and their defects would par-
tially damage CSR without severely inhibiting SHM.

3.2  Evidence for AID’s Cytidine Deamination 
Activity on DNA or RNA

There is clear consensus about AID’s deamination activ-
ity. First, recombinant AID deaminates DNA in vitro 
[53,163]. Interestingly, this in vitro DNA deamination 
is highly specific for ssDNA [53,163] and markedly 
reduced for dsDNA, especially in the form of chromatin 
[164,165]. No evidence has been reported to indicate that 
AID exerts cytidine deamination activity on naked RNA 
as a substrate in vitro. Second, AID overexpression in 
E. coli or yeast can introduce mutations in a wide spec-
trum of genes [9,166]. Interestingly, such DNA deamina-
tion activity is not unique to AID, but is shared by other 
members of the APOBEC gene family [49]. APOBEC 
1, a bona fide RNA-editing enzyme, deaminates DNA 
in vitro and in E. coli [97]. Recently, AID was shown 
to deaminate both RNA and DNA when encapsulated in 
the hepatitis B virus [167]. Collectively, AID can deami-
nate C on ss nucleic acids regardless of whether they are 
found in DNA or RNA.

3.3  Two Separate AID Functions

As described in Section 2, AID genes isolated from 
patients with HIGM type II syndrome contained muta-
tions spread all over the molecule. Among these, muta-
tions in the C-terminal region, such as P20 and JP8B, 
greatly reduced CSR but not SHM activity [16,28]. 
Similar CSR-specific loss-of-function mutants were 
generated by in vitro AID mutagenesis. These mutants, 
especially those with mutations near the C-terminal NES 
motif, had clear defects in CSR, but had enhanced SHM 
and DNA cleavage activity [17]. Importantly, the P20 
protein and WT AID differ little in stability. These results 
clearly indicate that AID’s DNA cleavage activity is not 
sufficient for efficient CSR. In addition, in a knock-in 
mouse with the AID N-terminal mutation G23S, CSR 
was relatively intact, but SHM was reduced owing to 
a decrease in DNA cleavage [27]. Taken together, AID 
appears to have two separate functions: DNA cleavage, 
which requires an intact N-terminus, and CSR-specific 
activity, located in AID’s C-terminal region. The idea 
that AID has two separate functions is still controversial. 
However, the P20 mutant, which has specific defects in 
CSR, shows normal nucleocytoplasmic shuttling [29]. 
Any hypothesis for AID function must explain the fact 
that C-terminal mutations of AID have intact DNA cleav-
age activity, but no CSR activity.

3.4  DNA Deamination Hypothesis

3.4.1  The Model

AID was proposed to have DNA-deamination activity based 
on its in vitro cytidine deamination activity on ssDNA and 
G/C-specific mutations when overexpressed in E. coli 
[9,168]. The DNA deamination model postulates that AID’s 
deaminase activity generates U from C on DNA, introduc-
ing mismatched U/G base pairs. Uracil DNA glycosylase 
(UNG) is proposed to remove the Us and create abasic sites, 
after which Ape1 cleaves the phosphodiester bond to pro-
duce nicking cleavage. The generation of a DSB requires 
additional nicking on the opposite strand, exonucleolytic or 
endonucleolytic digestion, or helicase or DNA synthesis, as 
discussed previously. It has also been proposed that U/G 
mismatches are recognized and cleaved by the mismatch 
repair (MMR) system of the Msh2/6 complex. Somatic 
hypermutation has been explained by either U/G accumu-
lation or incorrect repair of Ape1-nicking by error-prone 
DNA polymerases. The DNA deamination hypothesis pos-
tulates that AID is responsible only for DNA cleavage, and 
that the end processing and recombination in CSR are medi-
ated by ubiquitous DNA repair systems such as NHEJ.

3.4.2  Evidence For and Against the DNA 
Deamination Model

First, AID’s DNA-deamination activity is well supported 
by several in vitro experiments, as described previously 
[43,53,163,169]. However, the in vitro deamination activi-
ties of various AID mutants do not correlate with their 
in vivo SHM and CSR activity [26]. In particular, the AID 
mutation N51A loses in vitro DNA-deamination activity but 
retains CSR activity. A mutation at the homologous position 
N57 in APOBEC1 also abolishes its ability to deaminate 
DNA in vitro while retaining its ability to edit RNA.

Second, a deficiency in the critical enzyme UNG dra-
matically reduces CSR efficiency to less than 10% of WT 
activity, but importantly, not to zero [157,158]. This resid-
ual activity may be explained by MMR activity, which also 
introduces SSBs by recognizing mismatched base pairs 
(U/G) [170]. However, an Msh2 deficiency reduces CSR 
to 20–50% of that of WT, and Msh2−/− UNG−/− mice still 
retain 2% of the WT CSR [170]. Curiously, UNG deficiency 
does not decrease SHM efficiency, but rather augments 
it [159,171,172]. It was recently demonstrated that UNG 
deficiency does not prevent high-affinity antibody genera-
tion [158]. Moreover, overexpressing UNG in B-cells sup-
presses SHM at the S region [173]. Thus, UNG functions 
differently in CSR and SHM, and this difference cannot 
be explained by UNG’s function as proposed by the DNA 
deamination model.

Furthermore, in a series of UNG-mutant experiments 
using UNG-deficient splenic B-cells, loss-of-catalysis UNG 
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mutations had little effect on the activity that supports CSR 
[174]. A plot of UNG’s U-removal activity versus CSR-
supporting activity is totally discordant [175]. Furthermore, 
UNG’s suppression of SHM is independent of its catalytic 
activity [173]. A plot of various loss-of-catalysis UNG 
mutants’ activities clearly showed an absence of correlation 
between SHM-suppressing and CSR-supporting activities, 
which confirms that UNG’s roles are distinct in CSR and 
SHM (Figure 2). To suppress SHM, UNG appears to compete 
with error-prone polymerases to bind to cleaved sites, and 
serves as a scaffold to recruit the error-free repair complex of 
base excision repair (BER) enzymes such as Polβ, XRCC1, 
Ape1, FEN1, and others. Consistent with this scenario, UNG 
with a loss-of-catalysis mutation has been shown to bind to 
SSB [173]. These results are contradictory to UNG’s func-
tion as proposed by the DNA deamination model.

Third, an Ape1 deficiency in CH12F3-2A cells reduces 
CSR to one-third or one-fifth of that in the original CH12F3-2 
cells, and this reduction is rescued by Ape1 transfection 
[129]. Although these results have been interpreted to sup-
port the DNA deamination model, the residual CSR activity 
suggests that DNA-cleaving mechanisms other than Ape1 
are involved. In fact, SHM efficiency at the S region was not 
affected in the Ape1-deficient CH12F3-2A cells (Xu, MK, 
TH, our unpublished data), which suggests that Ape1 may 
not be the enzyme responsible for generating the SSBs that 
are essential for SHM. Because Ape1 deficiency partially 
reduces CSR, it is likely that Ape1 is involved in process-
ing the SSB to a DSB. In fact, Ape1 is known to remove 
 3′-tyrosyl residue (or peptides). Because redundant enzymes 
are involved in processing SSBs to DSBs, it is reasonable 
that Ape1 deficiency alone cannot completely block DSB 
formation, and thus cannot completely block CSR.

Fourth, U base accumulation in the Ig locus after the 
stimulation of UNG-deficient DT40 chicken B cells was 
reported in experiments designed to detect U bases on DNA 
by in vitro hydrolysis using UNG and Ape1, followed by 
PCR amplification to monitor the loss of Ig gene signals. 
The position of U, detected by linker ligation at the cleaved 
sites, was scattered in the JH locus. Interestingly, the fre-
quency of U generation, as assessed by in vitro cleavage 
and linker ligation, did not differ in the S region DNA from 
UNG−/− and Msh2−/− UNG−/− splenic B-cells, which sug-
gests that Msh2 does not have a significant role in removing 
U [176]. The frequency of U generation is as high as one 
per 500 bp, suggesting 2 × 10−3 mutations even without the 
involvement of TLP, a major enzyme known to incorporate 
mutations [177,178]. In fact, recent genetic manipulation of 
error-prone polymerase Rev3 indicates that most mutations 
are introduced by error-prone polymerases [177]. Such a 
high frequency of U accumulation in UNG-deficient cells 
should affect SHM. However, a recent in vivo SHM study 
showed that UNG is not required for high-affinity antibody 
formation by SHM [158]. In addition, the lifetime mutation 

frequency in UNG-deficient mice is not high, which sug-
gests that U/G mutations are efficiently repaired by UNG 
paralogs such as SMUG1 [179]. It remains to be shown 
whether there is a mechanism that suppresses error-free 
repair by BER and MMR only when AID is expressed. 
Taken together, the evidence supporting in vivo DNA deam-
ination by AID should be reexamined.

Fifth, the DNA deamination model postulates that the 
recombination step for CSR is mediated by ubiquitous 
DNA repair systems, without AID’s help. To examine this 
possibility, knock-in mice containing two I-SceI sites, one 
in Sμ and the other in Sγ1, were generated [180]. These 
animals clearly showed CSR when the I-Sce1 enzyme was 
expressed, which is consistent with the proposed DNA 
deamination model. However, the efficiency of CSR was 
only about 10–20% of that of WT, despite the much higher 
efficiency of DSBs induced by I-Sce1 than by AID. These 
results suggest that AID is likely to have an additional func-
tion to support efficient CSR, beyond generating the DSB. 
This possibility is supported by the specific defect of CSR 
in C-terminal AID mutants [16,28]. Collectively, so far, 
there is no direct evidence to prove the DNA deamination 
hypothesis in vivo. In addition, there are more data that can-
not be explained by the DNA deamination model.

3.5  RNA Editing Hypothesis

3.5.1  The Model

The alternative model for AID function proposes that AID 
deaminates C in RNA. This model postulates that AID 
edits two types of RNA, and that the edited RNAs medi-
ate two separate AID functions: namely, DNA cleavage and 
recombination. AID is assumed to interact with at least two 
separate cofactor proteins that capture separate RNA sub-
strates to be edited. One such RNA is proposed to be an 
micro-RNA (miRNA) precursor that can regulate mRNA 
translation. More specifically, AID is proposed to modify 
miRNAs, and the modified miRNAs enhance the down-
regulation of topoisomerase-1 (Top1) mRNA translation, 
which reduces the Top1 protein. The reduction of Top1 
facilitates the formation of non-B DNA structure in the V 
and S regions of the Ig locus when they are actively tran-
scribed. Top1 forms a transient covalent bond with the 3′ 
phosphate of DNA through its tyrosine residue, and gener-
ates a nick. Normally, Top1 rotates DNA around the DNA 
helix to normalize negative superhelix accumulated in the 
region downstream of the transcription machinery complex. 
However, Top1 is trapped in the non-B structure, which 
inhibits its rotation around the helix, resulting in irrevers-
ible cleavage. This Top1 covalent binding with a nick is the 
mechanism for AID-induced DNA cleavage.

The bound Top1 should be removed by a series of 
enzymes, including proteasomes, TDP1, and TPP1, before 
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the repair and the process to accomplish SHM or CSR begins 
(Figure 2). AID is likely to edit not just one, but multiple 
miRNA precursors to cleave DNA, because Top1 KD alone 
enhances but does not initiate DNA cleavage. The similar 
translation and regulation of mRNA-encoding proteins 
involved in target specificity might be mediated by miRNA 
that has been edited by AID. The other RNA is an unknown 
mRNA; its editing will encode a new protein responsible 
for CSR recombination by processing the SSB–DSB and 
forming the DSB synapse. As described in Section 2,  
AID’s C-terminal region is responsible for editing this 
unknown mRNA, which generates a novel protein to medi-
ate the synapse formation of cleaved ends.

3.5.2  Evidence For and Against the RNA Editing 
Model

3.5.2.1  Top1 Is the Cleaving Enzyme Regulated  
by AID

First, CSR is blocked by camptothecin, a highly specific 
Top1 inhibitor. CH12F3-2A cells were incubated with 
camptothecin at an extremely low concentration (30 nM) 
for 3 h to block CSR [181]. This treatment causes irrevers-
ible nicking by the intercalation of the camptothecin–Top1 
complex. The formation of this stable complex suppresses 
the processing of covalently bound Top1 from DNA, which 
is required for CSR.

Second, AID expression reduces the amount of Top1 
protein by suppressing its mRNA translation [181]. Loss-
of-catalysis AID mutants cannot reduce the Top1 mRNA 
translation. Consistent with this finding, Top1 KD enhances 
DNA cleavage, as assessed by linker-mediated qPCR, and 
the accumulation of gH2AX focus formation, thereby 
enhancing CSR and SHM [181]. Furthermore, SHM fre-
quency is enhanced in Peyer patch B-cells from Top1- 
heterozygous mice [182]. Taken together, these results 
indicate that Top1 itself is involved in DNA cleavage when 
the amount of Top1 protein is reduced by AID.

Third, Top1 has been shown to introduce mutations in 
DNA sequences prone to form non-B structure in yeast and 
in an E. coli system. In the well-known phenomenon of 
transcription-associated mutagenesis (TAM) mutations, the 
mutations, especially microdeletions, tend to accumulate 
at repetitive sequences. These mutations were shown to be 
Top1-dependent [183,184]. Furthermore, the triplet-repeat 
contraction and expansion that causes genetic disorders 
such as Huntington disease is proposed to depend on Top1 
activity [185]. These findings indicate that Top1 introduces 
irreversible cleavage at the repetitive sequence region, 
where non-B DNA structures are prone to form during 
extensive transcription. Consistent with this possibility, the 
Ig S and V regions where DNA cleavage frequently occurs 
are enriched in inverted or tandem repeats that can form 
non-B structures [11,186]. This scenario is supported by 

several other observations. For instance, all AID-preferred 
targets contain repetitive sequences that are prone to form 
non-B structures [11]. Furthermore, Top1 reduction by anti-
sense oligonucleotides causes genome instability, including 
chromosomal translocation, in cell lines [187,188].

Fourth, the RNA editing hypothesis proposes that AID 
edits miRNA precursors or long noncoding RNAs, and 
modulates their quantity or quality. Some of these edited 
products associate more efficiently or abundantly with 
Top1 mRNA and reduce its translation efficiency. Recently, 
Kobayashi et al. (our unpublished data) showed that Ago2-
bound miRNA binds to a specific site of Top1 mRNA when 
AID is activated. Top1 reduction alone can induce genome 
instability, including c-myc-Ig translocation, and Top1 
reduction enhances AID-induced DNA cleavage and CSR. 
The RNA editing hypothesis offers an explanation: namely, 
that AID edits not just miRNA for Top1 mRNA translation 
regulation but also several other miRNAs. Because Top1 
reduction alone can induce genome instability, the other 
miRNAs affected by AID may be involved in the target 
specificity of Top1 cleavage.

3.5.2.2  AID Edits mRNA to Generate a New  
Protein That is Specifically Required  
for Recombination in CSR

First, CSR depends on de novo protein synthesis [189]. 
When the protein-synthesis inhibitor cycloheximide was 
used to block new protein synthesis immediately after 
AID activation, even a single hour of exposure strongly 
suppressed CSR in CH12F3-2A cells. A similar treatment 
before AID activation did not affect CSR. Leptomycin B, 
a potent inhibitor of nuclear export that is known to bind 
to exportin 1 and block the transport of newly synthesized 
mRNA from the nucleus, also blocks CSR strongly [29].

Second, AID binds poly A–containing RNA; the AID 
protein was trapped by oligo dT beads, which trap poly (A)+ 
RNA [190]. This did not occur when AID was replaced with 
a C-terminal–truncated form able to induce SHM but unable 
to support CSR. This result suggests that AID’s C-terminal 
region is responsible for its interaction with poly (A)+ RNA. 
This idea is supported by a recent finding that AID forms 
a dimer, and that the formation of this dimer depends on 
AID’s C-terminal region. The dimer is also responsible for 
forming a large RNP complex identified by glycerol density 
gradient sedimentation (Mondal S, Begum NA, and Honjo 
T, unpublished data).

Third, AID’s C-terminal region is likely to produce a 
new protein that is responsible for recombination. Analy-
sis of CSR defects in C-terminal AID mutants showed that 
new proteins derived from these mutants appear to regulate 
the processing of SSBs–DSBs, and probably recruit sev-
eral nucleases [31,191]. This defect causes the accumula-
tion of SSBs that are not processed to DSBs. Thus, SHM is 
maintained even when CSR is severely defective. When an 
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AID C-terminal mutant is expressed, the Ig S region accu-
mulates more SSB-binding proteins such as PARP1 and 
MSH2, whereas the accumulation of DSB blunt-end bind-
ing proteins such as Ku and XRCC4 is drastically reduced. 
The C-terminal AID mutant also fails to form synapses 
between two cleaved S regions. Consistent with these find-
ings, 53BP1, DNA PKcs, and UNG, which are involved in S 
region synapse formation, do not accumulate in the S region 
in these mutants [31]. Thus, AID’s C-terminal region is 
involved in synthesizing the new protein required to process 
an SSB into DSB blunt ends, prerequisite to the synapsis 
that is critical to NHEJ and the completion of CSR.

To summarize, the DNA deamination hypothesis, which 
is based on DNA cleavage through UNG and APE1 func-
tion, must now be reconsidered (Table 3). On the other 
hand, the evidence for the RNA editing hypothesis has been 
strengthened by detailed data about Top1 activity and AID’s 
C-terminal function. Nonetheless, the RNA editing hypoth-
esis has not been proven directly by identifying the miRNA 
or mRNA used as an AID target.

4.  THE MECHANISM OF AID’S SPECIFICITY 
DETERMINATION FOR DNA CLEAVAGE

4.1  Cleavage Target Sequence: cis-

Recognition and Transcription

CSR takes place between a universal donor S region (Sμ) 
and one of the acceptor switch regions (Sγ/Sα/Sε) located 
upstream of each constant region [113,198]. The I promoter 
located immediately upstream of each S region drives active 
transcription through the recombining S region. The S regions 
are 2–12 kb in length, with highly repetitive units of 25–80 bp 
that are arranged in tandem and contain motifs such as 
TGGGG, GGGGT, GGGCT, GAGCT, and AGCT [199,200].

To determine whether AID-induced DNA cleavage 
requires specific DNA sequences, assay systems were 
developed by introducing various artificial switch substrates 
into CH12F3-2A B-cells or by genetic manipulation of the 
switch regions in mice [201–204]. In the earliest effort, the 
Sμ and Sα regions and their derivatives were used to con-
struct artificial switch substrates for switching in CH12F3-
2A cells; results showed that S regions from different 
species and isotypes, as well as S regions with an inverted 
orientation, all showed efficient CSR [3]. Surprisingly, arti-
ficial multiple linker sequences could also serve as a CSR 
target. Computational secondary structure analysis showed 
that S regions have the potential to form non-B DNA struc-
tures including stem loop structures. Although the Xenopus 
S region is AT-rich, it harbors AGCT motifs and second-
ary structures with inverted repeats [205]. Replacing the 
mouse S region with the Xenopus S region does not prevent 
efficient CSR [165]; however, CSR efficiency is reduced if 
the region is replaced with a mouse S region with altered 

orientation [202,204]. More recently, a similar replace-
ment study in the CH12F3-2A cell line demonstrated that 
transcriptional orientation and the presence of successive 
AGCT motifs are critical for CSR [206].

The transcription-coupled DNA structural changes in 
S region sequences have been suggested to be important 
for AID targeting, given that CSR is abolished when S 
regions or their promoters are deleted. Studies using bisul-
fite sequencing also demonstrated that the transcription of 
repetitive GC-rich sequences in vivo and in vitro gener-
ate non-B structures, such as R-loops and G-quartets (G4) 
[186,207–210]. In fact, alternating the sequence motifs, 
such as changing from AGCT to ACGT, can dramatically 
reduce GLT as well as CSR [206], which suggests that the 
individual S region repeats are naturally set for the optimal 
transcription and secondary structure formation to initiate 
DNA cleavage and recombination.

R-loops can be generated in an S region when the template 
strand hybridizes with GLT, causing the nontemplate strand to 
loop out. The nontemplate strand in an R-loop provides a long 
stretch of exposed ssDNA, which is proposed by the DNA 
deamination model to be an ideal AID substrate. Although 
AID deaminates the nontemplate strand of DNA in vitro as 
well as in bacteria and yeast, AID-induced SHM occurs on 
both strands in B-cells in vivo [211,212]. AID is also reported 
to deaminate dCs on both strands in supercoiled but not relaxed 
plasmid DNA [213,214]. However, RNaseH1 overexpression 
did not augment CSR in CH12F3-2A cells [116].

Like CSR, SHM is tightly coupled with transcription. 
In SHM, however, the transcribed V region does not form 
an R-loop, but generates an abundant single-stranded DNA 
structure [214,215]. Although the V region lacks the pro-
totype repetitive sequence of the S region, inverted repeats 
and triplet-like motifs (AGC, TAC, GCT, and GTA) were 
found in the V region [216,217]. Although these trip-
lets are not consecutively arranged as a triplet track, their 
abundant clusters are frequent targets of mutation in the V 
region. Moreover, SHM is enhanced by the introduction of 
the transcription factor E2A-binding sequence CAGCTC 
(E-box motif), which may be prone to forming secondary 
non-B DNA structures, into the V region or the GFP gene 
[218–220]. The transcribed GFP transgene is often used as 
an efficient SHM substrate owing to its high GC content 
and abundant AGCT motifs [107]. Intriguingly, CAGCTC 
motifs are found frequently in the S region.

A genome-wide approach to identifying AID-induced 
DNA break points in BL2, a human Burkitt lymphoma line, 
identified several known and novel non-Ig AID target loci, 
including MYC, MALAT1, and SNHG3 [11]. Similar to the 
IgH locus, all of the identified non-Ig loci showed frequent 
DNA breaks and characteristic SHM in the vicinity of the 
break points. All of these loci are highly transcribed, and the 
break regions harbor abundant repetitive sequences, includ-
ing AGCT sequences [11,13].
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TABLE 3 Comparison of Two Hypotheses for AID Deamination

Supportive Evidence Contradictory Data (or Other Explanation)

DNA Deamination

DNA Cleavage Mechanism

 l  DNA deamination in vitro, in E. coli and yeast [9,166]

 l  UNG−/− reduces CSR [157,171]

 l  APE1 deficiency reduces CSR [129]

 l  In vitro deamination activities of various AID mutants do 
not correlate with in vivo SHM and CSR activity [26]

 l  Even APOBEC1 can deaminate ssDNA in vitro [49]
 l  UNG’s catalytic activity is dispensable for DNA breaks and 

CSR [174,175]
 l  UNG promotes end-joining and S-S synapsis in CSR [173].
 l  APE1-deficient cells have DNA breaks, c-myc-IgH trans-

location, and somatic hypermutation at comparable levels 
with APE1-proficient cells (JX, MK and TH, our unpub-
lished data)

Target-Specificity Determination

 l  AID preferentially edits the WRC motif [192]
 l  First phase of somatic hypermutation is C to U by AID; the second  

is from A and T by error-prone repair enzymes [193]
 l  The AID-recruiting proteins such as RPA and the others (Table 1)  

recruit AID to the specific target DNA region

 l  Most mutations are incorporated by translesion polymer-
ases (TLP) [177,401]

Role of Transcription

 l  R-loop formation at switch regions in stimulated B-cells generates  
single-strand DNA for AID substrates [194]

 l  RNaseH1 overexpression does not change CSR efficiency 
[116]

 l  Transcription is necessary for non-B DNA structure 
[181,182]

Domain Functions of AID

 l  Nuclear localization signal in AID’s N terminus is required for  
AID to enter the nucleus to deaminate DNA [36]

 l  Phosphorylation of S38 by PKA augments AID’s function by  
facilitating interaction with RPA [65,195]

 l  I-SceI cleavage alone produces CSR (= AID is necessary  
for DNA breakage but dispensable for recombination)  
[180]

 l  AID’s C-terminus maintains AID’s stability and regulates CSR [196]

 l  AID’s N terminus is responsible for DNA breaks

 l  RPA requirement is not shown in vivo

 l  CSR by I-SceI cleavage is much less efficient than by 
wild-type AID activation, although the cutting efficiency is 
higher than AID

 l  DNA breaks and SHM are enhanced in a C-terminal dele-
tion mutant, but CSR is decreased [16,17,28]

Role of UNG in hypermutation

 l  UNG deficiency promotes G/C transition (G to A/C to U) [157]  l  UNG overexpression suppresses SHM [173]

RNA Deamination

DNA Cleavage Mechanism

 l  Topoisomerase 1 (Top1) inhibitor decreases CSR and SHM [181,182]
 l  Knockdown/heterozygote of Top1 increases CSR and SHM [182]
 l  AID decreases Top1 protein [181]
 l  H3K4me3 localization matches the highly mutated SHM region [11]
 l  Top1 interacts with FACT complex and H3K4me3 through chromatin 

remodeling complex (AH, NAB, MK and TH, our unpublished data)

 l  Top1 protein decrease alone is not sufficient for DNA 
breaks [181]

Target-Specificity Determination

 l  AID targets are highly repetitive non-B-prone sequences [11]
 l  The FACT complex is necessary for H3K4me3 of the S region [62]
 l  Genome-wide, AID-dependent DSBs frequently occur within  

non-B-prone repeated sequences [197]
 l  TAM in yeast and triplet repeats’ instability shares similar  

mechanism including non-B DNA and Top1 [183–185]

Continued
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These findings support the concept that transcription-
induced non-B structure formation in a repetitive sequence 
is a critical factor for inducing breaks in both Ig and non-
Ig loci during AID-induced genomic instability [13,19]. 
The RNA editing hypothesis proposes that the non-B DNA 
structure and epigenetic marks discussed subsequently con-
stitute the target specificity determining factor by Top1.

4.2  The DNA Deamination Model Requires 
AID-Targeting Cofactors

Mechanistically, to execute dC deamination at specific tar-
gets, AID must be recruited to a transcriptionally active or 
accessible locus that will form the preferred ssDNA sub-
strate [114,221]. AID’s nuclear import is not sufficient to 
explain how it specifically deaminates dCs in the Ig V region 
during SHM and in the recombining S regions during CSR. 
Therefore, V and S region–specific AID- recruiting cofac-
tors have been extensively pursued [39,222–224].

Based on AID’s association with RNAPII, one early 
study proposed that AID was functionally associated with 
the transcription machinery [57]. Later, the ssDNA- binding 
protein RPA was proposed to be a cofactor that inter-
acts specifically with PKA-phosphorylated AID (p-S38) 
[64,65]. Because RPA enhances dC deamination by AID 
in an in vitro transcription-coupled system using T7 poly-
merase, it was proposed that RPA stabilizes AID (p-S38) 
on the transcribed S region to promote AID-induced DNA 
deamination [221]. Supporting this view, the pharmaco-
logical inhibition of PKA impairs CSR, and both CSR and 
SHM are reduced in AID-S38A mice. [65,225]. However, 
the S38A AID mutant was proficient in dC deamination on 

ssDNA and in a mutagenic catalytic activity assay in E. coli 
[65,195]. Subsequent studies revealed that RPA deposition 
in the S region is AID-dependent [81]. Strand-specific RPA 
ChIP analysis of the Ig locus also demonstrated that RPA 
coats ssDNA generated after CSR-associated DSBs [226]. 
A recent study proposed that DNA deamination in the S 
region occurs in two phases. Initially, dC is deaminated at a 
low level independently of AID phosphorylation, producing 
a DNA damage signal that induces AID phosphorylation 
and RPA recruitment in the S regions; this leads to a sec-
ond, elevated phase of dC deamination that enhances DSBs 
[84]. Basu et al. [71] proposed a mechanism by which AID 
can deaminate dCs in the template strand, which normally 
remains inaccessible because of RNA–DNA hybrid for-
mation during transcription. The presence of nine RNA- 
exosome subunits, without the core catalytic unit, was shown 
to be sufficient for the robust targeting of AID to both strands 
of SHM substrates transcribed by T7 polymerase in vitro.

Normally, AID-induced mutations cluster at the pro-
moter proximal region in the transcribed V region. Muta-
tions usually begin to appear approximately 100–120 bp 
downstream of the transcription start site, and spread 1–2 kb 
further downstream [227–229]. Although RPA-related stud-
ies successfully linked transcription and AID-induced dC 
deamination or mutations on the transcribed DNA, they 
were unable to provide much insight into the characteris-
tic feature (promoter proximal) of the natural AID target 
loci. In this regard, Pavri et al. [58,231] proposed that AID 
interacts with SPT5, an RNAPII-stalling factor, which in 
turn enhances AID’s interaction with the stalled RNAPII. 
In eukaryotes, hypophosphorylated RNAPII initiates tran-
scription with the help of basal transcription factors (TFs) 

TABLE 3 Comparison of Two Hypotheses for AID Deamination—cont’d

Supportive Evidence Contradictory Data (or Other Explanation)

Role of Transcription

 l  Germline transcription is necessary for non-B DNA structure  
formation [181,182]

 l  Transcriptional activity in AID-target regions regulated by  
epigenetic marking [62]

Domain Functions of AID

 l  AID’s C-terminus is necessary for DNA end processing and  
DNA synapse formation [31] through polyA mRNA editing [190],  
but is dispensable for DNA breaks [17]

 l  AID localizes to the RNA complex [54]

Hypermutation

 l  TLP introduces SHM [177]

AID can deaminate RNA

 l  Hepatitis B virus RNA is deaminated by AID [167]  l  AID alone cannot edit RNA in vitro
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and displaces the first nucleosome from the promoter; it then 
stalls at the promoter proximal region, where its C-terminal 
domain undergoes extensive phosphorylation (p-Ser5) [230, 
232,233]. Elongating RNAPII (p-Ser2) begins transcription 
when the pausing factor DRB sensitivity-inducing factor 
(DSIF) complex (SPT5-SPT4) dissociates from the nega-
tive elongation factor (NELF) upon positive transcription 
elongation factor β (pTEF-β)–dependent phosphorylation 
[233,234]. Hence, AID’s association with the poised RNA-
PII gives rise to the hypothesis that as AID moves along 
with the elongating RNAPII complex, repeated pausing 
may allow sufficient time for deamination in the transcribed 
track [114,235–237].

AID is reported to interact with other factors associ-
ated with the elongating RNAPII complexes, such as PAF, 
FACT, SPT5, and SPT6 [54,55,230]. All the subunits of the 
PAF complex have been detected in AID-IP experiments. 
Knockdown of LEO1, one of the PAF-complex compo-
nents, reduces AID recruitment in the Ig locus [55].

Currently, the exact mechanism of AID’s specific asso-
ciation with elongating RNAPII, pausing repeatedly in the 
target region, is not known. Sun and Basu [238] proposed 
that a macromolecular association exists among the RNA 
exosome, SPT5, AID, and NEDD4 in the stalling RNAPII 
complex, in which GLTs undergo exosome-mediated degra-
dation. The RNA degradation process may release the com-
plex from pausing to initiate AID-induced dC deamination 
on both strands of the DNA.

Although AID-induced mutations are preferentially 
restricted to the V- and I-promoter downstream 1–2 kb 
regions, core S regions also undergo extensive DNA breaks 
[227,239,240]. In fact, RNAPII stalls throughout the S 
regions; accumulations of stalling factor SPT5 as well as AID 
can be detected from the S regions all the way to the C regions 
[58,241]. Recently, the 14-3-3 series of adapter proteins was 
reported to bind the 5′-AGCT-3′ sequence motif as well as 
AID. Because S regions are enriched in AGCT motifs, it has 
also been suggested that 14-3-3 family proteins promote S 
region deamination by recruiting AID [88]. The chromatin 
marks H3K9acH3S10p and H3K9me3 are also implicated 
in recruiting AID through 14-3-3γ and TRIM28/KAP1, 
respectively [59,89]. Both proteins are unable to interact 
with a CSR-defective but SHM-proficient AID mutant with 
a C-terminal truncation. Interestingly, C-terminally truncated 
AID fused to 14-3-3γ completely rescued the defective CSR 
in AID-deficient B-cells [224]. These authors [66] also con-
cluded that the HIV accessory protein Vpr, which is reported 
to interact with UNG and inhibit CSR [159], disrupts the S 
region macromolecular complex, which contains AID, RPA, 
and PKA, along with other molecules.

Additional modes of the locus-specific AID recruitment 
mechanism have been reported. Nowak et al. [70] sug-
gested that antisense transcripts produced from the S region 
bind PTBP2, a cofactor that interacts with AID, and thus 

RNA-mediated AID targeting occurs in the S region for 
CSR. A similar idea was proposed with regard to the AID-
cofactor GANP, which binds to the V transcript and thereby 
recruits AID specifically to the V region; this explains why 
mice lacking GANP are defective in SHM but not in CSR 
[86]. If this is the case, it would indicate that DNA cleavage 
is differentially regulated in the V and S regions.

Taken together, there are currently three types of mod-
els to explain targeted DNA deamination by AID [242]: (1) 
AID recruitment through ssDNA binding proteins and/or 
transcription elongation machinery associated components, 
such as SPT5, PAF1, and RNAPII; (2) target specificity 
determination by a locus-specific antisense RNA that medi-
ates binding between a cofactor (GANP or PTBP2) and 
AID; and (3) AID recruitment by adapter proteins (TRIM28 
and 14-3-3) that recognize specific histone marks, DNA 
sequence motifs, or both. To evaluate these models, it is 
important to note that SHM occurs even in mice in which 
the RNAPII promoter is replaced with the RNAPI promoter 
in the V region locus [118]. Furthermore, the S region can 
be replaced by multiple links, which indicates that the pri-
mary sequences are irrelevant to DNA cleavage.

4.3  Target Chromatin: Accessibility  
and Specificity

4.3.1  Characteristics of the Target Chromatin 
Nucleosome

Chromatin consists of repeating units of nucleosomes. 
Individual nucleosomes consist of a core H3-H4 tetramer 
flanked on both sides by H2A-H2B dimers [243]. Although 
nucleosomes can be displaced by RNAPII, in many tran-
scribed genes they are restored by various mechanisms that 
are not fully understood [244–246]. Therefore, the cleaving 
enzyme needs to cross the nucleosomal barrier to reach the 
DNA substrate, after its recruitment to the target chromatin, 
regardless of whether the enzyme is AID or Top1.

In the DNA deamination model, it is not clear whether 
AID deaminates free DNA hanging between the nucleo-
somes, or if it is able to access the nucleosome after RNA-
PII migration destabilizes the nucleosome core [232,244]. 
AID’s ability to deaminate nucleosomal DNA or chroma-
tinized substrate was recently investigated in an in vitro 
transcription system [164,165]. The chromatin transcription 
template was constructed using plasmid DNA with a strong 
nucleosome positioning sequence (NPS) introduced. AID 
failed to induce dC deamination in nucleosome-occluded 
areas, but deamination sites were accessible when the plas-
mid DNA was transcribed. The same NPS sequence, when 
introduced into the V region in DT40 cells, severely reduced 
SHM efficiency [164]. The introduced NPS may have failed 
to establish the native chromatin architecture and the asso-
ciated epigenetic state.
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There is little information on nucleosomal organization 
or behavior in the context of the natural V or S region. In 
CH12F3-2A cells, Stanlie et al. [62] mapped the position of 
2.5 nucleosomes at the 5′ end of the core Sμ, a region that 
contains hotspots for AID-induced mutations. The target 
chromatin appeared to undergo rapid nucleosome assem-
bly, which indicates that the integrity of the locus relies on 
specialized histone chaperones [61,62]. Nucleosome posi-
tioning and stability are known to be greatly influenced by 
the nature of the target DNA sequence. Because the strong 
NPS did not favor AID-induced mutations, the Ig locus may 
naturally contain flexible nucleosomes as a result of the 
repetitious nature of the S region. In addition, the histone 
variant H3.3 was detected in the transcribing V region [87], 
which suggests that the locus is subjected to a high rate of 
histone exchange; this can make the locus labile and avail-
able for both DNA cleavage and repair. A recent study also 
suggested that H3.3 promotes recovery from the transient 
transcription shutdowns that frequently occur when a tran-
scribed locus encounters DNA breaks [247].

Taken together, despite active transcription of the Ig 
locus, the rapid nucleosome reassembly mechanism presum-
ably preserves its epigenetic integrity, which is required for 
recruiting various effector proteins involved in DNA cleav-
age and repair. On the other hand, the execution of complex 
DNA transactions requires adequate access to the target 
locus, which can be achieved through dynamic nucleoso-
mal reorganization and/or histone-variant exchange in the 
target chromatin.

4.3.2  Histone Epigenetics for Target 
Determination

AID-induced DNA cleavage is always restricted to the 
promoter (V and I)-proximal 1–2 kb region, and to the 
repetitive S regions (1–10 kb) [200,201,248]. Notably,  
the S regions, but not the C regions, are the substrate of AID-
induced DNA breaks, although the C regions are enriched 
with SPT5 and RNAPII (p-Ser5) and are transcribed along 
the same transcriptional unit [114]. Several characteristics 
of the local DNA and the transcribed chromatin may lead to 
the zonal restriction of AID-induced cleavage. For instance, 
transcription induces non-B DNA structures in repetitive 
DNA sequences that are present in the S regions, but not in 
the C regions. This signature is proposed to be critical for 
the RNA editing model [13,19,181]. Another decisive factor 
for the cleavage target could be the restricted distribution 
of the open-chromatin–associated histone epigenetic signa-
tures, which change the transcribed chromatin into distinct 
boundaries, such as to distinguish the promoter proximal 
and promoter distal regions [249–251]. Recent studies also 
show a strong correlation between non-B structure–associ-
ated DNA breaks and epigenetic marks on the break point 
chromatin [61,62,87,181,182].

The chromatin dynamics of the transcribed Ig locus are 
important regardless of the model of AID function, and 
whether RNA or DNA is proposed as the primary target. It 
is important to distinguish the epigenetic marks for active 
transcription and the unique marks for AID-induced DNA 
cleavage. The DNA deamination model proposes that some 
epigenetic marks are required to recruit AID to the target 
chromatin through AID’s indirect interaction with histone 
marks. It is not completely agreed upon as to whether 
AID cofactors recognize unique DNA features (R-loops or 
unknown primary sequences), epigenetic marks, or both. In 
contrast, the RNA editing model postulates that Top1 is more 
stably and specifically recruited to non-B DNA-enriched 
chromatin through combinatorial epigenetic marks.

In general, the promoter proximal sites (1 kb from the 
TSS) of actively transcribed loci are enriched with trimethyl 
histone H3 lysine 4 (H3K4me3), hyperacetylated H3 and 
H4, and RNAPII (p-Ser5). In contrast, the distal coding-
region zones are enriched with H3K36me3 and RNAPII 
(p-Ser2). In the context of the Ig locus, H3K4me3, H3Ac, 
and H4Ac are elevated downstream of the active I promot-
ers and throughout the transcribed S regions, whereas C 
regions have more H3K36me3 and H4K20me1 [241,252]. 
Active histone marks are generally confined to the pro-
moter proximal region of the transcriptionally active loci. 
Strikingly, however, the transcribed S regions show unusu-
ally extended H3K4me3 tracks, whereas the C regions are 
completely devoid of H3K4me3 [61,62,241]. These results 
strongly suggest that H3K4me3 may be one of the epigen-
etic markers for targeting AID-induced cleavage.

In IgM-expressing B cells, Sμ is constitutively active 
and thus is enriched with active histone marks and RNA-
PII, even before CSR is induced [61,62,241,253]. In con-
trast to Sμ, the downstream acceptor S regions accumulate 
H3K4me3, H3K36me3, and RNAPII only after isotype-
specific CSR stimulation and transcription [253]. Extensive 
H3K4me3 accumulation, spreading up to 7 kb, is observed 
in the activated Sγ3 region in response to lipopolysaccha-
ride (LPS) stimulation. Interestingly, when the Sμ tandem-
repeat sequences were deleted in mice, H3K4me3 and H3 
acetylation marks accumulated at the upstream of Sμ, and 
AID-induced cleavage shifted accordingly [254,255]. PAX 
interaction with transcription-activation domain protein-1–
deficient mice did not accumulate H3K4me3, H3-acetyla-
tion, or RNAPII in the Sγ3, Sγ2b, and Sγ1, and transcription 
from these loci was completely inhibited [253]. Thus, there 
is a close connection between active transcription and spe-
cific histone epigenetic signatures, which are both essential 
for AID-induced DNA cleavage. A recent ChIP-seq study 
also shows that AID’s localization significantly correlates 
with active histone marks, including H3K4me3 and RNA-
PII (p-Ser5), in the Ig locus [231]. Although these results 
have been interpreted to support DNA deamination, these 
markers are ubiquitous to active genes.
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H3K9acS10p has been proposed to serve as an addi-
tional histone code on H3K4me3-marked chromatin, which 
may provide additional specificity [89]. This concept is 
supported by the finding that H3K9acS10p can be found 
in both Sμ and Sγ3, but not Sγ1, in response to lipopoly-
saccharide (LPS) activation, which promotes switching to 
Sγ3. Similarly, LPS and IL4 induction, which is required 
for IgG1 switching, induce H3K9acS10p specifically in Sμ 
and Sγ1 but not in Sγ3. However, this chromatin mark is 
not exclusive to the actively transcribed S regions [256]. 
Furthermore, the presence of H3K9me3, a repressive 
chromatin mark, was reported specifically in the Sμ [59]. 
Consequently, CSR is defective in mice lacking the H3K9 
methyltransferase SUV39H1 [257].

4.4  Chromatin Regulators for AID-Induced 
Cleavage and Repair

Regardless of whether DNA cleavage occurs by DNA or 
RNA editing, target chromatin specificity and access to the 
chromatinized DNA are essential, and the underlying mech-
anism and regulatory chromatin proteins involved remain 
largely unknown. Open-chromatin–specific histone post-
translational modifications (PTMs) thus create an accessible 
chromatin environment before AID-induced DNA breakage 
by altering the chromatin structure, and by generating new 
recognition sites for effector proteins.

An analogous chromatin regulatory mechanism is neces-
sary for efficient DNA transactions at the post-break repair 
phase of CSR and SHM [113,258,259]. In these events, 
the DNA damage signal rapidly accumulates γH2AX 
phosphorylation in the Ig locus [135,136], which in turn 
recruits MDC1 followed by 53BP1 [260,261]. The Tudor 
domain and the 53BP1 C terminus anchor H4K20me and 
H2AK15ub, respectively, on the chromatin, and the entire 
repair complex gradually forms around 53BP1 [262,263]. 
To identify critical regulators for target DNA recognition, 
cleavage, and repair, a large set of candidate genes were 
screened against siRNAs. These efforts successfully iden-
tified critical histone chaperones, elongation factors, and 
chromatin modulators that affect AID-induced DNA cleav-
age and repair.

4.4.1  Target-Chromatin Regulation by FACT

The histone chaperone FACT, a heterodimeric protein com-
plex composed of SSRP1 and SPT16, is known to assist 
transcription elongation by RNAPII on a chromatin template 
[264,265]. Knockdown of either SSRP1 or SPT16 severely 
inhibited IgM-to-IgA class switching in CH12F3-2A cells 
[62]. The requirement of SSRP1 and SPT16 in CSR as part 
of a heterodimeric transcription elongation complex was 
further confirmed by introducing disruptive mutations at the 
interaction surface. Thus, the FACT complex was found to 

be an essential chromatin regulator for CSR. A mechanistic 
study revealed that SSRP1 depletion significantly reduced 
the AID-induced DNA breaks and γH2AX accumulation in 
both donor and acceptor S regions. Interestingly, no tran-
scriptional defects were observed for μGLT, αGLT, or AID, 
and μGLT was actually enhanced when FACT components 
were depleted. This phenomenon was unexpected, consid-
ering that the FACT complex is known to promote RNA-
PII transcription through chromatin [266,267]. However, 
in FACT-depleted cells, the chromatin landscape of the S 
regions showed two distinct changes: Defects in histone sta-
bility and reduced histone PTMs are both associated with 
the transcribed locus. The dramatic loss of all four core his-
tones was especially observed in Sμ, whereas active histone 
epigenetic marks were downregulated in both Sμ and Sα. 
Under FACT-depleted conditions, the H3K4me3 modifica-
tion was significantly reduced in both Sμ and Sα, which 
correlated well with the impaired DNA cleavage observed 
at the respective locus [62].

Intriguingly, depleting H3K4me3 by knocking down 
WDR5 and ASH2, the core components of H3K4me3- 
histone methyltransferase (HMTase), recapitulated the 
results of FACT depletion—intact GLT and AID tran-
scription, but a strong blockade of S region DNA cleavage 
[62]. SHMis also significantly correlated with FACT and 
H3K4me3 enrichment in the V region [87]. In contrast to 
Sμ but similar to Sα, the V regions show altered histone 
PTMs with no histone loss. However, FACT-enriched V and 
other non-Ig SHM target loci strongly accumulate the H3.3 
histone variant [87,268], which is present in highly tran-
scribed regions in a replication-independent manner [269]. 
Sequential ChIP analysis suggested that H3K4me3 is pres-
ent in both H3 and H3.3 in V and S region chromatin (NAB, 
TH, unpublished data).

Although H3K4me3 is generally associated with an 
actively transcribing locus, it also has a critical role in 
marking meiotic recombination hotspots to be cleaved by 
Spo11 [270,271]. The same epigenetic mark is recognized 
by the PHD domain of RAG2, and promotes RAG-induced 
DNA cleavage in V(D)J recombination [272]. Therefore, 
the specific histone epigenetic mark H3K4me3 appears to 
be critical in all three recombination systems. In the context 
of CSR and SHM, FACT-mediated nucleosome assembly, 
H3K4me3 regulation, and histone-variant exchange appear 
to be the critical parameters in accessible DNA-cleavage 
complex formation [62,87]. In addition, Top1 physically 
interacts with FACT and H3K4me3, which serve as chro-
matin marks for DNA cleavage by Top1 (Husain A, TH, our 
unpublished data) (Figure 3).

4.4.2  Target-Chromatin Regulation by SPT6

Among the transcription elongation-associated his-
tone chaperones examined, suppressor of Ty6 homolog 
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(SPT6) was found to be another essential histone chap-
eron involved in CSR [54,61]. SPT6, which was originally 
identified in Saccharomyces cerevisiae, is required for 
transcription elongation and chromatin structure mainte-
nance. SPT6 KD in CH12F3-2A cells reduced the αGLT 
and AID transcription to some extent, but strongly inhib-
ited CSR; this inhibition was not caused by altered AID 
transcription, because the CSR was inhibited even when 
AID was overexpressed [54]. Global gene expression 
analysis showed that only ∼5% of genes were affected, 
none of which were genes known to be required for CSR. 
As with FACT KD, SPT6 depletion elevated the μGLT 
transcription and Sμ-cryptic transcripts. Consistent with 
these findings, there was no alteration of the amount of 
elongating RNAPII in the S regions. Deregulated histone 
PTMs such as H3K4me3 and H3K36me3 were evident in 
Sμ and Sα, and histone loss was observed in Sα. As SPT6 
depletion hampered H3K4me3 formation in the S and V 
regions [61], both CSR and SHM were reduced, which 
correlated with impaired DNA cleavage at the target 
loci. SPT6 depletion also reduced SHM frequency in two 

noncoding genes, MALAT1 and SNHG3, with a concomi-
tant decrease in H3K4me3 at these loci [61]. FACT and 
SPT6 are also involved in S region H3K36me3 regulation, 
but the KD of individual H3K36me3 HMTases (SETD2, 
WHSC1, and NSD1) did not dramatically affect CSR. 
Interestingly, SPT6 was involved in histone epigenetic 
regulation (H3K4me3 and H3K36me3) at the AID locus, 
but FACT was not [61]. AID gene expression correlated 
well with SPT6-mediated H3K36me3 formation, but not 
with H3K4me3 modulation. Thus, SPT6 appears to have 
dual functions in CSR: regulation of AID expression, and 
S region DNA cleavage, by preserving the histone epigen-
etic integrity of their respective genomic loci.

To understand how SPT6 regulates H3K4me3 status at 
the IgH locus, various SPT6 mutants were analyzed based 
on their ability to restore H3K4me3 upon SPT6 depletion. 
The C-terminal tandem SH2 domains of SPT6 were found 
to be necessary for recruiting SET1A H3K4me3-HMTase 
in both universal donor Sμ and acceptor Sα regions. Con-
sistent with this observation, depleting the SET1-specific 
cofactor CXXC1 strongly inhibited CSR [61,273].

FIGURE 3 Proposed model of Top1 and non-B DNA cleavage complex formation on the transcribed chromatin. Actively transcribed chromatin of 
the Ig locus is enriched with various histone-PTMs, including H3K4me3 and others. Nucleosome assembly and histone exchange by histone chaperones 
help maintaining the dynamic and accessible state of the chromatin. Site-specific Top1 complex formation can be facilitated by combinatorial histone 
PTMs and associated chromatin regulators including FACT. Negative supercoil generated behind the RNAPII produces non-B DNA structures, the 
potential substrates of Top1. The scheme at the bottom highlights the key events associated with AID for the initiation and completion of SHM and CSR.
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4.4.3  Distinct and Multiple Functions of SPT5 
and SPT4

Screening with siRNA also revealed that the DSIF [274] 
components SPT5 and SPT4 are critical for CSR but not 
SHM [63]. SPT5 and SPT4 constitute the large and small 
subunits of the DSIF complex, respectively. Because DSIF 
is required for transcription elongation, KD of either subunit 
was expected to cause CSR defects owing to disruption of 
the complex. However, contrary to this expectation, SPT4 
and SPT5 have distinct yet novel mechanistic roles in CSR 
[63]. The first indication of their dissimilarity came from 
global transcription analysis in CH12F3-2A cells in the 
absence of either SPT4 or SPT5. Although SPT4 or SPT5 
depletion affected only a small number of CSR-irrelevant 
genes, most of the affected transcripts did not correlate well 
between the SPT4 and SPT5 KD samples. In addition, cryp-
tic switch transcripts derived from the intronic region of Sμ 
were dramatically enhanced in SPT4 but not SPT5 KD sam-
ples, also indicating the difference in transcriptional regula-
tion. Interestingly, SPT5 but not SPT4 KD slightly reduced 
the amount of AID protein without affecting its transcripts, 
which suggests that SPT5 is involved in AID’s protein  
stability.

Although SPT4 depletion did not affect the H3K4me3 
signal in Sμ and Sα, SPT5 depletion blocked H3K4me3 
formation specifically in Sα. Consistent with this observa-
tion, SPT5 deficiency reduced Sα DNA cleavage, whereas 
SPT4 did not. Although it is not known why SPT5 regulates 
Sα chromatin more strongly than Sμ chromatin, it could 
be ascribed to differences in the inducible or constitutive 
promoter activity, nucleosome-free regions (NFR) or a non-
NFR arrangement, or the specific role of the H2B ubiqui-
tin ligase Bre1 in the histone trans-modification cascade, 
and thus in H3K4me3, at Sα [62,275,276]. Because αGLT 
transcription is more sensitive to DRB inhibition than μGLT 
transcription (NB, TH, unpublished), DSIF may affect the 
poised state in the Iα promoter more robustly than in the 
constitutively active Iμ promoter.

Studies on SPT4 and SPT5 also highlight their novel 
functions in the DNA repair phase of CSR, because both the 
NHEJ and HR pathways were deregulated in the absence 
of either of the DSIF components [63]. Likewise, earlier 
studies showed that SPT4 or SPT5 mutants in yeast resulted 
in methanesulfonate (MMS) sensitivity [277], which indi-
cates defective DNA repair and recombination. Because 
proteins involved in NHEJ or homologous recombina-
tion, such as Ku70/80, DNAPKcs, and RAD51, associate 
with the RNAPII complex [278], DNA breaks appear to be 
repaired through transcription-coupled processes at some 
loci. Indeed, DSBs take longer to repair when located in 
heterochromatin, where transcription is silenced [279]. 
Taken together, DSIF subunits can function independently 
in multiple transcription-coupled steps of CSR.

Pavri et al. [58] showed that SPT5 is required for effi-
cient CSR and is associated with more than 9000 AID- 
targeted loci, and concluded that SPT5 is a factor that 
guides AID for direct deamination of the target. However, 
it has not been determined whether the extremely large 
number of loci bound by SPT5 reflects AID’s physiological 
relevance as a mutator, particularly because a particular pro-
tein’s propensity to bind to or graze a specific DNA region 
does not always reflect the fundamental physiological out-
come. Thus, it is likely that another as yet unknown marker 
is required. This concept is clearly reflected in the case of 
VDJ recombination; although the RAG proteins directly 
involved in VDJ DNA cleavage bind to both putative and 
cryptic recombination signal sequences (RSSs), meaningful 
RAG-mediated cleavage can occur only at some, and most 
likely not all, of these sequences [280–283].

4.4.4  The BRD4–Histone–Acetyl Complex  
in Repair and Recombination

Whereas several chromatin-associated factors involved 
in CSR’s DNA cleavage phase have been identified, the 
involvement of chromatin adaptors that regulate the CSR 
step of DNA repair and recombination is less explored. To 
identify these novel players, proteins that can recognize or 
“read”acetylated histones were screened, because this par-
ticular histone PTM is implicated in various DNA repair 
systems [284,285]. RNAi screening specifically targeted to 
bromodomain-containing proteins, the efficient acetylated 
histone readers, led to the identification of BRD4 [286], a 
BET family protein, as a CSR regulator [287]. BRD4 deple-
tion from the S region chromatin by either siRNA or by 
JQ1, a chemical inhibitor [288], significantly reduced CSR 
in both CH12F3-2A and cultured splenic B-cells [287]. 
Interestingly, the genome-wide transcripts, DSB forma-
tion in the S regions, and SHM frequency at AID target 
loci are largely unperturbed in BRD4-depleted compared 
with untreated samples, which suggests that BRD4’s role in 
CSR is solely restricted to the postcleavage phase, that is, 
DNA repair and recombination. This is especially apparent 
because BRD4 tends to accumulate in the vicinity of the 
DNA breaks induced by AID.

Indeed, phenomena observed in the S regions in the 
absence of BRD4 include altered microhomology lengths 
of the switch junctions, reduced IgH/c-myc translocation 
efficiency, and depleted 53BP1 occupancy with enhanced 
MSH2/MLH1 accumulation at the S regions, which sug-
gest that DNA repair is indeed defective. These events 
coincide well with those observed under UNG-ablated con-
ditions [137,157,173,174]. Not surprisingly, then, BRD4 
reduction also negatively affected UNG occupancy in the 
S regions. This finding indicates the importance of BRD4 
in DNA repair and recombination at the S region, because 
UNG, through its non-canonical function, is implicated 
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in mediating DNA repair and CSR after DNA cleavage  
(Figure 4).

BRD4’s involvement in DNA repair was directly dem-
onstrated in an assay using an artificial I-SceI–dependent 
NHEJ, the major DNA repair pathway in CSR [33,289]. 
The reduction of well-known NHEJ players such as 
53BP1 was also clearly reflected in the assay system. 
Consistent with these results, BRD4 KD not only reduced 
NHEJ efficiency, but also depleted the formation of 53BP1 
at I-SceI cleavage sites. These results, together with the 
recombination defects observed in the S regions, clearly 
delineate BRD4’s importance during the NHEJ repair and 
recombination step in CSR [287]. As to how BRD4 regu-
lates key factors in CSR, sequential ChIP assays indicated 
that BRD4 tethers 53BP1 and UNG to the recombining S 
region chromatin through acetylated histones in response 
to γH2AX formation. Thus, BRD4 serves as a histone-
reader platform that is required for recruiting CSR repair 
components.

It has become apparent that the chromatin landscape 
of a particular locus is crucial to AID-induced DNA 
cleavage and repair processes. A distinct set of chro-
matin regulators, including histone-PTM writers and 
readers, work in concert to provide chromatin features 
that promote cleavage and recombination during tran-
scription elongation. In the presence of the appropriate 
chromatin environment, transcription-induced non-B 

structures may transform or convert target substrates 
that are optimal for AID-induced cleavage. Certainly, 
H3K4me3, H3.3, H2A.Z, and acetylated histones are not 
V or S region–specific epigenetic marks, and combinato-
rial histone codes and several associated reader proteins 
might be involved in conjunction with site-specific cis-
elements such as non-B structures.

5.  REGULATION OF AID EXPRESSION

5.1  AID’s Expression Profile

5.1.1  AID Expression in Normal Tissues

AID is expressed in activated B-cells in GCs and in the 
extrafollicular regions of the secondary lymphoid organ 
where SHM and CSR take place [5,15,290]. AID is virtu-
ally undetectable in resting mature B-cells, but is detectable 
in immature and pro-/pre-B-cells at low levels [5,291–294]. 
Although AID’s expression levels in immature B-cells are 
orders of magnitude lower than those in GC B-cells, this low 
amount of AID appears to support limited levels of SHM 
and CSR in vivo [293,295,296]. AID’s role in the immature 
stage of B-cells is still unclear. AID might be involved in 
antigen-independent Ig diversification. In addition, AID’s 
involvement in B-cell central tolerance has been suggested 
in both humans and mice, although the mechanisms remain 
elusive [297,298].

FIGURE 4 Recombination step of CSR requires DNA end joining and switch synapse. Distantly located donor and acceptor S regions come into 
close proximity to be repaired and ligated by NHEJ. This CSR-specific recombination requires various repair enzymes as well as scaffold proteins to 
support the complex. RNA deamination model also predicts the requirement of a novel factor (AID-CF) whose production depends on AID C-terminal 
domain. The chromatin-associated protein Brd4, acetylated histones and DNA damage-associated histone epigenetic mark are essential for the efficient 
repair–recombination complex formation.
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AID expression is not absolutely restricted to B-cells; 
T-cells appear to express a low level of AID by environ-
mental stimulation in the periphery [292,299]. Although 
AID expression has been observed in non-lymphoid tissues, 
such as in the ovary and testis [292,300,301], AID’s physi-
ological roles in non-B-cells are unknown. It has been pro-
posed to be involved in epigenetic gene regulation through 
its ability to deaminate 5-methyl-cytosine on the DNA 
[302,303]. However, it should be noted that homozygous 
AID-deficient mice have been maintained without any obvi-
ous developmental disorder since 2000 [5].

5.1.2  AID Expression in Pathological 
Conditions

5.1.2.1  Expression in Tumors

Many malignant B-cells express AID. Most, though not all, 
of GC-derived human B-cell lymphomas, such as diffuse 
large B-cell lymphoma, follicular B-cell lymphoma, and 
Burkitt lymphoma, express AID constitutively [15,178,304–
307]. AID is also expressed in non-GC–derived B-cell 
malignancies [308–312]. The AID expression in B-cell 
tumors is required for ongoing SHM in the IgV gene or in 
oncogenes, although the AID levels in these systems do 
not always correlate with SHM [307,310,312,313]. The 
gross mutation efficiency may be influenced by other fac-
tors, such as the transcription efficiency of the target gene. 
Interestingly, AID expression correlates with a poor prog-
nosis in several human B-cell lymphomas and leukemias 
[307,310,312–317]. Because AID affects the efficiency of 
hypermutation and/or translocation of oncogenes in animal 
models, it may have been substantially involved in tumor 
evolution in humans through its genotoxicity [318–326]. 
Interestingly, the BCR-ABL1 kinase encoded by the Phil-
adelphia chromosome, which is a hallmark of acute lym-
phatic leukemia (ALL), can induce AID expression, and the 
prognosis is worse for those cases of ALL that express AID 
[327,328]. AID expression has also been reported in non-
lymphoid tumors, epithelial breast cancer cell lines, and 
hepatoma [329,330].

5.1.2.2  Expression by Pathogen Infection  
and Inflammation

Some pathogens can induce AID gene (Aicda) expres-
sion. The Epstein–Barr virus protein latent membrane 
protein 1, which mimics continuous CD40 signaling, 
induces AID expression [331,332]. Infection with the 
hepatitis C virus or transfection of the viral genome 
induced AID in B- lymphocytes and hepatocytes, respec-
tively [333,334]. AID is also expressed in some adult 
T-cell leukemia cells after human T-lymphotropic virus-1 
infection [335]. Infection with mouse retroviruses, such 
as Abelson murine leukemia virus and Moloney murine 
leukemia virus, induces AID expression in mouse B-cells 

[336,337]. Bacteria can also induce AID; for example, H. 
Pylori induces AID expression in gastric epithelium [338]. 
Products made by pathogens can induce AID directly or 
through the inflammatory cytokine tumor necrosis fac-
tor (TNF)-α [334]. AID expression is also observed in 
colitis-associated colorectal cancers [339]. Because many 
pathogens that induce AID expression are associated with 
tumors, it is plausible that AID is substantially involved in 
tumor processes. A requirement of AID for virus-induced 
tumor development was examined in mouse models with 
transgenic lines expressing the HCV core protein or HPV 
oncogene crossed with AID deficiency [340]; however, 
the results were disappointingly negative. It is possible 
that the mechanism of tumorigenesis is different between 
humans and mice. Alternatively, the association between 
tumors and AID expression could be coincidental, or it 
might be that various pathogens induce AID indirectly 
through inflammation, rather than directly.

5.2  Aicda Regulation

Because of its potential genotoxic activity, AID expression 
must be tightly regulated to maintain genomic integrity in 
both B-cells and non-B-cells [20]. It is especially critical to 
regulate AID’s expression under the control of B-cell and 
activation-specific promoters, to avoid its misfiring by acci-
dental signaling.

5.2.1  Signals and TFs Required for AID 
Expression

B-cells exposed to antigens and cytokines secreted from 
helper T-cells undergo CSR and SHM, both of which 
require AID expression. BCR consists of IgH, IgL, and 
two signaling components, Ig-α and Ig-β. Although BCR 
signaling is essential for specific immune responses, BCR 
signaling alone cannot induce appreciable AID expression. 
Rather, the BCR signal synergistically enhances Aicda 
expression with other stimuli, such as through CD40 and 
TLR [341,342].

The engagement of CD154:CD40 activates the NF-κB 
pathways. CD40, a member of the TNF-receptor superfam-
ily, is a 48-kDa transmembrane glycoprotein expressed on 
the surface of B-cells, DCs, macrophages, epithelial cells, 
and activated T-cells [343]. TNF-α receptor–associated fac-
tors (Trafs) bind to the cytoplasmic tail, thereby mediating 
NF-κB activation. When engaged by BAFF and APRIL, 
other TNF-receptor families such as BAFF-R, TACI, and 
BCMA, activate NF- κB pathways that synergize with TLR 
and BCR signals to enhance Aicda expression and CSR 
[344–346]. Consistent with these findings, transcription of 
the Aicda gene depends on NF-κB [224,347]. Both canoni-
cal (p65) and non-canonical (p52) NF-κB pathways are 
involved in Aicda regulation [341,348,349].
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TLRs are pattern recognition receptors that detect and 
bind microbial components [350]. The engagement of TLRs 
with their ligands elicits signal transduction mediated by 
adaptor proteins, including MyD88, Tirap, Trif, and Tram, 
thereby activating TFs such as NF-κB, p38, and IRFs. TLR 
and BCR signaling synergistically enhance CSR [341] and 
integrate to activate the canonical and non-canonical NF-κB 
pathways, which regulate Aicda expression. Because many 
TLR ligands are constituents of the bacterial outer cell wall 
and membrane, B-cell clones whose BCRs are reactive to 
bacteria should frequently receive signals mediated by both 
BCR and TLR signals.

Cytokines are another important component in regu-
lating AID expression. Interleukin-4 (IL-4) directs B-cells 
to switch their Ig class to IgG4 and IgE in humans, and 
to IgG1 and IgE in the mouse. Interleukin-4R signaling 
efficiently induces Aicda in combination with TLR- or 
CD40-signaling [342,351,352]. The binding of IL-4 to its 
receptor activates multiple signal transduction molecules, 
including Stat6, IRS-2, Shc, SHP-1, and SHIP Stat6, is 
important in activating IL-4–induced gene expression, 
including Aicda expression [353,354]. Transforming growth 
factor-β critically contributes to inducing IgA in mucosae, 
and the transcription factor Smad is involved in TGF-β 
signaling [355]. Estrogen is another humoral factor that 
enhances Aicda expression. Estrogen is reported to induce 
Aicda indirectly by upregulating HoxC4, and the estrogen 
receptor is also reported to bind directly to the Aicda pro-
moter [356,357].

5.2.2  cis-Regulatory Elements of Aicda

Four major evolutionarily conserved cis-regulatory regions 
influence Aicda expression [347]. Region 1 consists of 
the Aicda promoter and the region immediately upstream; 
region 2 contains the regulatory elements in the first intron; 
region 3 is the area around 7 and 24 kb downstream from 
exon 5 in the mouse and human genomes, respectively; 
and region 4 is the area around 8 and 16 kb upstream of the 
transcription start site in the mouse and human genomes, 
respectively [291,347,358]. Deleting region 2, region 3, or 
region 4 on a bacterial artificial chromosome (BAC) that 
contains the entire Aicda locus eliminates Aicda expression 
from the BAC transgenes, which demonstrates the impor-
tance of these elements [291,359].

Luciferase assays in both B- and non-B-cells showed 
that the Aicda promoter alone is basically active [348,358]. 
This promoter contains well-conserved binding motifs 
for Oct1 and/or Oct2 (5′-ATTTGAAT-3′), including 
the HoxC4 binding motif (5′-ATTT-3′). It also contains 
NF-κB (non-canonical)- and Sp1/Sp3-binding motifs 
[349]. HoxC4 is a homeodomain transcription factor that 
is expressed in B-cells and is upregulated by CD40 sig-
naling. AID expression is impaired in HoxC4-knockout 

mice, which suggests that HoxC4 upregulation contrib-
utes to AID’s induction in activated B cells [349]. HoxC4 
appears to be necessary but not sufficient for AID expres-
sion, because other regulatory regions are also required 
for normal Aicda regulation. A CSR-competent mouse 
lymphoma cell line, CH12F3-2, strongly induces AID 
expression in response to stimuli by CD40L, IL-4, and 
TGF-β. A luciferase reporter assay in CH12F3-2 cells 
indicated that region 1 alone does not support strong 
AID induction, even though it carries the HoxC4 binding 
site [348]. These findings suggest that the coordinated 
regulation of HoxC4 with other cis-regulatory elements 
results in strong, finely tuned AID expression.

Region 4, the upstream regulatory element, contains 
binding motifs for Stat6, NF-κB, and Smad proteins, 
which are downstream regulators for IL-4, CD40L, and 
TGF-β stimulation, respectively. In addition, tandem C/
EBP binding sites are required for this region’s enhancer 
activity [348,359]. Region 2, the intronic regulatory ele-
ment, contains binding sites for Myb, Pax5, E2A, and 
E2F. The E47 protein, an isoform of E2A, positively 
regulates Aicda expression, and Id2 or Id3 substan-
tially represses Aicda expression [360,361]. Imatinab, 
an anticancer drug, inhibits Aicda expression by reduc-
ing E2A expression [362]. Because E2A and Pax5 are 
both essential for B-cell development, these proteins 
may contribute to strong Aicda expression specifically 
in B-lineage cells. In contrast, the E2f and c-Myb bind-
ing motifs show silencer activity on the promoter [348]. 
The deletion of these motifs increased the percentage of 
Aicda- expressing cells in vivo [359], which indicates that 
the silencer activity on Aicda regulation occurs in vivo. 
Region 3, the downstream regulatory element, contains 
a Batf binding site. Batf deficiency or the deletion of 
region 3 from the BAC transgene severely impairs Aicda 
expression [291,363].

In summary, the regulation of the Aicda gene is governed 
by the balance between activators and repressors that bind 
to sites located in four major cis-regulatory regions in and 
around the Aicda gene locus (Figure 5). The promoter activ-
ity can be increased by HoxC4 and non-canonical NF-κB 
binding. The upstream region 4 is mainly responsible for 
responding to stimulatory signals through cytokine recep-
tors or costimulatory molecules. Region 2, which is in the 
first intron, harbors binding sites for Pax5 and E2A; these 
are responsible for B-lineage maintenance as well as Aicda 
activation. It also contains the E2F and c-Myb motifs that 
serve as a brake for Aicda. Batf binding to the downstream 
region 3 is another positive Aicda regulator.

Many other TFs, including Bach2, Bcl6, Blimp1, and 
IRF4, are reported to be important for normal AID expres-
sion. These factors seem to regulate Aicda via indirect 
mechanisms [15,364–367], although it is difficult to exclude 
the possibility of direct regulation completely.
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5.3  Post-Transcriptional and Post-
Translational AID Regulation

5.3.1  MicroRNAs

Micro-RNAs are short, single-stranded noncoding RNAs 
that suppress the gene expression of a specific target. 
Several miRs, including miR-155, miR-181b, miR-361, 
and miR-93, regulate AID expression by binding to evo-
lutionarily conserved sites in the 3′UTR of AID mRNA 
[365,368–372]. The miR-mediated translation suppression 
of AID has been reported in both activated B- and resting 
B-cells. The expression of miR155 is low in resting B-cells, 
but increases along with AID expression in mouse B-cells 
stimulated with LPS and IL-4; miR155 appears to counter-
act increased AID activity in these cells [368]. In contrast, 
miR181b is expressed in resting B-cells, but its expression 
is decreased by LPS and IL-4 stimulation [370]. Bcl-6, a 
transcription repressor essential for forming GC B-cells, 
represses miR-155 and miR-361 expression, and thereby 
contributes to inducing AID in GC B-cells [365].

5.3.2  Phosphorylation

AID is phosphorylated at serine 3, threonine 27, serine 
38, threonine 140, and tyrosine 184 [64,90,195,373,374]. 
The roles of these phosphorylations are not fully under-
stood, although many of them influence AID’s activity. The 

phosphorylation of S38 and T140 increases AID’s activity 
[195,225]. Phosphorylation at S38 is thought to facilitate 
AID’s interaction with chromatin, possibly by binding to 
replication protein A [65,195]. In contrast, S3 phosphoryla-
tion is reported to reduce AID’s activity [374]. Both protein 
kinase C and cyclic AMP–dependent protein kinase A can 
phosphorylate AID, but the major signaling pathway that 
functions in vivo is still unclear [65,90,195].

5.3.3  Regulation of Protein Stability

AID is a nucleocytoplasmic shuttling protein [29,30]. 
Nuclear AID undergoes rapid degradation, and two degrada-
tion mechanisms have been reported: the polyubiquitination 
and proteasome pathway, and an ubiquitin- and ATP- 
independent but proteasome-dependent degradation path-
way [21,375]. The ubiquitin-independent pathway relies on 
the nuclear protein RDG-γ. Class switching upon stimula-
tion with LPS and IL-4 was increased in REG-γ-deficient 
B-cells [21]. Because of the potential genotoxic activity of 
nuclear AID, these dual rapid-degradation mechanisms may 
represent another level of control of AID activity.

6.  CONCLUDING REMARKS

Although the exact molecular mechanisms of AID’s func-
tions have been extensively debated, there are several points 
of consensus regarding experimental observations that have 
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yet to be explained by any model of AID function. The first 
point, which is critical, is that AID has at least two func-
tions, one for both SHM and CSR, and the other only for 
CSR. Because there are no AID mutants that abolish SHM 
without affecting CSR, the common AID function in SHM 
and CSR is probably DNA cleavage, and it is unlikely that 
the mechanism of that cleavage is distinct for SHM and 
CSR. AID’s CSR-specific function is probably associated 
with recombination.

The second important point is that AID cannot itself 
specify the target to be cleaved. Several biochemical events 
may be involved in specifying the AID target, including 
transcription of the locus and unique DNA structures, such 
as R-loops, non-B DNA structures, and epigenetic marks. 
To recognize these modifications of the locus, AID obvi-
ously requires cofactors. The DNA deamination model 
proposes that cofactors recruit AID to the marked loci, 
meaning that a complex of cofactors must interact with 
AID, locus-specific transcripts, DNA structure, and/or epi-
genetic marks. In contrast, the RNA editing model proposes 
that cofactors capture target RNA, which is edited by AID 
or by part of the RNA-editosome complex. The edited RNA 
is assumed to generate conditions that facilitate Top1’s 
action in SHM and CSR. The critical difference between 
AID and Top1 targeting is that AID must be recruited to the 
target locus by cofactors, whereas Top1 is already present, 
because it is required for general purposes such as transcrip-
tion and splicing. Because global Top1 reduction by siRNA 
elevates SHM and CSR, minimal Top1 must ensure target-
specific DNA cleavage, especially when the conditions 
trigger excessive substrate availability (negative supercoil-
induced non-B structures). It can be speculated that only a 
fraction of the Top1 available is normally involved in the 
context of CSR or SHM. For instance, Top1 may associate 
with the FACT complex or an as yet unknown modulator to 
gain localized and controlled access to target DNA at the 
H3K4me3-marked chromatin. It is likely that multiple chro-
matin factors are involved in forming global or local Top1 
cleavage complexes, for general purpose DNA transactions 
as well as specialized CSR or SHM functions. In addition, 
in cooperation with histone chaperones, Top1 has a tremen-
dous influence on the density of the DNA supercoil along 
the transcribed target.

Third, SHM mostly depends on error-prone DNA syn-
thesis. In this context, there must be a mechanism to sup-
press the error-free mechanisms in B-cells, because most 
DNA damage is correctly repaired in non-B-cells. A recent 
report that UNG suppresses TLP [173] provided a clue to 
solving this puzzle, at least in part.

Finally, it is important to recognize that biological 
mechanisms must evolve from related mechanisms. So 
far, there are no other established DNA deamination sys-
tems with important physiological functions. On the other 
hand, the RNA-editing mechanism is well established by 

cytidine deamination by APOBEC1 family members, and 
by adenosine deamination by ADAR I and II. An evolution-
ary consideration of the molecular mechanism of AID may 
be critical in resolving the controversies surrounding this 
important molecule.
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Chapter 19

1.  ANTIBODY CLASS

Antibodies are composed of immunoglobulin-heavy (IgH) 
and -light (IgL) chains (Figure 1). Structurally, IgH and 
IgL can be divided into a series of immunoglobulin (Ig) 
domains. Because of its enormous diversity among different 
antibodies, the N-terminal IgH and IgL domain is called the 
variable (V) region. The V regions of IgH and IgL associate 
to form the antigen-binding region. The remaining portions 
of IgH and IgL are called constant (C) regions. The IgH C 
regions interact with other components of the immune sys-
tem to provide antibody effector functions. In the mouse, 
there are eight different IgH C regions (Cμ, Cδ, Cγ3, Cγ1, 
Cγ2b, Cγ2a, Cε, and Cα) and two different families of IgL 
chains (κ and λ). The IgH CH region defines the antibody 
class (sometimes referred to as the isotype); for example, 
an antibody with μ C region is referred to as IgM, whereas 
an antibody with a γ1 C region is referred to as IgG1. Each 
of the IgH C regions prescribes different effector functions. 
For example, IgM can unleash the power of a complement 
system to destroy bacteria. Immunoglobulin G helps mac-
rophages to attack pathogens. Immunoglobulin A shields 
mucosal surfaces from pathogenic invasion. Specializa-
tion of IgH classes is a common strategy to strengthen the 
immune system across species from amphibians and birds 
to mammals. In this chapter, we focus on IgH class switch-
ing in mice, where most relevant studies were carried out; 
but the process overlaps with that in humans.

2.  ORGANIZATION OF MOUSE IgH  
LOCUS

Immunoglobulin H V regions are encoded by V(D)J exons, 
which are assembled from Variable (VH), Diversity (D) and 
Joining (JH) gene segments via V(D)J recombination dur-
ing early stages of B-cell development in the bone marrow 

[1]. The eight sets of CH exons lie downstream of the V(D)
J exon in the following order: 5′-V(D)J-μ-δ-γ3-γ1-γ2b-γ2a-
ε-α-3′ [2](Figure 2(A)). Several B cell–specific enhancers 
are present in the IgH locus: the intronic enhancer (Eμ) lies 
between JH regions and Cμ, and a 30-kb IgH regulatory 
region (“IgH3′RR”) is downstream of Cα and contains a 
series of enhancers that may have different functions in both 
class switch recombination (CSR) and somatic hypermuta-
tion (SHM) [3–7] (Figure 2(A)). Transcription of the IgH 
gene initiates from a promoter (VH promoter) immediately 
upstream of VH and terminates downstream of Cμ or Cδ; 
in the former situation, the V(D)J exon is spliced to Cμ to 
form the mRNA for either the membrane-bound or secreted 
version of the μ heavy chain; whereas in the latter situation, 
the V(D)J exon is spliced to Cδ to form the mRNA for the 
membrane-bound or secreted version of the δ heavy chain. 
Without antigenic stimulation, resting B-cells express 
exclusively IgM and IgD. At this stage, IgM and IgD are 
retained on the cell surface, because the Cμ and Cδ exons 
are spliced to the downstream exons encoding a hydropho-
bic membrane anchor [8,9]. The surface IgM and IgD serve 
as B-cell receptors (BCR) that recognize antigen [10].

2.1  Activation-Induced Cytidine Deaminase, 
SHM, and IgH CSR

To monitor infection, resting B-cells circulate in periph-
eral lymphoid tissues including the spleen, lymph nodes, 
and Peyer patches. The binding of antigen to BCR triggers 
B-cell activation. Activated B-cells can undergo two forms 
of genomic alteration at the Ig loci: CSR at the C region 
portion of the IgH locus and SHM of both IgH and IgL 
V region exons [11,12]. Both CSR and SHM are initiated 
by activation-induced cytidine deaminase (AID), which is 
a single-strand (ss) DNA-specific cytidine deaminase that 
preferentially deaminates cytidine in the context of “AID 
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targeting” motifs (DGYW or WRCH; D = A/G/T, Y = C/T, 
W = A/T, H = T/C/A, R = A/G) [13,14]. During SHM, AID 
specifically deaminates cytidines in the V(D)J exons of 
IgH and IgL; the deamination products are then further 
processed through pathways that involve normal base exci-
sion or mismatch repair (MMR) into mutations and/or small 
deletion/insertions [12]. By generating such mutations, 
SHM diversifies the repertoires of antigen-binding sites 
of the BCR; B-cells expressing BCRs with higher antigen 
affinity are positively selected in the light zone of germinal 
centers (GCs) to effect affinity maturations of the immune 
response [15,16].

CSR can take place both inside and outside GCs [17]. 
For CSR, AID is targeted to long (1- to 10-kb) repetitive S 
regions that lie just upstream of each set of CH exons except 
Cδ [18]. During CSR, Sμ, which is referred to as a donor S 
region, is fused to one of the other downstream acceptor S 
regions through a breakage and joining mechanism [19]. As 

FIGURE 1 Antibody structure. The rectangles represent Ig domains 
that constitute the structural units of immunoglobulin-heavy (IgH) and 
-light (IgL) chains. Variable regions are shown in brown and constant 
regions are in blue. See text for more details.

FIGURE 2 Immunoglobulin-heavy (IgH) class switch recombination. (A) Organization of IgH constant (C) region. Rectangles represent exons that 
encode the variable region (VH(D)JH) and C regions (Cμ through Cα) of IgH; the ovals in frond of the C regions represent S regions. Blue ovals represent 
IgH enhancers: iEμ, μ intronic enhancer; IgH3′RR, IgH 3′ regulatory region. The mRNAs for μ and δ are shown below the corresponding gene; the dashed 
lines depict splicing events that join the VHDJH exon to C exons. (B) Class switch recombination (CSR) between Sμ and Sγ1 is shown as an example. The 
germline transcripts and mRNAs for γ1 are shown. See text for more details. AID, activation induced cytidine deaminase.
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a result, the sequences between the two S regions are thought 
to be deleted from the IgH locus as an extrachromosomal cir-
cle [20–22]; through breakage and joining of two S regions, 
a downstream CH replaces Cμ, leading to the expression of a 
new CH, such as γ, α, or ε, and correspondingly, a new class 
of BCR/antibody (e.g., IgG, IgA, or IgE) (Figure 2(B)). In the 
case of IgE expression, CSR can occur directly between Sμ 
and Sε, or, alternatively, can occur subsequent to IgG switch-
ing via sequential CSR between the fused Sμ/Sγ1 to Sε [23]. 
Because the V(D)J exon remains the same after any type of 
CSR, this process alters the effector function of antibody but 
not the antigen-binding specificity.

3.  A TWO-STEP MODEL OF CSR

CSR conforms to a two-step reaction scheme. First, AID-
dependent DNA double-strand breaks (DSBs) can be intro-
duced into multiple locations along the long donor Sμ and 
along one of the long downstream acceptor S regions. Sec-
ond, the upstream end of a DSB in Sμ must be joined to a 
downstream end of a DSB in the acceptor S region to replace 
Cμ with the downstream CH; in addition, the other ends of 
the DSBs must be joined together if the intervening region 
is deleted as a circle (Figure 2(B)). In this reaction, the S 
region DSBs are joined by general DNA repair factors, pri-
marily by the classical non-homologous end-joining path-
way (C-NHEJ), but also by alternative end-joining (A-EJ) 
pathways, that join general DSBs in all cells. In this regard, 
CSR may be distinct from V(D)J recombination, which 
assembles the V, D, and J gene segments into V(D)J exons. 
During V(D)J recombination, the lymphocyte-specific 
RAG1/2 endonuclease initiates that reaction by generating 
DSBs between recombination signal sequences (RSSs) and 
flanking V, D, or J gene segments [24,25a]. Subsequently, 
RAG1/2 holds these ends in a postcleavage synaptic com-
plex and then passes the ends exclusively to the C-NHEJ 
pathway [1]. Several studies suggest that the C-terminal end 
of the AID protein provides activities that may influence 
downstream end joining [25b,26]. However, unlike RAG, 
such activities do not exclude pathways beyond C-NHEJ; 
in that regard, repair of AID DSBs is more reminiscent of 
the repair of general DSBs, and CSR joining potentially 
mechanistically overlaps with mechanisms that promote the 
interstitial deletion types of intrachromosomal transloca-
tion reactions (see subsequent discussion) [27,28]. Finally, 
neither AID nor RAG1/2 qualifies as a recombinase, in the 
traditional sense that they cannot mediate the whole recom-
bination reaction by themselves.

4.  MECHANISMS BY WHICH AID INITIATES 
CSR AND SHM

As the name implies, AID is expressed in response to 
B-cell activation [29]. Whereas neither RAG nor AID is a 

recombinase, AID is not even an endonuclease. Thus, AID 
belongs to the APOBEC family of cytidine deaminases, 
which, depending on the family member, catalyze the 
conversion of cytosine into uracil in the context of either 
DNA or RNA [30] (Figure 3(A)). Yet, genetic studies firmly 
established AID as required for the initiation of both CSR 
and SHM. In mice, ablation of AID completely abolishes 
CSR and SHM [31]. In humans, mutations in AID cause the 
hyper-IgM syndrome immunodeficiency disease; because 
of a CSR defect, these patients have high levels of IgM but 
little IgG and IgA in serum, and also do not show antibody 
affinity maturation owing to defective SHM [32].

An early hypothesis posited that AID may function in 
CSR and SHM via an RNA editing mechanism, based on the 
paradigm of its close homolog, Apobec-1. Apobec-1 cata-
lyzes the deamination of a specific cytidine in the mRNA for 
apolipoprotein-B; the RNA editing changes a CAA codon 
for glutamine into a UAA stop codon [33–35]. The edited 
mRNA encodes a truncated version of apolipoprotein-B that 
has different functions from the full-length counterpart in 
lipid metabolism. By analogy, AID was hypothesized to edit 
the mRNAs to produce separate factors: one that leads to 
CSR and another that leads to SHM [36]. However, thus far 
there has been no concrete evidence to support a putative 
RNA editing role for AID in CSR at any level, and much 
current evidence is not consistent with RNA editing mod-
els. The alternative early hypothesis about AID function, 
which was based on extensive comparison of the nature of 
the lesions that lead to both SHM and CSR, was that AID 
initiates both CSR and SHM by deaminating cytosines in S 
region and V(D)J exon DNA, respectively [37,38].

FIGURE 3 Mechanisms of activation-induced cytidine deaminase 
(AID)-initiated genomic alterations. (A) AID catalyzes deamination of 
cytosine at the N4 position, marked in red; “dR” denotes deoxyribose. (B) 
AID-mediated deamination products are further processed by base exci-
sion repair and mismatch repair pathways to double-strand breaks (DSBs). 
Adapted from reference [52]. See text for more details. UNG, uracil DNA 
glycosylase; MMG, mismatch repair.



Molecular Biology of B Cells348

Numerous biochemical studies further proved that 
purified or recombinant AID has robust cytidine deamina-
tion activity on ssDNA substrates [39–41]. Genetic studies 
clearly demonstrated that AID deamination activity in vivo 
leads to DNA strand breaks in two ways [42–46] (Figure 
3(B)). First, uracil DNA glycosylase (UNG) can excise the 
deamination product, uracil, to generate abasic site; then, 
apurinic and apyrimidic endonuclease can cleave the phos-
phodiester bond at the 5′ side of the abasic site [47]. Second, 
MMR factors can recognize the U:G mismatch and excise a 
patch of DNA surrounding the mismatch [48]. In both cases, 
strand breaks are introduced into S regions as DNA repair 
machinery attempts to remove the uracil mismatches (Fig-
ure 3(B)). Correspondingly, UNG- or MMR-deficient mice 
have substantial CSR defects [42–46] and mutations in UNG 
or MMR cause hyper-IgM syndrome in human patients 
[49–51]. Indeed, CSR is completely abolished in mice when 
both UNG and MMR are inactivated and high levels of C > T 
mutations accumulate in S regions, which serve as clear evi-
dence of deamination products of AID [52,53]. Uracil DNA 
glycosylase and MMR deficiencies affect SHM in a manner 
that also exactly fits the predictions of the DNA deamination 
model [12,54]. On the strength of this compelling evidence, 
the DNA deamination model for AID function in CSR and 
SHM is now widely accepted by the field.

5.  GERMLINE S REGION TRANSCRIPTION 
TARGETS AID ACTIVITY DURING CSR

Although AID is able to deaminate cytosines in naked 
 single-strand DNA in vitro, it exhibits no activity on dou-
ble-strand DNA [39–41]. Thus, for AID to act on S regions 
during CSR and V(D)J exons during SHM, there needs to 
be a mechanism to provide ssDNA substrate within AID 
targets in vivo. In addition, AID also needs to overcome 
potential barriers provided by chromatin to gain access 
to S region DNA in vivo. Transcription through S regions 
has long been correlated with CSR [55,56], where it could 
potentially have a major role in targeting particular acceptor 
S regions for CSR in a manner that provides an appropri-
ate B-cell response for a given form of infection [57]. In 
this context, transcription serves two roles: directing AID 
to specific target sequences and providing requisite ssDNA 
substrates.

Each S region is part of a transcription unit that initiates 
from a promoter (I promoter) upstream of the S region and 
terminates downstream of the CH exons (Figure 2(B)). Tran-
scription is initiated only from I region promoters upstream 
of acceptor S regions targeted for CSR, which is referred to 
as germline transcription [58–62]. During the processing of 
a germline CH transcript, S region sequences are spliced out 
as an intron, and the upstream I exon is joined to the down-
stream CH exons. The mature germline transcript contains 
no long open reading frames, and there is no evidence that 

it programs the synthesis of any protein. Nonetheless, germ-
line transcription is critical for CSR: Deletion of an I pro-
moter abolishes recombination to the downstream S region, 
and replacement of an I region promoter with a different 
promoter can drive CSR under nonphysiological conditions 
[63–66]. Deficiencies for epigenetic regulators or transcrip-
tion factors that affect transcription from particular I region 
promoters in the activated B-cells also cause defects in CSR 
to the corresponding CH exons [67–69].

Under physiological conditions, CSR to a specific CH 
exons is controlled at the level of I promoter activity, which 
is in turn regulated by cytokines. For example, B-cells acti-
vated through the CD40/CD40L pathway undergo CSR 
to IgG1 and IgE in the presence of interleukin 4 (IL4), 
because this cytokine stimulates the germline transcription  
from the Iγ1 and Iε promoters [62,70,71]. Likewise, inter-
feron-gamma (IFN-γ) promotes CSR to IgG2a [72], and 
transforming growth factor-β (TGF-β) stimulates CSR to 
IgA by similarly inducing transcription from the corre-
sponding I region promoters [73a]. The formation of func-
tional IgH V region exons by V(D)J recombination is subject  
to allelic exclusion, which leads to assembly of a productive 
IgH gene that encodes and IgH protein on only one allele; 
the second allele contains either a DJH intermediate or an 
out-of-frame nonproductive V(D)J exon [73b]. However, 
after a particular form of B-cell activation, germline tran-
scription from target I promoters is activated on both IgH 
alleles [74]. Thus, activated B-cells switch often to the same 
CH gene on both their productive and nonproductive IgH 
alleles [73c,73d], which nicely demonstrates that CSR is 
actively targeted to a specific S region or set of S regions by 
a particular form of CSR activation [62,70–72,73a,73d]. In 
summary, depending on the type of antigen and the context 
in which it is encountered, other cells of the immune system 
can direct B-cells to undergo CSR to generate a particular 
class of antibody most suited for antigen elimination.

The I promoters work in conjunction with enhancers in 
the IgH 3′RR downstream of Cα. A set of four IgH 3′RR 
enhancers are marked with DNase I hypersensitivity sites 
that are arranged in the order 5′-hs3a-hs1,2-hs3b-hs4-3′ [5] 
(Figure 2(A)). Knockout models of IgH3′RR have clearly 
demonstrated the important functions of this region in 
enhancing transcription from I region promoters, thereby, 
activating CSR. Deletion of hs3b and 4 impairs germline 
transcription and CSR to most CHs except Cγ1, but has no 
effect on SHM of the V(D)J exon [75]; whereas elimination 
of the entire IgH 3′RR severely impairs CSR to all CHs and 
also impairs SHM [3,4]. Mechanisms by which IgH3′RR 
regulates GLT and CSR have been proposed, including a 
promoter competition model suggesting that owing to prox-
imity or strength, certain I region promoters may exclude 
others from interacting with the IgH3’RR to modulate par-
ticular CSR patterns [76], including sequential CSR from 
IgG1 to IgE. In this regard, loops and ternary complexes 
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between IgH3′RR enhancer and I promoters have been dem-
onstrated [5,77,78], with the physical interaction between 
DNA elements in the enhancers and AID target sequences 
potentially contributing to targeting AID activity, as sug-
gested for the function of DIVAC and other regulatory ele-
ments in the chicken IgL enhancer [79–83].

6.  ROLE OF TRANSCRIPTION STALLING  
IN AID TARGETING

To gain access to its genomic DNA substrates, AID exploits 
interactions with the transcription machinery. Soon after its 
identification, AID was found to associate with RNA poly-
merase II (Pol II) complex during CSR [84]. However, not 
all transcribed genes are AID targets in activated B-cells. 
Chromatin immunoprecipitation studies in B-cells activated 
for CSR revealed a higher Pol II density within transcribed 
S regions relative to adjacent regions [85]; similarly, nuclear 
run-on transcription assays revealed an accumulation of 
Pol II in S regions compared with the rest of the germline 
transcription unit [86]. These observations suggested that 
transcriptional stalling might occur at a high frequency in 
transcribed S region during germline transcription, leading 
to the proposal that such stalling may contribute to directing 
AID to S regions. In the context of transcriptional stalling 
and AID targeting, long before AID was discovered, it was 
proposed that targeting of SHM to V(D)J exons involved 
the association of a mutator (now known to be AID) with 
the elongating RNA polymerase [87,88]. Direct evidence 
linking transcriptional stalling to AID targeting came from 
identification of the role of Suppressor of Ty5 homolog 
(Spt5) in CSR by a genome-wide shRNA screen for factors 
required for normal CSR in the CH12F3 B-cell lymphoma 
line [89]. Suppressor of Ty5, a transcription elongation and 

stalling factor, was found to interact with AID, and chroma-
tin association patterns implicated this factor in targeting 
AID to transcription templates by bridging stalled Pol II and 
AID [89].

6.1  S Region Functions in CSR

After being recruited to chromatin targets, AID faces another 
difficulty. Activation-induced cytidine deaminates the 
amino group at the N4 position of cytosine (Figure 3(A)). 
Because the amino group is engaged in hydrogen bonding 
with guanosine in duplex DNA, AID can only deaminate 
cytosine in the context of single-stranded DNA [39–41,90]. 
The double-stranded genomic DNA must be converted into 
a single-stranded form for AID function. During transcrip-
tion, 8–9 base pairs of template DNA are unwound into a 
transcription bubble, in which the nontemplate strand is 
single-stranded [91] (Figure 4(A)). In addition, the elon-
gating RNA polymerase II (Pol II) leaves behind a wave 
of negative supercoils that facilitate DNA unwinding [92] 
(Figure 4(B)). However, such strand unwinding is transient; 
AID could take advantage of such a fleeting opportunity 
only if it is close to the site of RNA synthesis and/or the 
ssDNA is generated through other mechanisms and also  
stabilized [93,94].

To induce CSR efficiently, germline transcription 
needs to work in conjunction with S regions. Deletion of S 
regions severely impairs CSR to the corresponding CH, and 
unrelated sequences fail to substitute for the function of S 
regions in CSR [74,95,96]. One unusual feature of mouse 
and human S regions is that their two DNA strands have 
markedly different base compositions. As oriented with 
respect to germline transcription, the nontemplate strand is 
enriched for guanosine (G); for example, the nontemplate 

FIGURE 4 Transcriptional targeting of activation-induced cytidine deaminase (AID) activity. The light and dark blue lines represent the nontem-
plate and template strands, respectively. The red line represent RNA transcript. RNAP stands for RNA polymerase together with associated elongation fac-
tors. See text for more details. The diagram in panel (A) describes how AID gains access to the non-template strand in the context of transcription bubble. 
The diagram in panel (B) explains how negative supercoils associated with elongating RNA polymerase could facilitate AID access to both strands of the 
transcription template. The diagram in panel (C) depicts how R-loop structure provides single-stranded DNA substrate in the non-template strand for AID. 
The diagram in panel (D) illustrates how RPA and RNA exosome facilitate AID targeting to both strands of transcribed DNA. RPA, replication Protein A.
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strand of Sμ contains 47% G. Likewise, the S region  
transcript is also G-rich. Because RNA/DNA hybrid con-
taining G-rich RNA is more stable than the corresponding 
DNA duplex [97], transcription of S regions induces the 
formation of R-loops, in which the G-rich S region tran-
script is annealed to the template strand, and the nontem-
plate strand is displaced as a single-stranded loop [98–102]  
(Figure 4(C)). R-loops have been detected in actively tran-
scribed S regions during CSR in vivo [103–106]. Indeed, 
because the nontemplate strand is single-stranded in an 
R-loop, it is a robust AID target compared with the template 
strand in biochemical assays of the transcribed S region 
[39]. R-loop formation at transcribed mammalian S regions 
could expose long stretches of nontemplate ssDNA sub-
strates for AID deamination [103].

A second special feature of S regions from both mam-
mals and amphibians is that they contain abundant AID 
hot spot motifs, which have been defined as AID targets 
for SHM [107]. In this context, AID prefers to deaminate 
cytosines within the context of WRCH or its complement 
DGYW [13,14]. In particular, S regions of mammals and 
some other species are highly enriched for AGCT, the opti-
mal version of AID hot spot motifs, partly because it is a 
palindrome that can be recognized by AID on both DNA 
strands, and therefore, through mechanisms outlined previ-
ously, contribute to nicks or gaps on both strands that when 
proximal could promote the DSB intermediates required for 
CSR [96]. To address the sequence requirements for CSR, 
the mammalian Sγ1 was replaced with the Xenopus Sμ, 
which contains abundant AGCT motifs but is not GC-rich 
and does not form R-loops. In such CSR assays, the Xen-
opus Sμ functioned similarly as inverted Sγ1, which also 
does not form R-loops [74,108]. Such results are consistent 
with the idea that R-loops facilitate CSR, but that other yet-
to-be determined S region features are sufficient to attract 
AID in the absence of R-loops. Indeed, V region exons that 
do not form R-loops can target AID during physiological 
SHM in GCs, which clearly demonstrates other means of 
generating ssDNA substrates for AID activity in vivo. In 
this regard, it is conceivable that R-loop–forming ability 
arose in mammalian S regions to further enhance AID tar-
geting, although it remains possible that these structures 
function in other ways [11]. In addition, it is also possible 
that small R-loops, for example in the context of transcrip-
tion bubbles, may contribute to AID targeting during CSR 
and SHM [109–111].

7.  AID COFACTORS FACILITATE AID ACCESS 
TO ITS ssDNA SUBSTRATES

Biochemical studies showed that replication protein A 
(RPA) can facilitate AID deamination of the nontemplate 
strand of transcribed sequences that do not form R-loops 
[112]. In this regard, AID interacts with the 32-kDa subunit 

(RPA32) of the trimeric RPA complex, and this interac-
tion depends on the phosphorylation of AID at S38 by 
protein kinase A [112,113]. In the transcription-coupled 
deamination assays in vitro, RPA enables AID to deaminate 
DNA templates that cannot form stable R-loops, in theory 
because RPA, which tightly binds single-stranded DNA 
and has an important role in DNA replication and recom-
bination [114], traps the transiently unwound DNA during 
transcription in the single-stranded configuration [112,115]. 
Consistent with the biochemical evidence, an S38A muta-
tion disrupted the interaction between endogenous AID and 
RPA and concomitantly impaired CSR and SHM substan-
tially, although it did not affect AID biochemical catalytic 
activity [113,116,117].

Both R-loops and RPA can facilitate nontemplate strand 
DNA deamination by AID in a transcription-coupled man-
ner in biochemical assays. However, in these assays, the 
template strand is largely untouched by AID [39,112,113]. 
Similarly, AID deaminates predominantly the nontemplate 
strand of transcribed DNA in Escherichia coli [118]. The 
asymmetrical deamination pattern clearly is different from 
that observed in vivo during CSR and SHM, where AID 
deamination events occur on both strands [119]. Thus, in the 
context of UNG and MMR double deficiencies, the original 
footprint of AID-induced deamination at cytidine residues 
is retained in S regions; in this setting, examination of C > U 
mutation revealed no asymmetry between the two strands 
[120]. How does AID gain access to the template strand 
in vivo? The RNA exosome may contribute to such activ-
ity [121]. The RNA exosome is a multisubunit complex that 
degrades RNA from the 3′ end [122]. AID interacts with the 
RNA exosome, and in this context, AID robustly deaminates 
both strands of transcribed substrates that either do or do not 
form R-loops equally when assayed via in vitro transcription 
reactions [121]. Although the RNase subunits of the RNA 
exosome did not appear to be required for such in vitro activ-
ities, it remains possible that such nuclease functions may 
still contribute in vivo by degrading primary noncoding tran-
scripts annealed to DNA [121]. A working model on AID 
and RPA function proposes that once the RNA exosome dis-
places (or degrades) the RNA nascent transcript from the 
template strand, RPA might bind to and stabilize the ssDNA 
and facilitate S38-phosphorylated AID accumulation to 
enhance the deamination process [121] (Figure 4(D)).

8.  DIFFERENTIAL AID TARGETING AND 
OUTCOMES DURING CSR AND SHM

CSR and SHM require AID; thus, most AID mutations 
affect CSR and SHM similarly. However, there are nota-
ble exceptions. Certain mutations in the N-terminus of 
AID have a more negative impact on SHM than on CSR 
[123,124]. Conversely, some mutations in the C-terminus 
of AID impair CSR but not SHM in both mice and humans 
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[26,125–128]. It has been suggested that the N- and C-terminal  
mutations may have disrupted the interaction of AID with 
cofactors that are important for SHM and CSR, respectively 
[123,127,128]. However, a full account of the differential 
function of AID in CSR and SHM awaits identification of 
the putative cofactors in these two processes. AID acts on 
distinct targets during CSR and SHM: S regions in CSR 
versus V(D)J exons in SHM. The ability of B-cells to dif-
ferentially target AID over short distances is well illustrated 
during B-cell activation for CSR under in vitro conditions.. 
Thus, when B-cells are stimulated with appropriate cyto-
kines in culture, they undergo robust CSR; for example, in 
the presence of anti-CD40 antibody plus IL-4, up to 40% 
or more of IgM+ B-cells can switch to IgG1 after 4 days 
of stimulation. In striking contrast, there are few signs of 
SHM over the V(D)J exon in these activated B-cells, even 
though the V(D)J exon is transcribed [119,129]. Because 
the V(D)J exon and S regions are exposed to the same pool 
of trans-acting factors and closely linked on the chromo-
some (Figure 2), differential targeting of AID must result 
from differences in the target sequence, adjacent regulatory 
elements, and/or as yet-to-be determined aspects of tran-
scription beyond transcription per se.

AID–generated deamination products are finally con-
verted into DSBs (and mutations) within S regions during 
CSR and mutations at V(D)J exons. Base excision repair 
and mismatch repair pathways are involved in processing 
AID deamination products during both CSR and SHM 
[12,130]. However, how these two repair mechanisms cause 
DSB formation for CSR, but generate mutation for SHM, 
remains to be fully determined. One possible mechanism is 
the density of SHM target motifs, which is much higher in S 
regions than in V(D)J exons [107]. In this regard, S regions 
are also highly enriched for the AGCT motif, which can 
target a high density of AID lesions on both DNA strands, 
and thereby contribute to the generation of DSBs. However, 
other aspects of target DNA sequences and/or as yet unchar-
acterized downstream factors could also contribute to the 
different aberrant repair outcomes of SHMs versus DSBs.

9.  LONG-RANGE JOINING OF S REGION 
BREAKS

DSBs in S regions can be joined in different ways to form 
distinct recombination products. This phenomenon occurs 
because AID can deaminate many cytosines within a sin-
gle S region [120]; as a result, each S region may sustain 
multiple DSBs. Productive CSR requires the joining of the 
upstream end of a DSB in Sμ with the downstream end of a 
DSB in another S region (Figure 2(B)). Sμ is separated from 
the downstream S regions by 60–160 kb and individual S 
regions range from 1 to 12 kb. In competition with produc-
tive CSR, the two ends of a DSB can be joined directly back 
together; in addition, they can also be joined back together 

after resection or joined to another DSB in the same S 
region, with both of the latter joining events forming intra-S 
region deletions (ISD) (Figure 5) [27,131]. Therefore, pro-
ductive CSR requires mechanisms that promote efficient 
long-range joining of DSBs in two S regions so that they 
occur frequently enough to compete with DSB rejoining, 
ISDs, and even translocations and allow the high levels of 
CSR observed in activated B-cells [132] (Figure 5).

Various mechanisms may contribute to the frequent long 
range joining outcome between two DSBs that is observed 
during CSR. Clearly, two S regions must be synapsed (phys-
ically together) and both must be simultaneously broken to 
allow them to be joined together. In this regard, during V(D)J  
recombination, the RAG endonuclease binds an appropriate 
pair of V, D, or J sequences, cleaves them, and via bind-
ing to their RSSs holds them to maintain synapsis until the 
appropriate ends are joined [24,25]. In this regard, owing 
to their unusual structures, AID or transcribed S regions 
may contribute to such a synapsis role in CSR [133,134]. 
However, B-cells in which either Sγ1 or both the Sμ and 
Sγ1 regions were replaced in lymphocytes with cassettes 
containing yeast I-SceI meganuclease cleavage sites were 
found to undergo I-SceI–dependent recombinational class 
switching from IgM to IgG1 [132], in the first case by join-
ing I-SceI DSBs at the Sγ1 location to AID-initiated DSBs 
in Sμ, and in the second case by joining I-SceI DSBs to 
each other in both locations. Indeed, when a cassette har-
boring 28 I-SceI sites (to promote more frequent DSBs) was 
used in place of Sγ1, I-SceI–dependent IgH class switch-
ing occurred at levels approaching those mediated by AID-
dependent DSBs at Sγ1 [28].

These types of high joining frequencies for DSBs sepa-
rated by about 100 kb were also found for B lineage cells 
that did not express AID [132]. Thus, neither S regions nor 

FIGURE 5 Generation of intra-S region deletions (ISD) and chro-
mosomal translocations versus class switch recombination (CSR). 
Pathways that can lead to either ISD or chromosomal translocations CSR 
are illustrated and described in more detail in the text and in reference 
[148].
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AID appear to be required for joining of DSBs in the posi-
tion of S regions at levels sufficient to promote substantial 
CSR. In this regard, similar levels of long-range joining 
(e.g., over 100 kb or longer distances) were found between 
IgH I-SceI cassettes in T-cells and also between I-SceI and 
Cas-9/CRISPR–generated DSBs in the c-myc locus [28]. 
Likewise, high-throughput genome-wide translocation 
sequencing (HTGTS) studies showed that DSBs within 
megabase regions on the same chromosome are joined 
together more frequently than those more widely separated 
[27,135]. Together, these observations indicate that long-
range joining of DSBs separated by up to hundreds of kilo-
base pairs is a general property of mammalian DSB repair 
rather than a special privilege of end joining during CSR.

Several nonmutually exclusive factors could contribute 
to this general property of joining DSBs separated by several 
100 kb in mammalian chromosomes. Ataxia telangiectasia 
mutated (ATM)-dependent DSB response (DSBR) factors 
(see subsequent discussion) have been shown to form foci 
that extend in chromatin for more than 100 kbs surround-
ing DNA DSBs [136]. Because of the scale of DSBR, it 
is conceivable that DNA repair foci at two distant DSBs 
within several 100 kb may be coalesced into one DNA repair 
domain, thereby contributing to the more stable synapsis of 
two widely separated DSBs [27,137]. The widespread orga-
nization of nuclear chromatin into megabase or submegabase 
topological domains may also have a role in promoting the 
actual synapsis of S regions [138–141]. In this regard, DNA 
sequences in chromatin can undergo diffusion of up to 1 μ 
[141], a property that was proposed to underlie potential 
frequent joining of DSBs separated by submegabase dis-
tances found in HTGTS studies [135]. If the IgH locus were 
already organized into loops—for example, via interactions 
promoted by enhancers, I region promoters, and/or other cis- 
acting elements [142]—the distance at which S regions would 
need to diffuse to come into physical proximity would be 
even shorter than in an extended locus. In this case, frequent 
synapsis of S regions via diffusion together with frequent 
introduction of DSBs into S regions by AID and potential 
stabilization of the DSB synapsis via DSBRs all might con-
tribute to DSB joining between two S regions at levels suffi-
cient to generate physiological CSR levels. Such factors may 
also contribute to DSB synapsis during V(D)J recombination, 
where distant V genes are brought into proximity with down-
stream D and Js via locus contraction [143,144] and to the 
frequent interstitial deletions found in certain cancers, such 
as T-cell acute lymphocytic leukemias [145].

10.  CLASSICAL NONHOMOLOGOUS END 
JOINING

In the second stage of CSR, DSBs in two broken, synapsed 
S regions are joined to form complete CSR. Because of 
sequence divergence between Sμ and acceptor S regions, 

most CSR junctions involve either no microhomology or 
just a few base pairs of microhomology [146]. Such DSB 
junctions are typical products of C-NHEJ [147,148]. The 
discovery of the C-NHEJ pathway was derived from studies 
of RAG-initiated V(D)J recombination [149]. After cleav-
age between the V, D, or J sequences and the RSS of an 
appropriate pair of V, D, or J segments to be joined, RAG 
holds the cleaved segments and RSSs in a postcleavage 
synaptic complex and the ends are then joined exclusively 
by the C-NHEJ pathway [150]. The exclusivity of joining 
by this pathway appears to be promoted by sequences in 
RAG-2 [151], but also may be ensured by V(D)J recom-
bination occurring only in the G1 cell cycle phase when 
homologous recombination (which also repairs DSBs) is 
inactive. Because of the reliance of V(D)J recombination 
on C-NHEJ, defects for factors in this pathway cause severe 
V(D)J recombination defects that allowed them to be identi-
fied [149].

The core components of c-NHEJ include the heterodimer 
of Ku70 and Ku80 (Ku), X-ray Repair Cross-Complementing  
protein 4 (XRCC4), and DNA ligase 4 (Lig4), which are 
conserved through evolution [147]. During c-NHEJ, Ku 
binds to DSB ends, and the XRCC4/Lig4 complex ligates 
the ends (Figure 6). Besides these core components, Ku 
recruits the DNA-dependent protein kinase catalytic subunit 
(DNA-PKcs) to DNA DSBs [152]. DNA-PKcs phosphory-
lates a large number of proteins that may contribute to the 
reaction and also may serve an independent role in tethering 

FIGURE 6 Different end-joining pathways of double-strand breaks 
(DSB) repair. Major steps of end-joining pathways, including DSB rec-
ognition, end processing, and ligation, are shown together with C-NHEJ 
factors known to be involved and potential alternative end joining (A-EJ) 
factors that have been implicated. Please see text for more detailed descrip-
tions and note that both classical nonhomologous end-joining pathway 
(C-NHEJ) and A-EJ can perform direct (blunt) and MH-mediated joins, 
with the degree to which one type versus the other occurs, perhaps depend-
ing on substrate DNA ends or their sequence environment [148,163]. The 
use of MH may also be influenced by the subpathway of A-EJ employed 
[148,164] (see text for more details).
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DSB ends [153] (Figure 6). Mutations in DNA-PKcs under-
lie the mouse severe combined immune deficiency (SCID) 
[154,155]. DNA-PKcs activates the Artemis endonuclease 
[156], identified based on a human SCID mutation [157], 
to facilitate end processing before joining. The XRCC4-like 
factor (XLF), also identified via a human SCID mutation 
[158,159], interacts with XRCC4 and has been speculated 
to have several potential roles in C-NHEJ [160,161], but 
roles for XLF in V(D)J recombination in developing lym-
phocytes are only clearly apparent in the absence of ATM-
dependent DSBR factors [162].

Because the core C-NHEJ factors, as well as ATM and 
Artemis, are required for V(D)J recombination, the assess-
ment of their roles in IgH CSR requires the use of mice (HL 
mice) that contain preassembled IgH V(D)J exon and IgL 
knock-ins in their germline to allow development of mature 
B-cells. Analyses of HL mice that are deficient for the vari-
ous core C-NHEJ factors confirmed a role for all of these 
factors in CSR joining, but not an absolute role as observed 
in V(D)J recombination [131,163,164]. Thus, CSR to most 
CHs is reduced to about 30–50% of WT levels in the absence 
of core Ku70, Ku80, XRCC4, and Lig4 [163–165], and 
unjoined S region breaks accumulate as IgH chromosomal 
breaks that can contribute to chromosomal translocations 
[163]. Ablation of DNA-PKcs has a variable effect on CSR, 
with CSR to Cγ1 being relatively spared [166–169], and 
ablation of Artemis has nearly no effect on CSR [170]. In 
both cases, however, a clear role in CSR for these proteins 
is from the accumulation of a modest level of IgH chromo-
somal breaks and translocations in CSR-activated B-cells 
that lack them [171]. It is possible the relatively unimpaired 
CSR to certain CHs in DNA-PKcs–deficient cells may 
reflect compensation for DNA-PKcs by redundant func-
tions of ATM (see subsequent discussion) [172]. Artemis 
likely is relatively dispensable for CSR because S region 
break ends may not require the type of processing contrib-
uted by this factor. Loss of XLF alone, despite having little 
effect on V(D)J recombination [173], reduces CSR with 
combined deficiencies for XLF and ATM further reducing 
the levels to those found with deficiencies for core C-NHEJ 
factors consistent with functional redundancy between XLF 
and ATM more generally in C-NHEJ beyond V(D)J recom-
bination [162].

11.  ALTERNATIVE END JOINING

CSR at up to 50% of normal levels in the absence of core 
C-NHEJ components indicates that unlike V(D)J recombi-
nation, CSR joining can occur through an A-EJ pathway 
or pathways [148,150]. Currently, the nature of A-EJ path-
ways is emerging, and the working definition of A-EJ is 
any type of end joining that occurs in the absence of core 
C-NHEJ factors [148,174]. Alternative EJ of DSBs has 
sometimes been confused with the label “micro-homology 

(MH) mediated end joining.” However, C-NHEJ frequently 
uses very short MH (1–2 bp), and in many cases, A-EJ of 
certain DSBs (e.g., I-SceI–mediated DSBs) can frequently 
join ends without any MH [175]. Yet, A-EJ during CSR fre-
quently employs MH [163]. In normal cells, approximately 
30–50% of the CSR joints contain no overlapping bases 
between the two partner S regions and the MH- mediated 
joins mostly contain very short MHs characteristic of 
C-NHEJ [163,176]. In contrast, in XRCC4 and DNA ligase 
IV-deficient B-cells, the vast majority (greater than 95%) of 
CSR joints contain MH, with junctions often having MH 
lengths that exceed those observed for normal CSR joins 
[163]. However, although Ku-deficient B-cells are also 
heavily biased for MH, about 10% of the CSR junctions are 
direct and lack MH [164]. One possibility for the abundant 
use of MH during joining of S region breaks during CSR 
is that the sequences flanking these ends provide a much 
richer source of MH for joining and that the use of MH by 
different mammalian A-EJ pathways is influenced by the 
sequence environment of the DSBs that are joined [163]. 
Also, when MH are used in A-EJ, they are often much lon-
ger than those used during C-NHEJ, potentially providing a 
signature of A-EJ [146,163]. In this regard, some CSR junc-
tions in normal cells display relatively longer MH than those 
used by C-NHEJ, which suggests that A-EJ may work in 
this context even in the presence of C-NHEJ [146,148,163]. 
Finally, a limited set of sequences of ISDs in C-NHEJ– 
deficient cells revealed predominantly MH-mediated  
joining, of which some MHs were very long; this sug-
gests that ISDs may be promoted more frequently than 
CSR events by A-EJ owing to the rich source of repetitive 
sequences within a given type of S region [131].

Comparison of S region junctions in cells deficient for 
Lig4, Ku70, and both Lig4 and Ku70 led to the notion that 
there are at least two A-EJ pathways [148]. One is a Lig4-
independent A-EJ pathway, which may use Ku for DSB 
recognition along with other C-NHEJ factors but with a 
different ligase, and as such also be considered an alterna-
tive C-NHEJ pathway [147]. The other is a Ku-independent 
A-EJ pathway, which mediates end joining in the absence 
of Ku or the combined absence of Ku and Lig4 (the recogni-
tion and joining components of C-NHEJ) and is a distinct 
pathway from C-NHEJ [147,164]. Alternative EJ is poorly 
understood at the mechanistic level, but likely is initiated 
with the recognition of DSB by a sensor, often continued 
with end processing and then completed by ligation of the 
DSB [148,150] (Figure 6).

DNA ligase 4–independent A-EJ may simply be an 
alternative C-NHEJ, as outlined previously. However, Ku 
(and Ku plus Lig4)-independent A-EJ requires a com-
pletely different set of components. Poly (ADP-Ribose) 
polymerase 1 (PARP1) has been implicated in A-EJ and is 
a likely candidate for the DSB sensor [177,178]. Mre11 and 
CtIP have also been implicated and could be involved in 
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end processing [179–184], and either Lig1 or Lig3 (which 
has also been implicated) could ligate the ends [185,186] 
(Figure 6). Because all of these potential A-EJ factors 
have established functions in other DNA repair pathways, 
A-EJ may be intertwined with other DNA repair pathways. 
Evidence suggests that CSR DSBs may be initiated in G1 
[187,188]. However, unanswered questions are whether 
A-EJ pathways, like C-NHEJ, function in the G1 phase of 
the cell cycle, and whether all CSR junctions are generated 
in G1. Finally, various studies have implicated A-EJ as an 
error-prone pathway that can generate chromosomal trans-
locations [150,189,190]. Indeed, in the absence of C-NHEJ 
and the p53-mediated G1 checkpoint, A-EJ can generate 
oncogenic IgH locus translocations that contribute to B-cell 
lymphomas [191]. However, it remains to be proven that 
A-EJ is translocation prone in the presence of C-NHEJ 
and/or whether increased A-EJ–mediated translocations 
in the absence of C-NHEJ reflect increased frequencies 
of unjoined DSBs that can drive translocations (see subse-
quent discussion) [27,148].

11.1  ATM-Dependent DNA Repair Response

CSR DSBs activated the ATM-dependent DNA DSBR. 
ATM is a serine/threonine protein kinase that belongs to the 
phosphatidylinositol 3-kinase–related kinases (PI3K-related 
kinases) superfamily, which includes DNA-PKcs [192]. In 
response to a DSB, ATM can phosphorylate a large num-
ber of downstream proteins that form foci over megabase 
regions on either side of a DSB, and which can mediate cell 
cycle arrest and contribute to DSB repair [136,137,193,194]. 
Roles of these extended foci in DSB repair may include end 
tethering to promote more efficient C-NHEJ (and possibly 
A-EJ) and to promote rejoining of DSBs within a chromo-
some, as opposed to their translocation to different chro-
mosomes [27,136]. Consistent with an important role of 
ATM in repair of CSR DSBs by end joining, ATM-deficient 
B-cells show significantly decreased CSR (30–50% of con-
trol) and accumulate substantial IgH chromosome breaks 
when activated for CSR in vitro [195,196]. In this context, 
ATM and DNA-PKcs have redundant roles during CSR, 
because inhibition of DNA-PKcs kinase activity in ATM-
deficient B-cells showed further decreased CSR levels and 
severe genome instability [172]. During the DSBR response, 
ATM phosphorylates S139 near the C-terminus of Histone 
H2AX to form γH2AX [197], which further recruits other 
DDR factors including Mediator of DNA damage check-
point protein 1 (MDC1) [198]. ATM also phosphorylates 
MDC1, which is recognized by the ubiquitin ligase RNF-8, 
and the ubiquitylation signal is further amplified by another 
ubiquitin ligase RNF16 [199]. ATM-dependent phosphory-
lation of 53BP1 recruits Rapl-interacting factor 1 (RIF1) to 
the DSB sites to counteract end resection [199–204]. CSR 
also is impaired (30–50% of control levels) in B-cells that 

are deficient in H2AX, MDC1, RNF-8, and RNF-168, but 
loss of 53BP1 or Rif1 causes a more severe defect in CSR 
[195,205–210].

Among the downstream ATM-dependent DSBR fac-
tors, 53BP1 appears to have unique roles in CSR, because 
deficiency for this DSBR factor leads to the most dramatic 
decrease in CSR. In 53BP1-deficient B-cells, the CSR level 
is dramatically decreased to 5–10% of wild-type levels 
[209,210]. Yet, cytogenetic examination of genome insta-
bilities by fluorescein isothiocyanate (FISH) analysis has 
shown comparable increase in IgH breaks in 53BP1–/– as 
well as in ATM–/– and H2AX–/– CSR-activated B-cells, indi-
cating that the role of 53BP1 in CSR may go beyond end join-
ing [195,211]. Notably, 53BP1 deficiency does not appear 
to elevate the extent of general genomic instability outside 
of IgH locus, as observed in ATM or H2AX-deficient CSR-
activated B-cells [195]. Thus, 53BP1 has a unique function, 
or more likely has unique functions in CSR beyond those it 
serves in the context of the ATM-dependent DSBR. 53BP1 
has been suggested to have several roles potentially relevant 
to CSR, including synapsis of long-range joins [212,213], 
repair pathway choice [214], and protection of ends from 
resection [214]. Rapl-interacting factor 1 deficiency also 
impairs CSR [200,201]. In this context, 53BP1 works 
together with RIF1 to protect broken DNA ends, including 
S region DSB ends from resection [200,201,204,215,216], 
which could contribute to decreased CSR levels by impair-
ing C-NEHJ, as outlined previously. Currently, the overall 
functions of 53BP1 that contribute to its unique requirement 
for CSR compared with ATM or H2AX have not been fully 
elucidated.

12.  CHROMOSOMAL TRANSLOCATION IN 
LYMPHOMAS CAUSED BY ABERRANT 
CSR

More than 85% of all lymphomas are of B-cell origin, and 
many of them are derived from mature B-cells [217]. A 
recurrent feature of many human mature B-cell lymphomas 
is reciprocal chromosomal translocations that involve the Ig 
loci and a variety of partners, often proto-oncogenes such 
as c-Myc in Burkitt lymphoma [218]. The strong enhancers 
in the IgH locus have the potential to activate translocated 
proto-oncogenes, giving B-cells harboring such transloca-
tions growth or survival advantages during the progression 
into B-cell lymphomas [218]. In this regard, the IgH3′RR 
can activate c-Myc over long distances subsequent to its 
translocation into IgH in a mouse lymphoma model [219], 
and has been strongly suggested to have similar roles in 
human B-cell lymphomas [220]. Indeed, drugs that tar-
get this enhancer may provide therapies for B-cell lym-
phomas with oncogenic translocations dependent on this 
enhancer [221]. Translocations that fuse IgH S regions to 
cellular oncogenes have been found in many human B-cell 
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lymphomas, especially those that arise from GCs [218,222]. 
The nature of these tumors and the location of the transloca-
tions in S region have strongly implicated S region DSBs 
generated by AID as partners in the translocations [222]. 
That AID initiated DSBs can lead to translocations has 
been proven in high-throughput studies of mouse B-cells, 
and studies in B-cell lymphoma models have strongly sup-
ported a role of AID-mediated DSBs as the precursors to 
oncogenic translocations [218,222].

Chromosomal translocations require end joining of two 
separate DSBs on different chromosomes [27]. In B-cell 
lymphoma translocations, both Sμ and downstream S 
regions have been found to be sources of DSBs that gen-
erate one translocation partner sequence [218,222]. DSBs 
that generate non-Ig translocation partners of IgH S regions 
could come from various sources, but in many cases may 
involve AID off-target activities [27,222]. In this regard, 
although AID activity is specifically targeted and tightly 
regulated, it can also initiate DSBs and mutations in off-
target sites including various proto-oncogenes. Genome 
wide studies have implicated a number of genes as being 
AID off-targets and have shown that the vast majority of 
translocation hot spots in activated B-cells have DSBs gen-
erated by AID off-targets [223,224]. Because of heteroge-
neity of the three-dimensional organization of the genome 
at the level of individual cells, the high frequency of AID-
initiated DSBs in S regions and in AID off-targets in the 
same cells may be sufficient to drive recurrent transloca-
tions between these regions even if they are not physically 
proximal in most cells [27]. Moreover, deficiencies for 
ATM DSB response proteins or C-NHEJ factors may con-
tribute to driving translocations at such regions by allowing 
the AID-initiated DSBs to persist longer in an unjoined state 
[225], thereby increasing the likelihood of two DSBs occur-
ring simultaneously in a switch region and a given AID off-
target sequence, which happens to be physically proximal 
in a given cell [27].

13.  EVOLUTION OF THE IgH CSR 
MECHANISM

The process of SHM appears to precede that of IgH CSR 
in evolution [226]. Thus, bony and cartilaginous fish have 
functional AID and appear to undergo SHM of Ig V region 
exons [227,228]. Indeed, preferred target sequences of FISH 
AID appears similar to that of mammalian AID, and in that 
regard, Fish AID can mediate IgH CSR when expressed in 
place of AID in mouse B-cells [229,230]. Although more 
work needs to be done, CSR is currently thought to have 
first appeared in amphibians, such as Xenopus laevis [227].

As discussed earlier, Xenopus S regions are differ-
ent from those of mammals; most notably, whereas both 
have a high density of AGCT motifs, which could pro-
mote DSBs, Xenopus S regions are A:T-rich and do not 

form stable R-loops upon transcription [108,231]. In this 
regard, evolution of CSR from SHM may have required 
initially the duplication of two V regions, which contain 
AID targeting motifs such as AGCT motifs, along with 
flanking duplicated CH exons. The further evolution of 
such primitive AID target sequences could have led to 
primitive S regions that function mainly based on high 
AGCT density and potentially target AID similarly to V 
region exons [11].

The CSR evolutionary model outlined previously is 
economical, because it requires only duplication of exist-
ing sequence regions. In this context, the mechanism could 
exploit an already existing propensity for joining DSBs 
over several 100 kb genomic distance based on mecha-
nisms outlined earlier and to join them with the aid of 
the preexisting DSBR and C-NHEJ (and A-EJ) pathways. 
Other evolutionary solutions to sequences that serve as S 
regions may have arisen. In this regard, examination of S 
regions from additional species shows that S regions from 
duck and chicken are even more divergent from human 
and mouse counterparts than those of Xenopus, with sub-
stantially lower densities of AGCTs [107]. With respect to 
base composition, duck Sμ is GC-rich, but G:C content is 
equal between the two strands; on the other hand, the puta-
tive duck Sα [232] has an almost even distribution of the 
four bases on both strands, with only a minor enrichment 
of G on one strand. If duck or chicken S regions supported 
substantial CSR in mouse cells, new insights into the role 
of substrate sequences with respect to AID targeting would 
likely emerge.

Mammalian S regions could have further evolved to 
introduce R-loops, perhaps to enhance AID targeting or 
to perform other functions, perhaps including synapsis. 
Mammalian B-cells may also have evolved their cis-acting 
elements (promoters, enhancers, and other sequences) to 
fulfill roles in organizing the CH region of the IgH locus 
to promote CSR in the context of AID recruitment or in 
the context of three-dimensional proximity effects, as out-
lined earlier, to promote joining. Likewise, they could have 
evolved to exploit specialized functions of DSBR factors 
such as 53BP1. Finally, an additional aspect of interest 
in the evolution of mammalian S regions comes from the 
observation that duck Sα appears to normally mediate CSR 
via inversion of intervening sequences rather than deletion 
[232]. In mammalian cells, productive CSR must occur 
through a deletional mechanism. Yet, nonproductive inver-
sional CSR events have been described in transformed B 
lineage tumors and lines [56,233–236]; although the actual 
frequency at which they occur in normal B-cells has not 
been determined. Thus, a lingering question regarding CSR 
in mammalian B-cells is to confirm whether they have 
evolved mechanisms to ensure that joining predominantly 
occurs in the productive deletional orientation, and if so to 
elucidate those mechanisms.
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1.  INTRODUCTION

To protect against the extremely large number of highly patho-
genic and foreign substances that are encountered by verte-
brates on a regular basis, the immune system must generate 
an equally diverse repertoire of antibodies that can recognize, 
neutralize, and dispose of these potentially toxic agents. Before 
antigenic stimulation, it is estimated that at any given time, the 
antibody repertoire consists of about 1010 different antibodies 
in humans and other mammals [1]. Perhaps most interestingly, 
this large repertoire is achieved even with a limited number of 
antibody genes. To create this large pool of antibodies, B-cells 
undergo a process termed V(D)J recombination, which is initi-
ated by the RAG1/2 protein complex, and allows B-cells to 
assemble the variable regions of the antibodies from shorter 
segments, termed variable (V), diversity (D), and joining (J) 
segments, into single coding exons for the heavy and light 
chain V regions. However, the large antibody repertoire gener-
ated by V(D)J rearrangements and the association of different 
heavy and light chain V regions is not sufficient to effectively 
protect from pathogens and toxic substances because most of 
the germline-encoded antibodies lack adequate affinity for 
the antigen. To deal with this, B-cells undergo a second round 
of antibody diversification that generates antibodies with 
increased affinity and changes in fine specificity and changes 
the class of antibodies they are producing, thereby altering the 
antibodies’ effector functions. The processes involved in this 
secondary antibody diversification are termed somatic hyper-
mutation (SHM), gene conversion (GCV), and class switch 
recombination (CSR). In this chapter, we will focus our discus-
sion on the molecular mechanisms of the SHM process, high-
lighting some of the relevant research publications in this field 
that have contributed to a better understanding of this complex 
process.

1.1  Somatic Hypermutation

Somatic hypermutation is a process in which point mutations 
accumulate in the antibody V-regions of both the heavy and 
light chains, at rates that are about 106-fold higher than the 
background mutation rates observed in other genes (Figure 1).  
This accumulation of mutations at the V-region genes occurs 
at the centroblast stage of B-cell differentiation in the ger-
minal centers of secondary lymphoid organs. Whereas the 
overall goal of this process is to produce high-affinity anti-
bodies, in the absence of selection, SHM does not distinguish 
between favorable and unfavorable mutations and can pro-
duce antibodies with (1) higher affinity for antigen, (2) lower 
affinity for antigen, and (3) no change in affinity for anti-
gen. Somatic hypermutation can also lead to nonfunctional 
antibodies, such as antibodies that cannot fold correctly, 
or antibody genes that harbor premature stop codons [2,3]. 
Whereas SHM of the antibody V-region does not always 
produce a higher-affinity antibody, the selection process for 
antigen binding that occurs in the light zone of the germinal 
center selects for B-cells that produce the highest-affinity 
antibodies. Mutations tend to accumulate in the complemen-
tarity determining regions (CDRs) of the antibody V genes. 
Because the CDRs are the locations that directly contact the 
antigen, it is not surprising that these regions would have the 
most mutations after selection. Evolutionary selection over 
millions of years has facilitated this process by enriching the 
CDRs for codons with activation-induced cytidine deami-
nase (AID) hot spots that result in replacement mutations, 
whereas the codon usage in the frameworks of V genes is 
more likely to lead to silent or conservative mutations [4–6].

Somatic mutations of the V-region have been observed 
to accumulate between about 100 base pairs and about 
2 kb downstream of the promoter of the rearranged V(D)J  
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gene, with the peak of mutation accumulation occurring 
within the V(D)J exon [7–10]. However, although the rest of 
the genome is normally protected from AID-induced muta-
tions, low levels of SHM have been observed at non-antibody 
genes [11–17], and indeed, mutations at some of these genes 
have been associated with B-cell malignancies. Because the 
overexpression of AID leads to malignancies in T-cells and 
other tissues, but not in B-cells [18,19], it appears that B-cells 
have evolved to tolerate high mutation rates without elicit-
ing a commensurate DNA damage response, cell cycle arrest, 
or apoptosis; but how this is accomplished remains an open 
question. We will address a number of possible explanations 
during this chapter.

1.2  Gene Conversion

Vertebrates, including mice and humans, rely on SHM to 
produce higher-affinity B-cells after selection in the germinal 

center. However, several mammalian species (e.g., rabbits) 
as well as birds use a separate method of altering the affin-
ity of their antibodies, known as GCV [20,21] (Figure 1). 
Although V(D)J recombination is required to generate anti-
bodies in these organisms, most diversity is obtained through 
the process of GCV [22]. In chickens, for example, the light 
chain locus contains about 25 pseudo (ψ) V-region genes 
that are upstream of the rearranged V-region [22]. These ψ 
V-regions do not undergo V(D)J recombination because they 
do not contain promoters or recombination signal sequences; 
instead, these ψ V-regions are used in the process of GCV. 
The initiation of GCV requires the formation of a dsDNA 
break within the rearranged V(D)J region [23,24]. This allows 
for a homologous recombination-like process to take place 
in which a DNA sequence from an upstream ψ V-region is 
copied into the rearranged V-region, thus changing the speci-
ficity and affinity of the antibody [25] (Figure 1(B)). In fact, 
multiple GCV events from different ψ V-regions can occur 

FIGURE 1 Secondary antibody diversification processes. (A) Somatic hypermutation: the antibody V-region accumulates point mutations at rates that 
are 1 million-fold higher than the background mutation rate to alter the specificity of the antibody. (B) Gene conversion: a diversification process that uses 
homologous recombination to introduce sequences from upstream ψV region sequences into the rearranged V region to change the antibody affinity. (C) 
Class switch recombination: a recombination process in which one downstream constant region (Cγ1 depicted) replaces an upstream constant region (Cμ 
depicted) through a double-stranded break intermediate.
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in a single B-cell clone, providing additional opportunities 
to generate sequence diversity and higher-affinity antibodies.

1.3  Class Switch Recombination

Whereas the processes of SHM and GCV allow for the 
selection of higher-affinity antibody-producing B-cells, the 
resulting antibodies will still be of the IgM isotype and have 
a very short half-life and limited functional capacity. The 
process of CSR allows for the substitution of one isotype for 
another, thus providing the antibody with new functions and 
a different distribution throughout the body [26] (Figure 1). 
Induction of CSR can occur in different cytokine milieus 
that result from cellular interactions of the B-cell with dif-
ferent types of T-cells that direct CSR toward a specific iso-
type [27] (see Chapter 12, this volume).

Class switch recombination occurs exclusively at the 
heavy-chain antibody locus, because this is the location of 
the different constant region genes that encode each isotype 
(Figure 1(C)). Class switch recombination requires specific 
sequences of DNA that lie upstream of each set of constant 
region genes, known as switch regions (S-regions). Each 
S-region is also associated with an upstream promoter and 
an I exon, which allows for the production of sterile (non-
coding) germline transcripts through the S-region. Germ-
line transcription is an absolute requirement for the CSR 
process [28,29] and for formation of dsDNA breaks at the 
S-region. Although S-regions are present upstream of each 
set of the constant region genes, the IgD constant region 
lacks a defined S-region. Rather than using CSR, IgD is 
generated through an alternative splicing mechanism with 
the μ constant region. However, a cryptic S-region has been 
discovered upstream the IgD constant regions genes that 
can allow for an inefficient CSR event to IgD [30,31].

2.  ACTIVATION-INDUCED CYTIDINE 
DEAMINASE IN SOMATIC 
HYPERMUTATION

The processes of SHM, GCV, and CSR, although mecha-
nistically distinct, all require the same B cell–specific fac-
tor, known as activation-induced cytidine deaminase (AID). 
The discovery of AID and the fact that this single B cell–
specific factor could induce all three of these important and 
distinct pathways in B-cells was a paradigm-changing dis-
covery in our understanding of the generation of antibody 
diversity. Initially discovered by subtractive cDNA cloning 
in the murine CH12F3-2 cell line [32], AID was later shown 
to be absolutely required for SHM and CSR in humans and 
mice [32,33] and GCV in chickens [34,35].

Activation-induced cytidine deaminase is a 198-amino-
acid protein that has strong sequence homology to the 
APOBEC family of cytidine deaminases, most strongly to 
APOBEC-1 [32]. Because mRNA is the substrate for the 

APOBEC-1 enzyme, it was initially proposed that AID acted 
on mRNA. Along with the catalytic motif present in the 
active site of the enzyme, other motifs exist in the protein 
structure of AID, such as a linker region, an APOBEC1-like 
domain, an N-terminal nuclear localization signal (NLS), and 
a C-terminal nuclear export signal (NES) [36–38] (Figure 2). 
A more in-depth description of the AID protein, structure-
function, regulation, and posttranslational modifications 
can be found in Chapter 20. Interestingly, though, the pro-
cesses of SHM and CSR are in part directed by different 
regions within AID itself; mutation of the N-terminal region 
of AID decreases SHM activity, while still permitting CSR 
[39]. Conversely, C-terminal mutations of AID reduce CSR 
activity, but not SHM activity [40–44]. Activation-induced 
cytidine deaminase harbors a nuclear export sequence in its 
C-terminal tail [38,45], and that sequence is necessary for 
CSR, but this motif has other functions because heterologous 
nuclear export sequences promote AID export, but not CSR 
[45]. It is still unclear exactly how these domains of AID 
differentially influence SHM and CSR, and attempts to co-
immunoprecipitate specific AID subcomplexes that function 
either in SHM or CSR have been elusive.

2.1  Substrate Specificity of AID

At the time of its discovery, the homology of AID to APO-
BEC-1, an RNA editing enzyme, suggested that the substrate 
for AID was mRNA [33]. APOBEC-1 has a key role in the 
RNA-editing event that produces two variants of the apolipo-
protein B (apoB) protein [46,47], apoB100 and apoB48, both 
of which have distinct activities in lipid metabolism. APO-
BEC-1 in association with other factors mediates a specific 
RNA deamination editing step in the mRNA at nucleotide 
6666, mutating a glutamine (CAA) residue to a translation 
stop codon (UAA), resulting in the variant form of the apoB 
enzyme, apoB48 [48,49]. Indeed, one of the original hypoth-
eses suggested that AID itself was not the mutator involved in 
SHM and CSR; instead, it was thought that AID acted as an 
RNA editor [33], much like APOBEC-1, inducing a deami-
nation event in a specific mRNA molecule.

Support for the RNA-editing hypothesis for AID comes 
from experiments showing that in cells expressing the estro-
gen receptor-AID fusion protein, which allows the translo-
cation of AID into the nucleus to carry out its function, the 
protein synthesis inhibitor cycloheximide inhibited CSR; 
this suggested that de novo protein synthesis is required for 
CSR [50,51]. This result would be consistent with an RNA-
editing function of AID that requires translation of a muta-
tor de novo. In addition, AID and APOBEC family members 
associated with RNA in mammalian cells, and AID does so 
through a cofactor that interacts with the carboxy-terminus 
of AID [52]. Despite these findings, no specific transcript 
has been identified to date that is edited by AID and facili-
tates the SHM and CSR process.
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On the other hand, evidence for a model in which AID 
acts directly on DNA was proposed [53–56] and over the 
years has been supported by many genetic and biochemical 
findings. Recombinant AID has been shown to deaminate 
pyrimidine (dC) in single-stranded DNA [57–63]. Further-
more, expression of AID in Escherichia coli induces muta-
tions in the E. coli genome [64]. Because the likelihood 
is low that E. coli expresses the same mRNA molecule as 
vertebrate species that would be edited by AID to gener-
ate a DNA mutator, this strongly supported the DNA model 
of AID deamination. In fact, expression of AID in any cell 
type is sufficient to induce a mutator phenotype [56,64–
68], indicating that AID is the only B cell–specific factor 
required for SHM/CSR. In addition, deficiencies in uracil-
DNA glycosylase (UNG), an important factor in the base 
excision repair (BER) pathway (allowing for the removal of 

uridine [dU] in DNA) required for SHM and CSR, results in 
defective antibody diversification processes [53,64,69–73]. 
Recently, Maul et al. observed the accumulation of AID-
induced dU within the antibody genes [74]. These data 
support the notion that the introduction of dU in DNA is 
a critical intermediate in the processes of SHM and CSR. 
Thus, there is strong evidence that AID, unlike APOBEC-1, 
carries out its mutator function by directly deaminating dC 
within DNA.

Several reports, including in vitro studies using puri-
fied AID on in vitro transcribed DNA, showed that AID 
has a strong preference for deaminating dC on ssDNA, per-
haps because of the availability of the free primary amino 
group on the dC base to interact directly with AID [57–
59,62,63,75]. Because transcription is positively associated 
with SHM rates (see subsequent discussion), it was initially 

FIGURE 2 Activation-induced deaminase structure and function. (A) The catalytic action of AID. A histidine and 2 cysteine residues in AID 
coordinate Zn2+, allowing for nucleophilic attack of C-4 of the cytidine ring. (B) Structure of AID with the location of domains involved in its activity. 
NLS = nuclear localization signal; NES = nuclear export signal.
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hypothesized that the transcription bubble might produce 
the ssDNA substrate for AID activity [76]. Of course, there 
are potentially other sources of ssDNA in the cell, such as 
DNA repair and replication intermediates; however, these 
structures have not yet been shown to be AID substrates. 
Supporting the notion that the transcription bubble is the 
target of AID, AID was found to preferentially mutate the 
non-template strand on plasmid DNA in bacteria [44,77], 
which is the exposed ssDNA strand that is not complexed 
with the nascent transcript. Because RNA-DNA hybrids are 
poor substrates for AID [57], the findings that AID mutates 
the non-template strand makes sense. However, other stud-
ies in E. coli showed that both DNA strands can be mutated 
by AID [78,79]. Furthermore, in mammalian cells, AID 
mutates both template and non-template DNA strands at 
equal frequencies at the V- and S-regions [71,74,80–82], 
and hence the bacterial system might not represent an ideal 
model for AID action in mammalian cells. Biochemical 
studies showed that AID requires at least five nucleotides of 
ssDNA within a bubble for efficient deamination [57,62,63], 
and the dC needs to be at least one nucleotide away from the 
single-stranded/double-stranded DNA junction [62].

However, the fact that ssDNA largely resides within the 
RNA polymerase II complex [83,84], even when complexed 
with Spt5 (see subsequent discussion [85,86]) raises the 
question of whether the transcription bubble is the in vivo 
substrate of AID in mammalian cells. Storb and colleagues 
showed that purified AID can mutate both strands when the 
DNA is supercoiled [87]. In fact, localized negative super-
coiling occurs 5′ of the RNA polymerase II complex [88,89], 
which is associated with formation of secondary structures 
in DNA [90,91]. Short patches of ssDNA that are on aver-
age seven to 11 nucleotides in length are observed to occur 
on both strands in the V-region, S-region, and other genes, 
and these structures require transcription [92,93]. Because 
the V-region primarily undergoes sense transcription [94] 
and these ssDNA patches occur on both strands at equal 
frequency, this suggests that these patches of ssDNA are 
not caused by the transcription bubble, because the nascent 
transcript should protect the template strand from bisulfite 
conversion. In bacterial systems, ssDNA patches of similar 
lengths are observed during transcription-induced supercoil-
ing of plasmid DNA [93], and in this case, AID mutates nega-
tively supercoiled plasmid DNA on both strands [87,93], just 
as it does in mammalian cells. These data suggest that this 
structure could plausibly be the in vivo substrate for AID.

2.2  Sequence Specificity of AID-Induced 
Mutations

Preceding the debate about the preferred substrate of 
AID, and in fact before the discovery of AID itself, much 
work had been conducted to unveil the preferred sequence 

specificity for the process of SHM. Indeed, we can now look 
back on these data and ascribe this sequence specificity to 
AID. An analysis of 324 somatic mutations in 14 different 
V-region genes, as well as 296 mutations in regions flank-
ing these genes, revealed a strong preference for the DNA 
mutator to mutate a specific motif WRCY (where W = A/T; 
R = A/G; C = the dC that is deaminated; and Y = C/T) [95]. 
These motifs are found to be mutated in both the V- and 
S-regions of immunoglobulin genes [96,97]. Various stud-
ies later showed that purified AID preferentially mutates dC 
within the WRC motif in vitro [59,61–63,82,98], which fur-
ther supports the notion that AID is the DNA mutator during 
SHM. In addition, the pattern of mutation of purified AID 
on naked single-stranded V region DNA results in a distri-
bution and relative frequency of mutation throughout the V 
region that has a 50% correlation with the mutations that 
occur in vivo in that same V-region [99]. This result indi-
cates that the intrinsic catalytic properties of AID accounts 
for a large proportion of its activity in vivo.

In the absence of crystallographic diffraction data for AID 
complexed with its substrate, the molecular details for the basis 
of the WRC specificity of AID have to be obtained using dif-
ferent approaches. The catalytic specificity of AID for WRC 
motifs suggests specific interactions with purine moieties at 
the R position within the WRC motif, which was found to be 
the case using nucleotide analogs [62]. The specificity for W 
within the WRC motif is more complex because it involves 
recognition of one purine (dA) and one pyrimidine (dT), but 
not the other purine (dG) or pyrimidine (dC). One interesting 
feature of the WRC motif is that it needs to be fully single-
stranded for efficient AID deamination [62]. Hence, in con-
trast to sequence-specific dsDNA recognition enzymes, such 
as restriction endonucleases and transcription factors, AID is 
not capable of discerning nucleotide features in dsDNA.

The sequence specificity of AID and, for that matter, all 
other APOBEC family members is imparted by residues 
that are located at amino acid positions 113–123, carboxy 
terminal to the catalytic site [100,101]. This loop and its 
sequence specificity can be interchanged among different 
APOBEC family members. Further supporting the DNA 
deamination model of AID, mutants of AID that show 
altered mutation spectrum biochemically produce a similar 
mutation spectrum when expressed in cells [101].

2.3  Catalytic Mechanism for AID

Generally, cytidine deaminases share a well-conserved 
catalytic site motif in which a histidine and 2 carboxylate-
containing residues (glutamate or aspartate) chelate Zn2+, 
activating nucleophilic water to attack C-4 of the cytidine 
ring, and subsequently producing ammonia [102,103]. 
Meanwhile, two non-metal chelating carboxylate-containing 
residues are used to deliver protons (Figure 2) [104–106].
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Activation-induced cytidine deaminase exhibits a proces-
sive behavior in vitro when catalyzing deaminations, much 
like that of RNA and DNA polymerases, in that it preferen-
tially mutates dC on the same DNA strand [59], but its behav-
ior is more like that of restriction enzymes in that it tends to 
slide and jump along that strand [107]. Apobec3G, a homolog 
of AID, also exhibits these characteristics [108]. The finding 
that most V-regions only undergo one deamination/cell divi-
sion in vivo [109–111] suggests that processivity does not 
usually occur when AID interacts with ssDNA in the B-cell 
[112]. The processive-like property of AID in vitro might 
be ascribed to its inherent affinity for ssDNA [63,113,114], 
which might result in AID remaining on the same substrate 
rather than jumping onto another substrate. Although the 
binding-strength of AID is correlated with its deamination 
rate [113], AID forms a long complex half-life with ssDNA 
[63], which should have a negative consequence on its cata-
lytic rate. Indeed, AID is an inefficient enzyme, carrying out 
a deamination every few minutes [63,107]. However, these 
studies do not take into account that AID’s catalytic rate might 
be enhanced in vivo, for example, through its association with 
a specific cofactor(s), although this has yet to be shown.

Activation-induced cytidine deaminase suppresses 
translation of Top1 mRNA, leading to altered DNA struc-
ture at the V- and S-regions and increased cleavage during 
SHM and CSR by Top1 itself [115,116]. How AID inhibits 
Top1 mRNA translation and how selective it is as a trans-
lation inhibitor is unclear. Although this finding is highly 
intriguing, these data could be interpreted differently. 
For example, inhibition of Top1 could lead to increased  
RNA polymerase II stalling owing to increased DNA super-
coiling at immunoglobulin genes. This, in turn, would lead 
to increased production of ssDNA, which acts as a sub-
strate for AID. Indeed, TopA-deficient E. coli are increased 
for supercoiled DNA, ssDNA patches, and AID-mediated 
mutagenesis [93].

3.  TARGETING OF THE SHM

Once inside the nucleus, AID associates with many different  
genes in activated B-cells [117] but mutates the antibody  
V- and S-regions at a much higher frequency than other 
genes [11]. Discovering a single perhaps B cell–specific 
factor that regulates the targeting of AID mutation to par-
ticular parts of the antibody genes has been of much interest 
in the field, but has been difficult, perhaps owing to the mul-
tiple safeguards and mechanisms that are in place to control 
the activity of AID. These are discussed subsequently.

3.1  The Role of Transcription in AID 
Deamination

As mentioned previously, the 5′ boundary of SHM falls ∼100 
base pairs downstream of the V-region promoter, which 

suggests a role for transcription during this process, because 
AID-induced mutations are rare upstream of the promoter 
[7,9,118]. Furthermore, the constant region genes of the 
Ig locus are shielded from the mutagenic activity of AID 
[119]. Using a modified κ light chain transgene consisting 
of a V-region promoter upstream of both the rearranged VJ 
segment and the constant region exon, Peters et al. showed 
that both regions underwent high levels of SHM [119,120]. 
Likewise, moving the promoter 750 bp upstream of its nor-
mal site led to SHM of the inserted sequence [121]. Alter-
ing the transcription rates in reporter transgenes has also 
been used to demonstrate that AID mutation rates are tightly 
linked to transcription rates [67,122,123]. In vitro studies 
have also shown that the process of transcription is respon-
sible for producing ssDNA that allows for AID activity 
[75,77,79]. These observations provide one level of regulat-
ing AID activity once in the nucleus because genes within 
heterochromatin are protected from the mutagenic activity 
of AID. However, if transcription alone were the only means 
by which AID selected its target, all transcribed genes in 
B-cells expressing high levels of AID would be subject to its 
mutagenic potential. Although many transcribed genes are 
mutated by AID [11], the rates of mutation at these genes 
are more than 100-fold lower than at the V-region, which 
indicates that transcription alone is not sufficient to target 
AID to the antibody genes. Furthermore, several loci that 
are not transcribed can acquire AID-induced dsDNA breaks 
[124], which suggests that mechanisms beyond transcrip-
tion can produce ssDNA, a prerequisite for AID activity.

What is the precise role for transcription in SHM? 
Activation-induced cytidine deaminase was shown to asso-
ciate with the RNA polymerase II complex [125], but this 
interaction might be indirect through association with the 
Spt5 cofactor [126] or other factors involved in RNA pro-
cessing [127,128] (see subsequent discussion). Hence, the 
transcriptional machinery can recruit AID to transcribed 
genes, and produce the ssDNA substrate for AID-mediated 
deamination. What is still unknown is the nature of the 
approximately 2-kb window of mutagenesis at the V-region 
and other genes mutated by AID. Although transcriptional 
terminators reduce downstream mutations [129,130], the 
region downstream of the V-region is transcribed at high 
rates, but is refractory to AID-induced mutagenesis. It is 
possible that RNA polymerase stalling, which may help 
to recruit AID (see subsequent discussion), occurs less 
frequently in this region. If this were the case, would this 
apply to other genes that are also mutated by AID and also 
exhibit a similar-sized window of mutagenesis [12,14,17]? 
As will be further discussed, there are other potential expla-
nations for this phenomenon, such as the occurrence of the 
histone mark H3K4me3, a mark that exists at the 5′-end of  
transcribed genes and has been found to overlap with sites 
of SHM. In addition, it is unclear why mutations do not 
occur in the first 100 nucleotides from the transcription 
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initiation site. This suggests that mechanisms involved in 
RNA processing are likely involved in AID targeting, and 
in fact, many factors that are associated with transcription 
elongation and processing of RNA have been found to asso-
ciate with AID (see subsequent discussion).

3.2  Histone Modifications and AID 
Accessibility

Chromatin-associated histones undergo alterations that 
introduce a host of different modifications that permit new 
interactions to occur between them and proteins that rec-
ognize and bind these new modifications. There are many 
examples of proteins that are recruited to chromatin, based 
on their ability to bind modified histones. RAG-2, for exam-
ple, has been observed to preferentially bind histone 3 once 
it has been trimethylated at its lysine 4 residue (H3K4me3) 
[131]. Thus, the idea that AID specifically targets the Ig 
locus based on specific histone modifications was appeal-
ing. Hyperacetylation of histones 3 and 4 was found to be 
present in the V-region but not in the constant region of the 
heavy-chain Ig locus in a cell line undergoing SHM [132]. 
Furthermore, acetylation of H3K9 and H3K14 correlates 
with CSR, and manipulation of this histone acetylation 
mark with the HDAC inhibitor trichostatin A increases CSR 
[133]. Although these data support a role for histone acety-
lation in promoting chromatin accessibility for AID, no 
differences were observed between the histone acetylation 
status at the λ light chain locus between germinal center and 
non-germinal center B-cells [134]. On the other hand, the 
same group showed that the phosphorylated form of histone 
H2B (pSer14) correlates with SHM and CSR [134], and 
several other histone modifications and modifying enzymes 
have been implicated in CSR [125,135–137].

One of the strongest candidates for a histone modifi-
cation involved with SHM targeting is the H3K4me3, the 
same mark used by the RAG complex during V(D)J recom-
bination [131]. Elongating RNA polymerase II recruits the 
histone methylase Set 1, which produces the H3K4me3 
mark that persists even after transcription termination, and 
thereby provides molecular memory of recent transcription 
activity [138,139]. The Paf1 component of the RNA poly-
merase II complex is also important for Set1 recruitment 
[138], and this factor has been shown to interact with AID 
[128] (see subsequent discussion). The H3K4me3 level is 
associated with DNA cleavage at the S-region [133,140–
142], and reduction of this marker by Spt6-knockdown led 
to a reduction in mutations in the V- and S-regions [143]. 
Non-immunoglobulin genes mutated by AID are also 
enriched for H3K4me3 [143,144], which indicates that 
this marker is a good predictor of AID-induced mutations. 
Future work will likely flesh out details regarding how this 
histone mark facilitates SHM and CSR at immunoglobulin 
genes.

In some of these cases, chromatin modifications are 
likely the downstream result of AID activity. Indeed, AID 
has been observed to indirectly stimulate the modifica-
tion of histones as a result of the damage it has initiated in 
the DNA, such as the acetylation of histone 4 in S-regions 
[145]; the phosphorylation of histone H2AX, which is 
associated with the dsDNA breaks formed during CSR 
[146,147]; and the phosphorylation of histone H2B during 
SHM and CSR [134]. In these cases, the modified histone 
is indirectly a result of AID activity. To date, the role of his-
tone modification in recruiting AID to its target loci is still 
unclear, and more work is required to assess the mechanism 
by which AID directly or indirectly interacts with these his-
tone marks [133].

3.3  Nucleosomal Remodeling, AID 
Accessibility, and Somatic Hypermutation

Beyond the inhibitory effect of double-stranded DNA on 
AID accessibility, nucleosome packing provides yet another 
barrier for entry. Studies have suggested that nucleosomes 
indeed block AID activity, but this effect is reversed if the 
packed stretch of DNA undergoes transcription. This seems 
to apply to both exogenous DNA in a cell-free system as 
well to V-regions in activated B-cells [148,149]. An elegant 
experiment has taken advantage of a strong nucleosome 
positioning sequence (MP2) and a weaker counterpart 
(M5), introduced within V-region sequence, to show that 
both nucleosomal stability and positioning in V-regions 
have a marked effect on AID accessibility to generate effi-
cient SHM [149]. It would be interesting to verify whether 
the Ig V-region has evolved to maintain low nucleosomal 
stability in addition to other active nucleosomal modifica-
tions mediated by GANP [150] and other chromatin modi-
fying factors to maintain increased propensity for ssDNA 
exposure at V-regions.

3.4  Cis-Acting Elements in Somatic 
Hypermutation

Based on the relatively strong selectivity of AID for Ig loci, 
one attractive model put forth by many groups is that the 
heavy and light chain Ig genes harbor sequences that spe-
cifically attract AID. Indeed, several elements within the Ig 
genes have been scrutinized for their ability to specifically 
recruit AID. One possibility is that the primary sequence of 
the V-regions made them more prone to SHM, and indeed, 
Ig transgene constructs undergo SHM, albeit at reduced fre-
quency compared with the endogenous Ig locus [151–155]. 
However, the V-region segment in these constructs, when 
exchanged for the human β-globin gene or the prokaryotic 
neo or gpt genes, resulted in no change in SHM frequencies 
[97]. Because transcription has a central role in the activity 
of AID not only at the V-region, but also during the process 
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of CSR at the S-regions (i.e., production of sterile tran-
scripts), it is possible that Ig promoters contain sequence 
elements that act to recruit AID. However, several non-Ig 
promoters such as promoters for the B29 [121] and chicken 
β-globin [156] genes can support SHM. Viral promoters 
such as those from cytomegalovirus (CMV) can substitute 
for Ig promoters during SHM, as well [66]. Class switch 
recombination can also be driven by non–S-region promot-
ers [65,157]. However, not all promoters that drive high lev-
els of transcription are able to recruit SHM to the V-regions. 
In the chicken DT-40 cell line, which undergoes constitu-
tive GCV and SHM, replacing the Ig light chain V-region 
promoter with either the chicken β-actin promoter or the 
human elongation factor 1-α (EF1-α) promoter results in 
higher than endogenous levels of transcription, but only 
the chicken β-actin promoter could sustain wild-type lev-
els of GCV/SHM [158]. Collectively, the data argue that Ig 
promoters do not harbor sequences that specifically recruit 
the SHM machinery, but nevertheless have important roles 
by inducing high rates of transcription that produces the 
ssDNA substrate for AID.

Several studies have suggested a role for the enhancers 
that are present within the Ig loci in targeting AID. Trans-
genic studies using the κ light chain, which contains a kappa 
intronic enhancer (iEκ) as well as a 3′-kappa enhancer 
(3′Eκ), suggested that the targeting of SHM to this transgene 
required the presence of both enhancer elements [151,154]. 
However, deletion of the intronic μ enhancer within the 
endogenous Ig heavy chain locus did not have a dramatic 
effect on SHM levels in vivo [159]. Replacing either set of 
enhancers in the κ or heavy chain loci with viral enhancers 
resulted in typical levels of SHM [160,161]. What addition-
ally complicates this issue is that the viral and Ig enhancers 
share many motifs, and enhancers are required to maintain 
high levels of transcription at immunoglobulin genes; con-
sequently, altering these enhancers might reduce transcrip-
tion rates, which ultimately alter SHM rates. However, three 
reports show that DNA elements that act to recruit AID for 
SHM have no effect on transcription. A 222-bp fragment 
within the chicken IgL locus recruits AID but has no effect 
on immunoglobulin transcription [162]. Two recent stud-
ies revealed that the 3′ regulatory region, which lies down-
stream of the α-constant region, is necessary for SHM, but 
not for transcription. In one study, deletion of the 3′ regula-
tory region within a bacterial artificial chromosome (BAC) 
containing an intact immunoglobulin heavy chain gene led 
to a reduction of SHM and CSR in mice [163]. In another 
study, the 3′ regulatory region was deleted from the endog-
enous heavy chain locus leading to a reduction in SHM 
with only a minor effect on transcription [164]. Hence, both 
studies strongly support a role for this enhancer element in 
recruiting AID to the heavy chain locus. Future work will be 
needed to determine the precise mechanism used by the 3′ 
regulatory region to recruit AID, such as the identification 

of DNA binding factors that bind to this region, and assess 
whether this region interacts with the V-region through 
looping, as has been shown to occur between the 3′ regula-
tory region and S-regions during CSR [165].

Finally, perhaps the most compelling example of a cis-
acting element having a role in the targeting of AID is that 
of the E-box motif (CAGGTG). The E-box motif, which is 
a motif that is bound by helix-loop-helix proteins (such as 
E47 and E2A), was found to contribute to high SHM rates 
of a κ transgene, and mutation of the motif from CAGGTG 
to AAGGTG resulted in a 5-fold decrease in SHM rates 
with no effects on the transcription rates of the transgene 
[109,166]. In support of this work, E-box motifs were also 
found to have a critical role in targeting AID to the endog-
enous light chain locus in DT40 cells, although sequences 
surrounding the E-box motifs were also shown to be nec-
essary [167]. These data show that E-box motifs are criti-
cal for targeting of AID to immunoglobulin genes, either 
through a direct interaction of AID with the motif itself, 
which is unlikely because AID lacks any helix-loop-helix 
domains, or by binding of AID or one of its associated pro-
teins to an E-box binding protein in immunoglobulin loci. 
These data are compelling, but once again, E-box motifs 
are not unique to immunoglobulin genes and are present 
throughout the genome. Thus, whereas E-box motifs may 
have an important role in the targeting or activation of AID, 
other layers of regulation of AID activity must exist to pre-
vent off-target mutations.

3.5  Trans-Acting Factors in Targeting Somatic 
Hypermutation

As described earlier, the targeting of AID to immunoglobu-
lin sequences might be facilitated by protein–protein inter-
actions that recruit AID to specific sequences (such as the 
E-box motif). Indeed, several proteins that bind to AID have 
been suggested to have a role in targeting AID. One of the 
first proteins to be documented to interact with AID is RNA 
polymerase II [125], as discussed previously. The ssDNA 
binding protein replication protein A (RPA) was also 
shown to interact with AID [168], and this interaction is 
facilitated by the phosphorylation of S38 on AID, because 
mutant AID that cannot be phosphorylated at this residue 
does not interact with RPA [169,170]. This interaction is 
consistent with what is known about the activity of AID. 
That is, AID only deaminates ssDNA, and because RPA is 
known to specifically bind to ssDNA, RPA might maintain 
the single-strandedness of such sites, making them acces-
sible to AID. In cell-free SHM assays, although AID could 
deaminate ssDNA, it could also deaminate dsDNA in the 
presence of RPA during transcription [168]. Protein replica-
tion protein A is known to bind UNG, a factor in the BER 
pathway that has been observed to have a critical role in the 
processing of AID-induced deaminations (see subsequent 
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discussion) [171]. Thus, RPA could potentially recruit AID 
for the initial deamination event, but then could recruit fac-
tors for the downstream processing events that take place in 
SHM, GCV, and CSR. On the other hand, AID forms a rela-
tively stable complex with ssDNA [63] and might remain 
at the site even after it has mutated it, which suggests that 
AID itself might function to recruit downstream repair fac-
tors, or RPA itself. Indeed, RPA localization to Ig regions 
is reduced in AID S38A and T140A mutants [117], which 
suggests that RPA may specifically act downstream of AID 
activity during the repair of AID-induced DNA damage, 
and might not be directly recruiting AID.

Because transcription is tightly associated with the 
activity of AID, factors involved in the transcription process 
seemed likely to be potential candidates as trans-acting fac-
tors that facilitate the targeting of AID. Activation-induced 
cytidine deaminase interacts with RNA polymerase II in 
mammalian cells [125]. However, because the transcrip-
tion complex is large, and several other factors can interact 
with the transcription machinery, it is possible that AID is 
directly interacting with these other factors. One such pro-
tein is Spt5, a stalling factor that associates with a stalled 
RNA polymerase II complex. Spt5 interacts with AID, and 
is required for mutations at switch regions and CSR [126]. 
Indeed, AID-induced mutations at off-target genes contain 
a high density of stalled RNA polymerase II in association 
with Spt5 [126]. Activation-induced cytidine deaminase 
was also found to associate with PAF1 and LEO1, which 
are part of the RNA polymerase II elongation complex 
[128]. As described above, PAF1 has an important role 
in recruiting SET1, a histone methylase that produces the 
H3K4me3 mark that is associated with SHM and CSR. The 
RNA exosome, a multi-subunit complex that has a role in 
several RNA processing events, has been shown to be able 
to target AID to both template and non-template strands of 
DNA, although the mechanism by which this occurs is cur-
rently unknown [127]. Interestingly, targeting of AID with 
the RNA exosome was observed to occur in the absence of 
RPA [127], a factor (described earlier) that has been sug-
gested to allow AID to mutate transcribed genes in cell-free 
systems and in vivo [168]. Collectively, these experiments 
suggest important roles for Spt5 and the RNA exosome in 
AID targeting. However, details about how Spt5 facilitates 
AID-induced mutations, especially in the V-region, are still 
lacking. In addition, it is unclear how Spt5 and the RNA 
exosome produce the ssDNA substrate for AID-induced 
mutagenesis. The ssDNA that is exposed in Spt5-RNA Pol 
II complexes is the non-template (top) strand, whereas the 
template (bottom) strand is complexed with the nascent 
transcript [85,86]. This is in marked contrast to the known 
activity of AID on both strands of DNA [71,74,80–82]. In 
addition, crystallographic studies show that the ssDNA that 
exists in Spt5-RNA polymerase II complex is minimal and 
mostly buried within the complex [85,86]. It is possible 

that the Spt5-RNA polymerase II crystal structures do not 
accurately reflect the structure of this complex in cells. For 
example, ssDNA might occur on the 3′ side of the stalled 
RNA polymerase II complexed with Spt5 owing to retro-
grade movement of the complex after stalling [172]. Alter-
natively, this stalled complex could stabilize melted DNA 
that occurs 5′ of the complex owing to the transient negative 
supercoiling in this region [87,93].

Several other factors have been suggested to also have 
a role in targeting AID to the V-regions for SHM and GCV, 
and the S-regions for CSR: (1) KAP1 and HP1, which were 
shown to cooperatively tether AID to donor S-regions via 
H3K9me3 [173], a histone modification previously shown to 
be associated with CSR despite being a mark for heterochro-
matin [174]; and (2) the 14.3.3 adaptor proteins that directly 
interact with and target AID to AGCT repeats present in the 
S-regions during CSR [175]. Ranjit et al. observed that the 
binding of AID with factors of the BER and mismatch repair 
(MMR) pathways at the Ig S-regions occurred through an 
interaction with AID’s C-terminus [176]. Findings that the 
N-terminus and C-terminus of AID are responsible for SHM 
and CSR, respectively [39–43], suggest that separate fac-
tors are associated with these regions and facilitate micro-
targeting of AID to the V-region or S-region. In fact, human 
Burkitt lymphoma cell lines carry out SHM, but not CSR 
[2,56,132,177] (data not shown), whereas CH12F3-2 cells 
and lipopolysaccharide-stimulated primary mouse B-cells 
efficiently undergo CSR, but not SHM [178]. This micro-
targeting of AID is remarkable because the V-region and 
S-region are separated by only a few thousand base pairs.

In summary, although significant efforts have been under-
taken to understand the means by which AID preferentially 
mutates immunoglobulin Ig genes, many different mecha-
nisms have emerged as being important in AID targeting. Per-
haps this reflects the complex nature of this process, and that 
the answer is that multiple layers of regulation for AID local-
ization exist. Nevertheless, there are circumstances in which 
these safeguards have been breached, resulting in genome 
instability and ultimately in oncogenesis (see Chapter 25).

4.  ACTIVATION-INDUCED CYTIDINE 
DEAMINASE AND DOWNSTREAM 
REPAIR PATHWAYS

Soon after the mutagenic cytosine deamination process 
catalyzed by AID takes effect on V-regions, a number of 
potential scenarios could unfold: As described in the previ-
ous sections, the dU:G mismatches is not detected by DNA 
repair proteins and gets replicated over during S-phase. 
Whether such mismatches actively evade repair detection or 
whether they are residues that have exceeded the capabilities 
of the DNA repair machinery is still unclear. Such a muta-
genic scenario, also known as Phase 1a of SHM [72,179], 
accounts for dC to dT mutations that represent less than half 
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of the mutations seen in human and murine V regions in vivo 
(Figure 3). The other half of the mutations are not dC to dT 
mutations, but result in the mutation of dC to the other bases 
owing to BER (see subsequent discussion) or are mutations 
at dA and dT and are not a result of the direct action of AID. 
The dU:dG mismatches created by AID could be faithfully 
repaired, making the dC eligible to be a target for AID once 
again. Although this canonical process predominates across 
the genome and can occur at the Ig locus, it would be coun-
terproductive for SHM because it would nullify the effects 
of AID-induced mutagenesis. Rather, it appears that most of 
the dU:dGs caused by AID are repaired in a noncanonical 
error-prone manner so that the AID-induced base changes are 
not only preserved as mutations, but also amplify the muta-
tional process by promoting the noncanonical error-prone 

pathways of BER and MMR (Figure 3) [179–188]. The 
recruitment of error-prone repair by AID-induced and regu-
lated dU:dG lesions is especially interesting because they 
mimic the formation of the spontaneously or chemically 
provoked DNA mismatch such as the 70–200 dUs thought 
to be spontaneously generated during each S-phase of the 
cell cycle [189]. The distinctive difference at V-regions is 
that the AID-mediated dU:dG mismatches manage to recruit 
the noncanonical pathways of these two repair mechanisms 
to work in competitive synergy at the Ig locus to promote 
and amplify the mutation frequency of AID to reach 10−3 
mutations per base pair per generation [110]. Subsequently, 
we will dissect these two repair pathways and provide a 
rationale of how they compete and collaborate to promote 
efficient somatic hypermutation at V-regions.

FIGURE 3 Model of somatic hypermutation. Activation-induced cytidine deaminase deaminates cytosines within WRC hot spots in ssDNA. Cytosine 
deamination by AID creates a uridine:guanine (dU:dG) mismatch that can be resolved in at least three different, yet interdependent manners. Throughout 
the genome, including at the Ig locus, dU:dG mismatches are detected and repaired faithfully by the cMMR and cBER machineries (Phase 0). Because 
such pathways leave no distinguishable byproducts, the quantification of the frequency of error-free repair during SHM is technically challenging. If the 
dU:dG mismatch escapes DNA repair detection, the replicative machinery will pair the intact dU with an A, and one of the daughter cells will acquires a 
C-to-T transition mutation (Phase 1a). The BER uracil N-glycosylases UNG, and to a lesser extent, SMUG1, detect and cleave dU bases from the DNA, 
eliciting the formation of an abasic site. Short-patch ncBER can then erroneously fill the abasic site, indiscriminately leading to transitions and transver-
sions at G:C hot spots (Phase 1b). Alternatively, long-patch ncBER (right) or ncMMR (far right) can excise a tract of DNA surrounding either the abasic 
site or the dU:dG mismatch, respectively, to create an ssDNA gap that then engages mono-ubiquitinated PCNA to recruit error-prone polymerases leading 
to transition and transversion mutations at A:T sites (Phase 2).
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5.  MISMATCH REPAIR IN SOMATIC 
HYPERMUTATION

Canonical MMR (cMMR) is a highly conserved cellular pro-
cess [190,191] that faithfully repairs erroneous insertions, 
deletions, and mis-paired bases that often arise during DNA 
replication and recombination. Canonical MMR increases 
replicative fidelity in mammalian cells about 100- to 1000-
fold [192], and the importance of its role in maintaining 
genomic stability is demonstrated by the fact that defects 
in MMR proteins cause hereditary non-polyposis colorectal 
cancer (HNPCC) and contribute to many other malignan-
cies [193,194]. Working in conjunction with other cellular 
proteins, such as PCNA, MMR detects and repairs mis-
matches by excising mis-paired bases along with a signifi-
cant tract of neighboring DNA (Figure 3 and 4). Long-patch 

cMMR can repair all types of mismatches (although it is 
primarily replication associated) and can excise tracts up 
to a few kilobases long, whereas short-patch MMR handles 
only specific mismatches and removes lengths of around 10 
nucleotides [190,195]. In either case, cMMR’s high-fidel-
ity polymerases fill the excised single-stranded tract and 
ligases seal the end. Although in bacteria successful MMR 
relies on the hemi-methylation of the DNA to differentiate 
between parent and daughter strand [196,197], it is not yet 
clear how the distinction is achieved in higher eukaryotes. 
Recent evidence suggests that ribonucleotide misincorpora-
tion into DNA may provide a strand-discrimination signal 
during MMR [198,199]. Noncanonical MMR (ncMMR) 
differs from cMMR largely by the recruitment of low-fidelity 
DNA polymerases, which enhance the mutagenesis of AID 
during the final stages of the repair process.
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FIGURE 4 The ncMMR pathway differentially mediates somatic hypermutation and class switch recombination. The mutagenic process initiated 
by AID and cytosine deamination is followed by the recognition of the dU:dG mismatch by the MutSα (MSH2 and MSH6), which can work in synergy 
with PCNA during mismatch detections. After this initial sensing stage, MutSα can recruit MutLα (MLH1 and PMS2) to mediate: (1) cell cycle arrest and 
apoptosis if the damage is deemed irreparable (left); (2) cMMR in conjunction with Exo1 and an unknown 5′-3′ exonuclease to mediate ssDNA formation 
and resynthesis of DNA with error-free polymerases recruited by non-ubiquitinated PCNA (bottom left); (3) ncMMR in conjunction with, Exo1, and an 
unknown 5′-3′ exonuclease—assisted by the nicking activity of UNG/SMUG1 glycosylases and APE1 endonuclease—to promote the formation of DNA 
DSBs, which are then joined to downstream switch regions by NHEJ during CSR (bottom right). Notably, ncMMR may also (4) mediate SHM—inde-
pendently of MutLα—to promote ssDNA formation and resynthesis of DNA by error-prone polymerases recruited by mono-ubiquitinated PCNAK164 
(bottom center).
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5.1  Detecting dU:G Mismatch at V-Regions 
by MMR

At V-regions, much like throughout the genome, MMR 
recognizes single mismatched bases through the MSH2/
MSH6 heterodimer complex, also called MutSα (Figure 
3). Larger mismatches—conceivably caused by deamina-
tion of cytosine clusters or by insertions/deletions—are 
recognized by MSH2/MSH3 (MutSβ). However, the loss 
of MSH3 has little impact on SHM and CSR [200,201], 
which suggests that MutSβ does not have an important 
role in SHM (Table 1) although it has a functional role 
in MMR and DNA double-strand break repair in other 
instances [237]. To address this and to verify whether 
MSH2 and MSH6 could have independent functions in 
MMR, MSH2/MSH6 doubly defective and MSH2/MSH6/
MSH3 triply defective mice were generated and analyzed 
for SHM [202]. Because the SHM and CSR phenotypes of 
these mice were indistinguishable from the single Msh2−/− 
or Msh6−/− mice [202], it was concluded that: (1) MSH6 
does not have functions distinct from its role in the MutSα 
complex in SHM [202]; and that (2) the heterodimer 
formed by MSH2 and MSH6, but not MSH3, is critical 
for detecting AID-generated mismatches at the Ig locus 
and has a major role activating the downstream mecha-
nisms that introduce many mutations at the dA:dT bases 
surrounding the initial dU:dG mismatch (Figure 3).

Some studies have suggested that MutSα detects mis-
matches by constantly scanning the genome; others propose 
binding DNA in situ as mismatches arise [187,195,238–240]. 
Because both Msh2 and Msh6 can bind PCNA, it is believed 
that PCNA might also be involved in the mismatch scanning 
process at V-regions, although this remains to be confirmed. 
However, studies have shown that PCNA has additional 
downstream effects that seem to regulate the recruitment of 
error-free (cMMR) versus error-prone (ncMMR) polymer-
ases through ubiquitination (discussed subsequently). At the 
molecular level, MSH2 and MSH6 have an array of protein 
domains that cooperate to detect dU:dG mismatches and sig-
nal downstream effectors (reviewed in Refs [239,241]). The 
most relevant domains at this stage are the DNA-binding,  
PCNA-binding, and ATPase domains present in MSH2 and 
MSH6. Notably, MSH6 has two additional closely spaced 
protein regions at its flexible N-terminus [241]. The first is 
a region including an amino acid involved in direct DNA 
mismatch recognition (MSH6E433) and that is separate from 
MSH6’s general DNA-binding ability [242]. The other 
is a PWWP motif [243] that has recently been shown to 
bind histone H3K36-trimethyl mark (H3K36me3) [244]. 
Because H3K36me3 is a mark for active transcription, and 
because V-region mutation depends on RNA Pol II proces-
sivity, it is likely that the MSH6 mismatch recognition site 
and the PWWP domain have important roles in early mis-
match detection. It is hoped that future studies will better 

address the contribution of these particular protein regions 
that are not shared by MSH2.

Active sensing of a dU:dG mismatch causes a confor-
mational change in MutSα and triggers a cascade of ATP-
dependent events [190,195]. Both MSH2 and MSH6 have 
non-redundant ATPase domains (Table 1) essential for 
MMR. Activated mouse B-cells harboring MSH2G674A or 
MSH6T1217D ATPase point mutations modeled after human 
colorectal cancer patients [245,246] have varying reduc-
tions in SHM compared with MSH2 or Msh6 null B-cells, 
respectively (Table 1) [208,209]. Neither of these mutations 
affects protein levels, DNA binding, or mismatch recogni-
tion, but they interfere with the processing of ATP hydro-
lysis [247]. The fact that mutations in the ATPase sites of 
MSH2 and MSH6 lead to a decrease in SHM confirms that 
the downstream events triggered by the conformational 
changes in MutSα are required for SHM. Like Msh2−/− 
mice, V-region mutations in Msh2G674A/G674A mice were 
primarily in G:C pairs within AID hot spot motifs and there 
was a significant decrease in dA:dT mutations. Similarly, 
Msh6T1217D/T1217D and Msh6−/− mice demonstrate a decrease 
in SHM largely attributable to a loss in dA:dT mutations. 
However, the actual decrease in SHM in Msh6T1217D/T1217D 
mice is intermediary between the wild-type and the knock-
out, which suggests that the MSH6 protein has an ATP-
independent function that does not require the repair of 
the mutation, but is possibly involved in the early stages 
of mismatch detection, as discussed earlier. Interestingly, in 
Msh6−/− B-cells, mutations in V-regions are more focused 
than in wild-type mice or Msh2−/− mice, with fewer hot 
spots being targeted. In addition, the actual hot spots that 
are mutated in dG:dC in MSH6T1217D/T1217D mice are dif-
ferent from those observed in Msh6−/− or wild-type mice 
and more AID cold spots were targeted, some of which do 
not undergo mutation in either wild-type or knockout mice 
[209]. Because the MSH6T1217D protein remains associated 
with DNA in vitro, and there is a dominant negative phe-
notype for cancer [248], one of many possibilities is that 
this mutant protein binds to AID-induced mismatches and 
blocks subsequent deamination of neighboring bases by AID 
in the next round of AID-induced mutations. Recent studies 
on the possible functional interaction of AID with MSH2 
and MSH6 seem to support some sort of role for MutSα in 
recruiting AID to hot spots [176]. These MSH2 and MSH6 
ATPase point mutations are also informative because they 
retained the ability of MutSα to signal to the cell if too 
much damage had occurred, for example, from exposure 
to DNA damaging agents, and to trigger the G2/M check 
point and induce apoptosis [247,248]. These separation-of-
function mutations revealed that MMR was not modifying 
SHM by signaling for apoptosis. Furthermore, because cells 
that lacked MutSα do not differ from wild-type cells in their 
speed of replication as assayed by CFSE in primary B-cells 
stimulated to isotype switch ex vivo [209,249], it is unlikely 
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TABLE 1 MMR and BER Murine Mutations in SHM and CSR

Factor Mutation Affected Domain(s)
Affected Binding 
Partners

SHM CSR

RefsG:C A:T Frq S–S

MMR MutSα MSH2 Msh2–/– DNA; PIP box; Msh3/6; ATPase All ↑ ↓↓ ↓ ↓ [202–207]

Msh2G674A ATPase Unk ↑ ↓↓ ↓ ↑ [208]

MSH6 Msh6–/– PIP box; DNA; Msh2; ATPase All ↑ ↓↓ ↓ = [200,201]

Msh6T1217D ATPase Unk ↑ ↓↓ ↓ = [209]

MSH2–MSH6 Msh2–/––Msh6–/– All All ↑ ↓↓ ↓ ↑ [202]

MSH3 Msh3–/– DNA; Msh2; ATPase All = = = = [200,201]

MSH2-MSH6-MSH3 Msh2–/–-Msh6–/––Msh3–/– All All ↑ ↓↓ ↓ ↓ [200,201]

MutLα MLH1 Mlh1–/– ATPase; Msh2/6; MLH3/Pms1/2 All = = ↓ ↑ [203,210,211]

Mlh1G167R ATPase NS = = ↓ ↑ [212]

PMS2 Pms2–/– ATPase; Mlh1; endonuclease All = = ↓ ↑ [213]

Pms2E702K Endonuclease NS = = ↓ = [214]

MLH3 Mlh3–/– ATPase; Mlh1 All ↓ ↑ = ↓ [215,216]

PMS1 Pms1–/– ATPase; Mlh1; HMG-box (DNA binding) All NA NA NA NA NA

PCNA Pcna–/– DNA binding; protein binding All NA NA NA NA [180]

PcnaK164R Error-prone; protein binding Polη; other ↑ ↓↓ ↓ ↓ [180,217]

MBD4 Mbd4–/– Mlh1; meCpG; uracil N-glycosylase All = = = NA [218]

EXO1 Exo1–/– Exonuclease; scaffold All ↑ ↓↓ ↓ NA [219]

Exo1E109K 5′-3′ exonuclease defective NS = = = NA [219]

Exo1del-ex6 Exonuclease; scaffold All ↑ ↓↓ ↓ ↓ [220]

LIG1 Lig1–/– DNA ligase; DNA binding All NA NA NA NA [221]

Continued
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TABLE 1 MMR and BER Murine Mutations in SHM and CSR—cont’d

Factor Mutation Affected Domain(s)
Affected Binding 
Partners

SHM CSR

RefsG:C A:T Frq S–S

BER UNG Ung–/– Uracil N glycosylase; others All ↑ ↓ ↓↓↓ NA [72,222]

SMUG1 Smug1–/– Uracil N-glycosylase; others All NA NA ∼↓ NA [222]

TDG Tdg–/– Uracil N-glycosylase; others All NA NA NA NA [223]

APE1 Ape1–/– AP endonuclease; others All = = ↓ NA [224–226]

APE2 Ape2–/– AP endonuclease; others All = = = NA [224–226]

POLβ Polβ–/– DNA polymerase; others All ∼ ∼↑ NA NA [227]

POLλ Polλ–/– DNA polymerase; others All ∼ ∼ NA NA [227]

LIG1 Lig1–/– DNA ligase; DNA binding All NA NA NA NA [221,228]

XRCC1 XRCC1+/– DNA ligase scaffold; others All = = ↑ ↓ [229]

LIG3 Lig3–/– DNA ligase; DNA binding All NA NA NA NA [230,231]

MMR + BER POLη Polη–/– DNA polymerase; others All ↑↑ ↓↓ = = [232]

POLζ Polζ+/– DNA polymerase; others All = = = NA [233]

REV1 Rev1 DNA polymerase; others All = = ∼↓ NA [234]

MSH2-UNG Msh2–/––Ung–/– All All ↑↑↑ ↓↓↓ ↓↓↓ NA [235]

MSH6-UNG Msh6–/––Ung–/– All All ↑↑↑ ↓↓↓ ↓↓↓ NA [235]

PCNAK164R-UNG PcnaK164R–Ung–/– All All ↑↑↑ ↓↓↓ NA NA [235,236]

G:C = mutations at G and C bases; A:T = mutations at A and T bases; Frq = frequency of CSR; S–S = switch–switch region micro-homologies; Unk: unknown; NA: not available; NS: none suspected; arrows  
indicate increase or decrease compared with wild-type cohorts; ∼ signifies minor or nonsignificant changes observed; = signifies no difference.
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that sensing of the AID-induced point mutations in the V- or 
switch regions perturbs B-cell replication.

5.2  Mismatch Repair Signaling during SHM

At least three diverging MMR signaling responses take 
place downstream of the sensor MutSα targeted Ig genes. 
The first is mediated by the MutLα complex and is effec-
tive at switch region repeats to promote DSB formation and 
CSR (Figure 4). The second takes place at V-regions during 
SHM and is orchestrated by PCNA mono-ubiquitination, 
which recruits error-prone polymerases to amplify the AID-
initiated missense mutations (Figure 4). The third is the 
classical cMMR pathway, taking place globally throughout 
the genome [250–252] (Figure 4). The exact mechanisms 
for such signaling divergence remain under intense investi-
gation [40,157,158,174,253–257].

The key adaptor molecules or matchmakers dur-
ing cMMR are the heterodimers MLH1/PMS2 (MutLα), 
MLH1/PMS1 (MutLβ), or MLH1/MLH3 (MutLγ). Muta-
tions in human MLH1 account for a significant portion of 
patients with HNPCC, which suggests that MLH1 is critical 
for cMMR. The MutL heterodimers typically relay recogni-
tion of the mismatch by MutSα to the factors that carry out 
excision and repair by DNA nucleases, polymerases, and 
other downstream elements [258,259] (Figure 4). Surpris-
ingly, none of these MutL complexes has yet been attributed 
a role during SHM, despite a documented minor increase 
in mutations in MLH3 null B cells (Table 1) [215]. Even 
more confounding is why mice deficient in MLH1 or PMS2 
(MutLα) have a significant defect in CSR but undergo nor-
mal SHM ([203,210,211,213]; Table 1). Because such phe-
notypes are in stark contrast to those attributed to the loss 
of either MSH2 or MSH6, these results suggest that MutLα 
could be a major contributor to the divergence of CSR 
and SHM signaling [239]. One possibility is that MutLα 
actively mediates the formation of DSBs, an essential inter-
mediary product during CSR, but are dispensable for SHM, 
which relies on SSB formation instead [179,203,210,211]. 
Another possibility is that MutLα complex regulates the 
processivity of exonuclease resection in vivo. Interactome 
studies using human MutLα identified a number of proteins 
that are not fully characterized but could affect MMR sig-
naling at the Ig locus [260].

Whereas MutLα orchestrates the signaling cascade 
toward CSR, PCNA seems to mediate the choice between 
cMMR and ncMMR during SHM by orchestrating the 
recruitment of high- or low-fidelity DNA polymerases. The 
discovery of error-prone polymerases in mammalian cells 
[261] and subsequent studies in yeast showing that PCNA 
ubiquitylation at K164 binds and orchestrates the recruit-
ment of low-fidelity DNA polymerases to lesions, includ-
ing dG:dU mismatches [262–266], lent further credence 
to this idea. This has been further supported by PCNA 

mutation studies in birds and mammals. Chicken DT40 cells  
[267–269] and murine B-cells [180,217] deficient in 
PCNAK164 mono-ubiquitylation have a compromised SHM 
response and a decrease in V-region mutations (Figure 3). 
However, because dA:dT mutations are not completely 
abolished in PCNAK164R B cells, either PCNA mono-ubiq-
uitination on alternative lysine residues can compensate for 
Polη recruitment [251,252], or other low-fidelity polymer-
ases can compensate for Polη [233].

The pathways mediating PCNA mono- and poly-ubiq-
uitylation and the relay of these modifications to down-
stream signaling events are just beginning to be understood. 
RAD6/RAD18-mediated, site-specific mono-ubiquitylation 
of PCNA at lysine residue 164 [263,270] and de-ubiqui-
tylation primarily by USP1 [271] are thought to control 
the recruitment of low-fidelity polymerases such as Polη, 
which is a major contributor to SHM after the recogni-
tion of dU:dG by MutSα [272]. Interestingly, K63-linked 
poly-ubiquitylation of PCNA activates a proteasome-inde-
pendent error-free pathway of DNA repair that remains to 
be elucidated and that might counteract dA:dT hypermuta-
tion [270,273,274]. This process requires the E2 ubiquitin 
ligases Ubc13/Mms2, but the known E3 ligases HLTF or 
SHPRH that can poly-ubiquitylate PCNA [275,276] are not 
essential for SHM, which suggests the existence of an alter-
native E3 ligase yet to be discovered [274].

5.3  Resolution of the dU:dG Mismatch and 
Generation of dA:dT Mutations

Before the ncMMR signaling cascade takes effect at 
V-regions, resection of ssDNA patches is an essential pre-
requisite for the subsequent introduction of dA:dT muta-
tions. Resection is believed to be initiated by a DNA nicking 
activity 5′ of the mismatch. Bacterial MutH endonuclease 
introduces nicks in the strand that contains the mismatched 
base depending on its DNA methylation status, but a  
homolog of MutH in eukaryotes remains unidentified 
[190,238]. The biochemical discovery of a latent endonucle-
ase activity in PMS2 (and MLH3) and the confirmation of 
its biological relevance in yeast [259,277] provide compel-
ling evidence that single-stranded nicks precede resection in 
mammalian cells [258,259]. Resection is then mediated by 
5′-3′ exonuclease activity that clears the mismatch as well 
as a long tract of undamaged DNA bases. It has long been 
thought that resection is mediated by the catalytic activity 
of EXO1, the only known MMR protein possessing a 5′-3′ 
exonuclease domain. In vitro studies previously supported 
this idea because the combination of MutSα and EXO1 was 
sufficient to trigger resection of an artificially synthesized 
DNA mismatch [278–280]. However, recent in vivo data 
using mice with EXO1 deletion (Exo1−/−) or exonuclease 
deficient point mutation (Exo1E109K/E109K) [219] provide 
evidence that although EXO1 protein is indeed required for 
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DNA resection in cMMR and SHM, EXO1 catalytic activ-
ity may be dispensable for both processes. This necessitates 
a revisit of the classical MMR paradigm and suggests that 
EXO1 might act as a structural non-catalytic adaptor dur-
ing MMR and SHM. As of yet, it remains unclear how the 
resection is really mediated during SHM. Although bio-
chemical and in vivo studies of human MMR suggested 
that DNA synthesis–driven strand displacement followed 
by endonuclease function of MutLα [214,281] could con-
tribute to resection during cMMR, this cannot be true for 
SHM, because, as mentioned earlier, MutLα is dispens-
able for SHM. Another speculative possibility is that during 
SHM, EXO1 might act as a structural noncatalytic adapter 
for another 5′ to 3′ exonuclease, such as FAN1, which was 
identified in an MutLα interactome study [260,282]. Such 
an exonuclease could in turn mediate resection during SHM.

After the mediation of ssDNA gap formation, mono-
ubiquitinated PCNAK164 signals the recruitment of low-
fidelity DNA polymerases that amplify dG:dC mutations 
initiated by AID at WRC hot spots to include dA:dT muta-
tions primarily at Polη-mediated WA hot spots. Although 
reporter gene experiments suggest that the cellular environ-
ment of germinal center B-cells enhances dA:dT base muta-
tions genome-wide, the frequency of mutations observed in 
V-regions remains significantly higher than at any other loci 
[283,284]. This seems to confirm that the MMR pathway 
is exceedingly mutagenic at AID-targeted loci, because it 
is not mutagenic, and in fact corrects mutations at a lacI 
transgene that is not targeted by AID [285]. This dichotomy 
in MMR activity might be attributed to peculiarities in the 
signaling cascades that accompany AID activity, genetic, 
and/or epigenetic activities at V-regions. In addition, MMR 
factors themselves display unusual levels of plasticity in 
B-cells to orchestrate and regulate the ultimate outcome 
of the repair processes triggered by AID. Alternatively, 
the requirement for mono-ubiquitinated PCNAK164 and 
the translesional polymerase DNA Polη to generate dA:dT 
mutations within the V-region suggest that cMMR might 
convert to ncMMR during the synthesis phase of MMR, for 
example, by the introduction of a lesion that requires lesion 
bypass. This possibility is further explored subsequently.

5.4  Human Mutations in MMR Factors and 
Their Effect on SHM

As mentioned earlier, mutations in MMR proteins contrib-
ute to a spectrum of colorectal cancers in humans. Often, the 
mutations occur sporadically within intestinal cells, but they 
can also be inherited in a homozygous manner throughout 
the body [194,246,286]. Surprisingly, modeling the same 
mutations in mice often leads to lymphomas, and mice usu-
ally die before they can develop colorectal tumors [287]. 
This unexpected difference in phenotype between human 
and murine genetics has been under intense investigation in 

recent years. Interestingly, a conditional deletion of a floxed 
Msh2 allele, using villin-Cre, specifically in the intestine of 
mice recapitulated many of the features of human colorectal 
tumors [287]. This suggests that although the broad signal-
ing cascades affecting tumorigenesis are conserved within 
mammals, it is likely that different cell types in different 
species, or even within the same species, might have subtle 
differences in their thresholds to withstand the loss of MMR 
proteins. Conversely, whereas MMR loss in mice shows sig-
nificant reductions in SHM and CSR, human patients with 
similar mutations did not manifest severe immunodeficien-
cies. Yet, a recent report suggested that MMR mutations in 
humans might be associated in the pathogenesis of common 
variable immunodeficiency diseases [288].

6.  BASE EXCISION REPAIR IN SOMATIC 
HYPERMUTATION

Canonical BER (cBER) is a cellular mechanism that faith-
fully repairs DNA base modifications, abasic sites, and 
single-stranded nicks. Base excision repair involves flip-
ping the mutated base out of the DNA helix and attempt-
ing to repair the base alone [289–291]. There are two key 
enzymes used in this process: DNA glycosylases and AP 
endonucleases. A large family of DNA N-glycosylases 
exists and each member has the ability to predominantly 
recognize specific base lesions, many of which are gener-
ated during normal cellular metabolism, including oxida-
tive damage. For example, the TDG glycosylase detects and 
removes T:G mismatches and Ogg1 removes 8-oxoG from 
DNA caused by oxidative damage (i.e., reactive oxygen 
species) of dG. N-Glycosylases are used to break the β-N 
glycosidic bond to create an AP site which AP endonucle-
ases recognize and subsequently nick the damaged DNA 5′ 
of the AP site, creating a free 3′ hydroxyl group. Subsequent 
reactions involving high-fidelity DNA polymerases can fill 
in a single nucleotide (short-patch BER) or few nucleotides 
(long-patch BER). This is followed by sealing of the newly 
synthesized bases by DNA ligases [292,293]. Non-canoni-
cal BER (ncBER) differs from cBER largely by the recruit-
ment of low-fidelity DNA polymerases that enhance the 
mutagenesis of AID. The signaling in ncBER is elaborated 
subsequently.

6.1  Detection of the dU:dG Mismatch  
at V-Regions by BER

Parallel to the detection of AID-induced dU:dG mis-
matches by MutSα, BER has the ability to scan the DNA 
for uracil residues using four different uracil N-glycosylase 
proteins: uracil N-glycosylase (UNG or UDG), single-
stranded-selective monofunctional UDG1 (SMUG1), 
thymidine DNA glycosylase (TDG or MUG), and methyl-
CpG binding endonuclease (MED1 or MDB4). To varying 
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degrees, all four of these N-glycosylases have the ability to 
detect and cleave uracil from DNA. However, genetic stud-
ies have established the dominant involvement of UNG in 
the process of antibody diversification [189,235,294,295] 
and excluded a significant involvement of MED1/MBD4, 
despite its direct interaction with MLH1 and its recognition 
of dU:dG mismatches [218]. On the other hand, SMUG1 
has been attributed a marginal role in uracil excision as a 
UNG backup [222,296]. The role of TDG in SHM has not 
been directly tested because TDG null mice are embry-
onic lethal [223]. However, given the dominant effect of 
UNG and the complementary effect of SMUG1 in antibody 
diversification, it is unlikely that TDG has a significant 
contribution in detecting uracil residues in V-regions [189].

Like MutSα, UNG interacts with RPA [171]; however, 
it is still unclear whether UNG’s DNA scanning ability 
is RPA dependent. In stark contrast to MMR, though, 
UNG cleaves dU from either ssDNA or dsDNA irrespec-
tive of whether it creates a mismatch. In effect, UNG can 
equally detect dU, dU:dG and dU:dA [297,298]. Initially, 
UNG binds nonspecifically to the DNA strand contain-
ing a suspected uracil residue. It then forms polar inter-
actions with the DNA backbone through its proline-rich 
and glycine–serine loops that flank the uracil-binding 
motif (GVLLLN), which are all positioned medially in 
the primary protein sequence. This compression brings 
the suspected base into closer contact with UNG, whose 
C-terminal intercalation loop then pushes into the DNA’s 
minor groove to flip the suspected base out of the helix. In 
doing so, the dU becomes fully accessible to the specific 
binding of UNG’s uracil-binding motif, hence confirm-
ing and completing the detection process. Finally UNG’s 
N-terminal water-activating loop mediates the cleavage of 
the uracil base, leaving the DNA with an abasic site in one 
strand [297,298].

6.2  Signaling BER at the Ig Locus

Once an abasic site is created, two BER-associated AP 
endonucleases (APE1 and APE2) can detect the kinked 
DNA gap. It has been a matter of debate whether both APE1 
and APE2 are involved in SHM and CSR; this is difficult to 
resolve because APE1 endonuclease is embryonic lethal in 
mice [224,225]. However, recent studies in CH12F3 murine 
B-cells showed that only APE1 is involved in CSR [226]. 
APE1 endonucleases then trigger the cleavage of the phos-
phodiester DNA backbone to produce a single-strand break 
(SSB) with a free 5′ phosphate and a 3′ aldehyde group, 
which is further processed before DNA end ligation. The 
SSB byproduct is toxic particularly to B-cells undergoing 
replication and is further processed by proteins recruited by 
APE1 such as FEN1, PCNA, XRCC1, and DNA ligase I 
[299–303]. Because of its broad scaffolding activity, APE1 
seems to be critical in mediating the BER signaling cascade 

at V-regions, although a role for its homolog APE2 has not 
been ruled out. Although it has not yet been shown, it is 
likely that, much like ncMMR, ncBER could be propagated 
by the recruitment of either non-modified or mono-ubiq-
uitinated PCNA, which in turn could recruit high- or low-
fidelity DNA polymerases, respectively.

6.3  Resolution of the dU:dG Mismatch  
via BER

Although not conclusively proven at V-regions, it is believed 
that a DNA lyase activity cleaves one base (short-patch 
BER) or the 5′-3′ exonuclease FEN1 cleaves two to 10 bases 
(long-patch BER) to create an ssDNA gap. Usually during 
short-patch cBER, polβ and/or polλ synthesize the missing 
base while DNA ligase I seals the end. During long-patch 
cBER, polδ and polε along with PCNA will fill the gap as 
ligase III and its cofactor XRCC1 seal the ends. It is con-
ceivable that short-patch ncBER is propagated by polβ and/
or polλ, whereas long-patch ncBER is mediated by mono-
ubiquitinated PCNA, which instead recruits Polη to mediate 
dA:dT mutations. Recent studies on Polβ−/− and Polλ−/− sin-
gly and doubly deficient mice showed that either or both 
polymerases result in a modest but significant decrease in 
V-region SHM but without specificity, which suggests that 
these polymerases may not directly contribute to SHM but 
indirectly affect GC B-cell viability or proliferation. As a 
result, short-patch BER is unlikely to be important during 
V-region SHM [227]. On the other hand, XRCC1 seems 
to have a negative role in signaling the BER pathway to 
promote SHM, because XRCC1 heterozygous mice have 
a higher frequency for SHM than wild-type cohorts [229]. 
This might further illustrate the reason behind the minimal 
contribution of BER in SHM.

6.4  Human Mutations in BER Factors  
and Their Effect on SHM

Unlike MMR proteins, mutations in UNG in both mice and 
humans show comparable immunodeficiencies in the form 
of a hyper-IgM syndrome type5 (HIGM5). This marked 
phenotype is also comparable to the loss of AID, which 
causes hyper-IgM syndrome type 2 (HIGM2) in humans. 
However, the HIGM phenotype of UNG is mainly medi-
ated by a profound defect in CSR and marginal or minimal 
impact on SHM. In addition, to the best of our knowledge, 
no other BER protein has been attributed to HIGM or any 
other human immunodeficiency syndromes. We note this 
because UNG’s profound immunodeficiency often leads to 
the assumption that BER is the most critical DNA repair 
mechanism for both SHM and CSR. In fact, UNG is criti-
cal mainly for CSR [304], but not in a redundant manner 
with MMR proteins, which are still the major DDR mecha-
nism for generating dA:dT mutations in SHM and are also 
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responsible for up to 70% of CSR, which suggests that BER 
and MMR might work synergistically to propagate CSR and 
perhaps antagonistically during SHM. That UNG−/− mice 
have increased hypermutation frequency and increased anti-
body affinity seems to support such an argument [304].

6.5  Crosstalk between MMR and BER  
during SHM

Initial studies suggested that dA:dT mutations observed in 
the V-region could be attributed to error-prone MMR and 
long-patch BER [53,71,72,200,204,220]. However, further 
analysis of UNG-deficient mice showed minimal effects 
on dA:dT mutations [72], which suggests that ncMMR 
predominates during SHM. In fact, MSH2-, MSH6-, and 
EXO1-deficient B-cells lack 80–90% of all A:T muta-
tions [200,204,220]. Yet, analysis of Msh2/Ung [71] and 
Msh6/Ung [235] double-deficient mice revealed that the 
residual 10–20% of dA:dT mutations could be attributed 
to UNG-dependent repair. Therefore, an alternative long-
patch error-prone BER may be responsible for some of the 
A:T mutations of SHM. What is not yet fully understood is 
whether both MMR and BER mechanisms collaborate or 
compete in resolving AID-generated dU:dG mispairs. It is 
possible that the relative roles of MMR and BER may vary 
during different phases of the cell cycle. Recently, it was 
suggested that not only are both pathways noncompetitive, 
that they might even collaborate [81,236]. This collabora-
tion will create situations in which cMMR-mediated resyn-
thesis of an ssDNA gap can encounter a BER-generated 
abasic site on the complementary strand, leading to conver-
sion to the ncMMR and mutations at dA:dT sites. These 
observations suggest that ncBER/MMR cooperation might 
be responsible for some of the dA:dT mutations that arise 
after AID-induced mutations [202].

7.  CONCLUSION

Antibody B-cells have evolved an extraordinary set of 
mechanisms to increase the affinity and further diversify 
the binding of the large repertoire of antigen-binding sites 
generated by V(D)J rearrangement. This process of somatic 
hypermutation is initiated by the highly mutagenic proper-
ties of AID that likely mutate dC to dU in single-stranded 
DNA and then are expanded through the recruitment of 
noncanonical forms of BER and MMR that are error-prone. 
Although much of the biochemistry of this hypermutational 
process is now largely understood and described in this 
chapter, there is still much to be learned, such as how the 
SHM process is mostly restricted to the immunoglobulin 
genes and differentially targeted to the variable and switch 
regions of the Ig locus. These types of questions should 
keep researchers engaged in this field of study for the fore-
seeable future.
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1.  INTRODUCTION

The hallmark of acquired immunity is the specificity for 
various pathogenic antigens. One mechanism that contrib-
utes to this specificity is the generation of diverse antigen 
receptors on both T and B cells. Germline antigen recep-
tor genes comprise a collection of variable (V), diverse (D), 
and joining (J) regions. These regions are randomly assem-
bled and form unique V(D)J recombinations for each lym-
phocyte, thereby contributing to the production of unlimited 
diverse antigen receptors [1,2]. In addition, mature B cells 
have other mechanisms for producing a variety of antibod-
ies after antigens are recognized by the receptors, called 
somatic hypermutation (SHM) and class-switch recom-
bination (CSR), that contribute to diversification of the 
immunoglobulin (Ig) gene. Thus, DNA mutations induced 
at specific sequences play a central role in producing a vari-
ety of antibodies. Although this radical mechanism should 
be regulated to work only at Ig genes, “off-target” mutations 
also exist at least in B cells.

In contrast, it is now widely accepted that cancer is a 
genetic disease resulting from the accumulation of genetic 
alterations in several critical genes that are responsi-
ble for cell growth or cell death [3]. Sjoblom et al. [4] 
showed that a single cancer cell generally contains 70–90 
nucleotide alterations, 10–15 of which affect genes that 
are closely associated with cancer development. Several 
exogenous altering mechanisms, such as irradiation and 
DNA-damaging chemicals, are proposed causes of carci-
nogenesis, but they play a main role in only a few types 
of cancer. Alternative mechanisms for mutagenesis that 
cause cancer development should account for a large 
number of genetic alterations observed in cancer cells. 
Accumulating evidence suggests that a common molecule 
is involved in both the generation of genetic diversity in 
Ig genes for producing a variety of antibodies in B cells 
and the induction of genetic aberrations in tumor-related 

genes required for tumorigenesis associated with patho-
gen infection.

2.  PHYSIOLOGIC ROLE OF ACTIVATION-
INDUCED CYTIDINE DEAMINASE

SHM and CSR are unique genetic events specifically 
observed in B cells. SHM is defined as the introduction 
of nucleotide alterations at the V regions of heavy and 
light chain genes with a high frequency, thereby enabling 
the selection of B cells producing high-affinity antibodies 
[5–7]. In contrast, CSR exchanges the heavy chain con-
stant domain (CH) for one of a set of downstream CH exons, 
allowing B cells to produce different antibody isotypes 
(IgG, IgA, or IgE) with distinct physiologic functions, but 
without changing antigen specificity [8,9]. Although these 
two events occur independently [10,11], they are similar 
in that they basically take place in the germinal center of 
antigen-stimulated B cells [12–14]. These B cell–specific 
genetic modification events are initiated by the same mole-
cule, activation-induced cytidine deaminase (AID) [15,16]. 
AID is a member of the apolipoprotein B mRNA-editing 
enzyme catalytic polypeptide (APOBEC) family compris-
ing nucleotide-editing enzymes that insert nucleotide altera-
tions into target DNA or RNA sequences through cytidine 
deamination [17]. AID is expressed only at the germinal 
center of activated B cells under physiologic conditions 
[15,18]. No hypermutations or gene-switching events at the 
Ig loci are found in patients with congenital AID deficiency 
[16,19]. Furthermore, the fact that AID-deficient B cells fail 
to undergo SHM and CSR confirms that AID is essential 
for both of these events [16,20,21]. AID was first consid-
ered to be an RNA-editing enzyme that edits target mRNA 
sequences to initiate either SHM or CSR [15,16,22]. Recent 
studies, however, support a role of AID in the deamination 
of DNA sequences [23–34].
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3.  AID INDUCTION IN B CELLS

In B cells, AID expression is efficiently induced by a T 
cell–dependent pathway. CD40 is a member of the tumor 
necrosis factor (TNF) receptor family that is constitutively 
expressed on the surface of B cells. CD154, which is a ligand 
of CD40 and expressed on the surface of activated CD4+T 
cells, binds to CD40 and activates downstream signaling 
cascade [35–37]. Stimulation of CD40 leads to the activa-
tion of IκB kinases that, in turn, activate the nuclear factor 
κB (NF-κB) canonical pathway [38]. Activated NF-κB p65/
p50 heterodimers translocate to the nucleus and contribute 
to AID upregulation. Conversely, IgG and IgA antibodies 
could be produced in the early stage of viral and bacterial 
infection before T cells are activated, suggesting that CSR 
also occurs in a T cell–independent manner [39]. Indeed, 
mice deficient in T cells or CD154/CD40 can produce spe-
cific antibodies that are class switched and effective for 
some pathogens [39,40]. Several groups have revealed that 
Toll-like receptors (TLRs), which are highly expressed in 
B cells, have a putative role in CSR. Lipopolysaccharides, 
TLR4 ligands, and CpG, a TLR9 ligand, can significantly 
boost the production of specific antibodies against proteinic 
antigens [41–43]. The TLR pathway can also activate the 
canonical NF-κB pathway, thereby inducing AID expres-
sion. Pone et al. [39] showed that TLR signaling synergizes 
with B cell receptor signaling to induce CSR. B cell recep-
tor signaling activates the noncanonical NF-κB pathway 
and enhances the TLR-induced canonical NF-κB pathway.

4.  REGULATION OF AID EXPRESSION IN B 
CELLS

AID is a critical molecule for SHM and CSR, two indis-
pensable events for producing various types of antibodies. 
Alternatively, AID expression must be tightly regulated to 
restrict its role to the appropriate cell type, loci, and time 
because of its intrinsic mutagenic potential. Several stud-
ies show that AID overexpression causes a high rate of 
mutations in exogenous green fluorescent protein genes 
[30,44,45]. In addition, AID has a critical role for c-myc/
IgH translocations in B cells, which are often observed in 
human Burkitt’s lymphoma [46–48]. To date, the sophis-
ticated AID regulation mechanisms can be classified into 
two types: transcriptional regulation and posttranscriptional 
regulation [49].

4.1  Transcriptional Regulation of AID

Four well-conserved regions are related to transcriptional 
regulation around the AICDA loci and regions 1, 2, and 4 
contain functional transfactor-binding motifs based on 
a luciferase reporter assay [50]. Region 1 is located just 
upstream of the transcription start site. This region contains 

a TATA-less promoter, but it does not regulate AID expres-
sion specifically because it promotes AID production, even 
in non-B cells [50,51]. The HoxC4-Oct motif located in 
region 1 is necessary for higher expression of AID [52]. 
Indeed, HoxC4 is highly expressed in the B cells of ger-
minal center and HoxC4 deficiency causes impaired CSR 
because of the reduced AID expression [52]. The HoxC4-
Oct element itself, however, does not respond to stimulation 
by CD40L, interleukin (IL)-4, and/or transforming growth 
factor (TGF)-β, suggesting that it may not play a major role 
in the induction of AID expression by stimuli that lead to 
CSR [50].

Region 2 is located in the first intron and contains 14 
transcription factor-binding motifs, such as those for E pro-
teins (E-boxes) and Pax5, motifs have an important role 
in B cell development [53,54]. The transcription reporter 
construct containing these binding sites enhances lucifer-
ase activity in B cells compared with non-B cells, suggest-
ing that E-boxes and Pax-5 binding sites contribute to the 
positive regulation of AID expression specifically in B cells 
[50]. In contrast, c-Myb- and E2f-binding sites are impor-
tant for negative regulation [50].

Region 4 is located approximately 8 kb upstream of the 
transcription start site and contains the binding sites for 
NF-κB, STAT6, C/EBP, and SMAD3/4. Only a reporter 
construct containing both regions 1 and 4 shows enhanced 
luciferase activity when stimulated by CD40L, IL-4, and/
or TGF-β, suggesting that region 4 is mainly responsible 
for the upregulation of AID by environmental stimuli [50].

4.2  Posttranscriptional Regulation of AID

AID expression is regulated not only transcriptionally but 
also posttranscriptionally. MicroRNAs are noncoding,  
single-strand RNAs of ∼22 nucleotides that function as neg-
ative gene regulators in a sequence-specific manner [55]. 
Several microRNAs, such as miR-155, miR-181b, miR-361, 
and miR-93, suppress AID expression by directly binding to 
the target sites in the 3′-untranslated region of AID mRNA 
[56–60]. For example, Dorsett et al. [59] revealed that mice 
with a mutation in the putative miR-155 target site in the 
3′-untranslated region of AID showed an increase in steady-
state AID expression and caused a high degree of c-myc/
IgH translocation.

The enzymatic activity of AID is also regulated by 
phosphorylation. AID expressed at the B cell nucleus is 
phosphorylated on serine 38 (Ser38) [61,62]. The c-AMP–
dependent protein kinase A (PKA) carries out Ser38 phos-
phorylation, which is important for modulating AID activity. 
Indeed, the Ser38 residue is located in a consensus c-AMP–
dependent PKA phosphorylation site that is conserved in 
the AID sequence across all species that undergo CSR [61]. 
Mutant AID in which Ser38 is converted to alanine shows a 
lower frequency of SHM and CSR [63]. AID interacts with 



391Chapter | 21 Aberrant AID Expression by Pathogen Infection

replication protein A, which is a single-strand DNA-binding 
protein involved in replication, recombination, and repair 
[62]. The recruitment of RPA to the Ig loci is facilitated by 
the phosphorylation of Ser38 of AID [64,65]. Phosphoryla-
tion on threonine 140 also plays an important role in SHM 
but not in CSR [66].

AID is expressed in both the nucleus and cytoplasm 
of B cells, but the amount of AID in the nucleus is tightly 
regulated. A bipartite nuclear localization signal and a 
nuclear export signal, located in the N and C terminals of 
AID, respectively, regulate shuttling between the nucleus 
and cytoplasm [67–69]. The C-terminal portion of AID is 
required for stable AID expression and CSR, but not for 
SHM [68–71], suggesting that the nuclear export signal is 
not only required for nuclear export but also is critical for 
stabilizing AID and CSR activity. In contrast, the role of the 
nuclear localization signal in the cytoplasm has not yet been 
independently verified [67,69].

In the nucleus, the half-life of AID is rather short because 
AID expression is unstable. Aoufouchi et al. [72] showed 
that the destabilization of nuclear AID expression is accom-
panied by polyubiquitination. REG-γ, a nuclear protein also 
known as PSME3, PA28γ, or 11S regulator, interacts with 
nuclear AID and accelerates its proteasomal degradation 
in a ubiquitin- and ATP-independent manner [73]. Further-
more, the transcription factor YY1 physically interacts with 
AID and regulates its accumulation in the nucleus [74]. In 
the cytoplasm, AID is not free but exists as part of a high- 
molecular-mass complex [75]. Orthwein et al. [76] showed 
that cytoplasmic AID expression is stabilized by heat shock 
protein 90. The interaction between heat shock protein 90 
and AID prevents AID from polyubiquitination and protea-
somal degradation. Most of the mechanisms of this regulation 
remain unclear, but these molecules might have an important 
role in regulating the subcellular localization of AID.

5.  ABERRANT AID EXPRESSION BY 
PATHOGEN INFECTION AND 
TUMORIGENESIS

5.1  Aberrant AID Expression in 
Hematopoietic Cells

AID is physiologically expressed at the germinal center in 
B cells, but its expression in B cells is also induced outside 
of the germinal center by stimulation with various patho-
gens [77]. Especially, AID is induced by several oncogenic 
viruses. Epstein–Barr virus (EBV) is a virus of the herpes 
family associated with the development of Burkitt’s lym-
phoma. EBV infection in B cells promotes AID expression 
[78,79]. Latent membrane protein 1, which is an EBV prod-
uct, functionally mimics CD40 and strongly activates the 
NF-κB canonical pathway [80,81]. He et al. [79] showed 
that EBV-infected lymphoblastoid B cells express AID and 

have enhanced CSR activity. Furthermore, AID and pol-η, 
one type of error-prone translesion synthesis polymerase, 
is highly expressed in primary B cells infected with EBV. 
These B cells accumulate mutations in proto-oncogenes 
such as BCL6 and p53, which are involved in the devel-
opment of B cell lymphoma [78]. These findings indicate 
that EBV induces genetic alterations in B cells through AID 
dysregulation. Indeed, as described previously, cmyc/IgH 
translocation and several mutations that are thought to be 
induced by AID are observed in Burkitt’s lymphoma B cells 
[46–48,82]. Moreover, Klemm et al. [83] revealed that AID 
expression contributes to the fatal B lymphoid blast crisis 
in chronic myeloid leukemia. They showed that lymphoid 
blast crisis cells but not chronic myeloid leukemia cells 
express AID and that AID induces BCR-ABL1 mutations 
that cause imatinib resistance and progression to lymphoid 
blast crisis. Thus, aberrant AID upregulation causes genetic 
changes in various tumor-related genes in B cells, leading 
to their transformation.

The adverse mutagenic activity of AID is observed not 
only in B cells but also in T cells [84,85]. Ishikawa et al. 
[86] revealed that human T-cell leukemia virus type 1 
(HTLV-1)–infected T cells, which cause the development 
of adult T-cell leukemia (ATL), express higher levels of 
AID than uninfected T cells and normal peripheral blood 
mononuclear cells. One HTLV-1 product called Tax, a key 
factor for the leukemogenesis of HTLV-1–infected cells 
[87], transcriptionally activates the AID gene through the 
NF-κB canonical pathway. The fact that ATL cells also con-
stitutively express AID implies that mutations induced by 
Tax-activated AID contribute to tumorigenesis. Indeed, all 
transgenic mice with constitutive AID expression develop 
T-cell lymphomas with a number of point mutations in non-
Ig genes such as c-myc and T cell receptor genes [44,88].

5.2  Aberrant AID Expression in Epithelial 
Cells

As described in Section 3, AID expression in B cells is 
mainly enhanced by activation of the NF-κB canoni-
cal pathway. Alternatively, the NF-κB signaling pathway 
is deeply associated with various types of inflammatory 
responses and links inflammation to tumorigenesis in 
epithelial organs [89–91]. Recent evidence suggests that 
AID is aberrantly expressed not only in B cells but also in 
various types of cells and contributes to infection and/or  
inflammation-associated tumorigenesis.

5.2.1  Hepatocytes

Hepatocellular carcinoma (HCC) is one of the most com-
mon types of cancer, with a dismal outcome. Most HCC 
develops in patients with chronic liver disease, such as 
chronic hepatitis and liver cirrhosis caused by hepatitis 
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C virus (HCV) or hepatitis B virus (HBV) infection. The 
cumulative incidence rate of HCC is 18.1% for 5 years and 
45.6% for 10 years in chronic hepatitis patients with HCV 
infection [92]. Furthermore, most HCC tumors show mul-
ticentricity and develop from damaged liver tissue caused 
by chronic inflammation. These clinical features of HCC 
indicate that persistent inflammation is closely associated 
with the malignant transformation of hepatocytes and plays 
a critical role in hepatocarcinogenesis [93]. Using immuno-
histochemistry, Kou et al. [94] revealed that AID immunos-
taining is detected in not only infiltrating lymphocytes but 
also in the hepatocytes of liver tissue underlying chronic 
hepatitis or cirrhosis caused by HCV infection. In contrast, 
AID expression is not observed in normal hepatocytes. 
These findings suggest that AID expression is induced in 
hepatocytes by HCV infection and/or under inflamma-
tory conditions. Consistent with the immunohistochem-
istry on human clinical tissue specimens, AID expression 
is upregulated in response to stimulation by proinflamma-
tory cytokines, such as TNF-α or IL-1β, or expression of 
HCV core protein in cultured human hepatocytes [95,96]. 
This AID upregulation caused by TNF-α or viral protein 
is dependent on the NF-κB canonical pathway, consistent 
with previous findings that NF-κB activation is critical for 
the enhancement of AID expression in B cells. Indeed, the 
super-repressor form of IκBα, which is a specific NF-κB 
inhibitor, decreases TNF-α–mediated AID expression [95]. 
Furthermore, constitutive AID upregulation in hepatocytes 
induces nucleotide alterations in various non-Ig genes, 
including tumor-related genes such as p53 and c-myc. 
Interestingly, transgenic mice with AID overexpression fre-
quently develop HCC accompanied by the accumulation of 
p53 mutations [88,97]. These findings suggest that ectopic 
AID expression in hepatocytes contributes to enhance the 
susceptibility of mutagenesis, resulting in HCC develop-
ment with p53 mutations.

The physiologic implications of aberrant AID expression 
in inflamed hepatocytes are unclear at present. Interestingly, 
Liang et al. [98] recently reported that C/G to T/A muta-
tions are frequently observed in HBV nucleocapsid DNA 
when AID is overexpressed in hepatocytes with HBV rep-
lication. This accumulation of mutations is also detected in 
viral nucleocapsid RNA but not in RNA outside the nucleo-
capsid. Similarly, overexpression of chicken AID causes 
hypermutation in association with reduction of duck HBV 
covalently closed circular DNA levels [99]. Interestingly, 
IL-1β and TNF-α remarkably reduce host cell susceptibility 
to HBV infection through AID activity in hepatocytes [96]. 
These findings suggest that AID may have a role in antiviral 
defense in the HBV-infected liver and could regulate the 
activity of HBV replication, just as APOBEC3 family mem-
bers are capable of inducing hypermutations in the genome 
of human immunodeficiency virus-1 [100,101] and HBV 
[102,103].

5.2.2  Gastric Epithelial Cells

Most human gastric cancers develop in the stomach with 
chronic gastritis. The most important cause of chronic gas-
tric inflammation is Helicobacter pylori (H. pylori) infec-
tion, defined as a class 1 carcinogen for human gastric cancer 
[104,105]. H. pylori is subclassified to “cag” pathogenicity 
island (cagPAI)–positive and cagPAI-negative strains based 
on the presence of cagPAI, a 40-kb genome fragment con-
taining 31 genes [106,107]. The cagPAI-positive isolates 
are highly pathogenic to gastric epithelial cells compared 
with cagPAI-negative strains [108] and are a high risk fac-
tor for gastric cancer development [108–111]. In human 
stomach tissue, AID is aberrantly expressed in the gastric 
epithelial cells of stomach tissues with chronic gastritis 
induced by H. pylori infection, as well as in gastric adeno-
carcinoma cells. In contrast, normal gastric mucosa without 
inflammation does not express AID [112]. A recent clinical 
study showed that AID expression is strongly induced in 
H. pylori–infected gastric mucosa, especially in the antrum, 
and it is suppressed by H. pylori eradication therapy [113]. 
This ectopic AID expression level correlates with the sever-
ity of the gastritis and intestinal metaplasia. An in vitro 
study revealed that aberrant AID expression in gastric epi-
thelial cells is strongly induced by TNF-α stimulation via 
activation of the NF-κB canonical pathway. AID expres-
sion is also directly triggered by H. pylori infection. The 
cagPAI-positive strain is capable of introducing bacterial 
virulence factors into host gastric epithelial cells through 
a type IV secretion system, leading to NF-κB activation 
[104,114]. These findings indicate that both bacterial factors 
introduced into epithelial cells and inflammatory media-
tors such as TNF-α induced by H. pylori infection coop-
eratively enhance AID expression in an NF-κB–dependent  
manner. In addition, continuous AID expression in gastric 
epithelial cells results in the accumulation of somatic muta-
tions in p53 genes, which is thought to be important for 
gastric cancer development. The cyclin-dependent kinase 
inhibitor (CDKN)2B-CDKN2A locus, which encodes the 
potent suppressor proteins p16INK4a, p15INK4b, and p14ARF, 
was also identified as a target for AID [115]. Indeed, aber-
rant AID expression induces nucleotide alterations at the 
CDKN2B-CDKN2A locus in gastric epithelial cells. More-
over, AID causes preferential deletion of the CDKN2B-
CDKN2A locus in vitro, and oral H. pylori infection also 
triggers a reduction in the copy number of Cdkn2b-Cdkn2a 
in the gastric mucosa of wild-type mice, whereas it does not 
in AID-deficient mice [115]. Consistent with these findings, 
AID expression is necessary for the introduction of single-
strand DNA breaks in the CDKN2B gene in leukemia cells 
[116], and lymphoid blast crisis leukemia cells with strong 
AID expression frequently show deletion of the CDKN2B-
CDKN2A locus [83]. These findings indicate that AID 
expression induced by H. pylori infection with the resultant 
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chronic inflammation contributes to not only the accumu-
lation of nucleotide alterations but also to submicroscopic 
deletions in tumor-related genes (Figure 1).

5.2.3  Colonic Epithelial Cells

Colitis-associated cancer (CAC) was first reported as a 
complication of ulcerative colitis (UC) in 1925 and is now 
well known to be associated with inflammatory bowel dis-
ease. It is estimated that CAC is the cause of approximately 
15% of all deaths of patients with inflammatory bowel dis-
ease [117]. Several clinical studies revealed that the cumu-
lative risk of CAC development increases according to the 
disease duration and severity of inflammation [118–120]. 
In contrast to the “adenoma-carcinoma sequence,” which 
is a series of multistep genetic events that occurs in spo-
radic colorectal cancer development [121], p53 mutations 
are frequently detected in the early stage of CAC and 
are already present in the colonic mucosa of UC patients 

[122–124]. Endo et al. [125] showed that AID is aberrantly 
expressed in the inflamed colonic mucosa and CAC tissues 
of UC patients but not in normal colonic mucosa without 
inflammation. As is the case in HCC and gastric cancer, 
this AID expression is induced by TNF-α via NF-κB acti-
vation in colonic cells. It is well recognized that T helper 
cell (Th) 2 cytokines contribute to chronic inflammation in 
UC patients [126,127]. The excessive Th2 response leads 
to an increase in the secretion of specific cytokines, such as 
IL-4 and IL-13 that share a common receptor unit and acti-
vate the transcription factor STAT6 by phosphorylation to 
enhance the expression of various downstream molecules 
[128–130]. Interestingly, AID expression is also enhanced 
by treatment with IL-4 or IL-13 in a STAT6-dependent 
manner in human colonic cells [125]. Conversely, Th1 
cytokines such as IL-12 are activated dominantly in the 
intestinal tissues of patients with Crohn’s disease [131]. 
AID expression is also induced by IL-12 treatment in 
human colonic cells. Furthermore, the expression levels of 
both AID and IL-12, which are strongly upregulated in the 
colonic mucosa of IL-10–deficient mice, are suppressed 
by neutralizing IL-12p40 monoclonal antibody [132]. 
These findings suggest that AID expression is induced not 
only by NF-κB activation but also by Th1 and Th2 cyto-
kines in inflamed colonic epithelial cells. Because colonic 
epithelial cells are constitutively exposed to bacterial flora 
in the intestine, it is possible to assume that direct action 
of gut bacterium also may contribute to the aberrant AID 
expression in colonic epithelial cells.

6.  CONCLUSION

Aberrant expression of AID in response to pathogen infec-
tion with the resultant chronic inflammation provides a 
novel connection between inflammation and tumorigenesis. 
Other than the tumors mentioned above, several studies 
also have demonstrated aberrant AID expression in various 
epithelial tissues. For example, AID is closely associated 
with the development of cholangiocarcinoma and Barrett’s 
esophageal cancer [133,134]. TNF-α induces aberrant AID 
expression in mammary epithelial cells and is necessary for 
the epithelial–mesenchymal transition of breast cancer cells 
[135]. Similarly, AID expression is also induced in response 
to TNF-α in oral epithelium and contributes to the initiation 
of oral squamous cell carcinoma [136,137]. AID expression 
has been detected in a subset of human lung cancers [137]. 
Furthermore, recent studies revealed that not only AID but 
also other APOBEC family molecules act as DNA mutators 
and contribute to tumorigenesis in various organs. Burns 
et al. [138] showed that APOBEC 3B is upregulated in a 
variety of cancers, such as bladder, cervical, breast, head 
and neck, and lung, and is responsible for the mutagene-
sis in these tumors. Roberts et al. [139] analyzed multiple 
whole-genome and exome mutations datasets and found 

FIGURE 1 Various types of pathogens are capable of inducing aber-
rant AID expression in their targeted cells. Infection of EBV, HTLV-1, 
HCV, or H. pylori triggers upregulation of AID transcription through the 
activation of NF-κB canonical pathway. The infection with these patho-
gens itself directly induces NF-κB activation. Moreover, the resultant 
inflammatory response caused by HCV or H. pylori infection induces the 
production of proinflammatory cytokines such as TNF-α, which also con-
tribute to NF-κB activation. Activated NF-κB complex is translocated into 
nucleus and leads to the enhancement of AID transcription. Constitutive 
AID expression could induce the genetic alterations in various genes and 
contribute to the development of tumor cells.
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that many mutation clusters have the same alteration pat-
terns as those induced by APOBEC. These findings suggest 
that the nucleotide-editing enzymes have critical roles in 
inducing mutations in various cells, leading to tumorigene-
sis. Further studies of nucleotide-editing enzymes including 
AID will likely elucidate the mechanism of infection and/or 
inflammation-associated carcinogenesis and contribute to 
the development of novel cancer therapies.
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1.  INTRODUCTION

B cell lymphomas (BCLs) represent a heterogeneous group of 
biologically and clinically distinct neoplasms, including over 
40 subtypes derived from the malignant transformation of 
mature B cells. This chapter focuses on the molecular patho-
genesis of the most common and well-characterized types of 
BCL, including mantle cell lymphoma (MCL), follicular lym-
phoma (FL), diffuse large B cell lymphoma (DLBCL), Burkitt 
lymphoma (BL), and chronic lymphocytic leukemia (CLL), 
which also derives from mature B cells. Emphasis is given to 
the mechanisms of genetic lesion and the nature of the involved 
genes relative to the normal biology of B lymphocytes.

2.  THE CELL OF ORIGIN OF LYMPHOMAS

2.1  BCLs and the Germinal Center Reaction

With the exception of MCL, most BCLs derive from the 
malignant expansion of B cells arrested at various stages of 
germinal center (GC) transit. Although we refer to other chap-
ters in this book for a detailed description of the GC, we sum-
marize here aspects that are relevant to BCL pathogenesis.

GCs are specialized structures that form in peripheral 
lymphoid organs when mature, naive B cells encounter a for-
eign antigen for the first time, in the context of signals deliv-
ered by CD4+ T cells and antigen-presenting cells  (Figure 1) 
[1–3]. GCs are highly dynamic structures characterized by 
two histologically well-defined zones: the dark zone (DZ), 
which consists of rapidly proliferating centroblasts (CBs) 
(doubling time 6–12 h), and the light zone (LZ), which con-
sists of more quiescent cells termed centrocytes (CCs), amid 
a network of resident accessory cells (follicular dendritic  
cells, FDCs, and follicular T helper cells) [4,5]. The DZ is 
the site where GC B cells modify the variable region of their 

immunoglobulin genes (IGV) by the process of somatic 
hypermutation (SHM), which introduces mostly single-
nucleotide substitutions to change their affinity for the antigen 
[2,3,6–8]. Conversely, the LZ is the site of selection based on 
affinity to the antigen. A critical regulator of the GC reaction  
is BCL6 [9,10], a transcriptional repressor [11] whose 
expression in the mature B cell compartment is restricted to 
the GC and which is required for GC formation. BCL6 neg-
atively regulates the expression of >400 genes, including 
those involved in B cell receptor (BCR) and CD40 signaling 
[12,13],  T-cell-mediated B cell activation [12], induction of 
apoptosis [12,14], response to DNA damage (by modula-
tion of genes involved in the sensing and execution of DNA 
damage responses) [15–18], various cytokine and chemo-
kine signaling pathways (e.g., those triggered by interferon 
and TGFβ) [12,14], and plasma cell differentiation, via 
suppression of PRDM1/BLIMP1 [19–23]. This transcrip-
tional program suggests that BCL6 is critical to establishing 
the proliferative status of CBs and allowing the execution 
of antigen-specific DNA modification processes (SHM 
and class-switch recombination (CSR)) without eliciting 
responses to DNA damage. In addition, BCL6 prevents the 
reception of a variety of signaling pathways that could lead 
to premature activation and differentiation prior to selection 
for the survival of cells producing high-affinity antibodies.

After SHM in the DZ, CBs move to the LZ, where they 
encounter the antigen again through the interaction with CD4+ 
T cells and FDCs [1,3]. CCs expressing a BCR with high 
affinity for the antigen are selected for survival and differen-
tiation into memory cells and plasma cells [1,24] or reenter 
the DZ after stimulation by a variety of signals [4,5]. In the 
GC, CCs also undergo CSR, a DNA remodeling event that 
confers distinct effector functions to antibodies with identi-
cal specificities [24]. SHM and CSR represent B-cell-specific 
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functions that modify the genome of B cells via mechanisms  
involving single- or double-strand breaks and depend on the 
activity of the activation-induced cytidine deaminase (AID) 
enzyme [25–27], a notion that will become important in 
the understanding of the mechanisms generating genetic 
alterations in BCL. Once these processes are completed, 
two critical signals for licensing GC exit are represented 
by engagement of the BCR by the antigen and activation 
of the CD40 receptor by the CD40 ligand present on CD4+ 
T cells. These signals induce the activation of multiple 
pathways and also lead to downregulation of BCL6 at both 
the translational and the transcriptional level, thus restor-
ing DNA damage responses, activation, and differentiation 
capabilities.

This oversimplified description of the GC reaction is use-
ful to introduce two basic concepts for the understanding of 
BCL pathogenesis. First, the presence of SHM-mediated 
mutations in their rearranged IGV genes led to the conclusion 
that most BCL types derive from the clonal expansion of GC-
experienced B cells [28]. Second, most of the genetic lesions 
associated with BCL—namely chromosomal translocations 
and aberrant somatic hypermutation (ASHM)—are due to 
mistakes in the machinery that normally diversifies the IG 
genes during B lymphocyte differentiation, further supporting 
the GC origin of most BCL (Figure 2) [29].

FIGURE 1 The germinal center (GC) reaction and lymphomagenesis. Schematic representation of a lymphoid follicle illustrating the GC, the mantle 
zone, and the surrounding marginal zone. B cells that have successfully rearranged their IG genes in the bone marrow move to peripheral lymphoid organs 
as naive B cells. Upon encountering a T-cell-dependent antigen, B cells become proliferating centroblasts (CB) in the dark zone of the GC and subse-
quently transition into centrocytes (CC) in the light zone (LZ); these cells shuttle continuously between the dark and the LZ while undergoing iterative 
rounds of somatic hypermutation (SHM) and selection. Only GC B cells with high affinity for the antigen are positively selected to leave the GC and 
terminally differentiate into plasma cells or memory B cells; low-affinity clones are eliminated by apoptosis. Thick, blue arrows link various lymphoma 
subtypes to their postulated normal counterpart, as identified based on the expression of phenotypic markers and the presence of somatically mutated IGV 
genes. MCL, mantle cell lymphoma; FL, follicular lymphoma; BL, Burkitt lymphoma; DLBCL, diffuse large B cell lymphoma (GCB, germinal center 
B-cell-like; ABC, activated B-cell-like); MZL, marginal zone lymphoma of mucosa-associated lymphoid tissue; CLL, chronic lymphocytic leukemia; 
HCL, hairy cell leukemia; cHL, classical Hodgkin lymphoma; LPHD, lymphocyte predominant Hodgkin disease; MM, multiple myeloma.

FIGURE 2 Model for the initiation of chromosomal  translocations and 
aberrant somatic hypermutation (ASHM) during  lymphomagenesis. 
B cell non-Hodgkin lymphoma (B-NHL)-associated genetic lesions 
are favored by mistakes occurring during the physiologic processes of 
SHM and class-switch recombination (CSR) in the highly proliferative 
 environment of the germinal center (top). These events lead to chromo-
somal translocations, which in most cases juxtapose the IG genes to one 
of  several proto-oncogenes (e.g., BCL2 or MYC), and ASHM of multiple 
 target genes, contributing to the pathogenesis of lymphoma. AICDA, 
activation-induced cytidine deaminase; DLBCL, diffuse large B cell lym-
phoma; BL, Burkitt lymphoma.
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3.  MECHANISMS OF GENETIC LESION  
IN LYMPHOMA

3.1  Chromosomal Translocations

Chromosomal translocations represent the genetic hall-
mark of malignancies derived from the hematopoietic 
system. These events are generated through the reciprocal 
and balanced recombination of two chromosomes and are 
often recurrently associated with a given tumor type, in 
which they are clonally represented in each tumor case. 
In B cell malignancies, chromosomal translocations occur 
at least in part as a consequence of mistakes in IG gene 
remodeling mechanisms and, based on the characteristics 
of the chromosomal breakpoint, can be broadly divided 
into three groups: (1) translocations derived from mistakes 
of the RAG-mediated V(D)J recombination process, as it 
is the case for translocations involving IGH and CCND1 in 
MCL or IGH and BCL2 in FL [29–31]; (2) translocations 
mediated by errors in the AID-dependent CSR process, 
such as those involving the IG genes and MYC in sporadic 
BL [29]; and (3) translocations occurring as by-products 
of the AID-mediated SHM mechanism, which also gener-
ates DNA breaks, such as those joining the IG and MYC 
loci in endemic BL [29]. In lymphoma-prone mouse mod-
els, removal of AID was sufficient to abrogate the gen-
eration of MYC–IGH translocations in normal B cells 
undergoing CSR [32,33] and to prevent the development 
of GC-derived B cell non-Hodgkin lymphoma (B-NHL) 
[34,35], thus providing conclusive experimental evidence 
for the involvement and requirement of IG gene remodel-
ing mechanisms in the pathogenesis of BCL.

In all BCL-associated chromosomal translocations, 
the chromosomal recombination site occurs in the prox-
imity of a proto-oncogene. In contrast to acute leukemias, 
the coding domain of the oncogene is not affected by the 
translocation and no gene fusion is generated. Conversely, 
heterologous regulatory sequences derived from the part-
ner chromosome are juxtaposed in front of the oncogene, 
deregulating its pattern of expression (proto-oncogene 
deregulation) (Figure 3). This process is defined as homo-
topic when a proto-oncogene whose expression is tightly 
regulated in the normal tumor counterpart becomes con-
stitutively expressed in the lymphoma cell, and hetero-
topic when the proto-oncogene is not expressed in the 
putative normal counterpart of the tumor cell and under-
goes ectopic expression in the lymphoma. The heterolo-
gous regulatory sequences responsible for proto-oncogene 
deregulation are often derived from antigen receptor loci, 
which are expressed at high levels in the target tissue 
[29]. However, in certain translocations, such as the ones 
involving BCL6 in DLBCL, different promoter regions 
from distinct chromosomal sites can be found juxtaposed 
to the proto-oncogene in individual tumor cases, leading 
to so-called “promiscuous” translocations [36–43]. The 
molecular cloning of the genetic loci involved in most 
recurrent translocations has led to the identification of 
a number of proto-oncogenes that play important roles 
 lymphomagenesis.

3.2  Copy Number Gains and Amplifications

In addition to chromosomal translocations, the structure 
of proto-oncogenes and their pattern of expression can be 

FIGURE 3 Molecular basis of Burkitt lymphoma (BL) pathogenesis. The most common genetic lesions associated with BL are shown. Stars indicate 
genes targeted by activating mutations and breaks denote genes targeted by inactivating events.
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altered by copy number (CN) gains and amplifications, 
which lead to overexpression of an intact protein. Compared 
to epithelial cancers, only a few genes have been identified 
so far as specific targets of amplification in BCL, including 
REL and BCL2 in DLBCL [44–47] and the genes encod-
ing PD-1 ligands in primary mediastinal B cell lymphoma 
(PMBCL) [48].

3.3  Gain-of-Function Mutations

The biological properties of a proto-oncogene can also 
be altered by somatic point mutations affecting its coding 
sequences, which may lead to stabilization or constitutive 
activation of its protein product by several mechanisms. The 
use of massively parallel sequencing technologies has revo-
lutionized the field by allowing the identification of numer-
ous previously unappreciated targets of somatic mutations 
in cancer, including lymphomas. These genes are discussed 
here in individual disease sections. Of note, mutations in 
the RAS genes, a very frequent proto-oncogene alteration in 
human neoplasia, are rare in lymphomas [49].

3.4  Inactivating Mutations and Deletions

Inactivation of the TP53 tumor suppressor gene, possibly 
the most common target of genetic alteration in human can-
cer [50], is found at relatively low frequencies and restricted 
to specific disease subtypes, such as BL and DLBCL 
derived from the transformation of FL or CLL [51,52]. The 
mechanism of TP53 inactivation in BCL is analogous to  
that observed in human neoplasia in general, entailing point 
mutation of one allele and chromosomal deletion or muta-
tion of the second allele. Recent efforts taking advantage 
of genome-wide technologies revealed several additional  
candidate tumor suppressor genes that are lost in BCL 
through specific chromosomal deletions and/or deleteri-
ous mutations. These include the PRDM1/BLIMP1 gene 
on 6q21, which is biallelically inactivated in ∼25% of 
activated B-cell-like (ABC) DLBCL cases [53–55], and 
the gene encoding the negative NF-κB regulator A20 on 
chromosome 6q23, which is inactivated in ABC-DLBCL, 
PMBCL, and subtypes of marginal-zone and Hodgkin 
lymphoma (HL) [56–59]. Monoallelic inactivating muta-
tions and deletions were found to affect the acetyltransfer-
ase genes CREBBP and EP300 in a significant proportion 
of DLBCL and FL, suggesting a role as haploinsufficient 
tumor suppressors [60]. These two lymphoma types also 
harbor truncating mutations of MLL2, which encodes a 
methyltransferase and is mutated in multiple cancer types 
[61]. In over 50% of CLL cases, CN losses affect the 
DLEU2/miR15-a/16.1 cluster on chromosome 13q14.3 
[62–66], whereas the CDKN2A/B (p16/INK4a) locus is 
inactivated by focal homozygous deletions in a substantial 
fraction of transformed FL (tFL), Richter syndrome (RS), 

and ABC-DLBCL cases and more rarely by epigenetic tran-
scriptional silencing in various BCLs [67–71].

3.5  Aberrant SHM

The term “aberrant somatic hypermutation” refers to a mal-
function in the physiologic SHM process, leading to the 
mutation of multiple non-IG genes [72] in specific subtypes 
of BCL, and most commonly in DLBCL, in which over 
10% of actively transcribed genes have been found mutated 
as a consequence of ASHM.

In normal GC B cells, the process of SHM is tightly 
regulated and introduces mutations only in the rearranged 
IgV genes [6] as well as in the 5′ region of a few other 
genes, including BCL6 and the CD79 components of the 
BCR [73–76], although the functional role of mutations 
found in non-IG genes remains obscure. Conversely, mul-
tiple mutational events can be found in numerous loci in 
over half of DLBCL cases and, at lower frequencies. in a 
few other lymphoma types [72,77–81]. The identified target 
loci include several well-known proto-oncogenes such as 
PIM1, PAX5, and MYC [72]. These mutations are typically 
distributed within ∼2 kb from the transcription initiation site 
(the hypermutable domain in the IG locus) and, depending 
on the genomic configuration of the target gene, may affect 
nontranslated as well as coding regions, with the potential 
of altering their function [72]. Indeed, a significant num-
ber of amino acid substitutions in the MYC protein were 
documented to have functional consequences in activating 
its oncogenic potential [82]. Nonetheless, the mechanism 
involved in ASHM and a comprehensive genome-wide 
characterization of its consequences are still lacking.

3.6  Infectious Agents

Genetic changes, by virtue of the introduction of viral 
genomes in B cells, are also associated with the pathogen-
esis of lymphoma. At least two viruses are associated with 
specific BCLs by direct infection of B cells: Epstein–Barr 
virus (EBV) and human herpesvirus-8 (HHV-8/KSHV). 
Other infectious agents, including human immunodefi-
ciency virus (HIV), hepatitis C virus, Helicobacter pylori, 
and Chlamydophila psittaci, have an indirect role in NHL 
pathogenesis by impairing the immune system and/or pro-
viding chronic antigenic stimulation.

EBV was initially identified in cases of endemic African 
BL [83,84] and subsequently detected also in a fraction of 
sporadic BL, HIV-related lymphomas, and primary effu-
sion lymphomas (PEL) [85–90]. Much evidence supports a 
pathogenetic role for this virus in NHL. First, EBV is able 
to significantly alter the growth of B cells [91]; second, 
EBV-infected lymphomas usually display a single form of 
the otherwise highly heterogeneous fused EBV genome ter-
mini, suggesting that the lymphoma cell population derived 
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from the clonal expansion of a single infected cell [85,86]. 
Nonetheless, the role of EBV in lymphomagenesis remains 
unclear, because the virus infects virtually all humans at 
some point in their life and its transforming genes are not 
commonly expressed in the tumor cells of BL.

The HHV-8 gamma-herpesvirus was initially identi-
fied in tissues of HIV-related Kaposi sarcoma [92] and 
subsequently found to infect PEL cells as well as a large 
proportion of multicentric Castleman disease [93–96]. Phy-
logenetic analysis has shown that the closest relative of 
HHV-8 is Herpesvirus saimiri, a gamma-2 herpesvirus of 
primates associated with T cell lymphoproliferative disor-
ders [97]. Like other gamma-herpesviruses, HHV-8 is also 
lymphotropic and can infect lymphocytes both in vitro and 
in vivo [92,95,96]. Lymphoma cells naturally infected by 
HHV-8 harbor the viral genome in its episomal configura-
tion and display a marked restriction of viral gene expres-
sion, suggesting a pattern of latent infection [97].

4.  MOLECULAR PATHOGENESIS OF MOST 
COMMON LYMPHOMA TYPES

4.1  Mantle Cell Lymphoma

MCL comprises ∼5% of all BCL diagnoses and is gener-
ally regarded as incurable [67,98]. Based on its mature B 
cell phenotype, and the absence of SHM-associated muta-
tions in the majority of cases, MCL has been historically 
considered as derived from naive, pre-GC peripheral B 
cells located in the inner mantle zone of secondary follicles 
(Figure 1). More recently, the identification of cases that 
harbor mutated IGHV genes (15–40% of all diagnoses) 
has revealed the existence of distinct molecular subtypes, 
including one influenced by the GC environment.

MCL is typically associated with the t(11;14)(q13;q32) 
translocation, which juxtaposes the IGH gene to a region 
containing the CCND1 gene on chromosome 11q13  
[99–101]. The translocation causes heterotopic deregulation 
and overexpression of cyclin D1, a member of the D-type 
G1 cyclins that regulates the early phases of the cell cycle 
and is normally not expressed in resting B cells [102–104]. 
In addition to t(11;14), ∼10% of MCLs overexpress aber-
rant or shorter cyclin D1 transcripts, as a consequence of 
secondary rearrangements, microdeletions, or point muta-
tions in the gene 3′ untranslated region [105–107]. These 
alterations lead to cyclin D1 overexpression through the 
removal of destabilizing sequences and the consequent 
increase in the mRNA half-life, and are more commonly 
observed in cases characterized by high proliferative activ-
ity and a more aggressive clinical course [108]. The patho-
genic role of cyclin D1 deregulation in human neoplasia 
is suggested by the ability of the overexpressed protein to 
transform cells in vitro and to promote B cell lymphoma-
genesis in transgenic mice, although only when combined 

to other oncogenic events [109,110]; however, an animal 
model that faithfully recapitulates the features of the human 
MCL is still lacking. Importantly, the frequency and speci-
ficity of lesions causing the ectopic expression of cyclin D1 
in the tumor cells provide an excellent immunohistochemi-
cal marker for MCL diagnosis [98].

Other genetic alterations involved in MCL include 
genomic deletions and mutations inactivating the ATM gene 
(50% of SOX11-positive cases) [111], loss of TP53 (20% 
of patients, typically associated with adverse prognosis) 
[112], and inactivation of the CDKN2A gene by deletions, 
point mutations, or promoter hypermethylation [113]. Also 
associated with aggressive tumors are mutations activating 
the Notch signaling pathway, including NOTCH1 (12% of 
clinical samples) and NOTCH2 (5% of samples). These 
alterations are mutually exclusive and mostly consist of 
truncating events that remove the PEST sequences required 
for protein degradation, leading to protein stabilization 
[114,115]. In a small number of cases, BMI1 is amplified 
and/or overexpressed, possibly as an alternative mechanism 
to the loss of the CDKN2A cell cycle regulator gene [116]. 
Finally, less common, yet recurrent and thus presumably 
functionally significant mutations involve genes encoding 
the antiapoptotic protein BIRC3, the Toll-like receptor 2 
(TLR2), the chromatin modifiers WHSC1 and MLL2, and 
the MEF2B transcription factor [114].

4.2  Burkitt Lymphoma

BL is an aggressive lymphoma deriving from GC B cells 
and resembling in particular transformed DZ CBs, as docu-
mented by the presence of highly mutated IGHV sequences 
[117–120] and the expression of a related transcriptional 
signature [121,122]. BL includes three clinical variants: 
sporadic BL (sBL), endemic BL (eBL), and HIV-associated 
BL, which is often diagnosed as the initial manifestation of 
acquired immunodeficiency syndrome (AIDS) [98].

All BL cases are associated with chromosomal translo-
cations involving the MYC gene on region 8q24 and one of 
the IG loci on the partner chromosome [123,124]. In ∼80% 
of cases, this is represented by the IGH locus, leading to the 
characteristic t(8;14)(q24;q32), whereas in the remaining 
20% of cases either IGκ (2p12) or IGλ (22q11) is involved 
[123–126]. Although fairly homogeneous at the microscopic 
level, these translocations show a high degree of molecular 
heterogeneity, because the breakpoints are located 5′ and 
centromeric to MYC in t(8;14) but map 3′ to MYC in t(2;8) 
and t(8;22) [127]. Further molecular heterogeneity derives 
from the exact breakpoint sites observed on chromosomes 
8 and 14 in t(8;14): translocations of eBL tend to involve 
sequences at an undefined distance (>1000 kb) 5′ to MYC on 
chromosome 8 and sequences within or in proximity to the 
IG JH region on chromosome 14 [128,129]. In sBL, t(8;14) 
preferentially involves sequences within or immediately  
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5′ to MYC (<3 kb) on chromosome 8 and within the IG-
switch regions on chromosome 14 [128,129]. The different 
molecular architecture of these translocations is thought 
to reflect the distinct mechanism of IG gene remodeling 
involved in their generation, i.e., CSR in sBL and AIDS-BL 
and SHM in eBL [29].

The common consequence of t(8;14), t(2;8), and t(8;22) 
is the ectopic and constitutive overexpression of the MYC 
proto-oncogene [130–132], which is normally absent in the 
majority of proliferating GC B cells [9], in part because of 
BCL6-mediated transcriptional repression [133]. Oncogenic 
activation of MYC in BL is mediated by at least three distinct 
mechanisms: (1) juxtaposition of the MYC coding sequences 
to heterologous enhancers derived from the IG loci [130–132]; 
(2) structural alterations of the gene 5′ regulatory sequences, 
which alter the responsiveness to cellular factors controlling its  
expression [134]; in particular, the MYC exon 1/intron 1 junc-
tion encompasses critical regulatory elements that are either 
decapitated by the translocation or mutated in the translocated 
alleles; (3) amino acid substitutions within the gene exon 2 
encoding the protein transactivation domain [135,136]; these 
mutations can abolish the ability of p107, a nuclear protein 
related to RB1, to suppress MYC activity [137] or can increase 
protein stability [82,138].

MYC is a nuclear phosphoprotein that functions as a 
sequence-specific DNA-binding transcriptional regulator 
controlling the transcription of target genes with diverse 
roles in regulating cell growth by affecting DNA replica-
tion, energy metabolism, protein synthesis, and telomere 
elongation [139–141]. The deregulated expression of this 
function is typically involved in malignant transforma-
tion. Furthermore, deregulated MYC expression is thought 
to cause genomic instability and thus contribute to tumor 
progression by facilitating the occurrence of additional 
genetic lesions [142]. Dysregulation of MYC expression in 

a number of transgenic mouse models leads to the develop-
ment of aggressive BCLs with high penetrance and short 
latency [82,143,144]. In particular the deregulated expres-
sion of MYC in mature B cells leads to lymphomagenesis 
with features highly reminiscent of human BL [144].

Exome sequencing has revealed additional oncogenic 
mechanisms that cooperate with MYC in the development 
of this aggressive lymphoma. Mutations of the transcrip-
tion factor TCF-3 (10–25%) and its negative regulator ID3 
(35–58%) are highly recurrent in all three subtypes of BL, 
in which they promote tonic (antigen-independent) BCR 
signaling and sustain survival of the tumor cell by engag-
ing the phosphoinositide 3-kinase pathway (Figure 4) [145]. 
In addition, TCF-3 can promote cell-cycle progression by 
transactivating CCND3. Notably, CCND3 is itself a target 
of gain-of-function mutations in 38% of sBL; these events 
affect conserved residues in the carboxyl terminus of this 
D-type cyclin, which are implicated in the control of protein 
stability, leading to higher expression levels. Other com-
mon genetic lesions include loss of TP53 by mutation and/
or deletion (35% of both sBL and eBL cases) [51], inacti-
vation of CDKN2B by deletion or hypermethylation (17% 
of samples) [71], and deletions of 6q, detected in ∼30% of 
cases, independent of the clinical variant [146]. Finally, one 
contributing factor to the development of BL is monoclonal 
EBV infection, present in virtually all cases of eBL and in 
∼30% of sBL and AIDS-BL [83,85,147,148]. However, BL 
cells lack the expression of both EBV transforming antigens 
LMP1 and EBNA2, thus casting doubts on the pathogenetic 
role of this virus in BL [149].

4.3  Follicular Lymphoma

FL, the second most common type of B-NHL (∼20% of 
diagnoses), is an indolent but largely incurable disease, 

FIGURE 4 Genetic lesions associated with DLBCL. The most common genetic alterations identified in GCB-DLBCL, ABC-DLBCL, and PMBCL 
are shown; some of these lesions can be variably found in both phenotypic subtypes of the disease, whereas others are preferentially segregated with indi-
vidual molecular subtypes. Loss-of-function alterations are in black and gain-of-function events are in red. The biological functions/signaling pathways 
affected by the lesions are indicated by color-coded squares as explained in the key. DLBCL, diffuse large B cell lymphoma; GCB, germinal center B 
cell-like; ABC, activated B-cell-like; PMBCL, primary mediastinal B cell lymphoma; M, mutation; D, deletion; Tx, translocation; Amp, amplification.
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characterized by a continuous pattern of progression and 
relapse that often culminates in its histologic transformation 
to an aggressive lymphoma with a DLBCL phenotype and a 
dismal prognosis (20–30% of cases) [150,151]. The ontog-
eny of FL from a GC B cell is supported by the expression 
of specific GC B cell markers such as BCL6 and CD10, 
together with the presence of somatically mutated IG genes 
showing evidence of ongoing SHM activity [1].

Chromosomal translocations affecting the IG and BCL2 
loci on chromosome band 18q21 are detected in 80–90% 
of cases [100,152–155]. These rearrangements join the 3′ 
untranslated region of BCL2 to an IG JH segment, resulting 
in the ectopic expression of BCL2 in GC B cells [152,153, 
156–160], in which its transcription is normally repressed 
by BCL6 [14,23]. Approximately 70% of the breakpoints on 
chromosome 18 cluster within the major breakpoint region, 
and the remaining 5–25% map to the more distant minor 
cluster region, located ∼20 kb downstream of the BCL2 gene 
[152,153,156,157]. Rearrangements involving the 5′ flanking 
region of BCL2 have been described in a minority of cases 
[161]. The BCL2 gene encodes a 26-kDa integral membrane 
protein that controls the cell apoptotic threshold by prevent-
ing programed cell death and may thus contribute to lympho-
magenesis by inducing apoptosis resistance in tumor cells 
independent of antigen selection. Additional genetic aber-
rations include mutations in multiple epigenetic modifiers, 
including the methyltransferase MLL2 (80–90% of cases), 
the Polycomb-group oncogene EZH2 (7% of patients), the 
acetyltransferases CREBBP and EP300 (40% of cases), and 
multiple linker histone genes, which may all contribute to 
transformation by remodeling the epigenetic landscape of 
the precursor tumor cell [60,61,162,163]. A major role is 
also played by chronic antigen stimulation [164,165].

Exome sequencing and CN analysis of sequential, clon-
ally related FL and tFL biopsies has allowed the character-
ization of the molecular events that are specifically acquired 
during histologic progression to DLBCL. Transformed-FL-
specific lesions include inactivation of CDKN2A/B through 
deletion, mutation, and hypermethylation (one-third of 
patients) [68,166]; rearrangements and amplifications of 
MYC [167]; TP53 mutations/deletions (25–30% of cases) 
[52,168–170]; loss of chromosome 6 (20%) [146]; ASHM 
[68]; and, although larger cohorts of patients will need to 
be studied, biallelic inactivation of the gene encoding B2M 
[68]. The last leads to loss of HLA class I expression on the 
cell surface of the tumor cells, suggesting that escape from 
immune surveillance may be important for FL transforma-
tion to DLBCL.

4.4  Diffuse Large B Cell Lymphoma

DLBCL accounts for ∼40% of all new diagnoses in adult-
hood, including cases that arise de novo and cases that 
derive from the clinical evolution of various, less aggressive 

B-NHL types such as FL and CLL [98,171]. Based on gene 
expression profile analysis, at least three well-characterized 
molecular subtypes have been recognized within this diag-
nostic entity, and they reflect the derivation from various 
stages of B cell development [172]. Germinal center B cell-
like (GCB) DLBCL appears to derive from GC B cells with 
a phenotype intermediate between CB and CC [172,173]; 
ABC-DLBCL shows a transcriptional signature related to 
BCR-activated B cells or to B cells committed to plasma-
blastic differentiation; and PMBCL is postulated to arise 
from post-GC thymic B cells; the remaining 15–30% of 
cases remain unclassified [172,174–176]. Stratification 
according to gene expression profiles has prognostic value, 
because patients diagnosed with GCB-DLBCL display bet-
ter overall survival compared to those with ABC-DLBCL 
[47,177,178].

The heterogeneity of DLBCL is reflected by the multi-
tude of genetic lesions that are associated with its pathogene-
sis. Compared to other B cell malignancies, DLBCL shows a 
significantly higher degree of genomic complexity, harboring 
on average ∼50–100 lesions/case, with significant diversity 
across patients [61,179,180]. Although many of the lesions 
identified can be variably found in both molecular subtypes 
of the disease, consistent with a general role during trans-
formation, others seem to be preferentially or exclusively 
associated with individual DLBCL subtypes, indicating that 
GCB- and ABC-DLBCL utilize distinct oncogenic pathways 
(Figure 5).

The most prominent program disrupted in DLBCL, 
independent of subtype, is represented by epigenetic modi-
fications due to mutations in the CREBBP/EP300 acet-
yltransferase genes (35% of cases) and the MLL2 H3K4 
trimethyltransferase (∼30% of all DLBCLs) [60,61]. These 
lesions may favor tumor development by reprogramming 
the cancer epigenome and, in the case of CREBBP/EP300, 
by altering the balance between the activity of the BCL6 
oncogene, which is typically inactivated by acetylation, and 
that of the tumor suppressor p53, which requires acetylation 
at specific residues for its function [60].

Deregulated activity of the BCL6 oncoprotein by a multi-
tude of genetic lesions is also a major contributor to DLBCL 
pathogenesis, in both GCB- and ABC-DLBCL. Chromo-
somal rearrangements of the BCL6 gene at band 3q27 are 
observed in up to 35% of cases [181–183], although with 
a twofold higher frequency in the ABC-DLBCL subtype 
[184]. These rearrangements juxtapose the intact coding 
domain of BCL6 downstream and in the same transcriptional 
orientation to heterologous sequences derived from the part-
ner chromosome, including IGH (14q23), IGκ (2p12), IGλ 
(22q11), and at least 20 other chromosomal sites unrelated 
to the IG loci [36–43]. The majority of these translocations 
result in a fusion transcript in which the promoter region and 
the first noncoding exon of BCL6 are replaced by sequences 
derived from the partner gene [37,185]. Because the common 
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denominator of these promoters is a broader spectrum of 
activity throughout B cell development, including expres-
sion in the post-GC differentiation stage, the translocation is 
thought to prevent the downregulation of BCL6 expression 
that is normally associated with differentiation into post-GC 
cells. Deregulated expression of an intact BCL6 gene prod-
uct is also sustained by a variety of indirect mechanisms, 
including gain-of- function mutations in its positive regula-
tor MEF2B (∼11% of cases) [186], inactivating mutations/
deletions of CREBBP/EP300 [60], and mutations/deletions 
of FBXO11 (∼5%) [187], which encodes a ubiquitin ligase 
involved in the control of BCL6 protein degradation. These 
lesions play a critical role in lymphomagenesis by enforcing 
the proliferative phenotype typical of GC cells, by suppress-
ing proper DNA damage responses, and by blocking termi-
nal differentiation. Accordingly, a mouse model of enforced 
deregulated BCL6 expression in GC B cells  develops 
DLBCL [188].

DLBCL cells have also acquired the ability to escape 
both arms of immune surveillance, including cytotoxic T 
lymphocyte-mediated cytotoxicity (through genetic loss 
of the B2M/HLA-I genes) and NK cell-mediated death 
(through genetic loss of the CD58 molecule) [189]. Analo-
gous effects may be achieved in PMBCL by disruption of 
the MHC-II transactivator CIITA and amplification of the 
genes encoding the immunomodulatory proteins PDL1/
PDL2 [190]. Finally, approximately 50% of all DLBCLs 

are associated with ASHM [72]. The number and identity 
of the genes that accumulate mutations in their coding and 
noncoding regions due to this mechanism varies in different 
cases and is still largely undefined. ASHM may therefore 
contribute to the heterogeneity of DLBCL via the alteration 
of different cellular pathways in different cases.

4.4.1  GCB-DLBCL

Genetic lesions specific to GCB-DLBCL include the 
t(14;18) and t(8;14) translocations, which deregulate the 
BCL2 and MYC oncogenes in 34% and up to 10% of cases, 
respectively [23,47,191–193]. Also exquisitely restricted to 
this subtype are mutations of the EZH2 gene [162], which 
encodes a histone methyltransferase responsible for trimeth-
ylating Lys27 of histone H3; mutations of the S1PR2 adaptor 
protein GNA13 [61,179], which is involved in the ability of 
DLBCL to spread; deletions of the tumor suppressor PTEN 
[69,194]; and mutations affecting an autoregulatory domain 
within the BCL6 untranslated exon 1 [184,195,196]. The 5′ 
sequence of BCL6 is mutated in up to 75% of DLBCL cases 
[75,197,198] reflecting the activity of the physiologic SHM 
mechanism that operates in normal GC B cells [75,199]. 
However, functional analysis of numerous mutated BCL6 
alleles uncovered a subset of mutations that are specifically 
associated with GCB-DLBCL [195] and deregulate BCL6 
transcription by disrupting an autoregulatory circuit through 

FIGURE 5 Pathway lesions in ABC-DLBCL. Schematic representation of the signaling pathways induced after engagement of the BCR by the antigen 
(sphere), CD40–CD40L interaction, and activation of the TLR. All these signals converge on activation of the NF-κB pathway and lead to upregulation 
of multiple genes including IRF4 and A20. IRF4, in turn, downregulates BCL6 expression, allowing the release of BLIMP1 expression. This pathway is 
disrupted at multiple levels in ABC-DLBCL owing to genetic lesions that favor the antiapoptotic and pro-proliferative function of NF-κB, induce chronic 
active BCR and JAK/STAT3 signaling, and block terminal B cell differentiation through mutually exclusive deregulation of BCL6 and inactivation of 
BLIMP1. DLBCL, diffuse large B cell lymphoma; ABC, activated B-cell-like; BCR, B cell receptor; TLR, Toll-like receptor.
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which the BCL6 protein controls its own expression levels 
by binding to the promoter region of the gene [195,196] 
or by preventing CD40-induced BCL6 downregulation in 
post-GC B cells [200]. However, the full extent of muta-
tions deregulating BCL6 expression has not been character-
ized, and therefore the fraction of DLBCL cases carrying 
abnormalities in BCL6 remains unclear.

4.4.2  ABC-DLBCL

A predominant feature of ABC-DLBCL is the constitutive 
activation of the NF-κB signaling pathway, initially evi-
denced by the selective expression of a signature enriched 
in NF-κB target genes and by the requirement of NF-κB 
for proliferation and survival in ABC-DLBCL cell lines 
[201]. Constitutive NF-κB activation is caused by a variety 
of alterations affecting positive and negative regulators of 
NF-κB. In up to 30% of cases, the TNFAIP3 gene encod-
ing the negative regulator A20 is biallelically inactivated 
by mutations and/or deletions, thus preventing termination 
of NF-κB responses [56,57]. The tumor suppressor role of 
A20 was documented by the observation that reconstitu-
tion of A20-knockout cell lines with a wild-type protein 
induces apoptosis and blocks proliferation, in part due to 
suppression of NF-κB activity [56,57]. In an additional 
∼10% of ABC-DLBCL cases, the CARD11 gene is targeted 
by oncogenic mutations clustering in the protein coiled-coil 
domain and enhancing its ability to transactivate NF-κB tar-
get genes [202]. Finally, nearly 30% of ABC-DLBCL cases 
recurrently show a hot-spot mutation (L265P) in the intra-
cellular Toll/interleukin-1 receptor domain of the MyD88 
adaptor molecule, which has the potential to activate NF-κB 
as well as JAK/STAT3 transcriptional responses [203]. At 
lower frequencies, mutations were found in a number of 
genes that encode NF-κB components, overall accounting 
for over half of all ABC-DLBCLs [56] and suggesting that 
yet unidentified lesions may be responsible for the NF-κB 
activity in the remaining fraction of cases.

ABC-DLBCLs also display evidence of chronic active 
BCR signaling (leading to NF-κB activation), which is asso-
ciated with somatic mutations affecting the immunoreceptor 
tyrosine-based activation motif signaling modules of CD79B 
and CD79A in 20% of ABC-DLBCL samples, but rarely in 
other DLBCLs [204]. Moreover, silencing of several BCR 
proximal and distal subunits is toxic to ABC-DLBCL. These 
findings provided genetic evidence supporting the develop-
ment of therapies targeting BCR signaling [204]. Indeed, 
kinase inhibitors that interfere with this signaling pathway, 
and in particular the Bruton tyrosine kinase inhibitor Ibrutinib, 
are emerging as a new treatment paradigm for ABC-DLBCL.

Terminal B cell differentiation is disrupted in ∼25% of 
ABC-DLBCL by biallelic truncating or missense mutations 
and/or genomic deletions involving the PRDM1/BLIMP1 
gene, and in another 25% of cases by transcriptional 

repression of BLIMP1 through constitutively active BCL6 
alleles involved in chromosomal translocations [53–55]. 
The PRDM1 gene encodes a zinc finger transcriptional 
repressor that is required for terminal B cell differentiation 
[205]. Thus, BLIMP1 inactivation contributes to lympho-
magenesis by blocking post-GC B cell differentiation. Con-
sistently, translocations deregulating the BCL6 gene and 
BLIMP1 inactivation are mutually exclusive in DLBCL, 
suggesting that these alterations represent alternative onco-
genic mechanisms contributing to lymphomagenesis by 
blocking post-GC differentiation (Figure 5).

4.4.3  PMBCL

PMBCL is postulated to derive from thymic B cells in the 
mediastinum and displays a unique transcriptional profile 
highly similar to HL [175,176]. A genetic hallmark of both 
PMBCL and HL is the amplification of chromosomal region 
9q24, detected in nearly 50% of patients [69,206]. This rela-
tively large interval encompasses multiple genes of possible 
pathogenetic significance, including the gene encoding the 
JAK2 tyrosine kinase and the PDL1/PDL2 genes, which 
encode inhibitors of T cell responses [48,69,206,207] and 
have been linked to impaired antitumor immune responses 
in several cancers. Other lesions affecting regulators of 
immune responses in PMBCL include genomic breakpoints 
and mutations of the MHC class II transactivator gene CIITA, 
which may reduce tumor cell immunogenicity by down-
regulating surface HLA class II expression [190]. In addi-
tion to contributing to immune escape, elevated expression 
levels of these genes may in part explain the unique features 
of these lymphoma types, which are characterized by a sig-
nificant inflammatory infiltrate. PMBCL also shares with HL 
the presence of genetic lesions affecting the NF-κB pathway 
and the deregulated expression of receptor tyrosine kinases 
[59,208–210]. In particular, mutations of the transcription 
factor STAT6, amplifications/overexpression of JAK2 (which 
promotes STAT6 activation via IL-3/IL-4), and inactivat-
ing mutations of its negative regulator SOCS1 are highly 
recurrent in PMBCL. Taken together, these lesions suggest 
that deregulation of the JAK/STAT signaling pathway is an 
important contributor to PMBCL pathogenesis.

4.4.4  DLBCL Derived from CLL and FL 
Transformation

Exome sequencing of sequential biopsies of CLL/RS and  
FL/tFL have provided insights onto the mechanisms under-
lying these transformation processes. These studies allowed 
the reconstruction of the evolutionary history of the domi-
nant tumor clone during transformation, revealing that FL 
and tFL derive from a common mutated precursor clone 
by divergent evolution involving the disruption of distinct 
genes and pathways, including CDKN2A/B loss, TP53 
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loss, MYC translocations, ASHM, and B2M inactivation 
[68,163]. Conversely, RS typically derives from the domi-
nant CLL clone through a linear pattern, involving the main-
tenance of the CLL-associated lesions and the acquisition 
of new ones, including NOTCH1 mutations, CDKN2A/B 
loss, TP53 loss, and MYC translocations [70]. Finally, com-
parison with de novo DLBCL showed that, despite their 
morphologic resemblance, the genomic landscapes of RS 
and tFL are largely unique because they are characterized 
by distinct combinations of alterations otherwise not com-
monly observed in de novo DLBCL [68,70]. In conclusion, 
the histologic diagnosis of DLBCL may include at least five 
genetically distinct diseases: GCB-DLBCL, ABC-DLBCL, 
PMBCL, tFL, and RS DLBCL. This distinction may have 
important future implications for the development of tar-
geted therapies.

4.5  Chronic Lymphocytic Leukemia

CLL is an indolent malignancy whose precise cellular ori-
gin has been remarkably controversial. CLL cases can carry 
mutated or unmutated IGHV genes [211,212] but, based on 
gene expression profile analysis, they all share a homoge-
neous signature that is more related to that of CD27+ mem-
ory and marginal zone B cells [213,214]. The histogenetic 
heterogeneity of CLL carries prognostic relevance, because 
cases with mutated IG genes associate with a significantly 
longer survival [215,216]. Intriguingly, 6% of the normal 
elderly population develops a monoclonal B cell lympho-
cytosis (MBL) that is considered the precursor to CLL in 
1–2% of cases [217]. Analysis of the IG gene repertoire 
in these patients indicates the “stereotypic” use of a recur-
rent restricted subset of V regions in different CLL cases 
[218–223], strongly supporting a role for antigen receptor 
signaling in CLL pathogenesis.

In contrast with other BCLs, and consistent with the 
derivation from a post-GC or GC-independent B cell in 
which IG gene remodeling mechanisms are no longer 
active, CLL cases are largely devoid of balanced, recipro-
cal chromosomal translocations [62,63]. Conversely, CLL 
is recurrently associated with several numerical abnormali-
ties, including trisomy 12 and monoallelic or biallelic deletion/ 
inactivation of chromosomal regions 17p, 11q, and, the 
most common, 13q14 [62,63]. The minimal deleted region 
of 13q14 deletions encompasses a long noncoding RNA 
(DLEU2) and two microRNAs expressed as a cluster, 
namely miR-15a and miR-16-1 [64–66]. Deletion of this 
locus in mice leads to the development of clonal lympho-
proliferative diseases with features of MBL, CLL, and 
DLBCL at 25–40% penetrance [224], thus documenting its 
pathogenetic role in CLL. Trisomy 12 is found in approxi-
mately 16% of patients and correlates with poor survival, 
but no specific genes have been identified [225–227]. Dele-
tions of chromosomal region 11q22–q23 (18% of cases) 

almost invariably encompass the ATM gene and may thus 
promote genomic instability [228–230]. These lesions can 
be observed in the patient germ line and may thus account, 
at least in part, for the familial form of the disease. Dele-
tions of 17p13, which include the TP53 tumor suppressor 
and are frequently accompanied by mutation of the second 
allele [51,231], are observed in ∼7% of CLLs at diagnosis 
but are enriched in cases that underwent transformation to 
RS, a highly aggressive lymphoma with poor clinical out-
come [51,70]. More recently, gain-of-function mutations 
of NOTCH1 and mutations of SF3B1 were discovered in 
5–10% of diagnostic CLL samples. These lesions have 
negative prognostic value because they are preferentially 
enriched in RS (30% of cases) and chemoresistant cases 
(25% of cases) [70,232–236].

4.6  Hodgkin Lymphoma

HL is characterized by the presence of scattered large 
atypical cells—the mononucleated Hodgkin cells and the 
multinucleated Reed-Sternberg (HRS) cells—residing in a 
complex admixture of inflammatory cells [98,237]. Mor-
phology and phenotype of the tumor cells, as well as the 
composition of the infiltrate, allow the identification of two 
major subtypes of HL: nodular lymphocyte-predominant 
HL (NLPHL) (∼5% of cases) and classic HL (cHL), com-
prising the nodular sclerosis, mixed-cellularity, lymphocyte- 
depletion, and lymphocyte-rich variants. Both HL types rep-
resent clonal populations of B cells, as they harbor clonally 
rearranged and somatically mutated IG genes [238,239]. In 
about 25% of cHL cases, nonsense mutations disrupt origi-
nally in-frame IGHV gene rearrangements (crippling muta-
tions), thereby preventing antigen selection and suggesting 
that HRS cells of cHL have escaped apoptosis through a 
mechanism not linked to antigen stimulation [239].

Constitutive activation of NF-κB in cHL can be due 
to heterogeneous lesions, including the frequent amplifi-
cation of REL (50% of cases), associated with increased 
protein expression levels [240,241], and/or inactivat-
ing mutations in genes coding for negative regulators 
of NF-κB, including NFKBIA (20% of cases), NFKBIE 
(15%), and TNFAIP3 (40%), among others [59,242–244]. 
Exome sequencing techniques have identified additional 
lesions including genomic gains of PDL1 (CD274) and 
PDL2 (CD273) and translocations of CIITA [48,190] 
which may lead to alterations in molecules involved in rec-
ognition by the immune system. Amplification of JAK2, 
mutations of STAT6, and inactivating mutations of SOCS1, 
a negative regulator of the JAK/STAT signaling pathway, 
are often found in NLPHL [206,210]; in an additional 
large fraction of cases, constitutive JAK/STAT activity is 
sustained by autocrine and paracrine signals [237]. BCL6 
translocations have been reported in the lympocytic and 
histiocytic (L&H) cells of NLPHD, but only rarely in cHL 
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[245,246], and translocations of BCL2 or mutations in 
positive or negative regulators of apoptosis (e.g., TP53, 
FAS, BAD, and ATM) are virtually absent [237]. An impor-
tant pathogenic cofactor in cHL, but not NLPHL, is mono-
clonal EBV infection, suggesting that infection precedes 
clonal expansion [237] and is observed in approximately 
40% of cHL and up to 90% of HIV-related HL. Of the viral 
proteins encoded by the EBV genome, infected HRS cells 
most commonly express LMP1 and LMP2A, which lead 
to constitutive BCR and CD40 signaling and may there-
fore have a role in HL pathogenesis [237].
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Chapter 23

1.  ORIGIN OF AUTOANTIBODIES

Immunoglobulins (Ig) with specificity for self-antigens can 
be generated by all subsets of mature B cells. Some auto-
antibodies belong to the repertoire of natural antibodies, 
which are mainly derived from B1 cells in the absence of 
external antigen stimulation. Autoreactive natural antibod-
ies are predominantly of the IgM isotype. Many autoanti-
bodies that are involved in autoimmune diseases are of IgG 
isotypes produced by B2 cells with T cell help. Although 
natural IgM autoantibodies are thought to be selected 
through immune evolution, high-affinity IgG autoantibod-
ies are generated through the breach of immune tolerance at 
various checkpoints of B2 cell development and activation.

1.1  B1 Cells and Natural Autoantibodies

1.1.1  Natural Antibodies: Their Protective 
Properties and Autoreactivity

An appreciation of natural antibodies dates back to the early 
era of immunology. Landsteiner noted in 1900 that “the 
serum of healthy humans has an agglutinating effect, not 
only upon animal blood cells, but frequently upon blood 
cells from other individuals as well.” Circulating antibod-
ies, mostly IgM and, to a lesser extent, IgA and IgG, emerge 
early in the development of physiologically healthy humans 
and mice.

Studies conducted in antigen-free and germ-free mice 
revealed that these mice maintain a normal serum level 
of IgM with a profile of specificity for endogenous tissue 
extracts and bacteria that is similar to that of conventional 
or specific pathogen free mice [1,2]. Human newborns also 
exhibit a remarkably similar IgM repertoire, even though 
their mothers have extremely diverse IgM immunoreactiv-
ity patterns established through their previous exposures 
to antigen [3]. Therefore, the repertoire and production of 

natural antibodies develop largely independent of external 
antigen load.

Natural antibodies are encoded by germline V gene seg-
ments with rare somatic mutations. The repertoire of natural 
antibodies is relatively restricted and seems to be evolu-
tionarily selected to recognize phylogenetically conserved 
microbial and self structures, including carbohydrates, phos-
pholipids, and nucleic acids [4]. Because of the ubiquitous 
presence of these structural motifs, natural antibodies often 
recognize a broad range of determinants on both microbial 
and self-antigens and are described as “polyreactive.” For 
example, natural antibodies with T15 idiotype bind phos-
phorylcholine (PC), a determinant on the cell wall of Strep-
tococcus pneumoniae and several other microbes [5–7].  
T15 antibodies are highly represented in germ-free mice 
and dominate anti-PC responses in newborn mice [8]. These 
pre-existing, naturally occurring T15 antibodies provide an 
innate-like immune response against virulent pneumococ-
cal infection even before adaptive immunity becomes fully 
mature or activated [9–11]. At the same time, T15 anti-
bodies also exhibit autoreactivity specific for the PC head 
group of oxidized phospholipids present on oxidized low-
density lipoprotein (OxLDL) and on apoptotic cells [12]. 
Binding of T15 IgM to apoptotic cells or blebs promotes 
C1q recruitment and enhances phagocytosis, providing an 
important pathway for the clearance of cellular debris [13]. 
In addition, T15 IgM blocks the binding of OxLDL to scav-
enger receptors on macrophages, thereby inhibiting inflam-
matory responses mediated by macrophages after activation 
by oxidized phospholipids [14–16]. Considering that the 
accumulation of apoptotic cells and oxidized lipoproteins 
is key to the pathogenesis of atherosclerosis, T15 IgM anti-
bodies are thought to mediate protection against atherogen-
esis [17,18]. Moreover, engagement of Clq by IgM immune 
complexes, including T15 immune complexes, leads to acti-
vation of LAIR-1, an inhibitory molecule on myeloid cells, 
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thereby helping to maintain myeloid cells in a quiescent 
state [19,20].

Autoreactive natural antibodies are largely nonpatho-
genic. They provide the first line of defense against microbes 
before adaptive immune responses take effect [21,22]. Mul-
tiple mechanisms exist by which natural antibodies medi-
ate protection from infections. Some natural antibodies, 
such as T15 IgM, directly neutralize bacteria or viruses in 
the circulation [22,23]. Other natural antibodies enhance 
phagocytosis of infectious particles by macrophages and 
polymorphonuclear leukocytes as the first step in their 
destruction, or eliminate microbes through complement- 
mediated lysis. In addition, blood-borne pathogens, when 
they form immune complexes with natural antibodies, are 
rapidly filtered out by the spleen before they spread to vital 
organs.

Further protective properties of natural antibodies are 
conveyed by their specificity for altered self-antigens. A 
large fraction (∼30%) of natural antibodies bind oxidation-
specific epitopes [24]. Since oxidative stress is involved in 
many biological processes such as aging and apoptosis, as 
well as tissue injury and inflammation, it is not surprising 
that oxidation-specific epitopes are abundantly distributed 
in healthy individuals. Natural autoantibodies, through 
binding to oxidation-specific epitopes, play an important 
role in regulating tissue homeostasis by clearance of toxic 
metabolites and cell breakdown products [4,25]. Another 
set of natural autoantibodies reacts with self-determinants 
displayed on damaged or senescent red blood cells, such 
as phosphatidylcholine (PtC) and I/i carbohydrate epitopes 
[26,27]. It appears that damaged cells of different lineages 
are tagged with distinct modifications to be recognized by 
different subsets of natural autoantibodies for clearance. 
Impaired removal of apoptotic cells often causes inflamma-
tion and leads to the autoimmune disease systemic lupus 
erythematosus (SLE) in murine models [28]. Thus, natural 
autoantibodies have a potent suppressive effect on inflam-
matory responses and thereby prevent autoimmunity. For 
these antibodies to function in an immunosuppression, they 
must be of the IgM isotype.

Analogous to murine T15 natural antibodies, human 
anti-PC antibodies arise early in life and are dominant in 
cord blood [24]. Later in life, lower anti-PC IgM levels are 
found to be associated with a higher incidence of athero-
sclerotic cardiovascular diseases [29–31]. Studies of twins 
discordant for SLE show that the healthy twin has a higher 
level of anti-PC IgM than the affected twin, suggesting that 
natural IgM antibodies may reduce risk for SLE in those 
that are genetically predisposed [32]. Higher levels of IgM 
anti-PC or anti–double-stranded DNA (dsDNA) antibodies 
in SLE patients are also correlated with less organ dam-
age [33]. Further support of the protective role of natural 
antibodies comes from murine studies in which infusion of 
monoclonal or polyclonal anti-dsDNA IgM delays disease 

onset and lowers lupus activity in lupus-prone mice [34,35]. 
Natural antibodies in these settings may provide protection 
by directly neutralizing autoantigens and thus preventing 
the formation of immune complexes of pathogenic IgG 
autoantibodies in tissue which can activate the immune sys-
tem through their Fc region.

There are certain inflammatory conditions in which 
natural antibodies exhibit pathogenic properties. This is 
best represented by IgM natural antibodies in ischemia-
reperfusion injury. Reoxygenation of ischemic organs leads 
to sterile inflammation mediated mainly by neutrophils and 
causes extensive tissue damage [36]. At the cellular level, 
ischemia-reperfusion induces mitochondrial dysfunction, 
production of reactive oxygen species, and the exposure of 
several neo-epitopes on ischemic cells, including annexin 
IV and nonmuscle myosin heavy chain II [37,38]. Binding 
of IgM natural antibodies to these epitopes and subsequent 
activation of the complement cascade mediates further tissue 
injury [39–41]. Thus, targeting specific IgM could benefit 
patients with myocardial infarction and reperfusion, isch-
emic stroke, or organ transplantation. Similarly, IgM anti-
bodies to blood-borne antigens, erythrocytes, and platelets 
can opsonize the cell or particle and cause its destruction 
or elimination by the reticuloendothelial system and, hence, 
induce the pathology of autoimmune diseases (Figure 1).

1.1.2  B1 Cell Development and Selection

In mice, up to 80% of circulating IgM is produced by B1 
cells [42]. This subset of B cells was first described in the 
early 1980s by Herzenberg and colleagues as a population 
of B cells that preferentially resides in the pleural and peri-
toneal cavities in mice and expresses CD5 together with a 
high level of IgM and low level of IgD on the cell surface 
[43]. B1 cells arise early in ontogeny. In fact, B cell precur-
sors in the fetal liver give rise predominantly to B1 cells 
[44]. When B lymphopoiesis shifts from the fetal liver to 
the bone marrow after birth, B1 cell generation drastically 
declines. In adulthood, conventional B2 cells are continu-
ously generated from bone marrow progenitors, whereas 
the B1 cell population is largely maintained through self-
renewal [45,46].

It is not fully understood what limits B cell development 
to the B1 lineage in fetal life. The different microenviron-
ment of fetal liver and adult bone marrow may affect the 
differentiation potential of B cell progenitors. For example, 
Notch2 signaling, which is activated in the fetal liver, may 
guide early hematopoietic precursors to preferentially dif-
ferentiate into B1 cells [47,48]. More importantly, cell-
intrinsic properties of fetal and postnatal B cell progenitors 
may account for the B lineage choice. One of the most dis-
tinctive features of fetal B cell progenitors is their lack of 
expression of terminal deoxynucleotidyl transferase (TdT) 
[49,50]. TdT, upregulated only after birth, is an enzyme for 
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the addition of nontemplated nucleotides at the D-J and V-D 
junctions. With extremely low TdT activity in fetal B cell 
progenitors, the length of CDR3 of the Ig heavy chain is 
shorter and the diversity of VDJ becomes much reduced 
compared to that of B2 cells [51,52]. In addition, there 
is biased usage of D proximal VH and JH gene segments 
during fetal B cell development, whereas B2 cells gener-
ated in adult bone marrow express a much broader range 
of VH genes [53]. For example, VH6-1, the most JH proxi-
mal human VH gene, is infrequent in the adult B cell rep-
ertoire and is overrepresented in human fetal B cells [54]. 
VH6-1 has been shown to have immunoreactivity to single-
stranded DNA and cardiolipin, and is thought to be involved 
in clearance of DNA-containing cell breakdown products 
[55]. In mice, VHS107.1, also a JH proximal VH gene seg-
ment that encodes the PC-specific T15 natural antibodies, is 
enriched in the B1 cell compartment [56]. Based on these 
observations, a model has been proposed that the specificity 
of the B cell receptor (BCR) for endogenous ligands may 
determine the B1 cell fate.

That self-antigens are required for B1 cell generation 
was shown first by Hayakawa et al., when they demon-
strated that B1 cells specific for CD90/Thy-1 are generated 
in wildtype but not CD90 knockout mice [57]. Enforced 
expression of VH12, a VH gene that is specific for PtC on 
senescent erythrocytes and typically expressed by B1 cells, 
leads to the generation of very high numbers of B1 cells 
in transgenic mice [58]. Interestingly, coexpression of VH12 
together with a VH gene expressed by B2 cells, VHB1-8, 
drives B cell precursors to generate B2 cells in adult bone 
marrow. However, loss of the VHB1-8 allele in these B2 
cells converts them into B1 type cells in the periphery. It 
was speculated that VHB1-8 expression diluted the density 
of self-reactive VH12 on the cell surface, thereby weakening 
B1-specific BCR signaling for positive selection into the B1 
cell compartment [59]. These data support the hypothesis 

that reactivity to self-antigen drives B1 lineage determina-
tion, but they do not address the question of how B1 cells are 
protected from BCR-mediated negative selection.

Multiple lines of evidence support the hypothesis that 
the strength of BCR signal plays a determinant role in the 
bifurcation of B1 and B2 lineages [60]. Mutations in posi-
tive regulators of BCR signaling, such as CD19 and Btk, 
selectively abrogate or impair the development of B cell 
precursors into B1 cells while leaving B2 maturation largely 
intact [61–63]. More strikingly, a Btk mutation in VH12 
transgenic mice converts the predominant VH12-expressing 
B1 into cells with a B2 phenotype [64]. In contrast, geneti-
cally modified mice with enhanced BCR signaling have an 
increase in the B1 cell population [65–67]. It is apparent 
that stronger BCR stimulation selects B cell precursors into 
the B1 compartment. Hence, self-recognition of phyloge-
netically conserved immunodeterminants imposes a critical 
selective pressure on B1 cells generated in fetal life. This 
also explains how different individuals and even different 
species share an invariable, conserved B1 cell repertoire. 
As stated above, a critical unresolved question is why BCR 
signaling activates tolerance mechanisms in B2 but not B1 
cell development.

Mice with enhanced BCR signaling have higher num-
bers of B1 cells. Moreover, enhanced BCR signaling can 
also prolong B1 cell survival, as demonstrated in Siglec-G– 
deficient mice. Siglec-G is a negative regulator that specifi-
cally inhibits BCR-mediated calcium signaling in B1 cells 
[68]. Mice lacking Siglec-G have an enlarged pool of B1 
cells that exhibit enhanced expression of NFATc1 and a 
prolonged lifespan [69]. NFATc1 has been shown to pro-
mote resistance to apoptosis [70]. NFATc1-deficient fetal 
liver cells are unable to repopulate the B1 cell compartment 
[71]. Interestingly, vitamin A deficiency in mice leads to a 
decrease in NFATc1 expression and a reduction in B1 cell 
numbers and in the level of natural antibodies [72]. Thus, 

FIGURE 1 Mechanisms of protective and pathogenic natural antibodies.
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both B cell–intrinsic and –extrinsic signals can act synergis-
tically to maintain the B1 cell pool.

It remains unclear where self-renewal of B1 cells takes 
place and what controls B1 cell homeostatic proliferation. 
B1 cells in the spleen have a higher turnover rate than they 
do in body cavities, suggesting that homeostatic prolifera-
tion of the B1 cell pool may occur in the spleen [73,74]. 
Consistent with this notion, the established CD5+ B1 cell 
compartment in the peritoneal cavity quickly shrinks in 
adult mice after splenectomy [75]. Surprisingly, splenec-
tomy does not lead to the loss of B1 cells in L2 transgenic 
mice in which expression of the transgenic λ2 Ig light chain 
blocks B2 cell development and leads to the generation of 
uniquely B1 cells. However, analysis of splenectomized 
L2 transgenic mice showed that the repertoire of CD5+ B1 
cells is significantly altered after surgery [76]. These studies 
reveal that the spleen may provide a selective niche for the 
expansion of the majority of B1 cells. Nonetheless, other 
tissues may provide compensatory positive selection in the 
absence of a spleen, and the expression of distinct self-anti-
gens in different tissues may lead to the expansion of B1 
cells with different repertoires, depending on the microen-
vironment in which they develop. This may have important 
clinical implications. Overproduction of natural antibodies 
may contribute to autoimmunity. For example, lupus-prone 
NZB/W mice have an enlarged B1 cell population, although 
an expansion of the B1 cell population is not a feature of 
all lupus-prone mouse strains [43]. Approximately 30% of 
patients with CD5+ B cell chronic lymphocytic leukemia 
(B-CLL) develop hemolytic anemia due to an autoreactive 
BCR on the malignant B cells [77]. Thus, it is possible that 
overexpansion of autoreactive B1 cells may have a patho-
genic outcome.

1.2  B2 Cells and Pathogenic Autoantibodies

Although B1 cells can undergo class switch recombi-
nation to produce germline-encoded IgG, high-affinity 
autoantibodies of the IgG isotype are mostly produced 
by B2 cells with T cell help [78]. Unlike B1 cells that 
are mainly generated in the fetal liver and preferentially 
reside in the body cavities, B2 cells continuously differ-
entiate from precursors in the bone marrow and popu-
late peripheral lymphoid organs after birth. Due to TdT 
upregulation and a broader usage of V genes, the BCR 
repertoire of B2 cells is much more diverse compared to 
that of B1 cells. After successful assembly of the BCR 
complex on the cell surface, newly generated B cells 
in the bone marrow migrate into the periphery as tran-
sitional B cells, and further mature into phenotypically 
distinct B cells that localize either in the marginal zone 
or the B cell follicles of the spleen and other peripheral 
lymphoid tissues.

BCRs recognizing self-antigens are constantly gener-
ated through the random process of V-(D)-J DNA recom-
bination in developing B cells in the bone marrow. In fact, 
up to 75% of newly generated B cells in humans are auto-
reactive [79]. Thus, a complicated B cell selection system 
has been evolved to prevent autoimmunity at every stage 
of B cell development [80,81]. In the bone marrow, central 
tolerance mechanisms, such as clonal deletion or receptor 
editing, remove some developing B cells with high-affinity 
autoreactive BCR before they enter the periphery. Some 
autoreactive immature B cells are retained in an anergic 
state. Tolerance mechanisms also operate in the spleen when 
transitional autoreactive B cells are exposed to peripheral 
self-antigens.

At the mature stage, B cells may become autoreactive 
through somatic hypermutation in the Ig V genes during 
germinal center (GC) reactions after antigen stimulation 
[82,83]. Most of these GC-derived autoreactive B cells 
with novel antigen specificities will die due to the lack of 
positive selection by follicular dendritic cells (FDC) and T 
helper cells (TFH) that are specific for the eliciting antigen. 
Under special circumstances when autoreactive TFH cells 
are also present or the newly acquired BCR autospecificity 
is crossreactive with the eliciting antigen, these autoreac-
tive B cells may gain survival signals from FDCs and TFH 
cells and may be able to differentiate into memory cells or 
long-lived plasma cells. There is evidence that RAG1 and 
RAG2 expression can be induced in activated B cells during 
and after the GC reaction, and thus autoreactivity acquired 
by antigen-activated B cells through somatic hypermutation 
may be eliminated by receptor editing [84,85]. Additional 
suppression of GC-derived autoreactive B cells comes from 
T regulatory cells (Treg) in GCs [86–89]. Furthermore, in 
mice, plasmablasts (CD138+ B220+) that are reactive to the 
ribonucleoprotein Smith (Sm) are more susceptible to apop-
tosis than nonautoreactive plasmablasts, and in humans the 
frequency of autoreactive cells in the bone marrow plasma 
cell population is lower than in the blood memory cell com-
partment [90,91]. These observations suggest that there may 
be tolerance checkpoints at the B cell terminal differentia-
tion stages that prevent autoreactive B cells from entering 
into the long-lived plasma cell pool.

1.3  Mechanisms that Breach B Cell Tolerance

We know more about the immunopathology of autoanti-
bodies than we do about the mechanisms that induce their 
production. Every autoimmune disorder has a complex eti-
ology that involves both genetic and environmental influ-
ences. These cell intrinsic and extrinsic factors may breach 
B cell tolerance at various checkpoints through modulat-
ing B cell activation and responses or regulating survival of 
autoreactive B cells, culminating in inflammatory responses 
and eventual tissue damage.
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1.3.1  Environmental Factors

The importance of environmental or stochastic factors is 
emphasized by the relatively low concordance for auto-
immune disorders between monozygotic twins, generally 
in the range of 15–30%. The incidence of human autoim-
mune diseases increases with modern industrial develop-
ment that affects our diet, medications, environmental 
pathogens, and stress. Noninfectious environmental fac-
tors predisposed to autoantibody-mediated autoimmunity 
include physical trauma, stress, drugs, and smoking. These 
factors may contribute to disease by disruption of tissue 
integrity, thus allowing autoantibodies access to healthy 
tissues that are not involved in initiating autoimmunity or 
even to immunologically privileged sites. They may also 
induce innate and adaptive immune cells to express pro-
inflammatory genes. Among all environmental factors 
associated with autoimmunity, infectious pathogens and 
gender-related humoral milieu appear to be the two most  
important mediators for the onset of disease. This section 
focuses on the mechanisms of infection- and gender-associated  
B cell autoimmunity.

1.3.1.1  Infection

Many autoimmune diseases have an apparent infectious 
etiology (Table 1). Rheumatic fever and Guillain-Barré 
syndrome are classical examples of autoimmune diseases 
initiated by an acute infection with defined pathogens. 
Rheumatic fever is triggered by infection with group A 
Streptococcus pyogenes. The streptococcal M protein, the 
major virulent factor in the cell wall of Streptococci, and 
the carbohydrate epitope N-acetyl-glucosamine (GlcNAc) 
share striking structural homology with several heart pro-
teins, such as the myosin heavy chain, tropomyosin, and 
laminin, which all have an α-helical coiled-coil structure 
[92]. In mice and humans, anti-M protein and anti-GlcNAc 
antibodies broadly crossreact with these self-antigens and 
cause damage to multiple organs, including the heart, joints, 

and kidney. In some individuals, anti-GlcNAc antibodies 
bind the D2 dopamine receptor and cause symptoms of 
Sydenham’s chorea [93].

Guillain-Barré syndrome is an autoimmune disease that 
is characterized by lymphocytic infiltration and demyelin-
ation in the peripheral nervous system [94]. The principal 
infectious microorganism that causes Guillain-Barré syn-
drome is Campylobacter jejuni, which stimulates B cells 
to produce antibodies against LPS. LPS of some C. jejuni 
strains bears structural similarities to gangliosides on the 
cell surface membrane of peripheral nerves [95,96]. Thus, 
antibodies against C. jejuni also recognize peripheral nerve 
antigens and causes motor symptoms. A direct proof of  
C. jejuni as the cause of Guillain-Barré syndrome comes 
from animal models. Rabbits immunized with C. jejuni LPS 
produce autoantibodies against gangliosides and develop 
neural pathology analogous to human Guillain-Barré  
syndrome.

In the case of both rheumatic fever and Guillain-Barré 
syndrome, autoantibodies are elicited by immunodomi-
nant epitopes of infectious agents that share significant 
sequence or structural homology with self-antigens of the 
host. B cells activated by the pathogen produce neutralizing 
antibodies that are also crossreactive to the self and cause 
tissue injury. This mechanism is termed molecular mim-
icry. Crossreactivity of autoantibodies with a variety of 
pathogen-derived molecules has been observed in a num-
ber of autoimmune diseases. For example, glycoprotein D 
of herpes simplex virus (HSV) contains a peptide sequence 
identical to the α-subunit of the human acetylcholine  
receptor (AchR) [97]. Antibodies against HSV  crossreact 
with AchR, suggesting that HSV may be associ-
ated with the initiation of myasthenia gravis. Many 
patients with Graves’ disease have been infected with  
Yersinia enterocolitica, and autoantibodies against the  
thyroid-stimulating hormone (TSH) receptor also bind 
to the bacteria [98]. SLE patients have pathogenic auto-
antibodies with crossreactivity against structurally  
distinct immunodominant epitopes on a wide variety of  
pathogens [99]. Therefore, molecular mimicry represents 
a mechanism by which infectious agents sidestep B cell 
tolerance and cause autoimmune diseases.

Epitope spreading is another common strategy by 
which infectious agents provoke and amplify autoim-
munity. In this process, antigen exposure occurs when 
the pathogen lyses infected host cells or when inflam-
mation induced by the pathogen causes tissue damage. 
Novel or cryptic epitopes exposed by these processes 
are presented to B and T cells. This results in an immune 
response not only against the inciting pathogen but also 
to self-antigens. In a model of experimental myasthenia 
gravis, animals that have been immunized with a peptide  
from the α-subunit of AchR develop autoantibodies not only 
specific to the immunogen but also to the other subunits 

TABLE 1 Infectious Agents Involved in Autoantibody 
Mediated Autoimmune Diseases

Diseases Pathogens

Rheumatic fever Group A streptococci

Guillain-Barré syndrome Campylobacter jejuni Cyto-
megalovirus

Myasthenia gravis Herpes simplex virus

Graves’ disease Yersinia enterocolitica

Mixed cryoglobulinemia Hepatitis C virus Mycoplasma 
pneumonia
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of AchR, demonstrating an intramolecular epitope spread-
ing [100]. Epitope spreading also occurs in human SLE, as 
some patients who initially have anti-Sm autoantibodies 
later develop antibodies against RNP, another component 
of the spliceosomal complex [101]. Moreover, the autore-
active B cells function as antigen-presenting cells (APCs), 
presenting cryptic epitopes of self antigen not previously 
available to purge the T cell repertoire of autoreactivity; 
thus, autoreactive T cells can be activated [102].

Pathogen infection often induces T-dependent GC reac-
tions. During this process, autoantibodies can arise from an 
original antimicrobial humoral response through somatic 
hypermutation. This was first observed in an in vitro cul-
ture system, in which a single base substitution in the VH 
gene of PC specific Ig changed its reactivity to DNA [82]. 
In vivo studies confirmed this model. When B cells of mice 
immunized with PC coupled to a protein carrier were fused 
to a Bcl-2–overexpressing cell line to form hybridomas, 
approximately 40% of the B cells secreting anti-PC anti-
body produced an antibody crossreactive with DNA [103]. 
All of the crossreactive antibodies displayed somatic muta-
tion. Similar observations were made in mice immunized 
with the hapten phenylarsonate coupled to a protein carrier.

Recent studies in transgenic mice show that autoanti-
gens, when abundantly and ubiquitously expressed in the 
body, delete autoreactive B cells. However, when the target 
autoantigen is located only in a tissue or organ remote from 
the GC, B cells capable of reacting against both foreign  
and self antigens are able to escape the GC and produce  
autoantibodies [224]. These animal studies provide an  
additional mechanistic explanation for the induction of  
autoimmune diseases after an infection.

Beside the aforementioned antigen-specific mecha-
nisms, pathogens can trigger nonspecific activation of 
autoreactive B cells and promote their expansion. This 
process is known as bystander activation. Pathogens can 
activate both innate and adaptive immune cells through 
pathogen recognition receptors (PRR). It is interesting 
to note that many experimental autoimmune diseases are 
induced by immunizing animals with autoantigens emulsi-
fied with complete Freund’s adjuvant (CFA), which con-
tains killed Mycobacterium tuberculosis. For example, 
administration of the autoantigen AchR together with 
CFA in C57BL/6 mice induces symptoms similar to those 
of human myasthenia gravis [104]. It has been found that 
NK cells activated by CFA in this experimental autoim-
mune model are required for polarization of autoreactive 
TH1 cells, production of anti-AchR autoantibodies, and 
disease development [105]. This observation reveals that 
NK cells and other innate immune cells, being the first line 
of defense against infectious agents, can participate in the 
development of destructive autoimmunity.

After pathogen activation, innate immune cells can aug-
ment autoimmunity by enhancing processing of autoantigens 

to activate autoreactive B cells, and by producing inflamma-
tory cytokines and chemokines to recruit autoreactive B cells 
and to promote their survival and expansion. These patho-
genic roles are exemplified by neutrophils in SLE patients. 
There is an expanded population of neutrophils in the blood 
of SLE patients. Unlike those in healthy individuals, circulat-
ing neutrophils in SLE patients are of low density and bear an 
immature phenotype [106]. Activated immature neutrophils 
undergo a specific form of cell death called NETosis, and 
form neutrophil extracellular traps (NET) containing self-
DNA and nuclear proteins that are the principal autoantigens 
of SLE [107]. Through NETosis, neutrophils also release 
inflammatory cytokines, and trigger plasmacytoid dendritic 
cells (DCs) to produce type-I interferon (IFN) [108]. Upregu-
lation of type-I IFN and its target genes, known as the IFN 
signature, is well known to contribute to the pathogenesis of 
several systemic autoimmune diseases, including SLE [109].

There are several families of PRRs through which innate 
and adaptive immune cells detect damage- or pathogen-
associated molecular patterns (PAMPs) [110,111]. Toll-like 
receptors (TLRs) detect PAMPs on the cell surface or on 
endosomes and lysosomes. C-type lectin receptors (CLRs) 
bind β-glucans. The cytosolic PPRs, including NOD-like 
receptors (NLRs) and RIG-I-like receptors (RLRs), sense 
intracellular bacterial products and nucleic acids, respec-
tively. Activation of PRRs has been linked with chronic 
inflammation and autoimmune diseases. In particular, 
murine studies show that TLR7 is required for the genera-
tion of autoantibodies against RNA-containing antigens 
such as Smith (Sm), and TLR9 for spontaneous produc-
tion of anti-DNA autoantibodies [112–114]. These studies 
clearly demonstrate that infection might lead to aberrant 
activation of innate immune cells and autoreactive lympho-
cytes and thus contribute to inflammatory responses and 
autoimmunity.

1.3.1.2  Gender Influences

Most autoimmune disease affects women more commonly 
than men. There are data that implicate the presence of two 
X chromosomes in the female predominance of autoim-
munity. For example, TLR7 and CD40 ligand (CD40L) are 
both encoded on the X chromosome and overexpressed on 
lymphocytes of women with SLE. There are also data dem-
onstrating that hormones contribute to the female predomi-
nance. Female castration reduces the incidence and severity 
of disease in NZB/W lupus-prone mice, whereas male cas-
tration increases the incidence of lupus in this strain [115]. 
Estrogen has been shown to alter the function of numerous 
cells within the immune system. In particular, it has been 
shown to allow DNA-reactive transitional B cell to pass an 
early tolerance checkpoint and to mature into marginal-zone 
(MZ) B cells [116]. The molecular mechanisms for this are 
not clear, but estrogen increases expression of Bc1–2, an 
antiapoptotic molecule, and CD22, an inhibitory coreceptor 
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of the BCR [117]. Estrogen synergizes with type I IFN to 
increase expression of TLRs and to decrease expression of 
another inhibitory coreceptor of the BCR, FcγRIIB [118–
120]. One study of estrogen receptor α (ERα)–deficient 
NZB/W mice suggests that the absence of ERα diminishes 
renal diseases but does not alter autoantibody titer [121]. 
Other studies show that effects of estrogen on B cells are 
mediated through ERα, and that an absence of ERα pre-
vents an estrogen-mediated breach of B cell tolerance [122].

1.3.2  Genetic Factors

A genetic predisposition to autoimmune diseases is dem-
onstrated by the fact that most of these diseases tend to run 
in families, and genome-wide association studies (GWAS) 
have identified some genetic risk factors. Although the 
exact genetic factors are not known and are very likely to 
be different for each B cell–mediated autoimmune disorder, 
animal models and human studies have identified numer-
ous genes that are involved in the pathogenesis of autoim-
mune diseases. Some of the disease-associated genes act in 
a cell-autonomous way to breach B cell tolerance, whereas 
others indirectly modulate B cell function. These genes can 
be categorized into those that affect B cell activation and 
those that affect the survival and expansion of autoreactive 
B cells (Table 2).

1.3.2.1  Genes that Affect B Cell Activation

Loss of tissue integrity and organ destruction can lead to the 
exposure of autoantigens and neoantigens to the immune 
system. This process represents a major trigger of inflam-
mation and autoimmunity. An important mechanism to 
prevent autoimmune responses is rapid clearance of auto-
antigens and immune complexes [123]. There is evidence 
that, in GCs of SLE patients, tingible body macrophages are 
not able to efficiently engulf apoptotic cells. Studies show 
that impaired uptake of apoptotic cells by DCs and mac-
rophages in mice deficient for milk fat globule epidermal 
growth factor 8 (Mfge8) causes spontaneous GC reactions 
and production of autoantibodies [124]. Efficient removal 
of immune complexes and opsonized cell debris is depen-
dent on complement components and Fc receptors (FcR) 
on phagocytic cells. In mice, deletion of C1q and C4 or a 
point mutation of the complement receptor Cr2 that dimin-
ishes C3d binding leads to the loss of tolerance [125]. In 
humans, C1q and C4 deficiencies, although rare, predis-
pose to SLE. FcγRIIIA, and FcγRIIIB polymorphisms have 
also been documented to be associated with SLE [126]. 
DNase I and Trex1 are responsible for the removal of extra-
cellular or cytosolic nucleic acids, respectively. Polymor-
phisms in these molecules are also linked to SLE [127,128]. 
Collectively, these data indicate that multiple pathways 
mediate the rapid clearance of dead cells and prevent the 
accumulation of autoantigens. Defects in these pathways  

result in activation of autoreactive B cells and autoantibody 
production.

A group of disease-associated genes encoding mol-
ecules within the BCR signaling pathway directly affect 
B cell activation. Changes in the BCR activation threshold 
by these molecules can influence the life and death of a B 
cell. Among these signaling molecules, BANK1, a positive 
regulator of the BCR signaling pathway, has been identified 
by GWAS to be a susceptibility gene for SLE. The disease-
associated variants of BANK1 are found to induce sustained 
BCR signaling and B cell hyperactivity, leading to the pro-
liferation and expansion of autoreactive B cells [129,130]. 
Several negative regulators of BCR signaling have also 
been associated with autoimmunity, including PTPN22, 
Csk, Lyn, CD22, and FcγRIIB. PTPN22 is a phosphatase 
that associates with Csk to regulate phosphorylation of the 
Src family kinases in both B and T cells. The function of 
the disease-associated variant of PTPN22 remains contro-
versial, with the evidence for both gain of function and loss 
of function. Overall, the data best supports the view that 
TCR and BCR signaling is enhanced in carriers of the risk 
allele [131]. Although the mechanisms are not well under-
stood, the PTPN22 risk allele results in an accumulation 

TABLE 2 Genes Involved in Autoantibody Mediated 
Autoimmune Diseases

Autoantigen Clearance

Complements C1q and C4 (mouse and human)

Mfge8 (mouse and human)

DNase I (mouse and human)

Trex1 (mouse and human)

Antigen Presentation

HLA-DR2, DR3 and DR4 (human)

Signaling

BANK1 (human)

CD22 (mouse)

Lyn (mouse and human)

SHP-1 (mouse)

PTPN22 (mouse and human)

FcγRIIB (mouse and human)

Growth and Anti-apoptotic Factors

BAFF-R (mouse and human)

CD40 (mouse and human)

IL-6 (mouse and human)

Fas (mouse and human)
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of autoreactive B cells in the periphery [225]. Csk phos-
phorylates an inhibitory C-terminal regulatory tyrosine on 
Lyn. The disease-associated Csk allele leads to enhanced 
Lyn inactivation [132]. Lyn deficiency represents another 
compromised negative regulatory feedback pathway that 
contributes to B cell–mediated autoimmunity. Expression 
of Lyn is decreased in B cells of SLE patients [133,134]. In 
mice, Lyn inactivation leads to a severe lupus-like disease. 
Lyn phosphorylates CD22, which then recruits the tyro-
sine phosphatase SHP-1 to the CD22/BCR complex and 
dampens BCR signaling [135]. Lyn also negatively controls 
BCR signaling by phosphorylating FcγRIIB and recruiting 
SHIP, an inositol phosphatase. FcγRIIB is the only inhibi-
tory FcR and plays a critical role in maintaining B cell tol-
erance. Mice carrying a transgenic BCR specific for DNA 
produce autoreactive IgM but do not develop autoimmune 
nephritis. Introducing FcγRIIB deficiency in this mouse 
strain promotes class switch of nonpathogenic autoreac-
tive IgM to pathogenic IgG2a and IgG2b through a TLR9/
MyD88-dependent pathway, with resulting kidney damage 
[136]. This study exemplifies how infections that activate 
TLRs may trigger a genetically susceptible individual, for 
instance with FcγRIIB deficiency, to produce pathogenic 
autoantibodies and to develop full-blown autoimmunity.

1.3.2.2  Genes that Affect Expansion and Survival  
of Autoreactive B Cells

One of the major genetic mechanisms that abrogates B 
cell tolerance is the failure of autoreactive lymphocytes 
to undergo apoptosis. Apoptosis is critical not only for 
removal of B cells with a high-affinity autoreactive BCR 
during central and peripheral tolerance but also for main-
taining lymphocyte homeostasis. A family of proteins that 
plays an important role in supporting B cell survival is the 
TNF family, including BAFF and APRIL [137]. BAFF is 
essential for the survival of transitional B cells and MZ B 
cells. It also participates in the positive selection of B cells 
during GC reactions. APRIL has been shown to be a critical 
survival factor for plasma cells. High levels of BAFF can 
rescue autoreactive B cells from apoptosis. Both BAFF and 
APRIL are expressed by myeloid lineage cells, as well as 
by nonhematopoietic cells in various tissues. In multiple 
autoimmune diseases, such as SLE and rheumatoid arthri-
tis (RA), levels of BAFF and APRIL are elevated [138]. 
The direct evidence that increased BAFF levels lead to the 
development of autoimmune disease comes from a murine 
study in which transgenic mice constitutively expressing 
excessive amounts of BAFF develop a lupus-like disease 
[139].

Various mutations in genes involved in Fas-mediated 
apoptotic pathways cause autoimmune lymphoprolifera-
tive syndrome (ALPS). Patients with ALPS develop lymph-
adenopathy and splenomegaly, produce autoantibodies, 
and often have hemolytic anemia [140]. In contrast, mice 

with spontaneous mutations in Fas (MLR/lpr) or Fas ligand 
(MLR/gld) develop lymphoid hyperplasia, anti-DNA anti-
bodies, and glomerulonephritis. Fas is highly expressed in 
activated and GC B cells. In mice, ablation of Fas specifi-
cally in GC B cells leads to fatal lymphoproliferation and 
accumulation of memory B cells in a T cell–dependent 
manner. Importantly, deficiency of Fas in B cells leads to 
activation and hyperproliferation of Fas-sufficient T cells 
[141]. This study shows that B cell expression of Fas is 
essential for removal of B cells with suboptimal affinity or 
autoreactivity in the GCs and for T cell homeostasis. When 
Fas is nonfunctional, autoreactive GC B cells fail to die and 
differentiate into plasma cells or memory B cells. In turn, 
autoreactive memory B cells may act as APC for T cells, 
thereby causing a lymphoproliferative disorder.

The most predominant genetic factor affecting the sus-
ceptibility to almost all autoimmune diseases is HLA class 
II. HLA class II polymorphisms have been shown to con-
fer high risk for Graves’ disease, myasthenia gravis, RA, 
SLE, and many other autoimmune diseases [142]. In SLE 
patients, HLA-DR3 haplotypes are related to the production 
of autoantibodies against ribonucleoprotein complexes (Ro/
SSA or La/SSB), HLA-DR2 to the anti-DNA antibodies and 
nuclear antigen Sm, and HLA-DR4 to antibodies specific 
for the small nuclear ribonucleoproteins [143,144]. Peptide-
binding studies have demonstrated that the polymorphic 
residues of HLA-DR can determine the repertoire of self-
peptides presented by these MHC class II molecules. MHC 
class II molecules that confer susceptibility to an autoim-
mune disease may positively select TH cells with autore-
active TCRs and trigger TCR signaling by presentation of 
peptides derived from the target antigen. The fact that MHC 
class II haplotypes shape the specificity of autoantibodies 
suggests that TH cells that react with a specific self-peptide 
drive the development and expansion of autoreactive B cells 
in a cognate interaction.

T cells can facilitate the production of pathogenic auto-
antibodies by helping autoreactive B cells to escape toler-
ance and by promoting them to differentiate into plasma 
cells that secrete IgG. CD40L is upregulated in activated T 
cells. The receptor CD40 is expressed on B cells, DCs and 
other nonhematopoietic cells. Costimulation of the BCR 
together with CD40 drives B cells to proliferate vigorously, 
rescues immature and transitional autoreactive B cells from 
tolerance mechanisms, and prevents spontaneous apopto-
sis of GC B cells. CD40 signaling also induces B cells and 
DCs to produce the proinflammatory cytokine IL-6, which 
in turn promotes class switch recombination and supports 
the survival of plasma cells [145]. Polymorphisms of CD40 
have been shown to be associated with SLE, multiple scle-
rosis (MS), and RA [146,147]. Not surprisingly, treatment 
with antibodies blocking the interaction between CD40 and 
CD40L has been shown to inhibit disease progression in 
animal models of SLE, MS, and RA [148].
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A small population of activated TH cells gains access to 
B cell follicles by upregulation of the chemokine receptor 
CXCR5. These B-cell follicle–residing T cells, termed TFH 
cells, express high levels of the costimulatory molecules 
CD40L and ICOS, and produce mitogenic cytokines IL-4, 
IFNγ, and IL-21 [149,150]. An increase in the number of 
TFH cells in mice, caused by a mutation in the putative E3 
ligase Roquin (Rc3h1), leads to the development of lupus-
like disease [151]. That expansion of TFH cells instigates 
pathogenic GC reactions is also observed in mice with DC-
specific ablation of Blimp1 [152]. Blimp1-deficient DCs 
lose tolerogenicity, producing high amounts of IL-6, which 
triggers the expansion of TFH cells, spontaneous GC reac-
tions, production of autoantibodies, and development of 
lupus-like symptoms. Blimp1 polymorphisms have been 
found to be associated with autoimmune disorders, includ-
ing SLE [153,154].

In addition, autoimmunity can be suppressed by CD1dhi 
CD5+ regulatory B cells that produce IL-10 upon TLR 
and CD40 stimulation (B10 cells) [155]. The development 
of B10 cells depends on CD40 stimulation and the BCR  
signal strength. In SLE patients, the number of circulating 
B10 cells is increased; however, their function is impaired. 
B10 cells isolated from SLE patients fail to respond to CD40 
engagement and are defective in secreting IL-10. CD19−/− 
NZB/W mice, which lack B10 cells, exhibit accelerated 
development of nephritis. Adoptive transfer of CD1dhi 
CD5+ splenic B cells into CD19−/− NZB/W mice prolongs 
their survival, thus supporting a protective role of B10 cells 
in lupus [156]. The mechanism of B10 cell protection is 
likely through IL-10–mediated expansion of Tregs.

2.  IMMUNODEFICIENCY, B CELL 
MALIGNANCY, AND AUTOREACTIVITY

2.1  Immunodeficiency

Primary immunodeficiency comprises diverse clinical 
conditions with varied genetic defects causing a partial or 
severe immunological failure. Since the core functions of 
the immune system are to discriminate autoantigens from 
non-self antigens, to rid the host of pathogenic invaders, and 
to remove cell debris in a nonimmunogenic fashion, persons 
with defective immune systems have increased susceptibil-
ity to infection, and some also have autoimmune disorders. 
In some but not all immunodeficiencies, individuals possess 
low numbers of B cells, which can lead to high levels of 
BAFF and BAFF-mediated rescue of autoreactive B cells. 
BAFF-mediated maturation of autoreactive B cells emerg-
ing from the bone marrow can lead to the production of 
pathogenic autoantibodies [137].

Hyper IgM syndromes (HIgM) are caused by defec-
tive class switch recombination. Multiple genetic defects 
can cause HIgM, including defects in the CD40 signaling 

pathway, molecules mediating class switch recombination, 
and the NFкB pathway that is required for GC formation 
[157]. Autoimmunity is commonly associated with defects 
in activation-induced cytidine deaminase (AID), NEMO, 
and CD40. These patients generally develop polyarthritis, 
thyroiditis, and autoimmune cytopenia, suggesting that 
defects in these molecules lead to impaired establishment 
or maintenance of B cell tolerance. Indeed, the frequency of 
autoreactive B cells is increased in the periphery of CD40L-
deficient patients but not in the bone marrow, indicating that 
the CD40 signaling pathway, albeit dispensable for central 
tolerance, is critical for establishing peripheral tolerance 
[158]. Studies of newly generated B cells and mature B cells 
from AID-deficient patients show that both B cell compart-
ments have an abnormal Ig repertoire with a high frequency 
of autoreactivity [159]. Therefore, unlike CD40, AID is 
required for both central and peripheral B cell tolerance.

Common variable immune deficiency (CVID) is a group 
of primary immunodeficiency diseases with the hallmark of 
antibody deficiency and recurrent infections. Autoimmune 
disorders commonly associated with CVID are hemolytic 
anemia and thrombocytopenia [160]. The genetic basis of 
CVID is diverse, and the pathogenesis for CVID and asso-
ciated autoimmunity is not fully understood. Some CVID 
patients have altered B cell activation and a loss of inhibi-
tory signals in B cells, which may compromise peripheral 
B cell tolerance. In other cases, B cell dysfunction in CVID 
patients is caused by increased BAFF signaling [161]. 
Approximately 10% of CVID patients have mutations in 
TACI, the receptor for BAFF and APRIL, and central B cell 
tolerance is defective in all patients carrying TACI muta-
tions [162].

Some primary immunodeficiency disorders lead to 
autoantibody production through dysregulated T cells. 
Autoimmune polyendocrinopathy candidiasis ectodermal 
dystrophy (APECED) and immune dysregulation, polyen-
docrinopathy, enteropathy, and X-linked (IPEX) are two 
rare primary immunodeficiency diseases characterized by 
the production of autoantibodies to a broad spectrum of 
self-antigens, as well as by lymphocytic infiltration and 
damage to endocrine organs. Both diseases are caused by 
genetic defects affecting T cell development. APECED 
patients carry mutations in the autoimmune regulator gene 
(Aire) [163]. Aire functions as a transcriptional regulator 
that induces the expression of peripheral tissue self-antigens 
in medullary epithelial cells and DCs in the thymus. In Aire-
deficient mice, T cell central tolerance is compromised, 
because peripheral tissue self-antigens are not expressed in 
the thymus, and thereby autoreactive T cells escape thymic 
deletion [164]. APECED shows clearly that autoreactive T 
cells can drive the production of pathogenic autoantibod-
ies. The importance of T cells for maintaining B cell toler-
ance is also shown by the Foxp3 mutation that causes IPEX. 
Foxp3 is the master transcription factor that determines the 
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generation of Tregs [165]. Tregs suppress autoimmunity by 
inhibiting the activation and proliferation of T effector cells 
and B cells. Mutations in Foxp3 cause fatal autoimmune 
disorders in both humans and mice [166]. A small fraction 
of Tregs, CD4+ or CD8+, express high levels of CXCR5 and 
migrate into the GCs [86–89]. These Tregs negatively con-
trol the number and function of TFH cells. Mouse studies 
show that CD8+ Tregs express Qa-1–restricted TCRs and 
interact with Qa-1 on TFH cells. Disruption of this interac-
tion causes a lupus-like disease [89].

Wiskott-Aldrich syndrome (WAS) is a rare X-linked 
immunodeficiency caused by mutations in the WAS pro-
tein (WASp), a key cytoskeletal regulator in all lineages of 
hematopoietic cells [167]. Around 25% of WAS patients 
have multiple autoimmune diseases [168]. WASp deficient 
T cells display abnormal immune synapses and are not able 
to be fully activated and polarized to become TH1 effec-
tor cells. Treg cell number and function are also reduced in 
WAS patients and mice, which may contribute to the devel-
opment of autoimmunity. WASp deficient macrophages 
may also contribute to autoimmunity, as they are unable to 
engulf cell debris. In addition, pDCs in WAS patients play 
a role in WAS autoimmunity by producing an increased 
amount of type-I IFN after TLR9 stimulation. Moreover, 
WASp deficient B cells become hyperresponsive to BCR 
and TLR stimulation and may lose B cell tolerance in a cell 
autonomous way. Indeed, chimeric mice in which only B 
cells are WASp deficient undergo spontaneous GC reactions, 
produce autoantibodies and develop fatal nephritis [169]. 
This is consistent to the observation that WAS patients that 
have mixed chimerism after stem cell transplantation often 
develop severe B cell mediated autoimmune diseases [170].

2.2  B Cell Malignancy

It has been noted that several B cell mediated autoimmune 
diseases are associated with B cell malignancy. The co-
occurrence of B cell malignancy and autoimmunity is per-
haps not surprising, because these two diseases share some 
common etiologies, such as defective apoptosis. Mutations 
in tnfrsf6, the gene encoding Fas, cause ALPS in early child-
hood [140]. Like Fas mutated MRL/lpr mice, ALPS patients 
have multiple immune abnormalities, including autoim-
mune hemolytic anemia and thrombocytopenia. More than 
10% of ALPS patients later develop B cell lymphomas, both 
Hodgkin’s and non-Hodgkin’s lymphomas [171].

B-CLL is a B cell malignancy in which malignant clones 
from different patients exhibit stereotyped BCRs [172]. It 
has long been thought that engagement of the BCR with 
specific antigens might drive CCL. Recent studies suggest 
that the CDR3 region of the Ig heavy chain and an inter-
nal epitope of the BCR induce antigen-independent BCR 
signaling [173]. Small-molecule inhibitory drugs that target 
BCR signaling molecules, such as PI3K, Btk, and Syk, are 

clinically effective in treating several B cell malignancies, 
as well as B cell–mediated autoimmune disease [174]. In 
addition to BCR activation, cytokine stimulation also plays 
a critical role in autoimmunity and B cell malignancy. 
APRIL was initially identified as a cytokine expressed pre-
dominantly by tumor tissues. Enhanced APRIL signaling 
through the PI3K/AKT pathway may represent a crucial 
pathogenic mechanism of B cell malignancy and autoim-
mune diseases.

Sustained B cell activation and spontaneous GC reac-
tions in autoimmune disease undoubtedly increase genetic 
instability that could lead to B cell malignancy. As described 
above, the GC is a high-risk zone where autoreactive B cells 
arise through somatic hypermutations. Somatic hypermu-
tations also occur in non-Ig genes such as Fas and Bcl-6; 
these mutations can contribute to lymphomas. In addition, 
class switch recombination mediated by AID in GCs can 
also induce pathogenic chromosomal translocations, such 
as Bcl-2 and c-Myc translocations, which are responsible 
for the development of follicular B cell lymphoma and 
Burkitt’s lymphomas, respectively. Thus, uncontrolled GC 
reactions are causative to both B cell autoimmunity and B 
cell lymphomagenesis.

Under certain circumstances, malignant B cells secrete 
autoantibodies that lead to autoimmune disorders. Some 
B-CLL clones produce autoantibodies specific for erythro-
cytes and cause autoimmune hemolytic anemia. Paraneo-
plastic pemphigus (PNP) is another autoimmune disease 
that is associated with B cell neoplasms, most commonly 
with non-Hodgkin’s lymphoma, B-CLL, and giant follicu-
lar hyperplasia (Castleman’s disease) [175]. Autoantibodies 
produced by malignant B cells in PNP patients bind desmo-
gleins 1 and 3 and members of the plakin family of epithe-
lial proteins, leading to a severe blistering disease [176]. 
The discovery of the interdependent association between B 
cell malignancy and autoimmunity is of great importance 
for developing therapies not only to treat autoimmune dis-
eases but also to prevent lymphomagenesis.

3.  FEATURES OF PATHOGENIC 
AUTOANTIBODIES

3.1  Pathogenicity of Autoantibodies

Antibodies with autoreactive specificity can be detected in 
virtually all autoimmune diseases. It is important to note that 
not all autoantibodies isolated from patients are responsible 
for pathology. For example, patients with type 1 diabetes 
(T1D) often have a higher frequency of thyroid microsomal 
autoantibodies, although there may be no apparent thyroid 
pathology [177,178]. Obviously, an important criterion to 
define whether the autoantibody is contributory to a par-
ticular autoimmune disease is the presence of the autoan-
tigen and the autoantibody in the affected organ. A poorly 
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understood aspect of autoimmune disease, however, is that 
targeted autoantigens are not always selectively expressed 
by the target organ. Some ubiquitous autoantigens appear 
to contribute to organ-specific autoimmune disorders, such 
as ribonucleoprotein antigens in Sjögren’s syndrome and 
tRNA synthetase in polymyositis [179–181]. This may be 
due to access of autoantibodies to tissues. For example, in 
the K/BxN mouse model of arthritis, immune complexes 
containing autoantibodies specific for the ubiquitous 
cytoplasmic enzyme glucose-6-phophate isomerase (GPI)  
cause vascular leakage at the distal joints that leads to joint-
localized deposition of GPI immune complexes and arthri-
tis [182]. In other situations, the autoantibody may exhibit 
a tissue-specific crossreactivity. Identification of disease-
inciting autoantigens has been a challenging task and con-
tinues to lead to major milestones in autoimmune disease 
research.

Disease-specific autoantibodies may appear long before 
manifestation of the clinical symptoms. These autoantibod-
ies thus serve as biomarkers for the prediction and diagnosis 
of certain autoimmune diseases. In individuals with T1D, 
autoantibodies recognizing islet cell antigens are present 
prior to and at the time of diagnosis. In nonobese diabetic 
(NOD) mice, the early appearance of anti-insulin autoan-
tibodies predicts an early onset of the disease [183]. How-
ever, diabetes can develop even in the absence of B cells 
[184–186]. It is thought that autoantibodies alone in T1D 
are not pathogenic; instead, they might be by-products of 
islet cell destruction. Thus, the mere presence of autoan-
tibodies even in the organ that is the target of pathogenic 
autoreactivity is a necessary but not sufficient condition for 
their pathogenicity.

An indisputable demonstration of the pathological role of 
autoantibodies is that transfer of these antibodies can directly 
induce disease. Autoimmunity arises in neonates from trans-
placental passage of maternal autoantibodies. This occurs in 
about 1–2% of infants born to women with SLE who carry 
autoantibodies against Ro/SSA and La/SSB [187]. Similarly, 
infants of women with pemphigus vulgaris develop a blister-
ing rash due to transmission of maternal anti–desmoglein-3 
antibody through the placenta. Recent studies also link 
maternal antibodies specific for fetal brain proteins to autism 
spectrum disorder. These “experiments” of nature demon-
strate the causative role of autoantibodies in the pathology 
of these specific autoimmune diseases [188]. Further proof 
of pathogenic autoantibodies comes from experimental trans-
fer models in which Ig from the serum of affected patients 
leads to disease symptoms in recipient animals. For example, 
newborn mice develop blisters after receiving serum from 
patients with pemphigus vulgaris [189]. Finally, multiple 
lines of transgenic mice expressing V genes encoding auto-
antibodies to erythrocytes or dsDNA, for example, develop 
symptoms resembling the clinical manifestations of hemato-
lytic anemia or lupus nephritis [190–192].

Autoantibodies that are pathogenic in one genetic back-
ground may not be pathogenic in another genetic back-
ground. It has been clearly demonstrated in animal studies 
that there is a genetic component to target organ suscepti-
bility to autoantibody-mediated damage. For example, anti-
myosin antibodies cause an inflammatory response in the 
hearts of DBA/2 mice where cardiac myosin is present in 
the extracellular matrix, but not in BALB/c mice in which 
there is far less cardiac myosin exposed [193].

3.2  Structural Basis of Autoreactivity

There are no features of the Ig variable region that char-
acterize pathogenic autoantibodies. In B1 cells, particular 
V genes clearly associate with particular autospecificities. 
For example, the antibodies that are elicited by Myco-
plasma pneumoniae infection and bind erythrocyte anti-
gens express a stereotypic set of BCRs [194]. In contrast, 
in B2 cells, multiple VH genes can encode antibodies with 
a given autospecificity, and the same V genes are used to 
encode autoantibodies and protective antibodies, although 
certain VH or VL genes may be favored in antibodies of a 
particular antigenic specificity. For example, VH4 express-
ing antibodies are overrepresented in the cerebral spinal 
fluid of patients with MS. Analysis of antibodies sequenced 
from B cells of patients with MS has shown a higher than 
usual frequency of replacement mutations in six codons of 
VH4 genes, three in framework regions and three in comple-
mentarity-determining regions. Several of these antibodies 
bind to neurons or astrocytes, suggesting that these muta-
tions may contribute to autoreactivity [195]. Some recent 
data suggest that the anti-desmoglein antibodies that cause 
blistering in individuals with pemphigus preferentially uti-
lize the VH1-46 gene [196]. There is an extensive literature 
on rheumatoid factor (RF) antibodies that bind to the Fc 
region of IgG. Although RF made under physiologic condi-
tions have been shown to exhibit restricted light chain usage 
and the light chains have been demonstrated to be central to 
RF specificity, the RF present in individuals with RA dis-
play less restricted V gene usage. Now that techniques for 
the sequencing of large numbers of antibody molecules are 
available, it will be important to revisit the question of V 
gene usage in autoantibodies.

Indeed, it is not surprising that there might be no Ig genes 
specific for the production of autoantibodies. Many auto-
antibodies have acquired autospecificity through somatic 
hypermutation; the germline-encoded antibody often fails 
to display autoreactivity and so must have a different anti-
genic specificity. The fact that several autoimmune diseases 
begin after an infection suggests that autoantibodies may 
arise as part of a dysregulated antimicrobial response in 
genetically susceptible individuals. An antimicrobial anti-
body can diversify to have novel antigenic specificities, 
including autospecificities.
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CDR3 regions of autoantibodies are neither shorter nor 
longer than those present in protective antibodies. Structural 
studies have not discerned a particular conformation of the 
antigen-binding site of autoantibodies. Over many decades 
of study, no general structural features of autoantibod-
ies that apply to multiple autospecificities have emerged. 
Early studies suggested that high affinity for autoantigen 
was associated with pathogenicity. Subsequent studies have 
shown that autoantibodies that differ tenfold in affinity for 
autoantigen can all be pathogenic. Although there is likely 
to be an affinity threshold below which there is no patho-
genicity, it does not appear that higher affinity necessarily 
correlates with greater pathogenicity.

The most critical determinant of pathogenicity of auto-
antibodies lies in the Fc region of Ig, which mediates the 
different physiological effects of antibodies. IgM antibod-
ies do not penetrate tissue, as they do not bind to FcRn on 
endothelial cells; therefore, they exhibit pathogenicity only 
when they target a circulating antigen, such as an erythro-
cyte or platelet. They opsonize the antigen, and recruit C1q 
and other complement components that earmark the anti-
genic target for destruction through the complement mem-
brane attack complex or through ingestion by phagocytic 
cells. IgM autoantibodies can even be immunosuppressive. 
Once C1q is bound to the immune complex, the complex 
may engage LAIR-1 on the surface of monocytes or DCs 
[20]. LAIR-1 is an inhibitory receptor with two ITIM motifs 
in its cytoplasmic tail [19]. LAIR-1 engagement prevents 
monocyte to DC differentiation and activation of DCs 
through TLR engagement. Tissue damage is initiated after 
class switch recombination to IgG. If mice producing IgG 
anti-DNA antibodies are given an infusion of IgM anti-DNA 
antibodies, disease progression is arrested [34].

IgG antibodies, in contrast to IgM, are able to penetrate 
tissues. IgG is also the only antibody isotype that can pass 
through the placenta. Thus, IgG but not IgM antibodies 
exhibit a criterion for pathogenicity, as they can access the 
target organs. Moreover, tissue-bound IgG or IgG immune 
complexes can activate FcR on immune cells and on  
FcR–bearing, tissue-resident cells. In general, the engage-
ment of these receptors triggers an inflammatory cascade. 
The FcRγIIB receptor uniquely transduces an inhibitory 
signal. Sialylation of IgG reduces its binding to Fc receptors 
and converts the binding to lectin receptors DC-SIGN or 
SIGN-R1 [197]. This leads to upregulated surface expres-
sion of FcRγIIB on inflammatory cells [198]. Thus, it is 
possible to design IgG antibodies or immune complexes 
that will suppress immune activation; however, in general, 
IgG autoantibodies are proinflammatory. Notably, during 
an inflammatory response, sialylation of IgG is diminished 
[199–201].

When IgG antibodies engage activating FcR, they trig-
ger downstream pathways resulting in the generation of 
free radicals, induction of an IFN signature, and release of 

proinflammatory cytokines. IgG immune complexes also 
engage the complement cascade leading to destruction of the 
target antigen and the generation of the C3 and C5 cleavage 
products, C3a and C5a, respectively. These molecules are 
chemoattractants that amplify an inflammatory response by 
recruiting more effector cells into the target organ.

4.  EFFECTOR MECHANISMS OF 
PATHOGENIC AUTOANTIBODIES

Antibodies have evolved to protect the host from infec-
tions through three main mechanisms: neutralization of the 
pathogens to prevent viruses and intracellular bacteria from 
entering cells, opsonization of the pathogen or its toxins 
to boost phagocytosis, and activation of the complement 
cascade that directly lyses certain microbes and enhances 
opsonization. When antibodies target autoantigens, they 
display no new tricks but utilize the same mechanisms 
for self-destruction. Opsonization and activation of the 
complement cascade by autoantibodies can incite inflam-
mation and cause tissue damage. Autoantibodies can also 
act as either antagonists or agonists of cellular receptors to 
cause derangement of cellular functions without inducing 
target organ inflammation. Anti–insulin receptor antibod-
ies function in this manner. Similarly, antibodies to soluble 
hormones, such as insulin and thyroid hormone, can alter 
cellular physiology without causing inflammation. An addi-
tional pathological property of autoantibodies may relate to 
their ability to inactivate or deplete regulatory T cells. This 
section describes the pathogenic mechanisms of autoanti-
bodies in several representative diseases (Table 3).

4.1  Noninflammatory Autoimmune Disorders 
Mediated by Autoantibodies

Autoimmune diseases are often linked to inflammatory condi-
tions that eventually lead to organ damage. However, several 
autoimmune disorders occur through autoantibody-mediated 
organ malfunction without inflammation and cytotoxicity.

4.1.1  Autoantibodies that Block Cellular 
Functions

A well-established pathogenic mechanism of some autoan-
tibodies is inhibition of cellular activities through neutral-
izing effector molecules. Patients with pernicious anemia 
have autoantibodies against gastric intrinsic factor, a glyco-
protein produced by gastric parietal cells that is essential for 
vitamin B12 absorption by ileal enterocytes. By neutralizing 
the B12 binding site of intrinsic factor (type I) or blocking 
interaction between the intrinsic factor–B12 complex and its 
receptor on ileal enterocytes (type II), intrinsic factor–spe-
cific autoantibodies prevent vitamin B12 uptake and conse-
quently lead to anemia [202].
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Neutralizing autoantibodies are also found in patients 
with myasthenia gravis and Lambert-Eaton myasthenic 
syndrome. In both cases, muscle weakness is due to autoan-
tibodies against proteins in the neuromuscular junction. For 
a muscle to contract, an action potential induces Ca2+ influx 
through voltage-dependent calcium channels on the presyn-
aptic cell membrane of motor neurons and causes exocy-
tosis of acetylcholine. Acetylcholine binds to its receptor, 
AchR, on the postsynaptic membrane of skeletal muscle 
fibers and opens sodium/potassium channels to trigger 
muscle contraction. Lambert-Eaton myasthenic syndrome 
is caused by autoantibodies specific to the presynaptic 
voltage-gated calcium channels and myasthenia gravis by 
autoantibodies against postsynaptic AchR [203,204]. Bind-
ing of autoantibodies to these proteins in the neuromuscular 
junction antagonizes the ion channels with subsequent dis-
turbance of the proper neuromuscular function. Ultimately, 
there is also complement-mediated destruction of the neu-
romuscular junction.

4.1.2  Autoantibodies that Dysregulate Cellular 
Functions

Some symptoms of autoimmune diseases are induced 
by autoantibodies with agonist activity. This mechanism 
of action is best exemplified by Graves’ disease. Graves’ 
disease is an organ specific autoimmune disorder that spe-
cifically affects the thyroid gland. Normally, hormone pro-
duction by the thyroid is induced by TSH from the anterior 
pituitary, which itself is negatively regulated by the thyroid 
hormone levels in a feedback loop. TSH receptor (TSHR), 

located on the basal surface of thyroid follicular cells, is 
the prime autoantigen in Graves’ disease. In patients with 
Graves’ disease, autoantibodies bind to the TSHR and 
mimic the action of TSH [205]. Therefore, TSHR specific 
autoantibodies override the negative feedback mechanism. 
With uncontrolled stimulation by anti-TSHR autoantibod-
ies, the gland produces an excessive amount of thyroid hor-
mone causing hyperthyroidism. Graves’ disease is the most 
common cause of hyperthyroidism, often affecting women. 
Mothers with this disease can pass anti-TSHR IgG to the 
fetus, and the baby will be born with hyperthyroidism.

Autoimmune pathology can also be caused by  
autoantibody-mediated changes in soluble molecules. A 
group of patients with RA have autoantibodies against the 
enzyme peptidylarginine deiminase (PAD) 4 with cross-reac-
tivity with PAD3. These crossreactive anti-PAD antibodies 
increase calcium binding to PAD4, thus activating PAD4 for 
protein citrullination at a physiological level of calcium [206]. 
Citrullinated proteins are one of the major autoantigens in 
RA. The finding that anti-PAD4 antibodies can modify PAD 
activity for the production of citrullinated autoantigens illus-
trates an amplification feedback loop for RA pathogenesis. In 
RA patients, PAD3/PAD4 cross-reactive antibodies are asso-
ciated with severity of erosive joint disease [206].

4.2  Inflammatory Autoimmune Disorders 
Mediated by Autoantibodies

Autoantibody-mediated cytotoxicity represents the major 
known pathogenic mechanism that causes tissue injury. 

TABLE 3 Mechanisms of Pathogenic Autoantibodies

Mechanisms Target Antigens Disease Manifestations

Blocking cellular functions anemia Intrinsic factor Pernicious anemia Defective erythropoiesis,

Voltage-gated calcium channels Lambert-Eaton myasthenic 
syndrome

Muscle weakness, 
paralysis

Acetylcholine receptor Myasthenia gravis Muscle weakness, 
paralysis

Dysregulation of cellular and  
molecular functions

Thyroid-stimulating hormone  
(TSH) receptor

Graves’ disease Hyperthyroidism

PAD3/PAD4 Rheumatoid arthritis Arthritis

Antibody-dependent cell-mediated 
cytotoxicity

Thyroperoxidase (TPO), thyroglobulin Hashimoto’s thyroiditis Hypothyroidism

Proteinase 3 (PR3),  
Myeloperoxidase (MPO)

Granulomatosis with  
polyangiitis

Vasculitis

Complement-mediated cytotoxicity 
and phagocytosis

Fibrinogen receptor (gpIIa/IIIb) Thrombocytopenic purpura Hemorrhage

Rh blood group antigens, I antigen Hemolytic anemia Hemolysis, anemia

Immune complex-mediated  
tissue damage

DNA, nucleoproteins, and others Systemic lupus erythematosus Nephritis, vasculitis, rash, 
and others
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Like humoral responses against pathogens, autoantibodies 
engage multiple effector cells and different pathways to 
mediate lysis of the target cells. In most antibody-mediated 
autoimmune diseases, several of the following pathologi-
cal mechanisms operate together, causing inflammation and 
tissue injury.

4.2.1  Antibody-Dependent Cell-Mediated 
Cytotoxicity

Antibody-dependent cell-mediated cytotoxicity (ADCC) 
is a lytic mechanism that can be mediated by autoreactive 
IgG. Here, autoreactive IgG recruits effector cells to the 
target cells with the Fab portion of the IgG binding to the 
target cell and the Fc region associating with FcγR on effec-
tor cells. Crosslinking FcγR on effector cells activates cells 
to secrete cytotoxic molecules. Classically, ADCC is medi-
ated by NK cells that express CD16 (FcγRIII). Upon FcγR 
activation, NK cells release cytotoxic granules containing 
perforin and granzymes to kill antibody-sensitized target 
cells. In patients with Hashimoto’s thyroiditis, a condition 
leading to hypothyroidism, anti-thyroperoxidase (TPO) 
antibodies bind to the basement membrane of the thyroid 
follicles, after which ADCC destroys the thyroid follicles. 
Other effector cells can also participate in ADCC, including 
macrophages and neutrophils. These effector cells may lyse 
autoantibody opsonized target cells through production of 
reactive oxygen species (ROS). A rare disease is granulo-
matosis with polyangiitis (GPA), an autoimmune vasculi-
tis characterized by antineutrophil cytoplasmic antibodies 
(ANCA) that affect small and medium-size vessels in many 
organs [207]. Many ANCA bind proteinase 3, which is nor-
mally present in the cytoplasm of neutrophils. Activated 
neutrophils express proteinase 3 on their plasma membrane. 
Upon ANCA binding, neutrophils are immobilized on ves-
sel walls and trigger inflammation by releasing chemokines 
that induce further neutrophil influx and, by undergoing a 
respiratory burst, leading to vascular necrosis. Approxi-
mately 70% of GPA patients develop ANCA-associated 
glomerulonephritis with no evident immune complex depo-
sition (known as pauci-immune), contrary to glomerulo-
nephritis manifested in lupus nephritis, as the antibodies 
activate neutrophils rather than deposit on glomerular cells.

4.2.2  Complement System–Mediated 
Cytotoxicity and Inflammation

The complement system plays a primary pathogenic role in 
autoantibody-induced inflammation and cytotoxicity [208]. 
Both IgM and IgG autoantibodies activate the classic com-
plement pathway by binding to C1q through the Fc portion, 
which leads to the activation of the autocatalytic enzyme 
activity of the C1 complex and initiates the complement cas-
cade that eventually leads to the assembly of the membrane–
attack complex, an annular structure with a hydrophilic 

internal channel and a hydrophobic external portion that 
allows it to insert into the lipid bilayer of a cell membrane. 
The free passage of electrolytes and water through this 
transmembrane channel results in colloid osmotic lysis of 
cells. Complement-mediated cytolysis represents a major 
pathogenic mechanism underlying autoimmune hemo-
lytic anemia and autoimmune thrombocytopenic purpura. 
Autoantibodies specific to the cell surface molecules on red 
blood cells or to glycoprotein IIb/IIIa (the fibrinogen recep-
tor) on platelets activate the classic complement pathway 
and lead to intravascular lysis of circulating red blood cells 
and platelets. Compared to IgM, which is a potent activa-
tor of the classic complement pathway, IgG is less effective 
in complement fixation. Thus, complement-mediated blood 
cell destruction is predominantly a consequence of autore-
active IgM.

In addition to cytolysis, complement also incites inflam-
mation. The autoantibody-activated complement cascade 
yields the small cleavage products C3a, C4a, and C5a, 
which are powerful inflammatory mediators that bind recep-
tors on phagocytes and activate them to secrete inflamma-
tory cytokines and chemokines. C5a itself is also a potent 
chemoattractant that induces homing of macrophages and 
neutrophils into the target organs. Tissue-bound antibody 
can activate the complement cascade and generate com-
plement components that recruit and activate phagocytes, 
which release cytokines and ROS, to cause inflammatory 
injury. Moreover, C5a binds to and activates endothelial 
cells. Indeed, C5a binding to brain microvascular endothe-
lial cells potently impairs the integrity of the blood–brain 
barrier.

4.2.3  Phagocytosis-Mediated Cytotoxicity

Both autoreactive IgM and IgG are able to promote 
phagocytosis of antibody-sensitized cells. In patients 
with autoimmune hemolytic anemia, IgG antibodies 
generally recognize protein antigens on erythrocyte sur-
face at physiological temperature and are termed warm 
agglutinins, whereas IgM antibodies are referred to as 
cold agglutinins because they react with polysaccharide 
antigens on erythrocytes at a cold temperature of 0–4 °C 
[209]. IgG-coated erythrocytes activate phagocytic cells 
through FcγR crosslinking and trigger phagocytosis. 
Erythrocytes sensitized with autoreactive IgG are cleared 
from the circulation by macrophages in the splenic sinu-
soids. IgM does not bind directly to phagocytes, but acti-
vates the complement cascade that produces C3b. C3b 
and, to a lesser extent, C4b can act as opsonins, which 
mediate the attachment of IgM-sensitized erythrocytes 
to phagocytic cells through the complement receptor 1 
(CR1). In general, phagocytosis of IgM and C3b opso-
nized erythrocytes takes place in the liver by Kupffer 
cells. Thus, IgM-associated erythrocyte elimination 
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occurs both intravascularly through the complement sys-
tem and extravascularly through hepatic phagocytosis, 
whereas IgG primarily mediates extravascular hemoly-
sis. Importantly, this phagocytic mechanism has been 
co-opted for its therapeutic potential. Many therapeutic 
antibodies used to deplete certain cell subsets do so by 
opsonizing target cells, thereby priming them for removal 
by the reticuloendothelial system.

4.2.4  Immune Complex-Mediated 
Inflammation and Tissue Damage

Immune complexes are formed when antibodies bind to 
soluble autoantigens. Normally, immune complexes do 
not impose significant harm, as they are rapidly cleared 
from the bloodstream by phagocytic cells that express 
both complement receptors and FcγR. Under certain cir-
cumstances when either clearance mechanisms fail or 
an excessive amount of complex is produced, immune 
complexes persist in the body. Circulating immune com-
plexes may be progressively trapped in tissues, especially 
synovium and kidney glomeruli, due in part to increased 
vascular permeability at those sites. Immune complex 
deposition in tissues activates the complement cascade 
and FcγR on inflammatory immune cells such as neu-
trophils, monocytes, macrophages, or DCs. These pro-
cesses lead to severe inflammatory responses. Immune 
complexes formed with autoreactive IgG cause damage 
wherever they precipitate. Arthritis, glomerulonephritis, 
and vasculitis are often manifestations of autoimmune 
diseases caused by immune complexes. Interestingly, 
these complexes can also be made of antibody and 
microbial antigen as in streptococcal glomerulonephritis 
[210]. Autoantibodies also bind antigen in tissues, and 
thus form local noncirculating immune complexes that 
activate complement in situ and trigger the activation of 
inflammatory immune cells.

A typical autoimmune disease mediated by tissue-
bound immune complexes is SLE. SLE is characterized by 
the production of antinuclear autoantibodies that lead to 
multiorgan damage. Although the etiology of this disease 
is not known, it is evident that abnormal apoptosis and 
deficient clearance of dead cells occurs in SLE. Nucleo-
proteins and dsDNA released from dead cells can activate 
autoreactive B cells. In lupus patients with active disease, 
an excessive amount of nuclear and intracellular autoanti-
gen can be found in the bloodstream. These autoantigens 
form immune complexes that contain RNA or DNA and 
can activate TLRs in both myeloid and lymphoid cells. 
Thus, with continuous stimulation by autoantigens, innate 
and adaptive immune cells are activated, resulting in a 
GC reaction that produces a large number of long-lived 
plasma cells that produce high-affinity autoreactive IgG. 
Immune complexes in SLE patients deposit in the skin, the 

glomerulus, and in many other organs, often as a result of 
binding to tissue antigens. Immune complexes that form in 
situ are capable of activating all of the cytotoxic machin-
eries described above. By activating the complement cas-
cade and promoting phagocytosis and ADCC, immune 
complexes in SLE patients kill cells in tissues where they 
are deposited. Dead cells, in turn, release more nuclear 
and intracellular autoantigens continuing to drive the auto-
immune response.

4.2.5  Autoantibody-Mediated Inactivation  
of Regulatory T Cells

Tregs play an essential role in suppressing autoimmu-
nity. This heterogeneous population contains a variety 
of T cells of different lineages with different suppressive 
functions. The traditional Tregs are CD25+Foxp3+ CD4+ 
T cells. These CD4+ Tregs suppress proliferation of 
both autoreactive T cells and B cells. A much less stud-
ied population of Tregs is CD122+ CD8+ T cells. This 
population of Tregs was found to suppress a number of 
autoimmune diseases in mice, including experimental 
autoimmune encephalomyelitis (EAE) and Graves dis-
ease [211,212]. CD122+ CD8+ Tregs have been shown 
to suppress autoreactive GC reactions by inhibiting TFH 
cell function [89].

A subpopulation of CD122+ CD8+ Tregs expresses 
CD38. CD38 is a multifunctional molecule, serving as a cell 
surface receptor and an ectoenzyme, with its ectonucleotid-
ase activity implicated in T cell suppression function [213]. 
CD38 deficiency has been shown to accelerate develop-
ment of SLE and autoimmune diabetes in mice. In humans, 
autoantibody specific to CD38 has been detected in patients 
with T1D and autoimmune thyroiditis [214,215]. Serum 
from SLE patients with anti-CD38 autoantibodies induces 
apoptosis of CD38+ T cells, and the level of anti-CD38 
autoantibody in SLE patients correlates with anti-dsDNA 
autoantibodies and clinical activity [216].

5.  B CELLS AS THE THERAPEUTIC TARGET 
IN AUTOIMMUNE DISEASE

Although this chapter is focused on the pathogenic impor-
tance of autoantibodies and the B cells that produce them, 
the contribution of autoreactive B cells to autoimmunity 
extends beyond antibody production. Even in some auto-
immune diseases, such as diabetes and MS, which have 
traditionally been thought to be mediated by T cells, deple-
tion of B cells has proved to be beneficial. The antibody- 
independent pathogenic mechanisms of autoreactive B cells 
include presentation of autoantigens to T cells, production 
of cytokines and chemokines, and organization of ectopic 
lymphoid foci. Thus, B cells have become a promising tar-
get for treatment of a variety of autoimmune diseases.
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As described above, there are three distinct pathologic 
conditions characterized by the presence of autoreactive 
B cells: conventional autoimmune diseases, immunode-
ficiency with autoimmunity, and B cell malignancy with 
autoreactive BCRs. B cell–directed therapies are being 
explored in all three conditions.

B cell depletion using antibody targeting CD20 has been 
explored in several conventional autoimmune diseases: T1D, 
MS, RA, ANCA vasculitis, and SLE. Interestingly, T1D, 
MS, and RA are traditionally considered to exhibit T cell– 
mediated pathology; the therapeutic effect of B cell depletion 
in these diseases is thought to reflect the importance of B cells 
as APCs. B cell depletion also leads to an increase in Tregs 
for reasons that are not entirely understood; thus, it may be 
that an anti-CD20 antibody-induced increase in Tregs reduces 
disease activity [217]. Finally, B cell reconstitution leads to a 
prolonged period with increased number of transitional and 
naive B cells. Many of these cells produce IL-10, which, in 
many diseases, is immunosuppressive. Little is known about 
the generation of B10 cells, and B10 cell reconstitution has not 
been well studied in patients treated with B cell depletion.

Moreover, in SLE, IL-10 can exacerbate disease 
[218,219]; whether IL-10 can exacerbate some other auto-
immune disease has not been fully studied. Both ANCA 
vasculitis and SLE are diseases in which autoantibodies are 
the major mediators of tissue pathology. Anti-CD20–medi-
ated B cell depletion is effective in ANCA vasculitis but 
not in SLE. The reasons for the failure of B cell depletion 
in SLE are not known, although it is clear that BAFF levels 
increase with B cell depletion and that high BAFF levels 
correlate with an increased risk of disease flare. A recent 
study reveals that the liver is the primary site for removing 
B cells coated with anti-CD20 antibodies [220]. Intravital 
two-photon imaging in mice of GFP-labeled Kupffer cells 
show that they arrest circulating B cells in the liver sinu-
soids and engulf the captives. This process is dependent on 
FcR, consistent with the observation that FcγR polymor-
phisms influence the efficiency of anti-CD20 therapy in 
humans. In addition, these data also show that circulating 
B cells are more readily depleted than are tissue-residing 
B cells [220]. These observations may provide an expla-
nation for the inefficient B cell depletion in SLE, as many 
autoreactive B cells in the lymphoid organs in SLE may not 
circulate and so may not be susceptible to elimination by 
Kupffer cells. Depleting CD20 B expressing cells does not 
deplete plasma cells. In mice, anti-CD20–mediated B cell 
depletion also fails to eliminate MZ B cells unless the MZ 
B cells are induced to exit the MZ. In humans, it is thought 
that MZ B cells circulate and so are vulnerable to antibody-
mediated deletion. Indeed, anti-CD20 antibody eliminates 
MZ B cells in nonhuman primates. Whether the failure to 
mediate plasma cell depletion or the increase in BAFF or in 
Tregs differentially affects ANCA vasculitis versus SLE is 
not currently obvious.

BAFF blockade with an antibody to soluble BAFF has 
been explored in both RA and SLE. This strategy was not 
effective in RA but did show efficacy in SLE [221]. Stud-
ies of blood B cell subsets have shown that naive and tran-
sitional B cells, most dependent on BAFF for survival, 
are indeed reduced in subjects receiving BAFF blockade. 
Curiously, memory B cells are initially expanded, perhaps 
through a homeostatic mechanism. Although BAFF block-
ade has thus far displayed limited efficacy in autoimmune 
disease, it warrants continued exploration, as autoreactive B 
cells have an increased requirement for BAFF and so may 
be selectively vulnerable to the appropriate use of BAFF 
blockade. Surprisingly, however, there has been little evi-
dence for a selective decrease in autoantibody titers; total 
IgM and IgG both decrease continuously over time in indi-
viduals on BAFF blockade, as do autoantibody titers. A 
clinical trial in RA with an antibody to BAFF that is alleged 
to bind both soluble and membrane BAFF also failed to 
show efficacy. There have been several studies in SLE of 
blockade of both BAFF and APRIL with a soluble recep-
tor for both molecules. This agent causes a more profound 
decrease in IgM and has been associated with infectious 
complications. Whether it exhibits increased efficacy is not 
known.

Taking a cue from the therapy of B cell malignancy, 
immunodeficiency with autoantibodies has been successfully  
treated with proteasome inhibition, which selectively destroys 
plasma cells [222]. It would seem that BAFF blockade should 
be considered in individuals with immunodeficiency-related 
autoimmunity.

Recent therapeutic strategies for B-CLL include Syk 
inhibition to diminish BCR signaling and prevent the BCR-
mediated signals that promote cell survival [174]. This 
should diminish viability of the malignant cells and as a 
consequence autoantibody production as well.

The challenge remains to identify, in each pathologic con-
dition, those B cell subsets that include the autoreactive B 
cells. It may be that in some diseases the pathogenic B cells 
are restricted to a single compartment; in other diseases, such 
as SLE, autoreactive B cells may populate several different 
compartments depending on the patient or may populate 
multiple compartments within the same patient.

B cells within any B cell compartment except the plasma 
cell compartment can function as APCs. It has even been 
reported that anergic B cells can present antigen [223]. Thus, 
in conditions in which the antigen presenting function of the 
B cell is critical, it is important to know the compartment in 
which pathogenic antigen-presenting B cells reside in order 
to eliminate them or neutralize their function. Certainly, the 
approach of blocking costimulation to eliminate B cell anti-
gen presentation function is worth pursuing. Unfortunately, 
it is difficult to see how this approach could be selective for 
autoreactive B cells. Indeed, many therapeutic approaches 
fail to show specificity for autoreactive B cells.
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6.  CONCLUSION

Autoantibodies can mediate both protective and pathologic 
function. In general, protective autoantibodies are produced 
by “innate” B1 or MZ B cells, which have a highly restricted 
antibody repertoire. Pathogenic autoantibodies, in contrast, 
may be made by any B cell subset and may undergo matu-
ration through a GC response. There are no known unique 
features of autoantibodies; often their pathogenicity relates 
to their Fc region and its associated effector function. Thus 
far, therapeutic approaches have failed to exhibit selectivity 
for autoantibodies or autoreactive B cells.
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Chapter 24

1.  INTRODUCTION

There were 1.7 million acquired immune deficiency syndrome 
(AIDS)-related deaths, 2.5 million newly human immuno-
deficiency virus 1 (HIV-1)-infected people, and 34.2 mil-
lion people living with HIV-1 in 2011 (www.who.int/hiv/ 
data/2012_epi_core_en.png), highlighting the urgent need 
for an effective vaccine for HIV-1. More than 30 years after 
the discovery of HIV-1 and the recognition of its causal role 
in AIDS [1,2], a vaccine for AIDS remains elusive. The chal-
lenges for HIV-1 vaccine development have been many; they 
include a high rate of HIV-1 mutation, glycoprotein masking, 
and the ability of HIV-1 to integrate into the host genome 
and establish latency in virus-infected CD4 T cells [3]. Most 
importantly, high levels of antibodies that can recognize 
conserved regions on the HIV-1 envelope (Env) glycopro-
tein and neutralize potently are not commonly made during 
infection and, to date, have not been induced by vaccination.

An HIV-1 vaccine efficacy trial, called RV144, reported 
in 2009, showed an estimated vaccine efficacy of 31% and 
gave hope that a preventive HIV-1 vaccine could be made [4]. 
This trial was performed in Thailand with a prime–boost vac-
cine combination including an avian poxvirus vaccine vector 
carrying HIV-1 genes and Env protein boosts [4]. Analysis 
of immune correlates of protection generated in the RV144 
vaccine trial suggested that antibodies directed to the first and 
second variable regions (V1V2) of the HIV-1 Env were asso-
ciated with a decreased risk of transmission [5]. However, no 
plasma broadly neutralizing antibodies (bnAbs) were induced 
by the RV144 vaccine [6], and the level of efficacy was insuf-
ficient to deploy as a commercial vaccine. Thus, a major goal 
of the HIV-1 vaccine development field is to improve protec-
tive efficacy in human clinical trials. One approach toward 
this goal is to understand how to induce long-lasting and 
durable plasma and mucosal levels of bnAbs [7].

Currently licensed vaccines, such as measles, mumps, 
and polio, typically induce protective neutralizing antibod-
ies, and these vaccines have been made and successfully 
deployed without a precise understanding of the immunobi-
ology of the control of protective immune responses [8]. In 
contrast, the failure of several HIV-1 vaccine efficacy trials 
[9–11] and the minimal efficacy of RV144 [4] raised the 
critical question, why are bnAbs not readily made during 
HIV-1 infection or Env vaccination? The answer neces-
sitates an understanding of the pathways required for the 
induction of bnAbs.

Progress in the development of high-throughput recom-
binant techniques has enabled the rescue and analysis of 
human antibodies from infected and vaccinated individuals 
[12–15]. These recombinant techniques have been coupled 
with advances in the cloning of human and rhesus macaque 
memory B cells with culture techniques that provide potent 
ways to probe the B cell repertoire after infection or vac-
cination [14,16–24]. In addition, next-generation pyrose-
quencing has allowed for the analysis of bnAb lineages in 
chronically infected individuals when they occur [19,24]. 
Mice have been generated by knock-in of the VHDJH and 
VLJL genes of bnAbs and used to determine how the mam-
malian immune system regulates bnAbs [26–31]. In these 
animals, it has been demonstrated that the development 
of bnAbs targeted to a gp41 Env neutralizing site that 
 crossreact with host lipids and proteins [32,33] is regulated 
by B cell tolerance, one of multiple ways that the host can 
constrain antibody lineages [26–32,34–36]. Thus, bring-
ing new technology to the problem of bnAb induction has 
begun not only to help elucidate HIV-1 neutralizing anti-
body responses in particular, but also to bring about a bet-
ter understanding of host tolerance control mechanisms of 
antibody induction in general [7,27].

http://www.who.int/hiv/data/2012_epi_core_en.png
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The study of viruses from a large HIV-1 infection 
cohort enrolled in the earliest stages of acute HIV-1 
infection has demonstrated that in ∼80% of heterosexu-
ally transmitted cases, HIV-1 infection is established by 
only one transmitted/founder virus [37]. This observa-
tion, together with the finding that bnAbs can develop in a 
minority of chronically infected individuals after years of 
infection [38–40], has led to the hypothesis that the inter-
play between virus and induced Env antibodies is required 
for bnAb induction. Recently, the simultaneous study of 
bnAb and transmitted/founder virus coevolution in HIV-
1-infected individuals from the time of transmission 
through the development of bnAbs has begun to elucidate 
the precise steps in the ontogeny of B cells that give rise to 
bnAbs and the pathway of viral escape mutations in Env 
that stimulate their bnAb production [19,19a]. Moreover, 
these new technologies and unique acute HIV-1 infection 
cohorts followed to bnAb induction have allowed, for the 
first time, the analysis of the coevolution of an infectious 
agent and the resulting antibody response at the clonal 
level.

This chapter discusses the specificity and ontogeny 
of HIV-1 bnAbs, contrasts their development with that of 
other HIV-1 antibody specificities, and outlines strategies 
for induction of bnAbs by vaccination.

2.  HIGHLY CONSERVED STRUCTURES ON 
HIV-1 ENV

HIV-1 Env is composed of three identical gp160 pro-
tomers. Surface gp160 precursor molecules are cleaved by 
cellular furin proteases, and the mature Env spike consists 
of a trimer of noncovalently associated gp120 and gp41 
subunits (Figure 1). HIV-1 Env mediates virus–cell fusion 
through three major steps. First, it engages host cell CD4, 
the primary HIV-1 receptor. This interaction results in an 
activated intermediate conformation that engages a sec-
ondary chemokine receptor, usually CCR5 and sometimes 
CXCR4. In the third step, the gp41 subunit rearranges into 
a six-helix bundle that causes hemifusion of the viral and 
cell surface membranes (Figure 2) [41]. Antiviral neutral-
izing antibodies must bind either to the prefusion native 
viral spike or to an Env intermediate to block the virus–cell 
interaction.

Numerous bnAbs have been isolated from individuals 
identified within cohorts with plasma neutralizing activity 
against diverse strains. BnAbs recognize one of at least four 
highly conserved yet vulnerable regions of Env: the mem-
brane proximal external region (MPER) of gp41 [18,20,42], 
a peptide-glycan epitope involving the V1V2 domain 
(V1V2 glycan) [16,22], a gp120 outer-domain glycan or 
peptide-glycan region (V3 glycan) [43,44], and the CD4 
binding site (CD4bs) region of gp120 [19,23–25,45,46] 
(Table 1). Recently, a fifth bnAb epitope composed of 

both the gp41 and gp120 subunits of Env has been defined 
[46a,46b,46c,46d]. Importantly, advances in cryoelec-
tron microscopy and crystal structures have provided new 
insights into the native prefusion structure and the confor-
mation of the HIV-1 Env spike [52–54]. Together with the 
detailed atomic level structures of bnAbs bound to their 

FIGURE 1 Structure of the open conformation of trimeric envelope 
(Env) at subnanometer resolution. (A) Side view of the structure of 
trimeric Env bound to 17b Fab. The map was fitted with three copies of 
the X-ray structure for the gp120–17b portion of the 1GC1 coordinates 
with gp120 (red) and 17b Fv fragments (light chain, yellow; heavy chain, 
green). One copy of the gp41 N-terminal helix (cyan) of 1AIK coordinates 
(N34) was fitted individually into each of the three densities, which occupy 
the central region of the spike that is essentially a cavity in the unliganded 
state. (B) Side view of the density map from the unliganded native trimer, 
with the three gp41 N-terminal helices (cyan) superimposed to show that, 
in the open conformation, they occupy the solvent-filled cavity in the den-
sity map of the unliganded state. From Ref. [41].
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cognate epitopes, these Env trimeric structures provide 
tools that facilitate structure-based vaccine design [55–58].

3.  MECHANISMS OF HIV-1 
NEUTRALIZATION BY ANTIBODIES

The target of HIV-1 neutralizing antibodies is the functional 
Env spike on the virion surface [7,57,59,60], and structural 
and biochemical studies have provided insight into the 
molecular mechanisms of HIV-1 neutralization (Figure 3). 
Antibodies to the CD4bs precisely target this recessed cavity 
of gp120 [46,51]. The monoclonal antibody (mAb) VRC01 
was the first member of a class of CD4bs antibodies isolated 
from numerous HIV-1-infected donors and that share charac-
teristic genetic, structural and maturation features (Table 1). 
VRC01 class antibodies contain a heavy chain derived either 
from the VH1-2 or VH1-46 genes that is heavily mutated dur-
ing affinity maturation [24,25,51,61,62]. The light chain 
can arise from either a kappa or a lambda variable gene, but 
when paired with the VH1-2 gene its CDRL3 is always short, 
containing five amino acids. These genetic features are criti-
cal for the antibody to attain a structure that partially fits into 
the CD4 binding site on gp120, thus mimicking CD4 itself 
[61]. By targeting the highly conserved CD4bs binding site 
region of gp120, VRC01 class antibodies can recognize and 
neutralize up to 90% of diverse HIV-1 strains.

There are two categories of highly potent bnAbs that 
bind to the surface of the Env spike and make contact with 
both glycans and amino acid residues. These antibodies bind 
either to a V1V2 domain or to an Env third variable loop 
(V3) domain that is exposed on the surface of the Env viral 
spike. All known V1V2 bnAbs interact with a glycan at Env 
position Asn160 and usually with at least one other glycan 
[63,64]. In addition, V1V2 bnAbs contact amino acid resi-
dues within a β-strand of the V2 region. A distinguishing 
characteristic of this group of antibodies is their preferential 
binding to the native (quaternary) structure of Env, and as 
such they bind poorly to soluble gp120 or gp140 proteins. 
Electron microscopy data indicate that these V1V2-glycan 

mAbs bind with a stoichiometry of one antibody per Env 
trimer: the mAb probably interacts with two of the three Env 
protomers on each trimer, potentially explaining the quater-
nary preference of these antibodies [65]. The V3-glycan cat-
egory of antibodies has been defined by their requirement for 
interaction with an Env glycan at position Asn332 and their 
usual interaction with at least one other glycan on the outer 
domain region of Env [43,66,67,67a]. These antibodies also 
contact Env V3 amino acid residues, and in this respect, they 
are similar to the V1V2 category of glycopeptide-targeting 
bnAbs. V3-glycan bnAbs are genetically diverse and appear 
to adopt various orientations to interact with the V3-gly-
can site—leading some investigators to term this region a 
supersite of immune vulnerability on the glycosylated face 
of HIV-1 Env [58,67a]. Both the V1V2- and the V3-glycan 
bnAbs utilize a long (extended) heavy chain complementar-
ity determinant region 3 (CDRH3) loop to penetrate the sur-
face glycans and interact with the underlying Env protein 
surface. It is important to note that there is negative selection 
against antibodies with long CDRH3s during B cell develop-
ment in the bone marrow of humans [68].

HIV-1 Env gp41 neutralizing antibodies recognize a 
specific region of gp41, termed the MPER. The MPER con-
sists of a tryptophan-rich sequence of ∼25 sequential amino 
acids and is the binding site for two of the first bnAbs iso-
lated, 2F5 and 4E10 (Table 1) [47]. BnAb 4E10 displays 
broad HIV-1 crossreactivity—neutralizing more than 90% 
of diverse HIV-1 strains, but with rather weak potency. 
BnAb 2F5 displays modest potency but limited breadth—
reacting with ∼30% of HIV-1 strains. These antibodies neu-
tralize by interfering with Env conformational changes that 
occur after CD4 binding and that are necessary for virion–
cell fusion [47,69–71]. Antibody 4E10 has been shown 
to target the prehairpin intermediate conformation of Env 
instead of the prefusion native Env (Figure 2) [71] and is 
able to access the transient prehairpin conformation through 
a two-step model in which it first binds the viral membrane 
and subsequently binds the HIV Env [72,73]. Because 4E10 
does not perturb gp120, it does not impair virus attachment 

FIGURE 2 Model for the mechanism of envelope (Env) activation. The CD4- or coreceptor-triggered activation of the Env spike forms an activated 
intermediate in which the N-terminal gp41 helices are vulnerable to neutralizing ligands. The prehairpin intermediate is formed upon insertion of the 
fusion peptide into the target cell membrane and dissociation of gp120, leading to the formation of the six-helix bundle state and subsequent fusion 
between viral and target cell membranes. From Ref. [41].



 
M

olecular B
iology of B

 C
ells

444

TABLE 1 Genetic Characteristics of HIV-1 Broadly Neutralizing Monoclonal Antibodies

Viral 
Epitope

Antibody 
Binding 
Characteristicsa

Antibody 
Clonal 
Family

Isotype and 
Subclassb

Heavy 
Chain 
V-Gene

Light Chain 
V-Gene (κ 
or λ)

CDRH3 
Length 
(Kabat AA)c

VH 
Mutation 
(nt%)d

VH Mutation 
(AA%)d

Neutralization 
Breadthe

Neutralization 
Potencyf Polyreactiveg References

MPER of 
gp41

Contiguous 
sequence

2F5 IgG3 2–5 κ1-13 22 14 15 ++ ++ Yes [47]

4E10 IgG3 1–69 κ3-20 18 14 20 ++++ ++ Yes [48]

M66.6 NR 5–51 κ1-39 21 4.3 10 + ++ Yes [42]

CAP206-
CH12

IgG1 1–69 κ3-20 15 12 19 + ++ Yes [20]

10E8l IgG3 3–15 λ3-19 20 21 26 ++++ +++ No [49]

V1V2-
glycan

Peptidoglycan PG9, 
PG16

NR 3–33 λ2-14 28 12–13 17–20 +++ +++ No [12]

CH01–04 IgG1 3–20 κ3-20 24 14–17 23–29 + ++ Noh [16]

PGT 
141–145

NR 1–8 κ2-28 31–32 12–18 21–29 +++ +++ NR [43]

Outer 
domain 
glycan

Glycan only 2G12 IgG1 3–21 κ1-5 14 21 32 + ++ NR [44]

V3-glycan Peptidoglycan PGT121–
123

NR 4–59 λ3-21 24 17–21 21–27 ++ ++++ NR [43]

PGT125–
131

NR 4–39 λ2-8 19 15–23 23–33 ++ ++++ NR [43]

PGT135–
137

NR 4–39 κ3-15 18 17–20 25–29 + ++ NR [43]

CD4 bind-
ing site

CDRH3 loop b12 NR 1–3 κ3-20 18 13 20 + ++ Noi [50]

No liganded 
structure

HJ16 NR 3–30 κ4-1 19 15 37 + ++ NR [45]

CDRH3 loop CH103–
106

IgG1 4–59 λ3-1 13 14–16 22 ++ ++ Yesj [19]
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Mimics CD4 via 
CDRH2

VRC01–03 IgG1 1–2 κ3-20m 12–14 30–32 40–48 ++++ +++ No [23,51]

VRC-
PG04, 04b

IgG1 1–2 κ3-20 14 30 38–39 +++ +++ No [24]

VRC-
CH30–34

IgG1 1–2 κ1-33 13 23–24 36–40 +++ +++ No [24]

No liganded 
structure

3BNC117, 
3BNC60l

NR 1–2 κ1-33 10 27 37–40 +++ +++ Yesk [25]

Mimics CD4 via 
CDRH2

NIH45–46l IgG1 1–2 κ3-20 16 30 41 ++++ +++ Yes [25]

No liganded 
structure

12A12, 
12A21l

NR 1–2 κ1-33 13 23–25 38–40 ++++ +++ Yes [25]

8ANC131, 
134l

NR 1–46 κ3-20 16 27 37–38 +++ ++ Yes [25]

1NC9, 
1B2530l

NR 1–46 λ1-47 16–19 24–26 36–38 + [25]

gp120-
gp41

No liganded 
structure

35O22 NR 1–18 λ2-14 16 NR 35 ++ +++ No [46a]

No liganded 
structure

PGT151* NR 3–30 κ2D-29 28 18–22 27–31 ++ +++ No [46b,46c]

Peptidoglycan 8ANC195* NR 1–69 κ1-5 20 24 47 ++ + Yes [25,46d]

aMajor binding characteristics indicated by cocrystal structural analysis. mAb 2G12 utilizes unusual domain swap structure—see indicated references. mAb b12 was isolated from a phase display library, and 
the natural light chain pair was not retained; b12 displays heavy chain only binding in cocrystal structure with gp120.
bIsotype indicates the natural isotype and subclass of the isolated antibody. In some cases, this was not reported. In many cases, the PCR-amplified heavy and light chain genes are expressed in an IgG1 
expression vector even if the natural antibody was a different subclass.
cReported CDRH3 lengths are often based on IMGT or Kabat nomenclature. The Kabat definition is generally used for structural studies and is often 2 AA residues shorter than the IMGT definition. For 
explanation of the differences in nomenclature, see www.imgt.org.
dThe percentage of mutations (nt) in an antibody heavy chain is based on comparison with the inferred germ-line gene. Percentage mutation is sometime also reported based on translated AA sequences (AA).
eNeutralization breadth is indicated for antibodies tested on large panels of >100 tier 2 Env pseudoviruses and the values shown are the percentage of viruses neutralized at an IC50 of <50 μg/ml. ++++ ≥ 90%; 
+++ = 75–90%; ++ = 50–74%; + ≤ 50%. If there are several members of a clonal family, the broadest clonal member was used.
fNeutralization potency indicated by median or geometric mean IC50 (μg/ml) of neutralized viruses (i.e., excluding nonneutralized viruses); ++++, IC50 < 0.05; +++, IC50 = 0.05–0.49; ++, IC50 = 0.5–4.9; +, 
IC50 = 5.0–50.
gPoly- or self-reactivity as assessed by a combination of common autoimmune assays, including cardiolipin ELISA, Hep2 cell IFA, and Athena assay for antinuclear antibodies.
hOne antibody in this clonal lineage, CH03, is polyreactive.
iSome have found b12 polyreactive, but studies in b12 VHDJH + VLJL knock-in mice have demonstrated that the degree of polyreactivity for this antibody is not sufficient to predispose these antibodies to 
tolerance deletion [30].
jCH103, CH104, CH106 are autoreactive, CH105 is not autoreactive.
k3BNC117 is reported to be polyreactive, but 3BNC60 is not.
lAdditional members of the clonal family also reported in the primary publication. NIH45-45 is same donor and clonal family as VRC01. For mAbs 1NC9 and 1B2530, neutralization data only available for 
1B2530.
mVRC01 and 02 were initially reported to derive from inferred VK3-11, but additional analysis of the antibody lineages strongly suggests VK3-20. Also, VRC03 was initially inferred to be from different clonal 
family than VRC01, but more detailed analysis suggests that VRC01, 02 and 03 are clonal relatives (Mascola, J and Kwong, P, unpublished observations).
NR, Not reported.

http://www.imgt.org
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to the cell surface [74]. Instead, bnAb 4E10 inhibits HIV-1 
entry by preventing further structural rearrangement of the 
fusion machinery of HIV Env. This mechanism of neutral-
ization may help prevent transmission of cell-associated 
virus, because Env–CD4 binding probably occurs rapidly in 
the junction between uninfected and infected cells, which 
could resist neutralization by CD4 binding site antibodies 
[74]. The more recently isolated bnAb 10E8 also recognizes 
this region, neutralizes with high potency and breadth, and 
shows minimal autoreactivity, suggesting that bnAbs to this 
structure could potentially be elicited by vaccination [18].

4.  ROLE OF NEUTRALIZING ANTIBODIES 
IN PROTECTION FROM HIV-1 
TRANSMISSION

HIV-1-specific neutralizing antibodies confer protection 
against lentiviral challenge in nonhuman primates models. 
Specifically, antibodies that neutralize HIV-1 have been shown 
to prevent infection by a chimeric simian–human immunode-
ficiency virus (SHIV) containing the Env gene of HIV-1 [75]. 
Early SHIV challenge studies used intravenous inoculation of 
the challenge virus. In this setting, high concentrations of neu-
tralizing Ab’s were required to block infection, and nonneutral-
izing antibodies were unable to protect [7,76,77]. Subsequent 
studies, using a single oral or vaginal inoculation sufficient to 
infect 100% of control animals, also demonstrated protection 

by neutralizing Ab’s [78–81]. Protection against SHIV infec-
tion has been correlated with the neutralization potency of the 
infused antibodies [82]. Importantly, passive transfer stud-
ies have employed low-dose mucosal inoculation of rhesus 
macaques with chimeric SHIV that requires multiple chal-
lenges to infect all control animals [50,83]. This model is the 
most physiologically relevant to HIV-1 infection in humans, 
and the data suggest that the level of infused IgG that is deliv-
ered at the mucosal surface correlates with the level of protec-
tion from retroviral transmission [84].

In one study of the highly potent V3-glycan bnAb 
PGT121 (Table 1), complete protection against SHIV 
challenge was achieved at a low infusion dose of 1 mg/kg 
[85]. Moreover, antibody-mediated suppression of HIV-1 
viremia in chronically SHIV-infected rhesus macaques can 
lead to prolonged absence of plasma virus [86,87]. Thus, 
data from nonhuman primate challenge models support the 
concept that potent HIV-1 bnAbs can prevent human HIV-1 
infection if they can be sustained by passive transfer or if 
they can be induced by vaccination.

5.  BIOLOGY OF BROAD NEUTRALIZING 
ANTIBODY DEVELOPMENT

A general characteristic of bnAbs is their extraordinary bur-
den of point and insertion/deletion mutations in the V(D)J 
rearrangements of their H and L chains [7]. It is presumed 

FIGURE 3 Neutralization mechanisms of human immunodeficiency virus 1 (HIV-1) broadly neutralizing antibodies (bnAbs). (A) VRC01 inhibi-
tion of CD4 binding by direct competition for the CD4 binding site on envelope (Env). Occupancy of the CD4 binding site on gp120 of Env by VRC01 
probably precludes CD4 access to the same site, which prevents virus attachment to target cells. (B) Allosteric modulation of CD4 binding to Env by 
PGT121. The PGT121 family of antibodies interacts with protein and glycan of gp120 near the V3 loop of gp120. The binding of PGT121 to gp120 
induces changes to the CD4 binding site that make it no longer accessible by CD4. (C) Inhibition of the fusion machinery of gp41 by an membrane 
proximal external region (MPER)-specific bnAb. The MPER antibody 4E10 neutralizes in a two-step model in which it first contacts the viral membrane. 
After CD4 attachment and gp120 shedding 4E10 binds its epitope on the prehairpin conformation of gp41. The 4E10 binding inhibits the conformational 
changes necessary for virus–cell membrane fusion.
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that these mutations are acquired in germinal centers (GCs) 
[88,89], where hypermutation and affinity-dependent selec-
tion comprise a Darwinian process that refines humoral 
responses (discussed in [90–92]). Mutations that enhance 
affinity are less frequent than neutral and/or debilitating 
mutations, but they confer a survival advantage to GC B 
cells, perhaps by delivering survival signals by increasing 
the efficiency of antigen/major histocompatibility complex 
(MHC) presentation [92,93].

In contrast to the frequencies of V(D)J mutations in H 
and L chains (6% or 3%, respectively), characteristic of 
most human IgG memory B cells [94], V(D)J mutations in 
bnAbs are much higher (14–48%) [7,95]. This elevated fre-
quency of mutations includes nucleotide exchanges in the 
scaffolding framework regions (FWRs) [95] of bnAbs and 
normally rare insertion or deletion mutations that enhance 
broadly neutralizing activity [25,95]. Although it is not sur-
prising that some bnAb FWR mutations result in amino acid 
residues that contact the HIV-1 ligand [96,97], bnAb FWR 
mutations that do not make contact with bound antigen 
maybe necessary for optimal binding affinity and neutral-
ization breadth [95]. This finding has been interpreted to 
mean that FWR mutations that increase flexibility of the 
β-sheet scaffold normally preserved in mutated high-affin-
ity antibodies is structurally required for bnAb activity [95].

If the evolution of GC B cells is limited by their inter-
action with T cells [92,93], affinity-driven selection should 
have a ceiling that is determined by the off rate of bound 
antigen [98]; Ab off rates beyond the rate at which bound 
antigen is internalized and degraded for MHCII-associated  
presentation cannot be selected [98]. That bnAbs can 
infrequently originate from HIV-1-infected patients sug-
gests that their characteristic mutational load must arise as 
a consequence of the lengthy coevolution of virus and GC 
B cells and selective criteria that are distinct from those 
that drive clonal evolution to other antigens [19]. At pres-
ent, the criteria that drive bnAb evolution from ancestral 
B cells/antibodies that neutralize only autologous virus 
are not fully understood. Nonetheless, B cells that acquire 
insertion or deletion and/or FWR mutations must persist 
over more conventional mutant B cells in the GC, other-
wise their clonal lineages are unlikely to persist over the 
years necessary to acquire bnAb activity [7].

Regardless of whether the high frequency of mutations 
exhibited by the known bnAbs is fundamentally necessary 
to generate antibodies that avidly bind to conserved broad 
neutralization epitopes conserved among many HIV-1 
clades [19,24,95] or whether it is needed for other reasons 
[26,28,32,33,35], all models for GC B cell selection require 
that bnAb B cells participate in extraordinary numbers of 
mutation/selection events over the course of several years 
[19]. A question relevant to the origin of bnAbs is how 
likely is it that clonal antibodies persist for multiple years 
in the GC? Are there molecular requirements, or exogenous 

cues, for B cells to continue along the GC differentiation 
pathway that are independent of receptor affinity? Processes 
that disfavor the GC pathway, such as differentiation to 
plasmacytes or quiescent memory cells, would effectively 
reduce the probability of any GC B cell lineage acquiring 
the ∼15–30% mutation frequency associated with bnAb 
activity.

As discussed elsewhere (Chapter 12), after encounter-
ing antigen, B cells migrate toward the T-cell-rich areas of 
secondary lymphoid tissues, whereas antigen-activated T 
cells migrate toward B cell areas. This mirrored behavior 
promotes the encounter of antigen-activated B and T cells, 
their cognate interaction, and joint proliferation. Some frac-
tion of these expanded populations then migrates back into 
the tissue’s B cell areas (follicles) that contain the reticu-
lar network of follicular dendritic cells (FDCs) where they 
establish a nascent GC [88,91–93,99–101]. After a period 
of proliferation, the GC becomes polarized into light and 
dark zones (LZ and DZ, respectively) [93].

A general model for how the GC LZ and DZ participate 
in the generation and selection of higher affinity mutants 
was initially postulated [90] on the basis of several observa-
tions: the rapid labeling of DZ centroblasts by radiolabeled 
nucleotides and the subsequent transfer of label to LZ cen-
trocytes [102], iterative accumulation of mutations in single 
GCs that produced clonal lineages [88,99,100], and purify-
ing selection in GCs that acted both inter- and intraclonally 
[100]. Maclennan proposed that after a single exposure to a 
nonreplicating protein antigen, the GC would form by the 
local proliferation of limited numbers of antigen-specific B 
cells. DZ centroblasts would proliferate to give noncycling 
centrocytes in the LZ that localized near FDCs that were 
decorated with complexed antigen. In turn, LZ centrocytes 
with avid antigen receptors could efficiently endocytose, 
process, and display antigen fragments in association with 
MHCII to local T cells. Centrocytes would be selected based 
on their ability to recover FDC-associated antigen and, 
thereby, to receive survival signals from LZ T cells. This 
general model was widely known and generally accepted 
[103], and its essentials have proved to be correct [93].

The demonstration of iterative accumulations of muta-
tions in a single B cell clone recovered from a single GC 
strongly indicated a process of clonal evolution that was 
quintessentially Darwinian: mutation → selection → prolif-
eration → mutation [88,100,103]. Mutations in GC B cells 
would generate novel antibody phenotypes that would 
undergo selection, and mutations that provided a survival 
advantage to GC B cells would be fixed by cell prolif-
eration. Indeed this general model was found mathemati-
cally to be an optimal solution for efficiently generating 
high-affinity B cell mutants [104–107]. Significantly, the 
mathematicians provided a biological context for their 
theories: mutated centrocytes that survived selection in 
the LZ would return to the DZ for rounds of proliferation 
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and mutation; progeny centroblasts that carried selected 
mutations would subsequently return to the LZ as centro-
cytes to undergo selection anew. This cyclic-reentry model 
neatly accounted for the known biology of GCs and for 
the stepwise nature of affinity maturation [106]. A decade 
later, initial studies by intravital microscopy [108–110] 
cast doubt on the cyclic-reentry model, but later, elegant 
studies utilizing in situ photoactivation confirmed the 
model [93].

If the high frequency of mutations characteristic of 
bnAbs is acquired in the GC, they must represent many 
years of HIV-1-specific B cells migrating between the 
DZ and the LZ of GCs to acquire and then select muta-
tions that increase their (fitness) affinity for neutralizing 
epitopes. Indeed, bnAb lineages can now be traced over 
several years in serial blood samples from individual HIV-
1-infected patients to a time that is only weeks after their 
infection [19] (Figure 4). These observations demonstrate 
that it is possible for a single, HIV-1-specific B cell clone to 
expand, diversify, and acquire bnAb activity in the milieu of 
chronic viral infection and coevolution but not how this is 
accomplished. A common notion at this time is that rounds 
of HIV-1 envelope evolution and escape from autologous 

HIV-1 neutralizing antibodies drive the evolution of bnAb 
specificities that recognize multiple Env variants [19].

This model is based on at least two requirements that are 
not easily accomplished. First, it requires that generalist B 
cells—those recognizing a determinant common to many 
HIV-1 types but not necessarily optimally expressed by 
each HIV-1 quasi-species—outcompete specialized GC B 
cells that recognize epitopes abundant on individual HIV-1 
variants. Second, it requires that these generalist B cells 
enter the memory compartment and be recalled to the GC 
reaction at some later point by the expansion of HIV-1 vari-
ants. The first issue is a classical question in evolutionary 
biology and has been thoroughly discussed [111]. The sec-
ond relates to how memory B cell fate is controlled by the 
balance of transcription factors.

The transcriptional control of terminal B cell fate has 
been well studied: the ratios of the early B-cell-specific tran-
scription factor Pax5 and Blimp-1 (Prdm1), a regulator of 
plasma cell differentiation, determine the differentiation of 
activated B cells into antibody-secreting plasmacytes [112] 
(see also Chapter 6). In brief, Pax5 ensures the early pro-
gram of B-cell-specific genes but is repressed by Blimp-1 
during the transition of B cells to plasma cells; reciprocally, 
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FIGURE 4 Coevolution of virus and a single antibody lineage in an human immunodeficiency virus 1 (HIV-1) seroconverter. Mature CD4 bind-
ing site antibodies CH103-106 were isolated from circulating memory B cells at week 136. Longitudinal sampling allowed inference and reconstruction 
of the evolution of the infecting viral sequence and of the specific neutralizing antibody lineage. The heavy chain antibody lineage was augmented with 
sequences derived from B cell gene sequencing, and bioinformatics analyses were used to infer early intermediates (IA) and the unmutated ancestor (UA). 
The left part of the figure displays a phylogenetic tree of Env sequences derived from week 4 through week 160. The UA and IA heavy chain sequences of 
the CH103 antibody lineages are shown alongside viral evolution. This antibody lineage evolved to gain high-affinity Env binding, and virus neutralization 
evolved from strain-specific autologous virus activity to crossreactive neutralization of heterologous viruses. From Refs [7,19].
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Blimp-1 represses expression of early B-lineage genes, 
including Pax5. Another transcription factor, Bach2, first 
identified as a transcriptional repressor of Blimp-1 [113], 
acts to control B cell fate in a reciprocal fashion. Expres-
sion of Bach2 is elevated in developing B cells in the bone 
marrow and decreases with their developmental maturation 
until it is extinguished in plasma cells. By repressing Blimp-
1, and thus plasma cell differentiation, Bach2 promotes sec-
ondary responses by sustaining their capacity to express 
activation-induced cytidine deaminase and retain the GC 
phenotype, but Bach2 levels are diminished in IgG memory 
B cells [114]. The consequence of this reduction in Bach2 is 
that class-switched memory B cells are more likely to differ-
entiate into plasmacytes than to return to GCs for additional 
rounds of mutation and selection [114].

The newly discovered roles for Blimp-1 and Bach2 recall 
observations that IgM, not IgG, memory B cells are prefer-
entially recruited into secondary GC reactions [115,116]. In 
fact, Bach2 levels are higher in IgM memory B cells than 
in their IgG counterparts [114]. Kometani and colleagues 
note that this different expression of Bach2 could represent:  
(1) a briefer GC history for IgM compared to IgG memory 
B cells; (2) the consequence of different signaling qualities 
of IgM versus IgG antigen receptors; and/or (3) a manifes-
tation of independent memory cell types (IgM versus IgG) 
that are intrinsically distinct with regard to the GC or plas-
macyte fate decision [114].

In the context of generating highly mutated bnAbs, virtu-
ally all HIV-1 vaccine immunogens and adjuvants have been 
selected for their capacity to elicit IgG antibody production 
and class-switched memory B cells. It is quite possible that 
this approach is antithetical to generating memory B cells that 
retain high levels of Bach2 and thus have a high probability 
of returning to/remaining within the GC over long periods. 
The notion of IgM “memory stem cells” is equally intriguing 
as most analysis of HIV-1-driven B cell evolution is based on 
the recovery of class-switched, IgG or IgA, memory B cells 
from the tissues of infected patients [19], an approach that 
minimizes recovery of IgM memory B cell pools that might 
be a source for continuing bnAb evolution.

6.  CHARACTERISTICS OF HIV-1 ENV 
NEUTRALIZING ANTIBODIES

6.1  VRC01-Class of CD4 Binding Site bnAbs

The VRC01 class of antibodies is designated by four com-
mon characteristics that provide insight into their matura-
tion. First, these antibodies all originate from the VH1-2 gene  
family [56,61]. This observation is probably due to the pres-
ence of key residues at positions 50 and 71 that are conserved 
during antibody maturation and are postulated to aid in the 
initial engagement of HIV Env [62]. In contrast, the light-
chain variable gene usage is diverse among the members of 

this class. Second, these antibodies are highly somatically 
mutated. In the case of VRC01, the VH1-2 gene undergoes 
nearly 91 nucleotide somatic mutations to facilitate a high-
affinity interaction with HIV Env [23,24]. Third and fourth, 
the VRC01 class antibodies that utilize the VH1-2 gene pos-
sess a five-amino-acid CDRL3 and a specifically mutated 
CDRL1 [46,56,61]. The CDRL1 mutations are generally a 
two-amino-acid deletion or two glycine substitutions that 
alleviate a potential clash with loop D of HIV-1 Env [61]. 
Antibody sequence analysis suggests that the five-amino-acid 
CDRL3 is a result of germ-line rearrangement and is there-
fore present at the level of the naive B cell receptor, whereas 
the CDRL1 mutations are a result of affinity maturation [61]. 
Overall, these antibodies use different heavy- and light-chain 
gene pairings, but they all mature to engage the CD4 binding 
site in a mode remarkably similar to CD4 itself (Figure 5).

6.2  V1V2 and Other Glycan-Targeted bnAbs

The V1V2-reactive antibodies and the V3-reactive antibod-
ies comprise the two primary categories of glycan-reactive 
antibodies. The V1V2 antibodies possess an extraordi-
narily long CDRH3 (24–32 amino acids) that allows these 
antibodies to make contact with Env peptide and glycan 
[16,22,63,64] (Figure 6). The long CDRH3 develops as a 
consequence of the usage of a long D segment and nucleo-
tide addition during VDJ recombination [19a]. Unlike the 
VRC01 class of antibodies, these antibodies do not require 
a specific heavy-chain variable gene and have lower degrees 
of somatic mutation (11–18% and 9–16% VH and VL, 
respectively) [56]. Thus, the long CDRH3 seems to be the 
critical step in the development of V1V2 and V3 glycan-
dependent bnAbs [63,64]. Meffre et al. have demonstrated 
in humans that antibodies with long CDRH3s are deleted 
in bone marrow [68]. Thus, one likely explanation for the 
low frequency of glycan-dependent antibodies is a reduced 
pool of naive B cells with germ-line VHDJH recombinations 
of sufficient length and shape to give rise to such antibod-
ies. The CDRH3 of potent V3-glycan-directed antibodies is 
generally between 18 and 24 amino acids, making it slightly 
shorter than that of V1V2 antibodies [22,43,56]. The most 
potent members of this antibody category recognize Env by 
contacting the V3 peptide in a β-strand confirmation while 
interacting with glycans present at the base (N332) and 
tip (N301) of the V3 loop of Env [67]. The crystal struc-
ture of PGT128 detailing these interactions suggests that a 
moderately long CDRH3 is necessary to reach the V3 pep-
tide masked by the N332 and N301 glycans [67]. Whether 
somatic mutation or gene recombination generates the long 
CDRH3 is unknown, but interestingly the most potent and 
broad V3 antibodies originate from the VH4 gene family and 
through somatic mutation diverge from germ-line sequence 
up to 30% [43,56]. The importance of the VH4 gene selec-
tion is unknown; however, like the VRC01 class of CD4 
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binding site bnAbs, high levels of somatic mutation of the 
variable gene are required for neutralization by PGT128 
[95]. Future characterization of antibodies at early stages 
along the pathway of development for these new potent V3 
glycan-reactive antibodies will provide more insight into 
the roles of variable gene selection and somatic mutation.

6.3  CD4bs Loop Binding bnAbs

Unlike the VRC01 type of CD4 binding site antibodies, 
which make predominant contacts via CDRH2, loop-bind-
ing antibodies bind to the gp120 CD4 binding site using 
the CDRH3 loop. This more common CDRH3 mode of 

recognition allows antibody binding without the require-
ment for a specific VH gene [19]. Moreover, loop-binding 
CD4 binding site antibodies are less unusual than VRC01-
like bnAbs, with fewer somatic hypermutated nucleotides, 
suggesting that loop-binding CD4 binding site antibodies 
may be more easily induced than VRC01-like antibodies 
[19].

6.4  Env gp41 bnAbs

Among the first bnAbs isolated from chronically HIV-
1-infected individuals were two antibodies, 2F5 and 4E10, 
that were found to be broadly neutralizing and bound to the 

FIGURE 5 VRC01 class recognition of human immunodeficiency virus 1 (HIV-1) gp120. Nine cocrystal structures of five VRC01 class antibodies 
from five donors in complex with HIV-1 gp120 from clades A, C, and AE. Macromolecules are shown in ribbon representation after alignment of gp120, 
which is shown in gray with the CD4-binding loop (yellow), loop D (orange), and V5 (magenta) highlighted. Antibody light chains are colored light blue, 
and heavy chains are shown in pale green with CDRH2 (green), CDRL1 (blue), and CDRL3 (cyan) highlighted. From Ref. [61]
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membrane proximal region of the HIV envelope close to 
the virion lipid bilayer [47,48,117]. Both 2F5 and 4E10 are 
autoreactive for lipids and protein antigens, with 2F5 cross-
reacting with the tryptophan metabolism enzyme kynureni-
nase and 4E10 crossreacting with splicing factor 3B3 [33]. 
The lipid reactivity confers on 2F5 and 4E10 the ability to 
bind to the HIV-1 virion in a two-step manner that includes 
both lipid and membrane proximal envelope, such that these 
bnAbs neutralize HIV after Env has bound host cell CD4 
and CCR5 and the fusion process has begun [72,117,118]. 
2F5 and 4E10 have very long CDRH3 regions and are heav-
ily somatically mutated antibodies in addition to being poly-
reactive. As mentioned above, 2F5 and 4E10 VHDJH/VLJL 
knock-in mice massively delete these antibodies at the naive 

B cell stage in the bone marrow, leaving only about 5% of 
these cells in the periphery in an anergic state [26–29,31,36]. 
Immunization of 2F5 and 4E10 knock-in mice with gp41 
MPER peptide liposomes, however, can break anergy and 
induce high levels of plasma bnAbs, thus providing hope for 
inducing these types of antibodies in humans [29]. HIV-1 
antibody polyreactivity is most probably due to their deriva-
tion from a similar pool of normal polyreactive memory B 
cells often associated with autoimmune diseases [12,119].  
In the case of bnAb 4E10, polyreactivity may be clinically 
significant. The mAb 4E10 polyreactivity with cardiolipin 
led to prolongation of the partial thromboplastin time in 
HIV-1-infected individuals to whom 4E10 was administered, 
but without any thrombotic side effects [120].

FIGURE 6 Overall structure of the V1V2 domain of human immunodeficiency virus 1 (HIV-1) gp120 in complex with PG9. V1V2 from the 
CAP45 strain of HIV-1 is shown, in magenta ribbons, in complex with the Fab of antibody PG9. The PG9 heavy and light chains are shown as yellow 
and blue ribbons, respectively, with CDRs in different shades. Although the rest of HIV-1 gp120 has been replaced by the 1FD6 scaffold (shown in white 
ribbons), the positions of V1V2, PG9, and the scaffold are consistent with the proposal that the viral spike, and hence the viral membrane, is positioned 
toward the top of the page. The extended CDRH3 of PG9 is able to penetrate the glycan shield that covers the V1V2 cap on the spike and to reach con-
served elements of the polypeptide, whereas residues in heavy- and light-chain-combining regions recognize N-linked glycans. The disordered region of 
the V2 loop is represented by a dashed line. From Ref. [63].
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Huang et al. have described a new MPER gp41 bnAb, 
termed 10E8, which, like 2F5 and 4E10, has a long CDRH3 
and is highly somatically mutated [18] (Table 1). However, 
10E8 is not particularly polyreactive although it is autoreac-
tive for a nuclear protein, FAM84A (Yang G and Kelsoe G, 
unpublished observations).Thus, it is possible that this mAb 
will be affected by tolerance mechanisms.

7.  HIV-1 ENV ANTIBODIES INDUCED BY 
CURRENT HIV VACCINE CANDIDATES

To date there have been six HIV vaccine efficacy studies 
(Table 2) [4,9,10,121–125]. Only one trial, the RV144 pox-
virus prime/Env gp120 protein boost vaccine efficacy trial, 
showed any prevention of HIV-1 transmission, with an esti-
mated 31.2% vaccine efficacy [4]. An immune correlates 
study of RV144 demonstrated that high levels of antibodies 

to the first and second variable regions (V1V2) of Env gp120 
correlated with decreased transmission risk [5], and a viral 
genetic analysis of infections in the trial demonstrated that 
the presence of a lysine (K) at V2 position 169 in infecting 
viruses that matched the RV144 vaccine V2 sequence led 
to 48% vaccine efficacy [126]. That is, viruses that infected 
placebo recipients in the trial were more likely to have a V2 
lysine 169 than viruses that infected vaccine recipients—giv-
ing rise to the hypothesis that an antibody response targeting 
K169 was involved in protection in the trial. One dominant 
antibody response induced in the RV144 trial was targeted 
at V2 with the epitope centered on K169 [127]. These anti-
bodies do not neutralize primary infecting viruses, but do 
bind to the surface of primary HIV-1-strain-infected CD4 
T cells and mediate natural killer cell antibody-dependent 
cellular cytotoxicity (ADCC) [127]. This observation led to 
the hypothesis that the protective effects of antibodies in the 

TABLE 2 HIV-1 Vaccine Efficacy Trials and Immune Correlates

HIV-1 Efficacy 
Trial Vaccine Strategy Risk Population

Geographic 
Location

Vaccine Efficacy 
Outcomea

Correlates of 
HIV-1 Risk/
Incidence

Evidence of 
Immune Pressure 
(Virus Sieve)

1. VAX003 
(phase III)

Protein/alum 
(CRF01_AE/ 
clade B Env)

Injection drug  
users

Thailand No efficacy No No

2. VAX004 
(phase III)

Protein/alum (clade 
B Env)

MSMb/high risk 
women

USA No efficacy Yes No

3. Step 
HVTN502 
(phase IIb)

Ad5 vector (clade  
B Gag/Pol Nef)

MSM/high risk 
hetero-sexual  
men and women

North and South 
America,  
Australia,  
Caribbean

No efficacy (efficacy 
futility determined at 
first interim analysis 
after full enrollment)

Yes Yes

4. Phambili 
HVTN503 
(phase IIb)

Ad5 vector (clade 
B Gag/Pol/Nef)

Heterosexual  
men and women

South Africa No efficacy  
(vaccinations 
discontinued: early 
unblinding due to 
step results)

None reported None reported

5. RV144 
(phase III)

ALVAC vector 
(clade B Gag/
Pro + CRF01_A/E 
Env) + protein/alum 
(CRF01_AE/clade 
B Env)

Communityc Thailand 31.2% efficacy Yes Yes

6.HVTN505 
(phase IIb)

DNA + Ad5 vector 
(clade A,B,C Env, 
Clade B Gag/Pol)

MSM and TGd 
(Ad5 seronegative, 
circumcised)

USA No efficacy (efficacy 
futility at first interim 
analysis after full 
enrollment)

Studies in 
progress

Studies in progress

Vaccine-induced immune responses were studied to identify immune correlations with infection risk and evidence of virus sieve that can inform the design 
and evaluation of the next phase of vaccine efficacy trials (shaded boxes indicate reported correlations). Immunizations in two efficacy studies (Phambili/
HVTN 503, HVTN 505) were stopped; however, follow-up of participants continues.
aVaccine efficacy outcome is noted as “no efficacy” if there was no overall statistically significant vaccine efficacy.
bMSM: men who have sex with men.
cParticipants meeting enrollment criteria were enrolled from the general population.
dTG: Transgender.
From Ref. [121].
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RV144 trial were due to a nonneutralizing effector function 
such as ADCC, virus capture [128], or blocking virion move-
ment across mucosal surfaces [127]. These types of antibod-
ies were easily induced in the RV144 trial, and one strategy 
to improve on the protection seen is to increase the diversity 
of the immunogen at the V2 region [121]. However, although 
the RV144 Env immunogens were reactive with bnAb epit-
opes, bnAbs have yet to be isolated from vaccine recipients 
[6,127]. Thus, a considerable effort is now under way to 
develop strategies for inducing subdominant bnAbs targeted 
at conserved bnAb sites on HIV-1 Env [7,58,129,130].

8.  NEW STRATEGIES FOR INDUCTION OF 
HIV-1 bnAbs

8.1  B Cell Lineage Immunogen Design

With currently successful vaccines, protective antibodies are 
the dominant antibodies induced by the vaccine and there has 
been no necessity for deciphering B cell lineages induced by 
the vaccine, such as for rotavirus or polio. In contrast, the 
dominant antibody responses to HIV-1 are not protective, 
and the antibody responses to conserved neutralizing epi-
topes on HIV-1 Env are limited by tolerance or other host 
immunoregulatory controls [7,27,32,129]. Thus, for HIV-1 
vaccines that can induce bnAbs, it has become necessary to 
define the pathways of bnAbs, when they do arise, and to 

chart a strategy for immunogen design. Thus, to overcome 
host constraints on bnAb induction, one strategy that has 
been proposed is termed B cell lineage immunogen design 
and is based on the principle that the most potent immuno-
gens have the highest affinity for responding B cell receptors 
[60,115,129,131,132]. The process has three steps [129]. The 
first is to isolate clonally related bnAb VHDJH/VLJL pairs by 
either clonal memory B cell cultures or antigen-specific B 
cell sorting. Second is to use these sequences and clonally 
related sequences derived from next-generation VHDJH/VLJL 
sequencing to reconstruct the clonal lineage by inference 
from intermediate antibodies and unmutated common ances-
tor antibodies [19,24,25]. Third is to harness recombinant 
antibody technology and protein expression to evaluate the 
clonal lineages for high-affinity binding to antigen or Envs 
rationally designed for high-affinity binding and sequential 
immunizations defined based on Env affinity for binding at 
each clonal lineage step (Figure 7) [129]. A variation on the 
theme of B cell lineage design is to design Envs that bind to 
the unmutated common ancestor of bnAbs that are predicted 
to represent the naive B cell receptors [16,19,129,133].

8.2  Envelope Scaffolds

Protein epitope scaffolds can be exploited in immunogen 
design to focus the immune response to a specific neutral-
izing epitope on HIV-1 Env (Figure 8). In general, this 

FIGURE 7 B cell lineage-based approach to vaccine design. Mature broadly neutralizing antibody (bnAb) responses can be isolated from HIV-1-
infected donors using modern methods such as memory B cell culture or sorting of antigen-specific B cells. Based on the known bnAb sequence, next-
generation sequencing can be used to find numerous clonal relatives of the mature bnAb. If appropriate longitudinal samples are available, it is possible to 
infer the full antibody lineage, including the unmutated ancestor (UA) and early intermediates (IA). The expressed UA and IA sequences can then be used 
as templates for the design of HIV-1 immunogens with high-affinity binding. As the antibody lineage is known to evolve in response to viral evolution, 
it may be possible to design sequential immunogens with high-affinity binding for the UA and IA, thus guiding the antibody response toward the mature 
antibody with broad neutralizing activity. HIV-1, human immunodeficiency virus 1. Adapted from Refs [7,129].



 Molecular Biology of B Cells454

process involves grafting the neutralizing epitope onto an 
unrelated protein with a structurally similar motif [136–
138]. This strategy has been shown to work for the design 
of immunogens for the induction of neutralizing antibod-
ies to respiratory syncytial virus [139,140]. The epitope can 
be transplanted by side-chain grafting in which only the 
side-chain residues are introduced onto the protein scaffold 
[141]. The effectiveness of side-chain grafting is constrained 
by the structural similarity of the epitope and scaffold back-
bone [142]. Therefore, backbone grafting can be performed 
where the epitope amino acids replace a similar region of 
the protein scaffold [141]. Both of these approaches require 
the grafted epitope to resemble its native conformation in 
the HIV-1 envelope.

Grafting linear or continuous epitopes in which a 
single motif is interchanged between the scaffold and the 
antigen has been accomplished for the epitopes of the 
MPER-directed antibodies [141,143,144]. Overall, these 
scaffolds present the epitope in a manner sufficient for 2F5 
or 4E10 binding, but have not elicited antibodies that reca-
pitulate their neutralization activity. However, 2F5-like or 
4E10-like antibodies were not elicited, probably because 
the epitope scaffolds lacked a lipid bilayer, a contact 
required for efficient neutralization [117,144–146]. Thus, 
the use of linear epitope scaffolds may be better suited to 
sites of vulnerability that require peptide binding only for 
neutralization.

Many antibodies, such as the CD4 binding site bnAbs, 
recognize epitopes that are composed of short segments 
that are spatially in close proximity after protein fold-
ing, but are not adjacent in the primary protein sequence 
[46,51]. Grafting these types of epitopes is particularly 
challenging, but computer-aided design coupled with 
high-throughput in vitro screening yielded a b12 epit-
ope scaffold [142]. The scaffold possessed an extremely 
defined antigenic specificity for b12 but not other CD4 
binding site antibodies.

8.3  Envelope Multimers

In vivo recognition of antigen by B cell receptors may occur 
in microclusters that promote cell signaling [147,148]. 
Multimerization of immunogens for presentation to B cells 
may be a means to mimic B cell receptor–antigen interac-
tion (Figure 8). Fusing the desired epitope to proteins that 
assemble into viral particles or nanoparticles is a method 
used to generate an ordered array of up to hundreds of cop-
ies of a single immunogen [149]. Another multimerization 
approach uses multiple-antigen peptides, which allow for 
presentation of two to eight immunogens. The MPER has 
been applied to each of these approaches to create immu-
nogens that react with 2F5 or 4E10 in binding assays 
[134,150,151]. Env gp120 nanoparticles have elicited only 
binding antibodies that failed to protect macaques from 
SHIV infection [152].

Some bnAb germ-line B cell receptors have low affinity 
for HIV Env. Immunogens arrayed on nanoparticles may be 
a productive method for increasing Env recognition by germ-
line precursors of bnAbs. Scheif and colleagues tested this 
hypothesis by first engineering an HIV Env outer-domain 
protein, called eOD-GT6, to bind to several bnAb CD4 bind-
ing site germ-line B cell receptors [133]. Subsequently they 
performed in vitro B cell signaling assays and observed that 
the eOD-GT6 nanoparticle induced cell signaling, whereas 
monomeric protein did not [133]. This result suggests that 
germ-line immunogen nanoparticles may be a promising 
vaccine modality for initiating a particular naive B cell to 
mature toward a specific class of bnAbs.

8.4  Minimal Immunogens

Similar to scaffolds, minimal immunogens aim to mimic, in 
the correct conformation, the epitope present in the native 
trimer with only short peptide fragments (Figure 8). These 
designs present the relevant epitope to the immune system 

FIGURE 8 Four novel human immunodeficiency virus 1 (HIV-1) immunogen design approaches. (A) A rationally designed scaffold protein (gray) 
incorporating the 2F5 epitope (red) is a representative epitope scaffold immunogen. (B) An MPER nanoparticle derived from oligomerizing peptides fused 
with the MPER. The self-assembling nanoparticles display multiple copies of the MPER of envelope (Env) that can bind MPER antibodies (gold). (Image 
reproduced with permission from Ref. [134].) (C) A V1V2 glycopeptide containing glycans and amino acids sufficient for recognition by PG9/PG16-like 
antibodies that could be used as a minimal immunogen. (Image reproduced with permission from Ref. [135]. Copyright 2103 American Chemical Society.) 
(D) The electron microscopy reconstruction of a thermostable cleaved soluble gp140 SOSIP.664 trimer engineered from the HIV-1BG505 Env (orange) 
compared to the HIV-1KNH1144 trimer (blue). This trimer includes novel modifications that allow for the production of highly stable soluble trimers for the 
native presentation of neutralizing epitopes. (The image was reproduced with permission from Ref. [65].)
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while removing potentially immunodominant epitopes 
elsewhere in the HIV Env [135]. Comprising this class of 
immunogens are MPER liposomes [131,132], V1/V2 gly-
copeptides [135,153,154], and CD4 binding site fragments 
[155]. The MPER liposomes are promising immunogens 
because they include the lipid bilayer requisite for 4E10 
and 2F5 recognition of the MPER. A fusion-intermediate 
MPER liposome was able to elicit MPER-specific bind-
ing antibodies, but did not induce neutralizing antibodies 
[131]. V1/V2 glycopeptides have been designed to elicit 
the PG9 and PG16 class of antibodies [135,153]. These 
glycopeptides bind tightly to PG9 and PG16, presumably 
owing to new methods that can specifically glycosylate the 
key residues on the peptide through chemoenzymatic reac-
tions. Whether these newly described glycopeptides will 
be immunogenic is yet to be determined. However, they 
do provide hope for carbohydrate-directed vaccines after 
the failure of oligomannose immunogens designed to elicit 
2G12-like antibodies [156,157]. Finally, two CD4 binding 
site fragment immunogens called b121a and b122a bind 
remarkably well to b12, although they include only 70% 
of its epitope. When used as a prime before a gp120 boost 
these fragment immunogens elicited neutralizing antibodies 
in rabbits [155]. Future studies will need to be performed to 
determine if this finding can be translated to higher animals.

8.5  Soluble gp140 Trimers

Antibody binding to the Env trimer on the cell surface cor-
relates with HIV neutralization, providing a rationale for 
its development as an immunogen [59,158]. The lack of an 
atomic structure of the HIV trimer had previously encum-
bered the ability to rationally design immunogenic trimers 
[159]. Currently, soluble recombinant trimer immunogens 
are made as gp140 in which the gp41 is truncated before the 
transmembrane domain. The gp140 can be left uncleaved, 
which results in increased presentation of nonneutralizing 
epitopes [160,161], or cleaved to produce a gp120 and a 
truncated gp41 heterodimer (Figure 8). Unfortunately, the 
trimerization domain in gp41 is insufficient for stably hold-
ing the envelope in the trimeric form, giving rise to gp140 
monomers and presumably poor immunogenicity [159]. The 
current designs for trimer immunogens have improvements 
that include inclusion of heterologous trimerization motifs 
at the C-terminus of the gp41 [162,163], the insertion of a 
disulfide bond between the gp120 and the gp41 [164], the 
addition of both a disulfide bond between gp120 and gp41 
and a proline at position 559 in gp41 [165], optimization of 
the gp120/gp41 cleavage site [166], and the truncation of 
gp41 at Env position 664 [158]. As mentioned, four struc-
tures, three by cryoelectron microscopy and one by X-ray 
crystallography, of the HIV-1 trimer have been published 
[52–54,167]. It is hoped that knowledge of these structures 
will aid in immunogen design to ensure presentation of the 

most native structures to the B cell repertoire. However, the 
design of immunization regimens to also overcome host tol-
erance and other immunoregulatory controls will be neces-
sary for successful induction of bnAbs.

The immunogenicity profile of these trimers has yet to 
be determined, but there is optimism for BG505 trimers 
given the elicitation of neutralizing antibodies in animal 
models. Immunizations with CZA97012 or gp140-F trimers 
in guinea pigs and macaques, respectively, have induced 
primarily tier 1 neutralizing antibodies against multiple 
HIV-1 clades [168–170]. However, the macaque neutraliz-
ing antibodies did not provide significant protection from 
SHIV infection [169].

9.  SUMMARY

The major roadblock preventing successful HIV-1 vaccine 
development is the inability to induce bnAbs. The HIV-1 
envelope has conserved sites of vulnerability; however, 
these sites are not routinely targeted by a dominant antibody 
response owing to epitope mimicry of host molecules and/
or the need for restricted and unusual antibody types. All 
of the bnAb types appear subdominant in nature, and many 
are limited in development by immune tolerance controls. 
Nonetheless, bnAbs do develop in ∼20% of HIV-1-infected 
individuals. Thus, HIV-1 vaccine development differs from 
other current successful vaccines in that mapping pathways 
of development is critical to understand how bnAbs develop 
and, therefore, also is critical to the design of immunogens 
to induce B cell development pathways similar to those seen 
in chronically HIV-1-infected people. Once bnAb pathways 
are defined, immunogens can be designed with character-
istics that mimic the Env trimer native conformations that 
have high affinity for binding to unmutated common ances-
tors and intermediate antibodies of bnAb lineages (B cell 
lineage immunogen design). In this manner, it is hoped 
that host immune controls of bnAbs can be overcome, and 
bnAbs can be induced as dominant antibody responses by 
candidate HIV-1 vaccines.
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Chapter 25

Primary antibody deficiencies (PADs) are the most common 
primary immunodeficiency observed in humans, affecting 
approximately 1:20,000 individuals. They are all character-
ized by a peculiar susceptibility to bacterial infections because 
the production of the different immunoglobulin (Ig) isotypes 
with high affinity for antigens is essential for efficient protec-
tion against infections: IgM constitutes classically the first 
line of defense against capsulated bacteria in vascular spaces 
but appears to be also protective against some noncapsulated 
bacteria being secreted at the mucosal surface like IgA [1]; 
IgG has a longer half-life and diffuses in the extracellular 
compartment, IgA is transported to mucosal surfaces (espe-
cially in the gut), and IgE is involved in immune responses 
to helminthes. Moreover, these isotypes differentially bind to 
their respective Fc receptors and some can activate comple-
ment components. These infections predominantly affect 
the respiratory tracts, leading to the severe complications of 
sinusitis and bronchiectasis, if left untreated. Streptococcus 
pneumoniae, non-typable Haemophilus influenzae, and 
gram-negative bacteria are the most prevalent microorgan-
isms causing these infections. To a lesser extent, patients with 
PADs are vulnerable to intestinal tract infections (mainly by 
Giardia, Campylobacter jejuni, Salmonella, or Helicobacter 
pylori) and to bacterial cutaneous infections. The absence of 
susceptibility to fungal infections indicates that antibodies 
are dispensable for immunity to fungi. Antibodies seem also 
to be less important for antiviral responses, with the notable 
exception of enteroviruses observed in the complete absence 
of Ig production (agammaglobulinemia).

Autoinflammation and/or autoimmunity is also an 
important symptom of PADs. The disease mechanisms are 
not well known and it is not clear whether B cells always 
have a direct role in the disease pathogenesis. Autoinflam-
mation, typically granuloma formation, is characterized 
by seemingly unprovoked episodes of inflammation in the 

absence of detectable autoantibodies or autoreactive T cells. 
The occurrence of autoimmunity in patients with PADs is 
frequently associated with the presence of circulating B 
cells that express low amounts of membrane CD21 mol-
ecules (CD21low). This B cell population is clearly distinct 
from other circulating B cells: they barely express the tran-
sitional B cell surface marker CD38, show low levels of 
calcium influx and decreased proliferation downstream of 
B-cell receptor (BCR) and CD40 stimulation as compared 
with other B cells, and exhibit polyreactivity and self-reac-
tivity [2,3]. Another complication of PADs relates to the 
occurrence of lymphomas and other types of cancer. The 
mechanism underlying the occurrence of B cell lymphomas 
in PADs remains in most cases undefined, but epithelial 
carcinomas are thought to result from chronic infections, 
and possibly ectopic activation-induced cytidine deaminase 
(AID) expression [4].

Some PADs are secondary to functional impairments of 
other immune cell lineages: indeed, genetic impairments 
of T cell differentiation lead to secondary B cell defects: 
the complete absence of T cells as observed in severe com-
bined immunodeficiency (CID) [5–8], or in thymic aplasia 
(Di George syndrome) [9] or the defect in T cell activation 
molecules [10–12] lead to a secondary PAD. More specifi-
cally, defects in the generation, maintenance, or activation 
(STAT3- IL-21-, CD40L-, ICOS-, or SAP-deficiency) of 
T follicular helper (TFH) result also in a PAD [13–17]. As 
more recently described, PADs can also be caused by func-
tional impairments in innate immune cells as defects in neu-
trophils or in Toll-like receptor (TLR) pathways result in a 
partial antibody response defect ([18,19]). However, most 
of the PADs are caused by a B cell-intrinsic defect that can 
be either specific for B cells or combined with a defect of 
other lineages, especially T cells. We herein review the dif-
ferent PADs due to a B cell defect (specific or combined) in 
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terms of the known mechanisms that are mainly perturbed 
in the affected patients.

1.  DEFECTS IN B CELL DEVELOPMENT

1.1  Defects in Pre-BCR Expression  
or Signaling

Genetic defects affecting the expression of pre-B-cell 
receptor (pre-BCR) or pre-BCR signaling typically result 
in a B cell-specific defect characterized by the absence of 
circulating mature B cells and of all Ig isotypes, accom-
panied by the accumulation of pre-B cells in the bone 
marrow (Figure 1). This PAD is a rare disease, affecting 
roughly 1:500,000 births, and is characterized by agam-
maglobulinemia from 6 months of age, after maternal 
IgGs have disappeared. Bacterial infections are the most 
commonly observed infections, but severe enteroviral 
infections, including meningitis, can occur. No auto-
immune manifestations are reported, but inflammatory 
complications, as arthritis. No cancer susceptibility is 
described.

As shown in Table 1 and Figure 1, several PADs have 
been associated with defects that affect the different compo-
nents of the pre-BCR (the λ5 or μ chains), the pre-BCR and 
BCR coreceptors Igα and Igβ, and the components of the 
pre-BCR and BCR signaling pathways, including the p85α 
subunit of PI3 kinase (PI3K) and the scaffold protein B cell 
linker (BLNK) [21,22]. These defects all lead to rare, auto-
somal-recessive forms of agammaglobulinemia (Table 1).

However, the most common PAD that has been asso-
ciated with defects in B cell development is X-linked 
agammaglobulinemia (XLA). This condition is caused by 
mutations in the gene encoding B tyrosine kinase (BTK) 
and accounts for 85% of patients with agammaglobulin-
emia [23]. BTK is a key molecule in pre-B cell activation 
and differentiation. Following pre-BCR and BCR engage-
ment later in the development, BTK is phosphorylated by 
the Src kinase Lyn and interacts with phosphatidylinositol 
3,4,5-triphosphate (a PI3K product). Furthermore, activated 
BTK directly phosphorylates phospholipase Cγ2 (PLCγ2), 
which in turn generates inositol 1,4,5-triphosphate and 
diacylglycerol and leads to intracellular Ca2+ release [24]. 
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Most BTK mutations lead to the lack of protein expression, 
as witnessed in monocytes (which do not depend on BTK 
for their development) and a severe block in B cell differ-
entiation. However, the block is less pronounced than that 
observed in AR-agammaglobulinemia. Moreover, some 
BTK mutations do not affect BTK expression and are gen-
erally associated with a milder phenotype (including the 
presence of low numbers of circulating B cells and residual 
levels of Igs) [21,25]. This genotype–phenotype correlation 
is inconstant and the observation of intra-family variations 
[26] suggests the influence of additional as-yet unknown 
modifier genes. At one extreme of the phenotypic spectrum, 
an XLA patient whose only disease feature was defective 
production of polysaccharide-specific antibodies has been 
reported [27].

Interestingly Btk−/− mice present with a milder defect as 
compared with humans, characterized by reduced numbers 
of mature B cells, especially of B1 cells, serum IgM and 

IgG3 deficiency, and partially defective antibody produc-
tion, suggesting a differential requirement for Btk during B 
cell development in mice versus humans [28]. Compensa-
tory mechanisms likely occur in mice since only the Btk−/− 
Tec−/− double deficient mouse model mimics the human 
XLA condition [29].

1.2  Defects in B and Other Lineages 
Development

In addition to the above-mentioned B cell specific defects, 
some genetic defects affecting not only development of B 
cells but also other lineages lead to a PAD (Table 2 and 
Figure 1): Some autosomal recessive (AR) forms of severe 
CID (SCID), a rare disease accounting for 1:50,000 births, 
are associated with an early defect in both B cells and T 
cells and are diagnosed in the first months or years of life. 
Susceptibility to bacterial and especially opportunistic 

TABLE 1 Primary Antibody Deficiencies Caused by a Specific B Cell Defect

Affected Pathway Affected Protein Inheritance Main Clinical Features Main Biological Features

B cell development

Agammaglobulinemia λ5, Cμ, Igα, Igβ, Pi3K(p85α),  
B cell linker/B tyrosine  
kinase

AR
AR/XL

Bacterial infections (URT)
Enterovirus infections

Absence of IgG, IgM and IgA
Absence of B cells

B cell survival

Common variable
Immunodeficiency

Transmembrane activator 
and calcium modulator and 
cyclophilin ligand interactor
BAFFR/TWEAK

AR/AD
AR/AD

Bacterial infections, spleno-
megaly, autoimmunity,  
granulomas, cancers

Variable pan-hypogamma-
globulinemia
Decreased frequency of 
memory CD27+ B cells

B cell activation

Hypogammaglobu-
linemia

CD19 complex AR Bacterial infections Variable hypogammaglobu-
linemia, decreased frequency 
of memory CD27+ B cells

CD20 AR Defective response to PS

HOIL1 AR Autoinflammation Defective response to PS, 
decreased frequency of 
memory CD27+ B cells

CARD11 (gain of function) AD Defective response to PS, 
increased numbers of  
transitional B

PLAID PLCγ2 (gain of function) AD Allergy, autoimmunity

CSR-D AID/UNG AR Bacterial infections IgM normal or increased, 
IgG and IgA low or absent

(AD)/AR Normal frequency of mem-
ory CD27+ B cells, absence 
of switched memory B cells

PS = polysaccharide antigens, AR = autosomal recessive, AD = autosomal dominant, URT = upper respiratory tract, BAFFR = BAFF receptor, TWEAK = tumor 
necrosis factor-like weak inducer of apoptosis, PLAID = PLCγ2-associated antibody deficiency and immune dysregulation, AID = activation-induced cytidine 
deaminase, UNG = Uracil-N glycosylase.



TABLE 2 Primary Antibody Deficiencies Caused by a Non B Cell Specific Defect

Affected Pathway
Affected 
Protein

Inheri
tance

Other Cells 
Affected Main Clinical Features Main Biological Features

B cell development

Severe combined 
immunodeficiency 
(CID)

ADA, NHEJ
RAG

AR
AR

T + others
T

Bacterial, viral, opportunistic 
infections

Absence of IgG, IgM, and IgA
Absence of B cells.

AK2 AR T + PMN +  
inner ear

+ Deafness Hypogammaglobulinemia

Dyskeratosis con-
genita

Telomerase 
or shelterin 
complex

AR or 
XL

T + cerebel-
lum

+ Cutaneous abnormalitis, 
cancers

Progressive hypogammaglobulinemia, 
lymphopenia

Momac/DCML 
deficiency

GATA2 AR Monocytes, 
dendritic, NK

Hypogammaglobulinemia

B cell migration

WHIM CXCR4 (gain 
of function)

AD PMN Bacterial infections, warts Decreased number of B cells, neutropenia

WAS/WAS-like WASP/WIP XL/AR T + platelets Infections, eczema,  hemorragia, 
autoimmunity, cancers

Decreased IgM levels, decreased response 
to PS

CID DOCK8
MST1

AR
AR

T
T

Hypogammaglobulinemia, decreased 
numbers of CD27+ B cells
Defective Ab production

B cell activation

ICF DNMT3B, 
ZBTB24

AR T Bacterial infections Variable hypogammaglobulinemia, 
absence of memory CD27+ B cells

Defects in 
Ca++influx

ORAi1, 
STIM1

AR T + muscle AED, autoimmunity Defective Ab production

CID LRBA AR T Infections, autoimmunity, IBD Variable hypogammaglobulinemia

Polε AR T + bone Infections, short stature Defective response to PS

Defect of NF-κB CARD11, AR T Bacterial infections Variable hypogammaglobulinemia
Defective Ab production

MALT1 AR T

IkBβ, IkBα, AR T

NEMO XL T + multi 
organ

AED Defective response to PS

CSR-D CD40 AR T + mono-
cytes

Bacterial and opportunistic 
infections

IgM normal or increased, IgG low, IgA low 
but sometimes normal
Decreased frequency of CD27+ B cells

DNA repair ATM, AR T + multi 
organ

Bacterial infections, ataxia IgM normal or increased, IgG and IgA 
low, normal or decreased frequency of 
CD27+ B cells

MRE11, 
NBS1, 
RNF128

AR T + multi 
organ

Bacterial infections

PMS2 AR T + multi 
organ

Early onset cancers, skin spots Decreased levels of IgA and IgG2. 
Decreased frequency of CD27+ B cells

Components 
of NHEJ

AR T + multior-
gan

Bacterial and opportunistic 
infections

IgM normal, IgG and IgA low, decreased 
frequency of CD27+ B cells lymphopenia

Cytokine  signaling IL21R/
STATE3

AR/AD T + multi 
organ

Bacterial infections Hyper-IgE, decreased frequency of TFH

JAK3 AR T + NK Bacterial and opportunistic 
infections

IgM normal or decreased, IgG and IgA 
low, lymphopenia

PS = polysaccharide antigens; AR = autosomal recessive CD27+ AD = autosomal dominant CD27+ Ab = antibody CD27+ AED = anhidrotic ectodermal dys-
plasia CD27+ IBD = inflammatory bowel disease CD27+ ADA = adenosine deaminase CD27+ NHEJ = nonhomologous end joining CD27+ NK = natural killer 
CD27+ WHIM = Warts, hypogammaglobulinemia, infections, and myelokathexis CD27+ WAS = Wiskott–Aldrich syndrome CD27+ WASP = Wiskott–Aldrich 
syndrome protein CD27+ WIP = WASP-interacting protein.
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infections (Pneumocystis jirovicii) is a hallmark of the dis-
ease. Several causes underlie these defects: AR adenosine 
deaminase (ADA) deficiency, which represents 10% of 
SCID, leads to an accumulation of adenosines and thus 
death of the lymphocytes, including B lymphocytes. AR 
adenylate kinase 2 (AK2) deficiency (reticular dysgenesis) 
is a very rare metabolic defect that mostly affects develop-
ment of T cells, natural killer (NK) cells, neutrophils, and B 
cells leading to early-onset hypo or even agammaglobulin-
emia [30,31]. Defects in V(D)J recombination (as observed 
in RAG and nonhomologous end joining (NHEJ) deficien-
cies) typically result in the absence of mature B and T cells 
[32,33]. The pre-BCR is affected in these cases, leading to 
PADs, as V(D)J recombination is required for heavy chain 
rearrangement and pre-BCR expression, thus pre-B cell 
expansion.

AR or X-linked dyskeratosis congenita, the most severe 
form being the Hoyeraal–Hreidarsson’s syndrome, is 
caused by mutations in genes encoding components of the 
telomerase or shelterin complexes [34]; it is characterized 
by a bone-marrow failure leading to progressive B and T 
lymphopenia and hypogammaglobulinemia.

Dominant mutations in GATA-2 (whose product is a tran-
scription factor required for early differentiation of hemato-
poietic cells in the bone marrow), already identified as a 
predisposing gene for familial myelodysplastic syndrome/
acute myeloid leukemia, also lead to an immune-deficiency 
characterized by B cell, dendritic cell, monocyte, and NK 
deficiencies (mono-Mac syndrome) [35].

2.  DEFECTS IN B CELL MIGRATION

Up to now no specific defect in B cell migration responsible 
for a PAD has been reported in humans since all defects 
impairing B cell migration also affect other hematopoietic 
lineages. In normal conditions, B cells migrate from the 
bone marrow to the blood and then to the spleen (Figure 2).  
From there, they recirculate in the peripheral blood and 
home to secondary lymphoid organs. Abnormalities in 
this migration pattern lead to PAD pathogenesis (Table 2). 
Warts, hypogammaglobulinemia, infections, and myeloka-
thexis (WHIM) syndrome is a rare, autosomal dominant 
(AD) disorder caused by gain-of-function mutations in the 
C terminal part of the gene encoding the CXC chemokine 
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FIGURE 2 Primary antibody deficiencies (PADs) caused by B cell migration defects. Immature B cell egresses from the bone marrow after attenu-
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receptor 4 (CXCR4). The interaction between CXCR4 
and its ligand, the CXC chemokine ligand 12 (CXCL12), 
retains developing B cells in bone-marrow niches. As a 
consequence of increased CXCR4-CXCL12 interaction, 
WHIM syndrome patients have decreased B cell counts and 
hypogammaglobulinemia [36]. Interestingly, the delinea-
tion of the molecular basis of this syndrome led to the use 
of a CXCR4 inhibitor in patients, a treatment that appears 
efficient as judged by the increased numbers of circulating 
leukocytes, including those of B cells.

In addition to the WHIM syndrome, several CID syn-
dromes lead to PAD as a result of defects in B cell migration, 
at least partly. The X-linked Wiskott–Aldrich syndrome 
(WAS) is caused by mutations in the WAS gene and is char-
acterized by thrombocytopenia, eczema, and immune defi-
ciency, generally diagnosed during the first few years after 
birth [37]. This disease occurs in about 1:200,000 births. 
Wiskott–Aldrich syndrome protein (WASP) is required for 
both adhesion and migration of hematopoietic cells (includ-
ing B cells) and for actin polarization during the formation 
of the immunological synapse [38]. Although WASP is 
dispensable for B cell development, it has a crucial role in 
peripheral B cell homeostasis, development, and function. 
As a consequence, patients with WAS mutations have low 
IgM levels, low marginal zone (MZ) B cell counts, and high 
transitional B cell counts. These features are also observed 
in Was−/− mice as a consequence of defective BCR-medi-
ated integrin signaling in B cells and a defective response 
to the chemokine CXCL12, which is involved in MZ local-
ization of B cells [39]. The autosomal-recessive deficiency 
in the WASP-interacting protein (WIP) leads to a similar 
phenotype [40].

Other CID associated to a defect in B cell migration 
have been more recently described and their frequency in 
PAD is not yet exactly known. Deficiency in the cytoskel-
eton regulator, the dedicator of cytokinesis 8 (DOCK8), an 
AR syndrome, is characterized by susceptibility to recur-
rent sinus and pulmonary bacterial infections, viral infec-
tions, atopy, early-onset malignancies, and autoimmunity. 
Reported immunological abnormalities include T, NK, and 
B compartment defects: the B cell defect involves defective 
B cell differentiation into MZ B cells and impaired reten-
tion of B cells at the germinal centers (GCs) and abnormal 
BCR affinity maturation. Low numbers of CD27+ memory 
B cells, low IgM (and IgA) serum levels, variable IgG anti-
body responses, and defective B cell responses to TLR acti-
vation are the main features of this PAD. Thus, DOCK8 
deficiency results in a CID, and the PAD observed in this 
syndrome does not likely result only from defects in B cell 
migration, but also from defects in other B cell and T cell 
functions. By mutagenesis, N-ethyl-N-nitrosourea-gener-
ated mice exhibit a similar phenotype since Dock8-mutant 
B cells are unable to form MZ B cells or to persist in GCs 
and undergo affinity maturation, a defect likely linked to 

defective adhesion during the B cell immunological syn-
apse [41–43].

Apart from proteins involved in cytoskeletal dynamics, 
mammalian sterile 20-like protein (MST1) has also been 
implicated in PAD pathogenesis [44]. MST1 has a role in 
lymphocyte adhesion, migration, and survival. Patients 
with MST1 deficiency present with a CID characterized by 
normal Ig levels but defective antibody production [45,46]. 
This AR B cell immunodeficiency may partially result from 
the defective localization of B cells in the MZ or the GCs, 
as MST1 is involved in the HIPPO pathway that regulates 
FOXO transcription factors and hence chemokine recep-
tor expression. In the murine model, Mst1−/− lymphocytes 
exhibit an impairment of firm adhesion to endothelia result-
ing in an inefficient homing capacity. As a consequence, 
Mst1−/− mice present with defective egress of single posi-
tive thymocytes from thymus, hypotrophic peripheral lym-
phoid tissues, and reduced MZ B cells and dendritic cells in 
the spleen [47].

Although these B cell defects appear related to abnormal 
migration (or retention) of B cells, they can also be second-
ary to defective B cell activation, as virtually all molecules 
involved in this class of PADs have a role in both types of 
biological events.

3.  DEFECTS IN B CELL SURVIVAL

Defects in B cell survival appear as B cell specific, affecting 
only the B cell compartment. Survival and homeostasis of B 
cells at discrete stages of their development are regulated by 
two cytokines—BAFF (B cell-activating factor) and APRIL 
(a proliferation-inducing ligand)—which are both produced 
by stromal and hematopoietic cells (Figure 3). BAFF binds 
to three receptors expressed on B cells (the BAFF recep-
tor (BAFFR), the transmembrane activator and calcium 
modulator and cyclophilin ligand interactor (TACI) and 
the B cell maturation antigen (BCMA)), whereas APRIL 
binds to TACI and BCMA only. To date, only mutations 
in TACI and BAFFR have been reported as causing PADs 
in humans (Table 1). TACI deficiency leads to a subset of 
the so-called common variable immunodeficiency (CVID), 
characterized by an hypogammaglobulinemia affecting 
variably the three main isotypes, and frequently compli-
cated by splenomegaly, autoimmunity, granuloma forma-
tion, and cancers. An AD as well as an AR (more rare) TACI 
deficiency has been reported. However, many of the TACI 
variants described in CVID patients are also observed in 
healthy controls and may well correspond to CVID predis-
position genes rather than disease-causing mutations [48]. 
Interestingly, Taci−/− mice show increased B cell accumu-
lation and marked splenomegaly. Isolated Taci−/− B cells 
hyperproliferate and produce increased amounts of Igs 
in vitro. In vivo antigen challenge results in enhanced T 
cell-dependent (TD) antibody production but decreased  
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T cell-independent (TI) response. Thus, in this model TACI 
appears rather as an inhibitor for B cell activation that helps 
maintain immunological homeostasis [49]. Conversely, 
more recent data using transgenic mice expressing a mis-
sense mutation (already described in some patients) on the 
Taci−/− background indicate a phenotype resembling that of 
humans: mice present with low serum IgA levels and sig-
nificantly impaired antibody responses to TI antigen. Their 
B cells are impaired in vitro in their capacity to proliferate 
and to secrete IgG1 and IgA in response to TACI ligation 
[50]. These two reports emphasize the controversial role for 
TACI in antibody responses.

In the few BAFFR-deficient patients reported to date, 
bi-allelic mutations in BAFFR appear to be disease caus-
ative, despite some phenotypic variability: patients have 
B cell lymphopenia, with low numbers of MZ, follicular 
and memory CD27+ B cells. This emphasizes the role of 
BAFF in the survival of transitional B cells during their 
differentiation into mature B cells [51]. In these patients, 

the TD antibody response to tetanus toxoid is normal but 
the TI response to polysaccharides is not. IgA levels are 
normal, indicating that the differentiation of mucosal IgA+ 
human B cells is independent of BAFFR signaling. How-
ever, the related immunopathology has low penetrance, 
indicating that very likely a combination of defects is 
required to lead to clinical and immunological conse-
quences. The association of an heterozygous missense 
mutation in the gene encoding the TNF (tumor necrosis 
factor)-like weak inducer of apoptosis (TWEAK) with 
an AD hypogammaglobulinemia (Table 1) further sup-
ports the key role for BAFF signaling, as the TWEAK 
mutant appears to affect B cell survival through its inte-
gration with BAFF and the formation of noneffective 
BAFF complexes [52]. In Baff-R–deficient mice, B cells 
develop normally up to the stage of transitional B cells but 
cannot complete maturation in the spleen, as Baff/Baff-
R–dependent survival signals are missing. Responses to 
TD and TI antigens are impaired [53]. As in humans, the 
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mucosal IgA-secreting plasma cells develop normally in  
the gut.

4.  DEFECTS IN B CELL ACTIVATION

4.1  Defects in BCR Costimulatory  
Molecules and BCR Signaling

Among the defects in B cell activation that lead to a PAD, 
some are B cell specific, affecting the CD19 complex that 
modulates the intensity and threshold of BCR signal trans-
duction. CD19 is expressed together with CD21, CD81, and 
CD225 on the surface of B cells. CD19 and CD21 are B cell-
specific receptors unlike CD81 and CD225, which are also 
expressed by other immune cells The complement recep-
tor CD21 links the innate and adaptive immune systems by 
binding complement C3d, thus linking the CD19-complex 
signaling to the complement pathway [54]. CD19 and CD21 
bind each other directly and as CD21 lacks an intracellular 
domain, it is thought that it signals through CD19, which 
possesses multiple tyrosine residues. The CD19 complex 
initiates Ca2+ signaling following BCR stimulation. Since 
antigen recognition by antigen-specific BCR leads to the 
activation of naive B cells, which in turn differentiate into 
either plasmablasts or memory B cells, impaired BCR 
signaling leads to variable pan-hypogammaglobulinemia, 
although the numbers of circulating B cells remain normal 
(Table 1 and Figure 3). These AR diseases are typically 
diagnosed in childhood or early adulthood. Bi-allelic muta-
tions have been reported in CD19, CD21, and CD81 genes 
[55–57] leading to the same phenotype: defective expres-
sion of CD19 on B cells, decreased numbers of memory 
CD27+ B cells, defective antibody response to TD antigens, 
and defective in vitro BCR-Ca2+ signaling. In CD19-defi-
cient mice, the TD responses are severely impaired and the 
number of CD5+ B1 B cells is found decreased in the perito-
neum [58]. Whereas human CD5+ B cells in the blood might 
not be the functional equivalence of mouse B1 B cells, they 
are equally affected in CD19-deficient mice and patients.

Interestingly, biallelic mutations in the gene encod-
ing CD20 do not affect BCR-induced Ca2+ signaling, but 
still lead to partial hypogammaglobulinemia and strikingly 
normal antibody response to TD antigens but impaired 
response to TI polysaccharides [59], as observed also in 
CD20–/– mice [60]. The pathophysiological mechanism of 
CD20 deficiency remains so far unknown.

Although biallelic mutations in the delta subunit of pro-
tein kinase C (PKC) have been described as responsible 
for autoimmunity and lymphoproliferation [61], a recent 
report suggests that they could also be associated to a PAD: 
the described patient presents with lymphoid hyperplasia, 
splenomegaly, severe autoimmunity, and susceptibility to 
bacterial infections. The B cell defect is characterized by 
progressive B lymphopenia, defective serum IgG levels, and 

lack of TD antibody production [62]. PKCδ, a member of 
the PKC family involved in BCR-mediated signaling down-
stream of BTK and PLCγ2, is critical for B cell tolerance, 
and the corresponding knockout mouse shows immune-
complex glomerulonephritis, splenomegaly, and lymphade-
nopathy associated with B cell expansion and defective B 
cell tolerance to self-antigen, but no typical PAD [63].

Increased intracellular signaling can also lead to a PAD. 
The AD condition PLAID (PLCγ2-associated antibody 
deficiency and immune dysregulation) is caused by deletion 
of the regulatory domain of PLCγ2 and provides an inter-
esting example of how a mast cell- and B cell-associated 
immunodeficiency can cause both cold urticaria and auto-
immunity [64]. In patients with PLAID, mutant PLCγ2 is 
constitutively active at low temperature in mast cells, hence 
causing cold urticaria associated with hyper-IgE syndrome. 
At 37 °C, PLCγ2 function is reduced, likely accounting for 
the mild B cell immunodeficiency [64]. More recently, a 
gain of function missense mutation in the autoinhibitory 
domain of PLCγ2 has been reported as being associated 
with mild pan-hypogammaglobulinemia and inflammatory 
manifestations [65].

4.2  Defects in T and B Cell Activation

Some immunodeficiencies that involve impaired B cell acti-
vation have been associated with genetic defects that affect 
both B cell- and T cell-signaling (Table 2 and Figure 3). 
For example, the centromeric instability, facial anomalies 
syndrome is caused by mutations in the genes that encode 
DNA methyl transferase DNMT3B [66] and ZBTB24 (a 
transcription factor possibly involved in DNA methylation 
[67]). This AR syndrome results in a CID mainly charac-
terized by pan-hypogammaglobulinemia. B cells exhibit a 
naive phenotype, are prone to apoptosis in vitro, and are 
potentially self-reactive [68].

Following antigen binding to antigen receptors (such as 
the BCR), endoplasmic reticulum Ca2+ stores are depleted, 
STIM1 is activated, and ORAI1–CRAC channels open, 
resulting in store-operated Ca2+ entry. This influx results in 
the activation of the transcription factor NFAT. A defect in 
this pathway (as observed in the very few patients carrying 
biallelic mutations in the STIM1 or ORAI1 genes) leads to 
abnormal production of specific antibodies despite the pres-
ence of normal Ig levels and to autoimmunity against blood 
cells.

Mutations in the gene encoding the LPS-responsive 
beige-like anchor (LRBA) have been recently reported in 
several patients affected by an AR CID, hypogammaglobu-
linemia and inflammatory bowel disease [69], or autoim-
munity [70]. Their B cells are intrinsically defective, as 
activation with CD40 ligand (CD40L) and cytokines leads 
to poor B cell survival, plasma blast generation, and Ig secre-
tion in vitro. They also exhibit an increased susceptibility 
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to apoptosis, which could be a consequence of defective 
autophagy. LRBA homologs, including LYST—found 
mutated in the Chediak-Higashi syndrome [71], which is, 
however, not associated with PAD—are known to function 
in lysosomal vesicles. The movement of lysosomal vesicles 
in which these proteins participate might be part of the 
autophagy process. However, the exact function of LRBA 
has yet to be defined.

Defects in B cell proliferation also result in a PAD: we 
recently reported that a homozygous missense mutation in 
the POLE1 gene (encoding the catalytic subunit of Polε) 
caused a new disorder characterized by facial dysmorphism, 
immunodeficiency, livedo, and short stature (FILS syn-
drome). Patients suffer from recurrent bacterial infections, 
low IgM and IgG2 levels, lack of antibodies to TI polysac-
charide antigens, and low memory CD27+ B cells counts. 
In vitro B cells fail to proliferate and exhibit impaired 
G1- to S-phase progression because of partially defective 
DNA replication as capacity of DNA synthesis is limited 
[72]. This is likely to limit all steps of B cell proliferation 
whatever the trigger, cytokine and/or antigen, is (Table 2). 
The reason why POLε deficiency mostly results in a B cell 
deficiency is yet to be characterized. Animal models are not 
easy to test since Pole–/– mice die in utero whereas those 
with knockin allele resulting in loss of Polε proofreading 
but retained polymerase activity, die prematurely of intesti-
nal adenomas and adenocarcinomas [73].

4.3  Defects in the NF-κB Pathway

Impairment of the canonical nuclear factor-κB (NF-κB) 
pathway leads to abnormal B cell activation. The BCR and 
CD40 trigger the canonical NF-κB pathway via activation 
of the IKK kinases IKKα, IKKβ, and IKKγ (also known as 
NEMO). IKK activation leads to phosphorylation of IκBα 
and the subsequent activation of the p50–p65 NF-κB het-
erodimer, which then translocates to the nucleus to regulate 
gene transcription. The scaffolding protein CARD11 links 
BCR and T cell receptor (TCR) signaling to the canonical 
NF-κB pathway, so it is not surprising that mutations in 
CARD11 result in a type of CID. In detail, patients with 
CARD11 mutations exhibit agammaglobulinemia and a 
striking increase in the numbers of transitional B cells [74] 
(Table 2, Figure 3). It is noteworthy that dominant gain-of-
function mutations in CARD11 cause a selective deficiency 
in polysaccharide-specific antibodies and an elevated tran-
sitional B cell count. This phenotype may be linked to con-
stitutive NF-κB pathway activation, resulting in polyclonal 
B cell activation and B cell exhaustion [75]. The previously 
described Card11−/− mouse exhibits a selective defect in 
NF-κB activation, leading to diminished antigen receptor–
mediated proliferation and defective cytokine production by 
B (and T) cells [76]. Recently, biallelic mutations affect-
ing the CARD domain of MALT1 have been reported as 

responsible for a PAD with defective production of specific 
antibodies to proteinic and polysaccharidic antigens [77]. 
Although a T cell defect is certainly involved in the pheno-
type, an associated B cell subset abnormality (not studied) 
is, however, likely present, as suggested by the decreased 
number of MZ B cells observed in malt1–/– mice [78]. 
Hypomorphic mutations in either NEMO or IKBKB appear 
in patients with X-linked anhidrotic ectodermal dysplasia 
with immunodeficiency [79,80] and in a subset of patients 
with AR CID, respectively. These patients exhibit variable 
hypogammaglobulinemia as a result of a B cell activation 
defect. Moreover, AD EDA with immunodeficiency is 
caused by a gain of function mutation in the gene encod-
ing the inhibitory protein IκBα, resulting in low serum IgG, 
low or normal IgA, and elevated serum IgM levels [81,82]. 
Strikingly, specific inactivation of IKBKB in follicular den-
dritic cells causes impairment of ICAM-1 expression and 
GC formation [83]—suggesting that in AD EDA, both an 
extrinsic B cell defect (migration) and an intrinsic B cell 
defect (activation) are intricately linked and result in the 
observed PAD. NEMO nonsense mutations are embryonic 
lethal in humans as in mice. Heterozygous female carriers 
can present with dermatopathy and a skewed pattern of X 
inactivation, especially in case of drastic NEMO mutations.

The AR deficiency in HOIL1 (also named RBCK1), 
a component of the linear ubiquitination chain assembly 
complex that interacts with NEMO and is essential for 
NF-κB activation, also results in a defective production 
of antipolysaccharide-specific antibodies, and hence an 
increased susceptibility to invasive bacterial infections and 
reduced numbers of memory B cells, and in some cases has 
been associated with a severe, autoinflammatory syndrome 
related to an innate immune defect [84]. Drastic mutations 
in HOIL1 have been recently reported as a cause of progres-
sive severe cardiomyopathy, emphasizing the ubiquitous 
spectrum of the NF-κB pathway [85]. Hoil1−/− deficient 
mice and cells derived from these mice exhibit a decreased 
NF-κB signaling induced by proinflammatory cytokines 
such as IL1 or TNFα [86].

4.4  Defects in Ig Class Switch Recombination

Two key steps in the maturation of B cells, namely class 
switch recombination (CSR) and somatic hypermuta-
tion (SHM), are achieved in GCs through close B cell–T 
cell cooperation involving CD40, which is constitutively 
expressed on B cells, and CD40L, which is transiently 
expressed on activated helper T cells and especially on the 
TFH cell subset. Following the establishment of B cell–
T cell contacts, AID, a B cell-specific molecule, creates 
DNA lesions by deaminating cytosine to uracil into spe-
cific regions of the Ig locus (Switch S and V regions). 
Uracil-N glycosylase (UNG) recognizes and processes 
the AID-induced uracils in DNA. This step is followed (at 
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least during CSR) by the generation of DNA double strand 
breaks (DSBs), the process of which is not completely 
elucidated. Among molecules that could be involved, 
post-meiotic segregation 2 (PMS2) appears to play a 
substantial role, likely through its endonuclease activity 
[87]. DSBs in S regions are sensed by ataxia telangiec-
tasia mutated (ATM) and the MRN complex (MRE11–
RAD50–NBS1). Repair is generally performed by the 
NHEJ enzymes, although an alternative pathway has been 
recently described [88]. This results in CSR toward IgG, 
IgA, and IgE. In V regions, the AID-UNG induced DNA 
lesions are repaired through the mismatch repair (MMR) 
enzymes and error-prone polymerases, resulting in SHM 
and further selection of B cells producing high-affinity 
antibodies [89] (Figure 4).

Defects in the CSR pathway (CSR deficiencies or CSR-
D) result in a PAD characterized by normal or elevated 
serum IgM levels that contrast with very low levels of IgG, 
IgA, and IgE. These features may or may not (depending 
on the molecular defect) be associated with defective SHM, 

and are generally diagnosed during childhood. So far, no 
PAD related to isolated defective SHM has been reported.

Mutations in CD40 lead to a rare AR deficiency char-
acterized by a defect in both CSR and SHM [90]. As CD40 
is constitutively expressed not only on B cells but on other 
cells including monocytes and dendritic cells and CD40/
CD40L interaction is required for full T cell responses to 
antigens, patients present with an associated T cell defect 
(Table 2 and Figure 3). Ig levels are typical of a CSR-D, 
although a few patients exhibit normal (and sometimes even 
elevated) IgA levels, suggesting that compensatory mecha-
nisms operate in the intestinal mucosae, possibly involving 
the APRIL–TACI pathway [91] or activation downstream 
of TLRs [19]. SHM are reduced on a decreased number 
of memory CD27+ B cells. However, certain SHM events 
take place in MZ B cells in some patients with CD40 defi-
ciency [92], suggesting again a CD40-independent matura-
tion pathway. CD40-deficient mice exhibit the very same 
phenotype [93]. As expected, the phenotype of CD40 defi-
ciency is very similar to that of the most common CSR-D, 
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the X-linked form due to mutations in the gene encoding 
CD40L (CD154) that accounts for approximately 50% of 
all CSR-D cases. In this syndrome, B cells are intrinsically 
normal and are able to undergo CSR upon activation [94], 
but CD40L-deficient T cells differentiate poorly into TH1 
and TFH cells. As a consequence, immune cellular responses 
to opportunistic and viral infectious agents are impaired, as 
well as B–T cell interactions in GCs, resulting in impair-
ment of GC formation, CSR, and SHM, although residual 
IgA levels and some SHM can, however, occur (Figure 3).

Other B cell-intrinsic defects can also lead to a CSR-D 
(Figure 4). For instance, a defect in AID (as observed in 
the AR AID deficiency or in aid−/− mice, which where con-
temporaneously described) induces a complete lack of both 
CSR and SHM, emphasizing the key role of AID in the 
two processes [95,96]. Very high levels of serum IgM with 
complete lack of switched isotypes is characteristic of this 
condition. Defective TD antibody IgG production is con-
stant, but IgM antibodies to TI antigen (antipolysaccharide 
or isohemagglutinins) are normally present. Interestingly, 
CD27+ expressing B cells are normal in numbers, although 
devoid of SHM, indicating that CD27 is rather a marker of 
activated than of memory B cells [97]. A hallmark of AID 
deficiency is the impressive lymphadenopathies with the 
presence of typical giant GCs, filled with highly proliferat-
ing GC founder cells (CD38+, IgM+ B cells). Autoimmu-
nity is the main complication of this deficiency affecting 
almost 30% of patients, a complication also observed in 
aging aid−/− mice [98]. Patients present more often with 
autoimmune hemolytic anemia and thrombocytopenia, but 
also hepatitis or lupus erythematosus [99]. Both central and 
peripheral B cell tolerance have been shown to be defective 
in AID-deficient patients [100]. Such a complication came 
as a surprise since the development of autoimmune diseases 
has long been considered to be exclusively associated with 
hyper-mutated IgG antibodies.

Notably, biallelic mutations located in the carboxy-
terminus of AID result in a complete CSR defect but do 
not affect SHM, which appears normal in frequency and 
nucleotide substitution pattern. This feature suggests that 
AID is not only a cytidine deaminase but also has a further 
role in CSR—possibly as a docking protein that recruits a 
putative CSR-specific cofactor [101,102]. Another interest-
ing finding is that hemizygous nonsense mutations abrogat-
ing the AID nuclear export signal lead to a CSR deficiency 
[101], with normal SHM, that is transmitted as an AD trait 
and characterized by a milder phenotype than AR AID defi-
ciency, very close to that observed in CVID [101].

UNG deficiency causes a very rare AR CSR-D asso-
ciated with an abnormal pattern of SHM [103]. Four 
patients have been reported so far with susceptibility to 
bacterial infections, lymphadenopathies, and autoimmunity 
[103,104]. As UNG belongs to the ubiquitously expressed 
base excision repair pathway, patients are at risk for cancer 

complications, even if they have not been reported so far. 
Interestingly, ung−/− mice present a much milder CSR-D as 
compared with humans, suggesting a compensation by the 
MMR enzymes that do not occur as well in humans [105]. 
Nevertheless, they are highly susceptible to lymphomas 
when aging [106].

Patients with ataxia-telangiectasia resulting from muta-
tions in ATM can present with a typical CSR-D with normal 
SHM, a phenotype comparable to that observed with AID 
Cter mutations, a similarity that can lead to misdiagnosis. 
Patients with ataxia-telangiectasia-like disease associated 
with mutations in MRE11 or patients with Nijmegen break-
age syndrome due to mutations in NBS1 can develop a 
variable CSR-D. A CSR-D can also be a predominant abnor-
mality in patients with hypomorphic mutations in genes 
encoding molecules of the NHEJ pathway, such as DNA 
ligase 4 or Cernunnos [107], although these mutations are 
associated with B and T lymphopenia (as NHEJ is required 
for the expression of the BCR and TCR). A very rare AR 
CSR-D is caused by mutations in the RNF168 gene (which 
also underlie the radiosensitivity, immunodeficiency, dys-
morphic features and learning difficulties (RIDDLE) syn-
drome), which demonstrates the role of RNF168-dependent 
ubiquitination of DNA repair proteins [108]. Defects in 
the MMR complex (which are also known to lead to early 
onset occurrence of cancers) are associated with a vari-
able CSR-D that mostly affects IgA and IgG subclasses (as 
observed in PMS2 and at a lesser degree in MutS homo-
log 6 (MSH6) deficiencies) [87,109]. Although the in vitro 
CSR is strongly impaired in B cells from patients with these 
DNA repair deficiencies, one cannot rule out the possibility 
that an associated T cell immunodeficiency (affecting the 
TFH subset) is responsible (at least in part) for the CSR-D 
observed in vivo.

4.5  Defects in Cytokine Signaling

Over recent years, IL-21 has emerged as a major inducer of 
human B cell proliferation and differentiation. IL-21 binds 
to the IL-21 receptor (IL21R) on B cells, which then induces 
JAK3 phosphorylation and STAT3 dimerization. IL21R sig-
naling results in the generation of high-affinity antibodies 
and survival of memory B cells and plasma cells [13]. An 
IL21R deficiency (due to biallelic mutations in IL21R gene) 
has recently been described in two different families (Table 
2). Although the phenotype of patients with IL21R muta-
tions is reminiscent of that of patients with CID (namely, 
susceptibility to opportunistic infections), unlike CID, a 
combination of hypo-IgM and hyper-IgE is also noted [14]. 
IL-21R-deficient mice have normal lymphoid development, 
but exhibit after immunization a higher production of IgE, 
but lower IgG1, than wild-type animals [15].

IL-21 signals through STAT3, and a partial STAT3 defi-
ciency underlies an AD hyper-IgE syndrome with increased 
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susceptibility to recurrent cutaneous and mucosal bacterial 
infections (Table 2). This susceptibility to bacterial infec-
tions results partly from poor or absent antibody forma-
tion in response to immunization and reduced frequency 
of circulating memory CD27+ B cells that are commonly 
observed in these patients [13,110]. The hyper-IgE, which is 
a hallmark of this disease, might result from the physiologi-
cal role of IL-21 in the inhibition of IgE synthesis. Given 
the broad function of STAT3 in many cell types and that 
STAT3 deficiency is embryonic lethal in mice, mice lacking 
STAT3 expression in specific cell lineages were generated: 
mice lacking STAT3 in B cells exhibit normal B cell devel-
opment, have normal levels of serum IgM, IgG, and IgA, 
and produce normal levels of specific IgM but no IgG fol-
lowing immunization with T cell-dependent antigens. Inter-
estingly, no hyper-IgE is observed [111]. Although these 
data point to the role of IL-21 in the delivery of survival 
and proliferation signals to B cells, IL-21 appears also as 
a major cytokine for generation and maintenance of TFH 
cells that are essential for T:B interaction within GC and 
antibody production.

SCIDs caused by mutations in the genes encoding the 
common cytokine receptor γ chain (γc) or JAK3 (Table 2) 
are characterized by normal circulating B cell counts and 
absence of T cells. γc—and JAK3-deficient B cells fail to 
respond to IL-21 since IL21R includes the common γchain. 
They are unable to produce high-affinity antibodies, even 
following the reversal of the T cell deficiency by allogeneic 
transplantation or gene therapy [112,113]. It is notewor-
thy that an impairment in IL-7 signaling caused by γc (or 
IL-7Rα) deficiency does not impair B cell development [5], 
pinpointing the distinct function of IL-7 in B cell develop-
ment in humans and mice.

5.  PADS WITH UNKNOWN ETIOLOGY

Whereas most of the early blocks in B cell differentiation 
have been defined in molecular terms, this is not often the 
case for more distal defects: 25% of CSR deficiencies cur-
rently lack a molecular understanding and most of the sup-
posed genetic defects in CVID have yet to be identified. 
Most of selective Ig deficiencies, although likely caused 
by an intrinsic B cell defect, have not yet been molecularly 
defined.

5.1  Common Variable Immunodeficiency

CVID, the most frequent PAD, with an incidence of ∼1 in 
25,000 births, corresponds to a heterogeneous group of dis-
orders, characterized by pan-hypogammaglobulinemia with 
defective antibody responses and in some cases associated 
with an increased incidence of granuloma, autoimmunity, 
and cancer [114,115]. CVID is generally diagnosed in adult-
hood, although some pediatric cases have been reported. 

Low numbers of circulating B cells and memory CD27+ B 
cells and abnormally high numbers of transitional B cells are 
associated with a bad prognosis. Ten to 20% of diagnosed 
patients have a family history of CVID or IgA deficiency 
(IgAD). Although researchers have attempted to determine 
the genetic variations associated with CVID, over 90% of 
these cases have not yet been defined on a molecular basis. 
Sporadic AD and AR forms have been reported. Recently, 
a genome-wide association approach showed that disease 
heterogeneity in a large cohort of patients could be related 
to several variations in the genetic background, including 
previously reported variations in genes of the MHC locus 
[116]. Polymorphisms in genes present in this locus (includ-
ing those encoding TNF, MHC class II, complement fac-
tors, and the MMR MutS protein homolog 5 (MSH5)) are 
preferentially associated with CVID. As discussed above, 
individuals with some TACI variants also have predisposi-
tion to CVID [48]. As CVID has a late onset, it is most 
possibly caused by a combination of several gene variations 
rather than a defect in a single gene.

5.2  Selective Ig Deficiency

Similarly, although selective IgA deficiency (SIgAD) is 
the most common PAD, affecting near 1/1500 births, its 
genetic basis has not yet been defined. Most individuals are 
asymptomatic, suggesting effective compensation by secre-
tory IgM in the mucosae [117], but approximately 25% of 
symptomatic patients have a family history of either SIgAD 
or CVID. Polymorphisms in TACI [118,119] or in MHC 
genes [120] have been reported in some cases, although the 
involvement of TACI variations has been controversial.

Selective IgG subclass deficiency is defined as a lack 
of one or more IgG subclasses with normal overall IgG 
levels. IgG2 deficiency is most commonly reported and is 
often associated with IgG4 deficiency and susceptibility 
to recurrent bacterial infections. IgG2 and IgG4 are barely 
detectable before the age of 2 years, and IgG4 can be absent 
in adult healthy females. The etiology of IgG2 deficiency 
remains ill-defined and it can be transient during childhood. 
IgG3 deficiency, which is less common, leads to suscepti-
bility to recurrent bacterial infections and is often associ-
ated with another IgG subclass deficiency. Deletions of C 
regions have been reported in few patients [121] but do not 
account for the majority of cases, as residual amounts of the 
IgG subclasses are generally detectable.

Selective IgM deficiency (SIgMD) is a rare disorder that 
leads to recurrent infections, most frequently with encap-
sulated pathogens, from infancy onward. Its pathogenesis 
remains unclear. Deletion of the Cμ can be ruled out, as 
patients’ B cells express surface IgM.

Lastly, patients with selective polysaccharide anti-
body deficiency (SPAD) have normal Ig levels (including 
IgG2), but lack polysaccharide-specific antibodies, and 
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are therefore prone to bacterial infections, and especially 
those caused by encapsulated bacteria (Table 1). Given 
that infants are unable to raise polysaccharide-specific 
responses before the age of 2, SPAD can be diagnosed only 
after this time point. MZ B cells are especially reactive to 
bacterial cell wall components, and splenectomized patients 
also suffer from SPAD [122]. Although most SPADs are not 
molecularly defined, NEMO deficiency [79], which impairs 
NF-κB signaling downstream of several pathways, includ-
ing the TLR signaling pathways, gain of function mutations 
in CARD11 and HOIL1 deficiency can result in an SPAD, 
as discussed above. A leaky form of BTK deficiency also 
reportedly causes SPAD [27].

6.  THERAPEUTIC APPROACHES

The approaches used for the treatment of PADs depend 
greatly on the disease severity. Almost all antibody-defi-
cient patients require IgG replacement, with either intrave-
nous or subcutaneous delivery. IgG replacement therapy has 
considerably limited infectious complications and chronic 
lung lesions such as bronchectasis. It is not, however, 
always sufficient, as the other Ig isotypes are not provided. 
IgM antibodies appear protective against encapsulated 
bacteria as a first means of defense in spleen MZ and in 
mucosal surfaces. We could show in a prospective study of 
a cohort of patients with agammaglobulinemia and CSR-D 
that received equal IgG replacement therapy that patients 
with CSR-D had a lower incidence of acute respiratory tract 
infections and bronchiectasis and a significantly lower risk 
of non-typable H. influenzae carriage [1], a feature that can 
be linked to the presence of anti-non-typable H. influenza-
specific IgM antibodies in the serum and saliva. Interest-
ingly, similar protection has been found in AID-deficient 
patients (who lack SHM) as well as in other patients with 
CSR-D, in whom SHM is normal. Thus, IgM antibodies 
that have been actively transported to mucosal surfaces 
[117] appear microbiologically and clinically protective 
against some microorganisms, irrespective of whether they 
have undergone SHM or not. This shows that IgG, which 
cannot be not transported to mucosal surfaces as it fails to 
bind the J chain, cannot fully substitute for the immuno-
globulins (IgM and IgA) that can be transported at muco-
sal surfaces. Thus a long-term antimicrobial prophylaxis 
could be required in agammaglobulinemia in addition to Ig 
replacement therapy. Administration of antibiotics instead 
of IgG replacement might also be required, as in the case 
of patients with SIgMD. Notably, Ig replacement does not 
prevent complications such as lymphadenopathies, sple-
nomegaly or autoimmunity. However, it could be useful to 
prevent epithelial cancers by reducing chronic infections.

The morbidity associated with hematopoietic stem 
cell transplantation (HSCT), the only curative therapy of 
PAD, means that this therapeutic strategy is restricted to 

the life-threatening B cell disorders that are generally also 
associated with a T cell deficiency. All PADs associated to a 
T cell defect, including CD40 and CD40L deficiencies, can 
certainly benefit from HSCT. Severe complications such as 
liver failure observed in these situations require liver trans-
plantation, which should be done before HSCT.

Finally, gene therapy has been successfully performed 
in SCID related to ADA [123] and γc-deficiencies [113] and 
in WAS [124] and may also be a promising therapeutic strat-
egy for B cell deficiencies in the future. In Btk−/− and Tec−/− 
double deficient mice (a mouse model of human XLA), 
transplantation of stem cells transduced with a lentiviral 
construct encoding Btk under B-cell specific promoters 
results in long-term B cells’ rescue and antibody responses 
[125]. However, clinical applications of similar gene thera-
pies will require a very strict assessment of safety issues.

7.  CONCLUSION

The ongoing genetic definition of PADs, recently facili-
tated by new genetic screenings such as whole exome 
or genome sequencing, is essential for accurate diagno-
sis, including genetic counseling, prenatal diagnosis, and 
establishment of an appropriate follow-up and treatment. 
It also allows a better delineation of the complex molecu-
lar mechanisms underlying B cell development, migration, 
survival, and activation, even if all these different steps 
are not completely understood and obviously overlap. It 
seems that the genetic analysis of PADs is more compli-
cated than what was previously anticipated: the limited 
genotype–phenotype correlation observed in many cases 
suggests that additional genetic and/or environmental fac-
tors have a role in PAD pathogenesis. This complexity is 
further increased by the fact that mutations in the same 
gene can lead to different phenotypes and even have differ-
ent patterns of inheritance, depending on their location or 
on as-yet unknown genetic modifications. Lastly, whereas 
most primary immunodeficiencies are monogenic, the 
most prevalent form of PAD, the CVID, appears to have 
a more complex genetic background [48]. It is very likely 
that new genetic tools will in the near future help define 
modifier genes or epigenetic interactions responsible for 
such diseases.
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Chapter 26

1.  IMGT® AND THE BIRTH OF 
IMMUNOINFORMATICS

IMGT®, the international ImMunoGeneTics information 
system® (http://www.imgt.org) [1], was created in 1989 
by Marie-Paule Lefranc at Montpellier, France (CNRS 
and Université Montpellier 2). The founding of IMGT® 
marked the advent of immunoinformatics, a new science, 
which emerged at the interface between immunogenetics 
and bioinformatics. For the first time, immunoglobulin (IG) 
or antibody and T cell receptor (TR) variable (V), diversity 
(D), joining (J), and constant (C) genes were officially rec-
ognized as “genes” as well as the conventional genes [2–5]. 
This major breakthrough allowed genes and data of the 
complex and highly diversified adaptive immune responses 
to be managed in genomic databases and tools.

The adaptive immune response was acquired by jawed 
vertebrates (or gnathostomata) more than 450 million years 
ago and is found in all extant jawed vertebrate species 
from fishes to humans. It is characterized by a remarkable 
immune specificity and memory, which are properties of the 
B and T cells owing to an extreme diversity of their antigen 
receptors. The specific antigen receptors comprise the IG or 
antibodies of the B cells and plasmacytes [2], and the TR 
[3]. The IG recognize antigens in their native (unprocessed) 
form, whereas the TR recognize processed antigens, which 
are presented as peptides by the highly polymorphic major 
histocompatibility (MH, in humans HLA for human leuko-
cyte antigens) proteins.

The potential antigen receptor repertoire of each indi-
vidual is estimated to comprise about 2 × 1012 different IG 
and TR, and the limiting factor is only the number of B 
and T cells that an organism is genetically programmed to 
produce [2,3]. This huge diversity results from the complex 
molecular synthesis of the IG and TR chains and, more par-
ticularly, of their variable domains (V-DOMAIN) which, at 
their N-terminal end, recognize and bind the antigens [2,3]. 

The IG and TR synthesis includes several unique mecha-
nisms that occur at the DNA level: combinatorial rearrange-
ments of the V, D, and J genes that code the V-DOMAIN 
(the V-(D)-J being spliced to the C gene that encodes the 
C-REGION in the transcript); exonuclease trimming at the 
ends of the V, D, and J genes; and random addition of nucle-
otides by the terminal deoxynucleotidyl transferase (TdT) 
that creates the junctional N-diversity regions, and later dur-
ing B cell differentiation, for the IG, somatic hypermuta-
tions, and class or subclass switch [2,3].

IMGT® manages the diversity and complexity of the IG 
and TR and the polymorphism of the MH of humans and 
other vertebrates. IMGT® is also specialized in the other 
proteins of the immunoglobulin superfamily (IgSF) and MH 
superfamily (MhSF) and related proteins of the immune 
system (RPI) of vertebrates and invertebrates. IMGT® pro-
vides a common access to standardized data from genome, 
proteome, genetics, and two-dimensional (2D) and three-
dimensional (3D) structures. IMGT® is the acknowledged 
high-quality integrated knowledge resource in immunoge-
netics for exploring immune functional genomics. IMGT® 
comprises seven databases (for sequences, genes, and 3D 
structures) [6–11], 17 online tools [12–27], and more than 
15,000 pages of web resources (e.g., IMGT Scientific chart, 
IMGT Repertoire, IMGT Education > Aide-mémoire [28], 
The IMGT Immunoinformatics page) [1]. IMGT® is the 
global reference in immunogenetics and immunoinformat-
ics [29–44]. Its standards have been endorsed by the World 
Health Organization–International Union of Immunologi-
cal Societies (WHO-IUIS) Nomenclature Committee since 
1995 (first IMGT® online access at the 9th International 
Congress of Immunology, San Francisco, CA, USA) [45,46] 
and the WHO International Nonproprietary Names (INN) 
Programme [47,48]. The accuracy and the consistency of 
the IMGT® data are based on IMGT-ONTOLOGY [49–51], 
the first, and so far unique, ontology for immunogenetics 
and immunoinformatics [49–68]. IMGT-ONTOLOGY 

http://imgt.cines.fr/
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manages the immunogenetics knowledge through diverse 
facets that rely on seven axioms: IDENTIFICATION, 
DESCRIPTION, CLASSIFICATION, NUMEROTATION, 
LOCALIZATION, ORIENTATION, and OBTENTION 
[50,51,55]. The concepts generated from these axioms led 
to the elaboration of the IMGT® standards that constitute 
the IMGT Scientific chart: e.g., IMGT® standardized key-
words (IDENTIFICATION) [56], IMGT® standardized 
labels (DESCRIPTION) [57], IMGT® standardized gene 
and allele nomenclature (CLASSIFICATION) [58], IMGT 
unique numbering [59–64] and its standardized graphi-
cal 2D representation or IMGT Colliers de Perles [65–68] 
(NUMEROTATION).

This chapter first reviews the fundamental information 
generated from these IMGT-ONTOLOGY concepts, which 
led to the IMGT Scientific chart rules. It then describes the 
major IMGT® tools and databases used for immunoglobulin 
repertoire analysis and antibody engineering and humaniza-
tion: IMGT/V-QUEST [12–17] for the analysis of rearranged 
nucleotide sequence with the results of the integrated IMGT/
JunctionAnalysis [18,19]; IMGT/Automat [20,21] and 
IMGT/Collier-de-Perles tool [26]; IMGT/HighV-QUEST, 
the high-throughput version for Next-Generation Sequenc-
ing (NGS) [22,23]; IMGT/DomainGapAlign [9,24,25] for 
amino acid sequence analysis; IMGT/3Dstructure-DB for 3D 
structures [8–10]; and its extension,  IMGT/2Dstructure-DB 
(for antibodies and other proteins for which the 3D struc-
ture is not available). IMGT® tools and databases run against 
IMGT reference directories built from sequences annotated 
in IMGT/LIGM-DB [6], the IMGT® nucleotide database 
(170,685 sequences from 335 species in June 2013), and 
from IMGT/GENE-DB [7], the IMGT® gene database (3107 
genes and 4722 alleles from 17 species, of which there were 
694 genes and 1420 alleles for Homo sapiens and 868 genes 
and 1318 alleles for Mus musculus in June 2013).

An interface, IMGT/mAb-DB [11], has been developed 
to provide an easy access to therapeutic antibody amino 
acid sequences (links to IMGT/2Dstructure-DB) and struc-
tures (links to IMGT/3Dstructure-DB, if 3D structures 
are available). IMGT/mAb-DB data include monoclonal 
antibodies (mAb, INN suffix –mab) (a –mab is defined by 
the presence of at least an IG variable domain) and fusion 
proteins for immune applications (FPIA, INN suffix –cept) 
(a –cept is defined by a receptor fused to a, Fc) from the 
WHO-INN program [47,48]. This database also includes 
a few composite proteins for clinical applications (CPCA) 
(e.g., protein or peptide fused to an Fc for only increasing 
their half-life, identified by the INN prefix ef–) and some 
RPI used, unmodified, for clinical applications.

The unified IMGT® approach is of major interest for 
bridging knowledge from IG repertoire in normal and 
pathologic situations [69–72], IG allotypes and immunoge-
nicity [73–75], NGS repertoire [22,23], antibody engineer-
ing, and humanization [32,39–41,43,76–80].

2.  FUNDAMENTAL INFORMATION FROM 
IMGT-ONTOLOGY CONCEPTS

2.1  IDENTIFICATION: IMGT® Standardized 
Keywords

More than 325 IMGT® standardized keywords (189 for 
sequences and 137 for 3D structures) were precisely defined 
[56]. They represent the controlled vocabulary assigned during 
the annotation process and allow standardized search criteria 
for querying the IMGT® databases and for the extraction of 
sequences and 3D structures. They have been entered in Bio-
Portal at the National Center for Biomedical Ontology (NCBO) 
in 2010 (http://bioportal.bioontology.org/ontologies/1491).

Standardized keywords are assigned at each step of the 
molecular synthesis of an IG. Those assigned to a nucleotide 
sequence are found in the “DE” (definition) and “KW” (key-
word) lines of the IMGT/LIGM-DB files [6]. They character-
ize, for instance, the gene type, the configuration type, and the 
functionality type [56]. There are six gene types: variable (V), 
diversity (D), joining (J), constant (C), conventional-with-
leader, and conventional-without-leader. Four of them (V, D, J, 
and C) identify the IG and TR genes and are specific to immu-
nogenetics. There are four configuration types: germline (for 
the V, D, and J genes before DNA rearrangement), rearranged 
(for the V, D, and J genes after DNA rearrangement), partially 
rearranged (for D gene after only one DNA rearrangement), 
and undefined (for the C gene and for the conventional genes, 
which do not rearrange). The functionality type depends on 
the gene configuration. The functionality type of genes in 
germline or undefined configuration is functional (F), ORF 
(for “open reading frame”), or pseudogene (P). The function-
ality type of genes in rearranged or partially-rearranged con-
figuration is either productive (no stop codon in the V-(D)-J 
region and in-frame junction) or unproductive (stop codon(s) 
in the V-(D)-J region, and/or out-of-frame junction).

The 20 usual amino acids (AA) have been classified in 11 
IMGT physicochemical classes (IMGT®, http://www.imgt.
org, IMGT Education > Aide-mémoire > Amino acids). The 
amino acid changes are described according to the hydropa-
thy (3 classes), volume (5 classes), and IMGT physicochem-
ical classes (11 classes) [28]. For example Q1 > E (+ + −) 
means that in the amino acid change (Q > E), the two amino 
acids at codon 1 belong to the same hydropathy (+) and 
volume (+) classes but to different IMGT physicochemical 
property (−) classes [28]. Four types of AA changes are iden-
tified in IMGT®: very similar (+ + +), similar (+ + −, + − +), 
dissimilar (− − +, − + −, + − −), and very dissimilar (− − −).

2.2  DESCRIPTION: IMGT® Standardized 
Labels

More than 560 IMGT® standardized labels (277 for 
sequences and 285 for 3D structures) were precisely defined 

http://bioportal.bioontology.org/ontologies/1491
http://www.imgt.org
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[57]. They are written in capital letters (no plural) to be rec-
ognizable without creating new terms. Standardized labels 
assigned to the description of sequences are found in the 
“FT” (feature) lines of the IMGT/LIGM-DB files [6]. Que-
rying these labels represents a big plus compared to the gen-
eralist databases (GenBank/European Nucleotide Archive 
(ENA)/DNA Data Bank of Japan (DDBJ)). Thus it is pos-
sible to query for the “CDR3-IMGT” of the human rear-
ranged productive sequences of IG-Heavy-Gamma (e.g., 
1733 CDR3-IMGT obtained, with their sequences at the 
nucleotide or amino acid level).

The core labels include V-REGION, D-REGION, 
J-REGION, and C-REGION, which correspond to the 
coding region of the V, D, J, and C genes. IMGT structure 
labels for human IG chains and domains and their corre-
spondence with sequence labels are shown in Table 1. These 
labels are necessary for a standardized description of the IG 
sequences and structures in databases and tools.

Highly conserved amino acids at a given position in a V 
or C domain (Section 2.4) have IMGT labels [57]. Three of 
them are common to the V and C domains: 1st-CYS (cyste-
ine C at position 23), CONSERVED-TRP (tryptophan W at 
position 41), and 2nd-CYS (C at position 104) [59–62,64]. 
Two others are characteristics of the V-DOMAIN and cor-
respond to the first amino acid of the canonical motif F/W-
G-X-G (where F is phenylalanine, W tryptophan, G glycine, 
and X any amino acid) encoded by the J-REGION: J-PHE 
or J-TRP (F or W at position 118) [59–61,64].

2.3  CLASSIFICATION: IMGT® Standardized 
Genes and Alleles

The IMGT-ONTOLOGY CLASSIFICATION axiom was 
the trigger of immunoinformatics’ birth. Indeed, the IMGT® 
concepts of classification allowed us, for the first time, to 
classify the antigen receptor genes (IG and TR) for any 

TABLE 1 Immunoglobulin Receptor, Chain, and Domain Structure Labels and Correspondence with Sequence Labels

IG Structure Labels (IMGT/3DStructure-DB)
Sequence Labels 
(IMGT/LIGM-DB)

Receptora Chainb Domain Description Type Domainc Region

IG-GAMMA-1_KAPPA L-KAPPA V-DOMAIN V-KAPPA V-J-REGION

C-DOMAIN C-KAPPA C-REGION

H-GAMMA-1 V-DOMAIN VH V-D-J-REGION

C-DOMAIN CH1 C-REGIONd

C-DOMAIN CH2

C-DOMAIN CH3

IG-MU_LAMBDA L-LAMBDA V-DOMAIN V-LAMBDA V-J-REGION

C-DOMAIN C-LAMBDA-1 C-REGION

H-MU V-DOMAIN VH V-D-J-REGION

C-DOMAIN CH1 C-REGIONd

C-DOMAIN CH2

C-DOMAIN CH3

C-DOMAIN CH4e

aLabels are shown for two examples of IG (Homo sapiens IgG1-kappa and IgM-lambda). An IG (“Receptor”) is made of two identical heavy (H, for 
IG-HEAVY) chains and two identical light (L, for IG-LIGHT) chains (“Chain”) and usually comprises 12 (e.g., IgG1) or 14 (e.g., IgM) domains. Each chain 
has an N-terminal V-DOMAIN (or V-(D)-J-REGION, encoded by the rearranged V-(D)-J genes), whereas the remaining of the chain is the C-REGION 
(encoded by a C gene). The IG C-REGION comprises one C-DOMAIN (C-KAPPA or C-LAMBDA) for the L chain, or several C-DOMAIN (CH) for the  
H chain [2].
bThe kappa (L-KAPPA) or lambda (L-LAMBDA) light chains may associate to any heavy chain isotype (e.g., H-GAMMA-1, H-MU). In humans, there are nine 
isotypes, H-MU, H-DELTA, H-GAMMA-3, H-GAMMA-1, H-ALPHA1, H-GAMMA2, H-GAMMA-4, H-EPSILON, and H-ALPHA2 (listed in the order 5′ – 3′ in 
the IGH locus of the IGHC genes that encode the constant region of the heavy chains [2]) (IMGT® http//www.imgt.org, IMGT Repertoire).
cThe IG V-DOMAIN includes VH (for the IG heavy chain) and VL (for the IG light chain). In higher vertebrates, the VL is V-KAPPA or V-LAMBDA, whereas in 
fishes, the VL is V-IOTA. The C-DOMAIN includes CH (for the IG heavy chain, the number of CH per chain depending on the isotype [2]) and CL (for the IG 
light chain). In higher vertebrates, the CL is C-KAPPA or C-LAMBDA, whereas in fishes, the CL is C-IOTA.
dThe heavy chain C-REGION also includes the HINGE-REGION for the H-ALPHA, H-DELTA, and H-GAMMA chains and, for membrane IG (mIG), the 
CONNECTING-REGION (CO), TRANSMEMBRANE-REGION (TM), and CYTOPLASMIC-REGION (CY); for secreted IG (sIG), the C-REGION includes CHS 
instead of CO, TM, and CY.
eFor H-MU and H-EPSILON.

http://www.imgt.org
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locus (e.g., immunoglobulin heavy (IGH), T cell receptor 
alpha (TRA)), for any gene configuration (germline, unde-
fined, or rearranged), and for any species (from fishes to 
humans). In higher vertebrates, there are seven IG and TR 
major loci (other loci correspond to chromosomal orphon 
sets, genes of which are orphons, not used in the IG or TR 
chain synthesis). The IG major loci include the immuno-
globulin heavy (IGH), and for the light chains, the immu-
noglobulin kappa (IGK) and the immunoglobulin lambda 
(IGL) in higher vertebrates and the immunoglobulin iota 
(IGI) in fishes (IMGT®, http://www.imgt.org, IMGT Rep-
ertoire).

Since the creation of IMGT® in 1989, at New Haven 
during the 10th Human Genome Mapping Workshop 
(HGM10), the standardized classification and nomenclature 
of the IG and TR of humans and other vertebrate species 
have been under the responsibility of the IMGT Nomencla-
ture Committee (IMGT-NC).

IMGT® gene and allele names are based on the concepts 
of classification of “Group,” “Subgroup,” “Gene,” and 
“Allele” [58]. “Group” allows classification of a set of genes 
that belong to the same multigene family, within the same 
species or between different species. For example, there are 
10 groups for the IG of higher vertebrates: IGHV, IGHD, 
IGHJ, IGHC, IGKV, IGKJ, IGKC, IGLV, IGLJ, and IGLC. 
“Subgroup” allows identification of a subset of genes that 
belong to the same group and that, in a given species, share 
at least 75% identity at the nucleotide level, e.g., Homo 
sapiens IGHV1 subgroup. Subgroups, genes, and alleles are 
always associated to a species name. An allele is a polymor-
phic variant of a gene, which is characterized by the muta-
tions of its sequence at the nucleotide level, identified in its 
core sequence, and compared to the gene allele reference 
sequence, designated as allele *01. For example, Homo 
sapiens IGHV1-2*01 is the allele *01 of the Homo sapiens 
IGHV1-2 gene that belongs to the Homo sapiens IGHV1 
subgroup, which itself belongs to the IGHV group. For the 
IGH locus, the constant genes are designated by the letter 
(and eventually number) corresponding to the encoded iso-
types (IGHM, IGHD, IGHG3…), instead of using the letter 
C. IG and TR genes and alleles are not italicized in publica-
tions. IMGT-ONTOLOGY concepts of classification have 
been entered in the NCBO BioPortal.

The IMGT® IG and TR gene names [2–5] were approved 
by the Human Genome Organisation (HUGO) Nomencla-
ture Committee (HGNC) in 1999 [81,82] and were endorsed 
by the WHO-IUIS Nomenclature Subcommittee for IG and 
TR [45,46]. The IMGT® IG and TR gene names are the offi-
cial international reference and, as such, have been entered 
in IMGT/GENE-DB [7], in the Genome Database (GDB) 
[83], in LocusLink at the National Center for Biotechnol-
ogy Information (NCBI) USA [84], in Entrez Gene (NCBI) 
when this database (now designated as “Gene”) superseded 
LocusLink [85], in NCBI MapViewer, in Ensembl at the 

European Bioinformatics Institute (EBI) [86], and in the 
Vertebrate Genome Annotation (Vega) Browser [87] at the 
Wellcome Trust Sanger Institute (UK). HGNC, Gene NCBI, 
Ensembl, and Vega have direct links to IMGT/GENE-DB 
[7]. IMGT® human IG and TR genes were also integrated 
in IMGT-ONTOLOGY on the NCBO BioPortal and, on the 
same site, in the HUGO ontology and in the National Can-
cer Institute (NCI) Metathesaurus. Amino acid sequences 
of human IG and TR constant genes (e.g., Homo sapiens 
IGHM, IGHG1, IGHG2) were provided to UniProt in 2008. 
Since 2007, IMGT® gene and allele names have been used 
for the description of the therapeutic mAb and FPIA of the 
WHO-INN program [47,48].

2.4  NUMEROTATION: IMGT Unique 
Numbering and IMGT Collier de Perles

The IMGT-ONTOLOGY NUMEROTATION axiom is 
acknowledged as the “IMGT® Rosetta stone” that has 
bridged the biological and computational spheres in bio-
informatics [37]. The IMGT® concepts of numerotation 
comprise the IMGT unique numbering [59–64] and its 
graphical 2D representation, the IMGT Collier de Perles 
[65–68]. Developed for and by the “domain,” these con-
cepts integrate sequences, structures, and interactions into 
a standardized domain-centric knowledge for functional 
genomics. The IMGT unique numbering has been defined 
for the variable V domain (V-DOMAIN of the IG and TR, 
and V-LIKE-DOMAIN of IgSF other than IG and TR)  
[59–61], the constant C domain (C-DOMAIN of the IG and 
TR, and C-LIKE-DOMAIN of IgSF other than IG and TR) 
[62], and for information, not as the focus of that chapter, the 
groove G domain (G-DOMAIN of the MH, and G-LIKE-
DOMAIN of MhSF other than MH) [63,88,89]. Thus the 
IMGT unique numbering and IMGT Collier de Perles 
provide a definitive and universal system across species, 
including invertebrates, for the sequences and structures of 
the V, C, and G domains of IG, TR, MH, IgSF, and MhSF 
[64,68,90,91].

2.4.1  V Domain IMGT® Definitive System

2.4.1.1  V Domain Definition and Main Characteristics

In the IMGT® definitive system, the V domain includes the 
V-DOMAIN of the IG and of the TR, which corresponds 
to the V-J-REGION or V-D-J-REGION encoded by V-(D)-
J rearrangements [2,3], and the V-LIKE-DOMAIN of the 
IgSF other than IG and TR. The V domain description of 
any receptor, any chain, and any species is based on the 
IMGT unique numbering for V domain (V-DOMAIN and 
V-LIKE-DOMAIN) [59–61,64].

A V domain (Figure 1) comprises about 100 amino acids 
and is made of nine antiparallel beta strands (A, B, C, C′, 
C″, D, E, F, and G) linked by beta turns (AB, CC′, C″D, 
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FIGURE 1 Variable (V) domain. An IG VH (V-DOMAIN) is shown as example. (A) 3D structure ribbon representation with the IMGT strand 
and loop delimitations [61]. (B) IMGT Collier de Perles on two layers with hydrogen bonds. The IMGT Collier de Perles on two layers shows, in the 
forefront, the GFCC′C″ strands (forming the sheet located at the interface VH/VL of the IG) and, in the back, the ABED strands. The IMGT Collier de 
Perles with hydrogen bonds (green lines online, only shown here for the GFCC′C″ sheet) is generated by the IMGT/Collier-de-Perles tool integrated in 
IMGT/3Dstructure-DB, from experimental 3D structure data [8–10]. (C) IMGT Collier de Perles on two layers generated from IMGT/DomainGapAlign 
[9,24,25]. Pink circles (online) indicate amino acid changes compared to the closest genes and alleles from the IMGT reference directory. (D) IMGT 
Collier de Perles on one layer. Amino acids are shown in the one-letter abbreviation. All proline (P) are shown online in yellow. IMGT anchors are in 
squares. Hatched circles are IMGT gaps according to the IMGT unique numbering for V domain [61,64]. Positions with bold (online red) letters indicate 
the four conserved positions that are common to a V domain and to a C domain: 23 (1st-CYS), 41 (CONSERVED-TRP), 89 (hydrophobic), 104 (2nd-
CYS) [59–62,64], and the fifth conserved position, 118 (J-TRP or J-PHE), which is specific to a V-DOMAIN and belongs to the motif F/W-G-X-G that 
characterizes the J-REGION [61,64] (Table 2). The hydrophobic amino acids (hydropathy index with positive value: I, V, L, F, C, M, A) and tryptophan 
(W) [28] found at a given position in more than 50% of sequences are shown (online with a blue background color). Arrows indicate the direction of the 
beta strands and their designations in 3D structures. IMGT color menu for the CDR-IMGT of a V-DOMAIN indicates the type of rearrangement, V-D-J 
(for a VH here, red, orange, and purple) or V-J (for V-KAPPA or V-LAMBDA (not shown), blue, green, and green-blue) [2]. The identifier of the chain to 
which the VH domain belongs is 1n0x_H (from the Homo sapiens b12 Fab) in IMGT/3Dstructure-DB (http://www.imgt.org). The CDR-IMGT lengths of 
this VH are [8.8.20] and the FR-IMGT are [25.17.38.11]. The 3D ribbon representation was obtained using PyMOL (http://www.pymol.org) and “IMGT 
numbering comparison” of 1n0x_H (VH) from IMGT/3Dstructure-DB (http://www.imgt.org).

http://www.imgt.org
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DE, and EF) and three loops (BC, C′C″, and FG), forming 
a sandwich of two sheets [ABED] [GFCC′C″] [59–61,64]. 
The sheets are closely packed against each other through 
hydrophobic interactions, giving a hydrophobic core, and 
joined together by a disulfide bridge between a first highly 
conserved cysteine (1st-CYS) in the B strand (in the first 
sheet) and a second, equally conserved cysteine (2nd-CYS) 
in the F strand (in the second sheet) [59–61,64].

2.4.1.2  V Domain Strands and Loops (FR-IMGT  
and CDR-IMGT)

The V domain strands and loops and their delimitations 
and lengths, based on the IMGT unique numbering for V 
domain [59–61,64], are shown in Table 2. In the IG and TR 
V-DOMAIN, the three hypervariable loops BC, C′C″, and 
FG involved in the ligand recognition (native antigen for IG 
and pMH for TR) are designated complementarity deter-
mining regions (CDR-IMGT), whereas the strands form 
the framework region (FR-IMGT), which includes FR1-
IMGT, FR2-IMGT, FR3-IMGT, and FR4-IMGT (Table 2).  
In the IMGT® definitive system, the CDR-IMGT have 

accurate and unambiguous delimitations, in contrast to the 
CDR described in the literature. Correspondences between 
the IMGT unique numbering with other numberings, e.g., 
Kabat [92] or Chothia [93], are available in the IMGT 
Scientific chart. The correspondences with these previous 
and heterogenous numberings are useful for the interpreta-
tion of previously published data, but nowadays the usage 
of these numberings has become obsolete in regard to the 
development of immunoinformatics based on the IMGT® 
standards [59–68] (IMGT® http://www.imgt.org, IMGT 
Scientific chart > Numbering > Correspondence between V 
numberings).

For a V domain, the BC loop (or CDR1-IMGT in a 
V-DOMAIN) encompasses positions 27–38, the C′C″ loop 
(or CDR2-IMGT in a V-DOMAIN) positions 56–65, and 
the FG loop (or CDR3-IMGT) positions 105–117. In a 
V-DOMAIN, the CDR3-IMGT encompasses the V-(D)-
J junction that results from a V-J or V-D-J rearrangement 
[2,3] and is more variable in sequence and length than the 
CDR1-IMGT and CDR2-IMGT that are encoded by the 
V gene region only. For CDR3-IMGT of length >13 AA, 

TABLE 2 V Domain Strands and Loops, IMGT Positions, and Lengths, Based on the IMGT Unique Numbering  
for V Domain (V-DOMAIN and V-LIKE-DOMAIN)

V Domain Strands  
and Loopsa IMGT Positionb Lengthsc

Characteristic IMGT 
Residue@ Positiond

V-DOMAIN FR-IMGT 
and CDR-IMGT

A-STRAND 1–15 15 (14 if gap at 10) FR1-IMGT

B-STRAND 16–26 11 1st-CYS 23

BC-LOOP 27–38 12 (or less) CDR1-IMGT

C-STRAND 39–46 8 CONSERVED-TRP 41 FR2-IMGT

C′-STRAND 47–55 9

C′C″-LOOP 56–65 10 (or less) CDR2-IMGT

C″-STRAND 66–74 9 (or 8 if gap at 73) FR3-IMGT

D-STRAND 75–84 10 (or 8 if gaps at 81, 82)

E-STRAND 85–96 12 Hydrophobic 89

F-STRAND 97–104 8 2nd-CYS 104

FG-LOOP 105–117 13 (or less, or more) CDR3-IMGT

G-STRAND 118–128 11 (or 10) V-DOMAIN J-PHE 118  
or J-TRP 118e

FR4-IMGT

aIMGT® labels (concepts of description) are written in capital letters (no plural) [57]. Beta turns (AB, CC′, C″D, DE, or EF) are individualized only if they have 
additional amino acids compared to the standard description. If not, they are included in the strands.
bBased on the IMGT unique numbering for V domain (V-DOMAIN and V-LIKE-DOMAIN) [59–61,64].
cIn number of amino acids (or codons).
dIMGT Residue@Position is a given residue (usually an amino acid) or a given conserved property amino acid class, at a given position in a domain, based on 
the IMGT unique numbering [64].
eIn the IG and TR V-DOMAIN, the G-STRAND (or FR4-IMGT) is the C-terminal part of the J-REGION, with J-PHE or J-TRP 118 and the canonical motif 
F/W-G-X-G at positions 118–121 [2,3]. The JUNCTION refers to the CDR3-IMGT plus the two anchors 2nd-CYS 104 and J-PHE or J-TRP 118 [60,61]. The 
JUNCTION (positions 104–118) is therefore two amino acids longer than the corresponding CDR3-IMGT (positions 105–117) [60,61].

http://www.imgt.org
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additional IMGT positions are added at the top of the loop 
between 111 and 112 (Table 3).

2.4.1.3  IMGT Colliers de Perles

The loop and strands are visualized in the IMGT Colliers de 
Perles [65–68], which can be displayed on one layer (closer 
to the amino acid sequence) or on two layers (closer to the 
3D structure) (Figure 1). The three loops, BC, C′C″, and 
FG (or CDR1-IMGT, CDR2-IMGT, and CDR3-IMGT for 
a V-DOMAIN) are delimited by the IMGT anchors, which 
are shown in squares in the IMGT Colliers de Perles. IMGT 
anchors are positions that belong to strands and represent 
anchors for the loops of the V domains. IMGT anchors are 
the key and original concept of IMGT® that definitively 
solved the ambiguous situation of different CDR lengths 
and delimitations found in the literature. The six anchors 
of a V domain are positions 26 and 39 (anchors of the BC 
loop or CDR1-IMGT in V-DOMAIN), 55 and 66 (anchors 
of the C′C″ loop or CDR2-IMGT in V-DOMAIN), and 
104 and 118 (anchors of the FG loop or CDR3-IMGT in 
V-DOMAIN). The CDR3-IMGT anchors are highly con-
served; they are C104 (2nd-CYS, in F strand) and F118 
or W118 (J-PHE or J-TRP, in G strand). The JUNCTION 
of an IG or TR V-DOMAIN includes the anchors 104 and 
118 and is therefore two amino acids longer than the cor-
responding CDR3-IMGT (positions 105–117).

In biological data, the lengths of the loops and strands 
are given by the number of occupied positions (unoccupied 
positions or “IMGT gaps” are represented with hatches in 
the IMGT Colliers de Perles (Figure 1) or by dots in align-
ments). The CDR-IMGT lengths are given in number of 
amino acids (or codons), into brackets and separated by 

dots: for example [9.6.9] means that the BC, C′C″, and FG 
loops (or CDR1-IMGT, CDR2-IMGT, and CDR3-IMGT 
for a V-DOMAIN) have a length of 9, 6, and 9 amino acids 
(or codons), respectively. Similarly [25.17.38.11] means 
that the FR1-IMGT, FR2-IMGT, FR3-IMGT, and FR4-
IMGT have a length of 25, 17, 38, and 11 amino acids 
(or codons), respectively. Together, the four FR of a VH 
domain usually comprise 91 amino acids and the individual 
FR-IMGT lengths are [25.17.38.11], whereas the four FR 
of a VL domain usually comprise 89 amino acids and the 
individual FR-IMGT lengths are [26.17.36.10].

2.4.1.4  Conserved Amino Acids

A V domain has five characteristic amino acids at given posi-
tions (positions with bold (online red) letters in the IMGT 
Colliers de Perles). Four of them are highly conserved 
and hydrophobic [28] and are common to the C domain:  
23 (1st-CYS), 41 (CONSERVED-TRP), 89 (hydrophobic), 
and 104 (2nd-CYS). These amino acids contribute to the two 
major features shared by the V and C domain: the disulfide 
bridge (between the two cysteines 23 and 104) and the inter-
nal hydrophobic core of the domain (with the side chains of 
tryptophan W41 and amino acid 89). The fifth position, 118, 
is an anchor of the FG loop. It is occupied, in the V domains 
of IgSF other than IG or TR, by amino acids with diverse 
physicochemical properties [28]. In contrast, in IG and TR 
V-DOMAIN, the position 118 is occupied by remarkably 
conserved amino acids, which consist of a phenylalanine or 
a tryptophan encoded by the J-REGION and therefore desig-
nated J-TRP or J-PHE 118. The bulky aromatic side chains 
of J-TRP and J-PHE are internally orientated and structur-
ally contribute to the V-DOMAIN hydrophobic core [61].

TABLE 3 IMGT Additional Positions for CDR3-IMGT

CDR3-IMGT 
Lengths IMGT Additional Positions for CDR3-IMGT Length >13 AAa

—

21 111 111.1 111.2 111.3 111.4 112.4 112.3 112.2 112.1 112

20 111 111.1 111.2 111.3 – 112.4 112.3 112.2 112.1 112

19 111 111.1 111.2 111.3 – – 112.3 112.2 112.1 112

18 111 111.1 111.2 – – – 112.3 112.2 112.1 112

17 111 111.1 111.2 – – – – 112.2 112.1 112

16 111 111.1 – – – – – 112.2 112.1 112

15 111 111.1 – – – – – – 112.1 112

14 111 – – – – – – – 112.1 112

aFor CDR3-IMGT length >13 AA, IMGT additional positions are created between positions 111 and 112 at the top of the CDR3-IMGT loop in the following 
order: 112.1, 111.1, 112.2, 111.2, 112.3, 111.3, etc. For CDR3-IMGT length <13 AA (not shown), IMGT gaps are created classically from the top of the 
loop, in the following order: 111, 112, 110, 113, 109, 114, etc. (IMGT®, http://www.imgt.org, IMGT Scientific chart > Numbering).
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2.4.1.5  Genomic Delimitation

A last criterion used in the IMGT® definitive system for 
the characterization of a V domain is its delimitation, tak-
ing into account the exon delimitations, whenever appro-
priate. The exon rule is not used for the delimitation of 
the 5′ end of the first N-terminal domain of proteins with 
a leader (this includes the V-DOMAIN of the IG and TR 
chains). In those cases, the 5′ end of the first N-terminal 
domain corresponds to the proteolytic site between the 
leader (L-REGION) and the coding region of the mature 
protein. The IG and TR V-DOMAIN is therefore delimited 
in 5′ by a proteolytic site and in 3′ at the genomic level by 
the splicing site of the J-REGION. This IMGT® genomic 
approach integrates the strands A and G, in contrast to 
structural alignments that usually lack these strands due 
to their poor structural conservation, and thus bridges 
the gap between genomic data (exon) and 3D structure 
(domain).

2.4.2  C Domain IMGT® Definitive System

2.4.2.1  C Domain Definition and Main 
Characteristics

In the IMGT® definitive system, the C domain includes the 
C-DOMAIN of the IG and of the TR [2,3] and the C-LIKE-
DOMAIN of the IgSF other than IG and TR. The C domain 
description of any receptor, any chain, and any species 
is based on the IMGT unique numbering for C domain 
(C-DOMAIN and C-LIKE-DOMAIN) [62,64].

A C domain (Figure 2) comprises about 90–100 amino 
acids and is made of seven antiparallel beta strands (A, B, 
C, D, E, F and G), linked by beta turns (AB, DE and EF), 
a transversal strand (CD) and two loops (BC and FG), and 
forming a sandwich of two sheets [ABED] [GFC] [62,64]. 
A C domain has a topology and a three-dimensional struc-
ture similar to that of a V domain but without the Cʹ and Cʺ 
strands and the C′C″ loop, which is replaced by a transversal 
CD strand [62].

2.4.2.2  C Domain Strands and Loops

The C domain strands, turns, and loops and their delimita-
tions and lengths, based on the IMGT unique numbering 
for C domain [62,64], are shown in Table 4. Correspon-
dences between the IMGT unique numbering with other 
numberings (Eu, Kabat) are available in the IMGT Sci-
entific chart. The correspondences with these previous 
numberings are useful for the interpretation of previously 
published data but, as for the V domain, the usage of these 
previous numberings has become obsolete in regard to the 
development of immunoinformatics based on the IMGT® 
standards [59–68] (IMGT®, http://www.imgt.org, IMGT 
Scientific chart > Numbering > Correspondence between C 
numberings).

2.4.2.3  IMGT Colliers de Perles

The lengths of the strands and loops are visualized in the 
IMGT Colliers de Perles [66–68], on one layer and two lay-
ers (Figure 2). There are six IMGT anchors in a C domain 
(four of them identical to those of a V domain): positions 
26 and 39 (anchors of the BC loop), 45 and 77 (by exten-
sion, anchors of the CD strand as there is no C′C″ loop in a 
C domain [62]), and 104 and 118 (anchors of the FG loop).

2.4.2.4  Conserved Amino Acids

A C domain has five characteristic amino acids at given posi-
tions (positions with bold (online red) letters in the IMGT 
Colliers de Perles). Four of them are highly conserved and 
hydrophobic [28] and are common to the V domain: 23 (1st-
CYS), 41 (CONSERVED-TRP), 89 (hydrophobic), and 104 
(2nd-CYS). As mentioned above, these amino acids con-
tribute to the two major features shared by the V and C 
domain: the disulfide bridge (between the two cysteines 23 
and 104) and the internal hydrophobic core of the domain 
(with the side chains of tryptophan W41 and amino acid 
89). The fifth position, 118, is diverse and is characterized 
as being an FG loop anchor.

2.4.2.5  Genomic Delimitation

In the IMGT® definitive system, the C domains (C-DOMAIN 
and C-LIKE-DOMAIN) are delimited, taking into account 
the exon delimitation, whenever appropriate. As for the 
V domain, this IMGT® genomic approach integrates the 
strands A and G, which are absent of structural alignments.

2.4.3  IMGT/Collier-de-Perles Tool

The IMGT/Collier-de-Perles tool [26], on the IMGT® Web-
site at http://www.imgt.org, is a generic tool that allows 
the users to draw IMGT Colliers de Perles [65–68] starting 
from their own domain amino acid sequences (sequences 
already gapped according to the IMGT unique numbering, 
using, for example, IMGT/DomainGapAlign [9,24,25]) 
(Table 5). IMGT/Collier-de-Perles tool online can be cus-
tomized to display the IG and TR CDR-IMGT according 
to the IMGT color menu and the amino acids according to 
their hydropathy or volume, or to the 11 IMGT physico-
chemical classes [28].

The IMGT/Collier-de-Perles tool is integrated in 
IMGT/DomainGapAlign [9,24,25] (users start from V, 
C, or G amino acid sequences) and in IMGT/V-QUEST 
[12–17] (users start from IG and TR V-DOMAIN nucleo-
tide sequences) (Table 5). IMGT Colliers de Perles for V, 
C, and G domains are provided in IMGT/2D structure-DB 
(for amino acid sequences in the database) and in IMGT/3D 
structure-DB (on two layers with hydrogen bonds for the 
V or C domains or with the pMH contact sites for the G 
domains, for 3D structures in the database) [8–10] (Table 5).

http://www.imgt.org
http://www.imgt.org
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FIGURE 2 Constant (C) domain. An IG CH (C-DOMAIN) is shown as an example. (A) 3D structure ribbon representation with the IMGT strand 
and loop delimitations [62]. (B) IMGT Collier de Perles on two layers with hydrogen bonds. The IMGT Collier de Perles on two layers shows, in the 
forefront, the GFC strands and, in the back, the ABED strands (located at the interface CH1/CL of the IG), linked by the CD transversal strand. The IMGT 
Collier de Perles with hydrogen bonds (green lines online, only shown here for the GFC sheet) is generated by the IMGT/Collier-de-Perles tool inte-
grated in IMGT/3Dstructure-DB, from experimental 3D structure data [8–10]. (C) IMGT Collier de Perles on two layers from IMGT/DomainGapAlign 
[9,24,25]. (D) IMGT Colliers de Perles on one layer. Amino acids are shown in the one-letter abbreviation. All proline (P) are shown online in yellow. 
IMGT anchors are in squares. Hatched circles are IMGT gaps according to the IMGT unique numbering for C domain [62,64]. Positions with bold (online 
red) letters indicate the four conserved positions that are common to a V domain and to a C domain: 23 (1st-CYS), 41 (CONSERVED-TRP), 89 (hydro-
phobic), 104 (2nd-CYS) [59–62,64] (Table 3), and position 118, which is only conserved in V-DOMAIN. The identifier of the chain to which the CH 
domain belongs is 1n0x_H (from the Homo sapiens b12 Fab, in IMGT/3Dstructure-DB, http://www.imgt.org). The 3D ribbon representation was obtained 
using PyMOL and “IMGT numbering comparison” of 1n0x_H (CH1) from IMGT/3Dstructure-DB (http://www.imgt.org).

http://www.imgt.org
http://www.imgt.org
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3.  IMGT® IMMUNOGLOBULIN 
REPERTOIRE ANALYSIS

3.1  IMGT/V-QUEST

IMGT/V-QUEST [12–17] is the IMGT® online tool for 
the analysis of nucleotide sequences of the IG and TR 
V-DOMAIN (Table 5). IMGT/V-QUEST identifies the vari-
able (V), diversity (D), and junction (J) genes in rearranged 
IG and TR sequences and, for the IG, the nucleotide (nt) 
mutations and AA changes resulting from somatic hyper-
mutations by comparison with the IMGT/V-QUEST refer-
ence directory. The tool integrates IMGT/JunctionAnalysis 
[18,19] for the detailed characterization of the V-D-J or V-J 

junctions, IMGT/Automat [20,21] for a complete sequence 
annotation, and IMGT/Collier-de-Perles [26].

The IMGT/V-QUEST most important functionalities 
include: introduction of “IMGT gaps” in the user nucleo-
tide sequences (and in their translation); alignments and 
identification of the genes and alleles with the closest germ-
line V, D, and J genes; analysis of the junctions; analysis of 
somatic hypermutations and amino acid changes; and, if the 
option “Search for insertions and deletions” was selected, 
identification of insertions and deletions (indels) and their 
correction. Customized parameters and results provided by 
IMGT/V-QUEST and IMGT/JunctionAnalysis have been 
described elsewhere [12–17]. Here, we briefly highlight 
major features of the three types of IMGT/V-QUEST outputs 
(“Detailed view,” “Synthesis view,” and “Excel file”) and 
recall the content of the IMGT/V-QUEST reference directory.

3.1.1  IMGT/V-QUEST Output for “Detailed 
View”

3.1.1.1  Sequence and “Result Summary”

The sequence and “Result summary” are shown at the 
top of each individual result (Figure 3(A)) [14,16]. The 
IMGT reference directory set against which the sequence 
was analyzed (e.g., human IG) is indicated. A sequence 
submitted in antisense orientation will be shown as com-
plementary reverse sequence, that is, in V gene sense ori-
entation. The “Result summary” provides a crucial feature 
that is the evaluation of the functionality of the V domain 
rearranged sequence performed automatically by IMGT/V-
QUEST: productive (if no stop codon in the V-(D)-J region 
and in-frame junction) or unproductive (if stop codons 
in the V-(D)-J region and/or out-of-frame junction). It 
also summarizes the main characteristics of the analyzed 
V domain sequence, which include: (1) the names of the 
closest “V-GENE and allele” (e.g., IGHV1-69*09) and 
“J-GENE and allele” (e.g., IGHJ4*02) with the alignment 
score, the percentage of identity, and the ratio of the number 
of identical nucleotides/number of aligned nucleotides; (2) 
the name of the closest “D-GENE and allele” (e.g., IGHD2-
2*01), determined by IMGT/JunctionAnalysis with the 
D-REGION reading frame; (3) the FR-IMGT lengths (e.g., 
[25.17.38.11]), the CDR-IMGT lengths (e.g., [8.8.14]), 
and the AA JUNCTION sequence, which characterizes a 
V domain [14,16]. The information shown in Figure 3(A) 
(online in orange), “Productive IGH rearranged sequence” 
and “93,75%,” is used by clinicians analyzing the level of 
somatic hypermutations in chronic lymphocytic leukemia 
(CLL) IGHV rearranged sequences as a prognostic crite-
rion [15,70–72]. IMGT/V-QUEST provides warnings (not 
shown) that appear as notes in red to alert the user, if poten-
tial insertions or deletions are suspected in the V-REGION, 
or if other possibilities for the J-GENE and allele names are 
identified [14,16].

TABLE 4 C Domain Strands, Turns, and Loops, IMGT 
Positions, and Lengths, Based on the IMGT Unique 
Numbering for C Domain (C-DOMAIN and C-LIKE-
DOMAIN)

C Domain 
Strands, Turns, 
and Loopsa

IMGT 
Positionb Lengthsc

Characteristic 
IMGT 
Residue@
Positiond

A-STRAND 1–15 15 (14 if  
gap at 10)

AB-TURN 15.1–15.3 0–3

B-STRAND 16–26 11 1st-CYS 23

BC-LOOP 27–31
34–38

10 (or less)

C-STRAND 39–45 7 CONSERVED-
TRP 41

CD-STRAND 45.1–45.9 0–9

D-STRAND 77–84 8 (or 7 if  
gap at 82)

DE-TURN 84.1–84.7
85.1–85.7

0–14

E-STRAND 85–96 12 Hydrophobic 89

EF-TURN 96.1–96.2 0–2

F-STRAND 97–104 8 2nd-CYS 104

FG-LOOP 105–117 13 (or less, 
or more)

G-STRAND 118–128 11 (or less)

aIMGT® labels (concepts of description) are written in capital letters (no 
plural) [57].
bBased on the IMGT unique numbering for C domain (C-DOMAIN and 
C-LIKE-DOMAIN) [62,64].
cIn number of amino acids (or codons).
dIMGT Residue@Position is a given residue (usually an amino acid) or 
a given conserved property amino acid class, at a given position in a 
domain, based on the IMGT unique numbering [64].

mailto:Residue@Position
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TABLE 5 IMGT® Tools and Databases for Immunoglobulin Repertoire Analysis and Antibody Engineering  
and Humanization

IMGT® Tools and Databases Results for V or C Domainsa

Entry Types and Protocol 
References

IMGT/Collier-de-Perles [26] Graphical 2D representation of IMGT  
Colliers de Perles [65–68]

User “IMGT gapped” V or C domain 
amino acid sequences (1 sequence 
per representation) [26]

IMGT Immunoglobulin Repertoire Analysis

IMGT/V-QUEST  
[12–17]

 1.  Introduction of IMGT gaps
 2.  Identification of the closest V, D, and J genes and alleles
 3.  IMGT/JunctionAnalysis results [18,19]
 4.  Description of mutations and amino acid changes
 5.  Identification of indels and their correction [16] (option)
 6.  IMGT/Automat annotation [20,21]
 7.  IMGT Colliers de Perles [65–68]

User nucleotide sequences of 
V-DOMAIN (1–50 sequences per 
analysis) [16]

IMGT/HighV-QUEST  
[21–23]

 1.  Introduction of IMGT gaps
 2.  Identification of indels and their correction [16] (by default)
 3.  Identification of the closest V, D, and J genes and alleles
 4.  IMGT/JunctionAnalysis results [18,19]
 5.  Description of mutations and amino acid changes
 6.  IMGT/Automat annotation [20,21]
 7.  Statistical analysis [22]
 8.  Characterization of the IMGT clonotypes (AA) [23]

User NGS nucleotide sequences 
of V-DOMAIN, preferentially long 
sequences (e.g., from 454) (up to 
500,000 sequences per run and 
statistics on resultsb) c [22,23]

IMGT Antibody Engineering and Humanization

IMGT/DomainGapAlign 
[9,24,25]

 1.  Introduction of IMGT gaps
 2.  Identification of the closest genes and alleles
 3.  Delimitation of the domains
 4.  Description of amino acid changes
 5.  IMGT Colliers de Perles [65–68] with highlighted  

AA changes (pink circles online)

User amino acid sequences of V and 
C domains (1 to several sequences of 
same domain type) [24,25]

IMGT/3Dstructure-DB  
[8–10]

 1.  Identification of the closest genes and alleles
 2.  IMGT/DomainGapAlign results [9,24,25]
 3.  IMGT Colliers de Perles [65–68] on two layers  

with hydrogen bonds (for V and C)
 4.  Contact analysis between a pair of domains  

or between a domain and a ligand
 5.  Renumbered IMGT files
 6.  IMGT numbering comparison

2987 structure entries (1973 IG, 
including 1272 IG/Ag complexes)d 
[10].

IMGT/2Dstructure-DB  
[10]*

 1.  Identification of the closest genes and alleles
 2.  IMGT/DomainGapAlign results [9,24,25]
 3.  IMGT Colliers de Perles [65–68]
 4.  Renumbered IMGT files

543 amino acid sequence entriesd 
(534 IG, 335 from Kabat and 199 
from INN) [10]*.

An asterisk (*) indicates that parts of the protocol dealing with 3D structures (hydrogen bonds in IMGT Colliers de Perles on two layers, Contact analysis) are 
not relevant; otherwise all other queries and results are similar to IMGT/3Dstructure-DB.
aV: V domain (includes V-DOMAIN of IG and TR and V-LIKE-DOMAIN of IgSF other than IG and TR) [61]. C: C domain (includes C-DOMAIN of IG and TR 
and C-LIKE-DOMAIN of IgSF other than IG and TR) [62]. IMGT/DomainGapAlign, IMGT/3Dstructure-DB, and IMGT/2Dstructure-DB also manage the G 
domain (G-DOMAIN of MH and G-LIKE-DOMAIN of MhSF other than MH) [63] of interest in the context of that chapter when the antibody target belongs 
to the MH (or more generally to the MhSF), but not detailed here.
bIn November 2013.
cIn May 2014, more than 2.5 billions of sequences analyzed by IMGT/HighV-QUEST by 846 users from 40 countries (62% from USA, 25% from EU, 13% 
from the remaining world).
dIn May 2014.
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FIGURE 3 IMGT/V-QUEST results. (A) Sequence and “Result summary” (“Detailed view”). (B) Sequence and “Result summary” with the option 
“Search for insertions and deletions” (“Detailed view”). An insertion of 3 nt was detected by IMGT/V-QUEST. The analysis is then performed automati-
cally by the tool after having removed the insertion. (C) “Results of IMGT/JunctionAnalysis” (“Detailed view”). The “List of eligible D” (an option) 
is shown. “Ngc” is 13/17 as there are 13 “c” or “g” in N1 + N2 on a total of 17 nucleotides (aggctggg (N1), gagcgcgtc (N2)). (D) “Results of IMGT/
JunctionAnalysis” (“Synthesis view”). The numbering of IMGT additional positions for CDR3-IMGT is according to Table 3. Owing to the figure format, 
Vmut, Dmut, Jmut, Ngc, molecular mass, and pI are not shown. The SEQ1, SEQ2, SEQ3, SEQ4, SEQ5, SEQ6, and SEQ7 correspond to the AB027435, 
L21957, AB363166, Z98684, Z98689, Z98734, and Z98715 accession numbers, respectively, from the IMGT/LIGM-DB database [6].
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FIGURE 3 Cont’d
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FIGURE 3 Cont’d

3.1.1.2  Sequence and “Result Summary” with the 
Option “Search for Insertions and Deletions”

Potential insertions or deletions (indels) are suspected by 
IMGT/V-QUEST when the V-REGION score is very low 
(less than 200), and/or the percentage of identity is less 
than 85%, and/or when the input sequence has different 
CDR1-IMGT and/or CDR2-IMGT lengths, compared to 
those of the closest germline V [14,16]. In those cases, 
the user can go back to the IMGT/V-QUEST Search page 
and select the option “Search for insertions and dele-
tions” in “Advanced parameters.” If, indeed, insertions 
and/or deletions are detected, they will be described in 
the “Result summary” row with their localization in FR-
IMGT or CDR-IMGT, the number of inserted or deleted 
nucleotides (and, for insertions, the inserted nucleotides), 
the presence or absence of frameshift, the V-REGION 
codon from which the insertion or deletion starts, and the 
nt position in the user submitted sequence (Figure 3(B)). 
The insertions are highlighted in capital letters in the user 
sequence and the tool runs a classical IMGT/V-QUEST 
search after having removed the insertion(s) from the 
user sequence (Figure 3(B)). In case of deletions, the tool 

adds gaps to replace the identified deletions before run-
ning a classical IMGT/V-QUEST search. Users should 
be aware that an insertion or a deletion at the beginning 
of FR1-IMGT or at the end of the FR3-IMGT may not 
be detected. The identification and correction of indels 
by IMGT/V-QUEST is important for calculating the per-
centage of somatic hypermutations in CLL despite these 
indels [15,16].

3.1.1.3  Alignments for V, D, and J Genes and Alleles

The alignments for V, D, J genes and alleles display the 
alignments with the five closest V, D, and J gene alleles, 
respectively, with their alignment score and their iden-
tity percentage [12–17]. In case of discrepancy between 
the alignments for D genes and the results of IMGT/
JunctionAnalysis (below), the results of IMGT/Junction-
Analysis are the most accurate (the way of identifying 
the closest germline D and the evaluation of the align-
ment score are different between IMGT/V-QUEST and 
IMGT/JunctionAnalysis). The IMGT/V-QUEST align-
ment for D gene is still provided (as an option), although 
less accurate, as it is less stringent and displays several D 
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genes and alleles, and therefore may help solving some 
ambiguous cases [16].

3.1.1.4  “Results of IMGT/JunctionAnalysis”

The results of IMGT/JunctionAnalysis comprise (Figure 
3(C)):

 1.  “Analysis of the JUNCTION”: provides the name of 
the D gene and allele for IGH sequences and shows the 
details of the junction at the nucleotide level (nucleo-
tides trimmed at the V, D, and J gene ends and N nucleo-
tides added by the TdT) with an accurate delimitation 
of the 3′V-REGION (from the 2nd-CYS 104 to the 3′ 
end of the V-REGION), D-REGION, and 5′J-REGION 
(from the 5’ end of the J-REGION to J-TRP 118 or 
J-PHE 118). Dots represent the nucleotides that have 
been trimmed by the exonuclease [19]. The number 
of mutations in the 3′V-REGION, D-REGION, and 
5′J-REGION is indicated under “Vmut,” “Dmut,” and 
“Jmut,” respectively (Figure 3(C)), and the correspond-
ing mutated nucleotides are underlined in the sequence. 
Nucleotides of the N-REGION are displayed in N1 and 
N2. The ratio of the number of g + c nucleotides to the 
total number of N nucleotides is indicated under “Ngc” 
(Figure 3(C)) [19].

 2.  “Eligible D genes”: If the option “with full list of eligi-
ble D-GENE” was selected in “Display view,” its results 
allow comparing the IMGT/JunctionAnalysis D gene 
identification with all D genes that match the junction 
with their corresponding score (Figure 3(C)).

 3.  “Translation of the JUNCTION”: displays the junction 
with amino acids colored according to the 11 IMGT 
“Physicochemical” classes [28], the frame (+ and − 
indicate in-frame and out-of-frame, respectively), the 
CDR3-IMGT length, the molecular mass, and the iso-
electric point (pI). In case of frameshifts, gaps (repre-
sented by one or two dots) are inserted to maintain the 
J-REGION frame. The corresponding codon, which 
cannot be translated, is represented by “#” [19].

3.1.1.5  “V-REGION Alignment,” “V-REGION 
Translation,” and “V-REGION Protein 
Display”

The results provide three displays of the V-REGION with 
the FR-IMGT and CDR-IMGT delimitations [14,16]: 
the “V-REGION alignment” displays the nucleotide 
sequences; the “V-REGION translation” displays the nucle-
otide sequence and deduced AA translation of the input 
sequence, aligned with the closest germline V-REGION; 
and the “V-REGION protein display” displays the deduced 
AA translation of the input sequence, aligned with the 
V-REGION translation of the closest germline V-GENE 
and, on the third line of the alignment and shown in bold, 

the AA of the input sequence that are different from the 
closest germline V-REGION.

3.1.1.6  Analysis of Mutations and Amino Acid 
Changes

The analysis of the mutations in the V-REGION is per-
formed by comparison of the analyzed sequence with the 
closest germline V gene and allele [14,16].

The “V-REGION mutation and AA change table” lists 
the nt mutations and the corresponding AA changes if the 
mutations are not silent. They are described for each FR-
IMGT and CDR-IMGT, with their nt and codon position 
according to the IMGT unique numbering and for the AA 
changes according to the IMGT AA classes [28]. For exam-
ple, c1 > g, Q1 > E (+ + −) means that the nt mutation (c > g) 
at nt 1 leads to an AA change (Q > E) at codon 1.

The “V-REGION mutation and AA change statistics” 
comprises two tables. The first table reports the number of 
“Nucleotide (nt) mutations,” described as silent or nonsilent, 
transition (a > g, g > a, c > t, t > c) or transversion (a > c, c > a, 
a > t, t > a, g > c, c > g, g > t, t > g). The second table reports 
the number of “Amino acid (AA) changes” with the type of 
each change (e.g., (+ + +) highly similar, (− − +) dissimilar). 
For both tables, results are given for the V-REGION and for 
FR-IMGT and CDR-IMGT [14,16].

The positions of the mutations have been correlated 
with the presence of specific patterns in the germline V 
gene and allele (IMGT®, http://www.imgt.org, IMGT Edu-
cation > Tutorials > Immunoglobulins and B cells > Somatic 
hypermutations). The “V-REGION mutation hot spots” 
table shows the localization of the hot spot patterns (a/t)a 
(or wa) and (a/g)g(c/t)(a/t) (or rgyw) and their comple-
mentary reverse motifs t(a/t) (or tw) and (a/t)(a/g)c(c/t) (or 
wrcy) in the closest germline V gene and allele [14,16].

3.1.1.7  IMGT Collier de Perles

The “IMGT Collier de Perles” [65–68] can be displayed, on 
one layer or two layers, either as a “link to IMGT/Collier-
de-Perles tool” [26] or as a direct “IMGT Collier de Perles 
(for a number of sequences >5)” representation integrated 
in IMGT/V-QUEST results, depending on the user selection 
in the IMGT/V-QUEST Search page [14,16].

3.1.2  IMGT/V-QUEST Output for “Synthesis 
View”

3.1.2.1  Summary Table

The “Summary table” displays one row for each input 
sequence with the corresponding results, including: (1) the 
name of the sequence (Sequence ID); (2) the name of the 
closest V-GENE and allele; (3) the functionality of the V 
domain rearranged sequence (productive or unproductive); 
(4) the V-REGION score; (5) the V-REGION percentage of 

http://www.imgt.org
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identity with, between parentheses, the ratio of number of 
identical nt/number of aligned nt; (6) the name of the clos-
est J-GENE and allele; and (7) provided according to the 
IMGT/JunctionAnalysis results, the D-GENE and allele 
name, the D reading frame, the CDR-IMGT lengths, the 
AA JUNCTION, and the JUNCTION frame. In the absence 
of results of IMGT/JunctionAnalysis, only the AA JUNC-
TION defined by IMGT/V-QUEST is displayed [14,16].

3.1.2.2  IMGT/JunctionAnalysis

The results of IMGT/JunctionAnalysis are displayed per 
locus (e.g., IGH, IGK, or IGL for IG sequences). Results 
(Figure 3(D)) are similar to those obtained for individual 
sequences detailed above [18,19].

3.1.2.3  Alignment Displays

The synthesis results provide six different displays (if all 
were selected): “Alignment for V-GENE,” “V-REGION 
alignment according to the IMGT unique numbering” and 
“V-REGION translation,” and “V-REGION protein dis-
plays” in three different formats [14,16].

3.1.3  IMGT/V-QUEST Output for Excel File

“Excel file” allows the users to open and save a spreadsheet 
including the results of the IMGT/V-QUEST analysis. The 
file contains 11 sheets (if all were selected in the IMGT/V-
QUEST Search page). The “Summary” and “Parameters” 
are always selected [14,16].

3.1.4  IMGT/V-QUEST Reference Directory

The IMGT/V-QUEST reference directory sets against 
which the IMGT/V-QUEST is running include IMGT refer-
ence sequences from all functional (F) genes and alleles, all 
ORF, and all in-frame pseudogene (P) alleles. By definition, 
the IMGT reference directory sets contain one sequence for 
each allele. By default, the user sequences are compared 
with all genes and alleles. However, the option “With 
allele *01 only” is useful for: (1) “Detailed view,” if the 
user sequences need to be compared with different genes, 
and (2) “Synthesis view,” if the user sequences that use the 
same gene need to be aligned together (independently of the 
allelic polymorphism) [14,16].

The IMGT/V-QUEST reference directories have been 
set up for species that have been extensively studied, such 
as human and mouse. This also holds for the other species 
or taxons with incomplete IMGT reference directory sets. 
In those cases, results should be interpreted considering 
the status of the IMGT reference directory (information on 
the updates on the IMGT® Website). Links to the IMGT/
V-QUEST reference directory sets are available from the 
IMGT/V-QUEST Welcome page [14,16].

3.2  IMGT/HighV-QUEST

IMGT/HighV-QUEST [22], created in October 2010, is the 
high-throughput version of IMGT/V-QUEST. It is so far the 
only online tool available on the Web for the direct analysis of 
complete IG and TR domain sequences from NGS. It analyzes 
NGS sequences, preferentially long sequences, e.g., obtained 
from the Roche 454 Life Sciences technology, without the 
need of computational read assembly [22,23] (Table 5).  
IMGT/HighV-QUEST analyzes up to 500,000 sequences per 
run and performs statistical analysis on the results [22,23], 
with the same degree of resolution and high-quality results as 
IMGT/V-QUEST [12–17]. IMGT/HighV-QUEST represents 
a major breakthrough for the analysis and the comparison of 
the antigen receptor V-DOMAIN repertoires and immuno-
profilings of the adaptive immune response [22,23].

The functionalities of IMGT/HighV-QUEST include: the 
introduction of IMGT gaps; the identification of indels and 
their correction; the identification of the closest V, D, and J 
genes and alleles; the IMGT/JunctionAnalysis results; the 
description of mutations and amino acid changes; the anno-
tation by IMGT/Automat; the NGS statistical analysis; and 
the characterization of the IMGT clonotypes (AA) [22,23] 
(Table 5). IMGT/HighV-QUEST provides results in differ-
ent categories “1 copy” and “More than 1” to avoid redun-
dancy of the analysis, “single allele” and “several alleles (or 
genes)” (with “single allele” sequences being usually longer 
than “several alleles”) [22]. These categories have been fun-
damental in the characterization of clonotypes for NGS [23].

As for the other IMGT® databases and tools, IMGT/
HighV-QUEST is freely available for academics. However, 
the IMGT/HighV-QUEST Welcome page requires user 
identification and provides, for new users, a link to regis-
ter. User identification has been set to avoid nonrelevant use 
and overload of the server, and to contact the user if needed. 
The user identification gives access to the IMGT/HighV-
QUEST Search page.

3.2.1  MGT/HighV-QUEST Search Page

The IMGT/HighV-QUEST Search page [22] (Figure 4(A)) 
is very similar to the classical IMGT/V-QUEST Search 
page and therefore looks familiar to the biologists. The four 
additional fields at the top comprise the analysis title (pro-
vided by the user), the selection of the species, the selec-
tion of the receptor type or locus, and the choice of e-mail 
notifications. Because of their large number of sequences 
and use of the tool by multiple users at the same time, the 
analyses are first queued on the IMGT® server, and they are 
performed depending on the available resources [22].

The submission consists of the upload of a file (in simple 
text format) containing the user sequences in FASTA for-
mat (from 1 to 500,000 sequences). The customization for 
the “Detailed View” (13 options), “Files in CSV” (11 files, 
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FIGURE 4 IMGT/HighV-QUEST. (A) IMGT/HighV-QUEST Search page. (B) IMGT clonotypes (AA). This figure represents a screen shot from 
IMGT/HighV-QUEST online. “Exp. ID” is the identifier of the “IMGT clonotype (AA)” in the dataset. The IMGT clonotype (AA) definition includes the 
CDR3-IMGT length (AA), the CDR3-IMGT sequence (AA), the names of the V, D, J genes and alleles, and the anchors 104 and 118 of the junction (for 
VH, “C, W” for 2nd-CYS 104 and J-TRP 118, respectively) (the order of these columns depends on the query, here on CDR3-IMGT length (AA)). “V %” 
indicates the percentage identity of the V-REGION of the representative sequence with the closest germline V-REGION; “Sequence length” is the length 
in nucleotides of the representative sequence; the link in the “Sequence ID” column gives access to the representative sequence in FASTA format; “Nb” 
indicates the number of sequences assigned to an IMGT clonotype (AA) (“1 copy,” “More than 1,” and Total). In the “IMGT clonotypes (nt)” column, 
the link on each “Sequences file” gives access to a file containing the “1 copy” sequences assigned to a given IMGT clonotype (AA), in FASTA format. 
This figure shows a very small part of the list of the 64,093 unique IMGT clonotypes (AA) identified in this case study. The “IMGT clonotype (AA)” 
#45309, with an Exp. ID “45309_Xall,” is defined by the “IGHV6-1*01 F – IGHD1-26*01 F – IGHJ4*02 F” rearrangement, with a CDR3-IMGT length 
(AA) of “14 AA” and a CDR3-IMGT sequence (AA) “TRDHDQEGANSFDY,” and conserved anchors 104 and 118 “C, W” (recall of the filter). The 
IMGT clonotype (AA) representative sequence has a V-REGION that is 96.62% identical to that of the germline IGHV6-1*01 and a length of 427 nt. (C) 
IMGT clonotypes (nt). The nb of different CDR3-IMGT (nt) indicates the nb of IMGT clonotypes (nt) for a given IMGT clonotype (AA) (e.g., two for 
#41328). The CDR3-IMGT sequence (nt) is shown with the number of different nucleotides (“Nb diff nt”) by comparison with that of the representative 
sequence. “0” indicates that the CDR3-IMGT sequence (nt) is identical to that of the IMGT clonotype (AA) representative sequence. For #41328, there is 
an IMGT clonotype (nt) with 4 nt differences (“c” instead of “t” at position 9, “c” instead of “a” at position 12, “t” instead of “c” at position 30, and “c” 
instead of “t” at position 33) compared to the CDR3-IMGT of the representative sequence. #41328 also shows an example of “several alleles” (for V and J)  
assigned to an IMGT clonotype (AA).
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equivalent to the “Excel file” of IMGT/V-QUEST), and 
“Advanced parameters” (Figure 4(A)) is identical to that of 
IMGT/V-QUEST (except for two “Detailed View” options, 
IMGT Collier de Perles and IMGT/Phylogene, which are 
not available) [22]. The “Search for insertions and deletions 
in V-REGION,” added by default (Figure 4(A)), allows an 
accurate V-DOMAIN analysis, despite the high frequency 
of indels due to homopolymer hybridization sequencing 
errors in NGS 454 sequencing [22,23].

3.2.2  IMGT/HighV-QUEST Results Download

From their account, users can check the status of their anal-
yses at any time by displaying the “Analysis history” table 
[22]. When the analysis is completed, a user can “down-
load” the results as a single file in ZIP format. The size 
of the ZIP file (in Mb) and the number of included files 
are indicated in the “Analysis history” table. For analyses 
having less than the expected number of files in the results 
file, a warning is shown. If the user removes a completed 

FIGURE 4 Cont’d
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analysis, all related files (sequences and results) are defini-
tively deleted from the server. A user may cancel a queued 
or a running analysis at any time.

The downloaded ZIP file [22] contains a main folder 
with 11 files (equivalent to the 11 sheets of the Excel file 
provided by the classical IMGT/V-QUEST) in CSV format 
(Table 6), and one subfolder with individual files, in Text, 
for each sequence (providing “Detailed view” results) [22]. 
Text and CSV formats have been chosen in order to facili-
tate statistical studies for further interpretation and knowl-
edge extraction.

3.2.3  IMGT/HighV-QUEST Statistical Analysis

Following the IMGT/HighV-QUEST analysis, the results of 
completed analysis can be submitted for a statistical analy-
sis, which provides a summary with the different results 
categories (the “1 copy” filtered-in category for the sta-
tistical analysis and the other filtered-out categories) and, 
for the “1 copy,” in tables and histograms, the V, D, and J 
gene and allele usage observed in the “single allele” and 
“several alleles.” For the submission, the user chooses com-
pleted results (several results can be chosen, up to 500,000 
sequences) [22], a title for the statistical analysis, e-mail 
notifications, and whether he or she wants a separate copy 
of the graphical elements (histograms) in the final results. 
The user can also enter a comment of up to 500 characters 
and choose to include it in the final PDF reports. All chosen 
results for a statistical analysis must be compatible (same 
locus, same value for the options “Search for insertions/
deletions” and “IMGT reference directory set”) and with-
out warnings. The status of all statistical analyses can be 
checked using the “Statistics history” table.

The downloaded result file is a single file in ZIP for-
mat, comprising of five PDF reports [22]: (1) Summary, (2) 
Number of “1 copy” “single allele” and “several alleles (or 
genes)” tables and histograms, (3) V, D, and J genes and 
alleles tables and histograms for “single allele” and “sev-
eral alleles (or genes),” (4) CDR3-IMGT tables and histo-
grams, and (5) filtered-out sequences; and another general 
PDF report containing all these results together. If chosen 
by the user, the results contain also the graphical elements 
in a directory named “graphics.”

3.2.4  IMGT/HighV-QUEST Identification of 
IMGT Clonotypes (AA)

In the literature, clonotypes are defined differently, depend-
ing on the experiment design (functional specificity) or 
available data. Thus, a clonotype may denote either a com-
plete antigen receptor (e.g., IgG1-kappa), or only one of the 
two chains of the receptor (e.g., H or L), or one domain 
(e.g., VH), or the CDR3 sequence of a domain. Moreover, 
the sequence can be at the AA or nt level, and this is rarely 
specified. Therefore, the goal of IMGT® was first of all to 

define clonotypes and their properties, which could be iden-
tified and characterized by IMGT/HighV-QUEST, unam-
biguously.

In IMGT®, the clonotype, designated as “IMGT clono-
type (AA),” is defined by a unique V-(D)-J rearrangement 
(with IMGT gene and allele names determined by IMGT/
HighV-QUEST at the nt level) and a unique CDR3-IMGT 
AA (in-frame) junction sequence [23] (Figure 4(B)). For 
identifying “IMGT clonotypes (AA)” in a given IMGT/
HighV-QUEST dataset, the “1 copy” are filtered to select 
for sequences with in-frame junction, conserved anchors 
104 and 118 (“C” is 2nd-CYS 104, and “F” or “W” is the 
J-PHE or J-TRP 118) and for V and J functional or ORF, 
and “single allele” (for V and J) [23].

By essence, an “IMGT clonotype (AA)” is “unique” 
for a given dataset. For that reason, each “IMGT clono-
type (AA),” in a given dataset, has a unique set identifier 
(column “Exp. ID”) (Figure 4(B)) and, importantly, has a 
unique representative sequence (link in column “Sequence 
ID”) selected by IMGT/HighV-QUEST among the “1 copy” 
“single allele” (for V and J), based on the highest percent of 
identity of the V-REGION (“V %”) compared to that of the 
closest germline, and/or on the sequence length (thus the 
most complete V-REGION) [23].

In a second step, the “1 copy” “single allele” sequences 
not selected as representative are assigned to a character-
ized IMGT clonotype (AA). These sequences differ from 
the representative sequence by a different (usually shorter) 
length, and/or by sequencing errors in the V-REGION 
(lower “V %” of identity) or in the J-REGION, and/or by 
nt differences in the CDR3-IMGT. In these latter cases 
these sequences are identified as “IMGT clonotypes (nt),” 
the nt differences resulting from sequencing errors or,  
if this can be proven experimentally, from molecular con-
vergence. For a given “IMGT clonotype (AA),” the number 
(nb) of different CDR3-IMGT (nt) or “IMGT clonotypes 
(nt),” the CDR3-IMGT sequence (nt) and the nb of dif-
ferent nt in the CDR3-IMGT are reported in the results 
(Figure 4(C)) [23].

Thus, by proceeding stepwise to assign sequences to 
clonotypes, aggregating to the representative sequence, 
first the nonrepresentative “1 copy” “single allele,” then the 
other categories (“1 copy” “several alleles [or genes],” and 
“More than 1” for each “1 copy” [22]), the high quality and 
specific characterization of the “IMGT clonotype (AA)” 
remain unaltered [23]. For the first time for NGS antigen 
receptor data analysis, the IMGT® standardized approach 
allows a clear distinction and accurate evaluation between 
the clonal diversity (nb of “IMGT clonotypes (AA)”), 
and the clonal expression (total nb of sequences assigned, 
unambiguously, to a given “IMGT clonotype (AA)”) [23]. 
These assignments are clearly described and visualized in 
detail so the user always has the means of checking clono-
types individually. Indeed, the sequences of each “1 copy” 
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TABLE 6 Content of the 11 IMGT/HighV-QUEST Results Files

File Number File Name
Number  
of Columns Results Contenta

#1 Summary 25–29  l  Identity percentage with the closest V, D, and J genes and alleles,
 l  FR-IMGT and CDR-IMGT lengths,
 l  Amino acid (AA) JUNCTION,
 l  Description of insertions and deletions if any.

#2 IMGT-gapped-nt-
sequences

18  l  Nucleotide (nt) sequences gapped according to the IMGT 
unique numbering for the labels V-D-J-REGION, V-J-REGION, 
V-REGION, FR1-IMGT, CDR1-IMGT, FR2-IMGT, CDR2-IMGT, 
FR3-IMGT,

 l  nt sequences of CDR3-IMGT, JUNCTION, J-REGION,  
and FR4-IMGT.

#3 Nt-sequences 63–78  l  nt sequences of all labels that can be automatically annotated by 
IMGT/Automat.

#4 IMGT-gapped-AA-
sequences

18  l  AA sequences gapped according to the IMGT unique numbering 
for the labels V-D-J-REGION, V-J-REGION, V-REGION, FR1-
IMGT, CDR1-IMGT, FR2-IMGT, CDR2-IMGT, FR3-IMGT,

 l  AA sequences of CDR3-IMGT, JUNCTION, J-REGION, and  
FR4-IMGT.

#5 AA-sequences 18 Same columns as “IMGT-gapped-AA-sequences” (#4), but 
sequences of labels are without IMGT gaps.

#6 Junction 33, 46, 66, or 77  l  Results of IMGT/JunctionAnalysis (JUNCTION, CDR3, N regions, 
trimmed V(D)J nucleotides, P regions, D regions, and D-REGION 
reading frame (for IGH, TRB, and TRD sequences), molecular 
mass, pI.

#7 V-REGION-mutation- 
and-AA-change table

11  l  List of mutations (nt mutations, AA changes, AA class identity (+) 
or change (−)) for V-REGION, FR1-IMGT, CDR1-IMGT, FR2-
IMGT, CDR2-IMGT, FR3-IMGT, and germline CDR3-IMGT.

#8 V-REGION-nt- 
mutation-statistics

130  l  Number (nb) of nt positions including IMGT gaps, nb of nt, nb of 
identical nt, total nb of mutations, nb of silent mutations, nb of 
nonsilent mutations, nb of transitions (a > g, g > a, c > t, t > c), and 
nb of transversions (a > c, c > a, a > t, t > a, g > c, c > g, g > t, t > g) for 
V-REGION, FR1-IMGT, CDR1-IMGT, FR2-IMGT, CDR2-IMGT, 
FR3-IMGT, and germline CDR3-IMGT.

#9 V-REGION-AA-change-
statistics

189  l  nb of AA positions including IMGT gaps, nb of AA, nb of identi-
cal AA, total nb of AA changes, nb of AA changes according to 
AAclassChangeType (+ + +, + + −, + − +, + − −, − + −, − − +, 
− − −), and nb of AA class changes according to AAclassSimi-
larityDegree (nb of Very similar, nb of Similar, nb of Dissimilar, 
nb of Very dissimilar) for V-REGION, FR1-IMGT, CDR1-IMGT, 
FR2-IMGT, CDR2-IMGT, FR3-IMGT, and germline CDR3-IMGT.

#10 V-REGION-mutation-
hotspots

8  l  Hot spots motifs (a/t)a, t(a/t), (a/g)g(c/t)(a/t), (a/t)(a/g)c(c/t) detected 
in the closest germline V-REGION with positions in FR-IMGT and 
CDR-IMGT.

#11 Parameters  l  Date of the analysis,
 l  IMGT/V-QUEST program version, IMGT/V-QUEST reference 

directory release,
 l  Parameters used for the analysis: species, receptor type or locus, 

IMGT reference directory set, and Advanced parameters.

The content of the 11 results files is in CVS format (results equivalent to those of the Excel file from IMGT/V-QUEST online).
aFiles1–10 comprise systematically sequence identification (name, functionality, and names of the closest V, D, and J genes and alleles [2,3]. Files 7–10, which 
report the analysis of mutations, are used mostly for immunoglobulins (IG).



501Chapter | 26 IMGT® Immunoglobulin Repertoire Analysis and Antibody Humanization

assigned to a given “IMGT clonotype (AA)” are available 
in “Sequences file” (Figure 4(B) and (C)) [23]. The user 
can easily perform an analysis of these sequences on line 
with IMGT/V-QUEST (up to 50 sequences, selecting “Syn-
thesis view display” and the option “Search for insertions 
and deletions”), and/or with IMGT/JunctionAnalysis (up to 
5000 junction sequences), which provide a visual represen-
tation familiar to the IMGT® users (Figure 3(D)).

Clonal diversity is also visualized in the online results with 
histograms which represent the number of IMGT clonotypes 
(AA) per V, D (for IGH), and J genes (in pink) [23]. Clonal 
expression is visualized with histograms, which represent the 
number of sequences assigned to IMGT clonotypes (AA) 
per V (in green), D (in red), and J (in yellow) genes [23]. 
Values are normalized, respectively, for 10,000 IMGT clono-
types (AA) to represent IG diversity immunoprofiles per V, 
D (for IGH), and J genes, and for 10,000 sequences assigned 
to IMGT clonotypes (AA) to represent IG expression immu-
noprofiles per V, D (for IGH), and J genes [23]. These nor-
malized values allow comparative analysis studies performed 
with the same IMGT/HighV-QUEST standards [23].

4.  IMGT® ANTIBODY ENGINEERING AND 
HUMANIZATION

4.1  IMGT/DomainGapAlign

IMGT/DomainGapAlign [9,24,25] is the IMGT® online 
tool for the analysis of amino acid sequences and 2D struc-
tures of domains (V and C for IG) (Table 5). It analyzes 
domain amino acid sequences by comparison with the 
IMGT domain reference directory sets (translation of the 
germline V and J genes and of the C gene domains). IMGT/
DomainGapAlign functionalities include: introduction of 
“IMGT gaps” in the user amino acid sequences, alignments 
and identification of the genes and alleles by comparison 
with the closest domain(s), delimitation of the domain(s) 
(e.g., V or C) in the user sequence (Figure 5), description of 
the amino acid changes, and IMGT Collier de Perles.

4.1.1  Submission to IMGT/DomainGapAlign

In the IMGT/DomainGapAlign Welcome page, amino acid 
sequences are submitted in FASTA format (pasted in a text 
area or uploaded in a file). A precise delimitation of the 
domain sequences is not required; however, if the sequence 
contains several domains, the sequence should be split 
between the different domains. Several domain amino acid 
sequences can be analyzed simultaneously (up to 50) pro-
vided that each sequence has a distinct name and that they 
all belong to the same domain type (e.g., V or C). If not, the 
query needs to be launched for each domain type, succes-
sively. If the limits and the numbers of domains of an amino 
acid sequence are unknown, the protein can be analyzed 
progressively, shortening the sequence once a domain has 

been identified by the tool (it should be remembered that 
the first domain identified by the tool is not necessarily the 
first one in the protein).

4.1.2  IMGT/DomainGapAlign Results

IMGT/DomainGapAlign identifies the closest germline 
V-REGION and J-REGION alleles (for V domain) and the 
closest C-DOMAIN alleles (for C domain). IMGT/DomainGa-
pAlign displays the user V-DOMAIN sequences aligned with 
the closest V and J regions, with IMGT gaps and delimitations 
of the strands and loops and the FR-IMGT and CDR-IMGT, 
according to the IMGT unique numbering. In Figure 5(A), the 
VH sequence (from b12 Fab, 1n0x_H) is identified as having 
79.6% and 93.8% identity with the H. sapiens IGHV1-3*01 
and IGHJ6*03, respectively. The VH CDR-IMGT lengths are 
[8.8.20] and the FR-IMGT lengths [25.17.38.11] = 91 AA. If 
several closest genes and/or alleles are identified, the user can 
select the display of each corresponding alignment. Clicking 
on the user sequence name in the alignment gives access to 
the IMGT/Collier-de-Perles tool [26], which automatically 
provides the IMGT Collier de Perles of the analyzed domain 
[65–68] with highlighted amino acid differences (in pink cir-
cles online) with the closest germline sequence (Figure 1(C)).

The user amino acid sequence is also displayed, accord-
ing to the IMGT color menu, with the delimitations of the 
V-REGION (in green) and J-REGION (in yellow), and for 
a VH, of the (N-D)-REGION (in red), identified by the 
tool (Figure 5(A)). The number of amino acid differences 
in the FR-IMGT and CDR-IMGT is one of the criteria to 
evaluate the potential immunogenicity of the V-DOMAIN 
[76–80]. The characteristics of the AA changes are shown 
in strands and loops (and, for the V-DOMAIN, in FR-IMGT 
and CDR-IMGT).

IMGT/DomainGapAlign analyzes the user C-DOMAIN 
sequences with similar functionalities (Figure 5(B)): align-
ments and identification of the genes and alleles with the 
closest C domain; delimitation of the C-DOMAIN in the 
user sequence; characteristics of the AA changes in strands, 
turns, and loops; IMGT Collier de Perles of the C-DOMAIN 
with highlighted amino acid differences (in pink circles 
online) with the closest reference sequence.

4.1.3  IMGT Domain Reference Directory

The IMGT domain reference directory is the IMGT ref-
erence directory for V, C, and G domains. Sequences are 
from the IMGT Repertoire [1] and from IMGT/GENE-DB 
[7]. Owing to the particularities of the V-DOMAIN synthe-
sis [2,3], there is no V-DOMAIN in the IMGT reference 
directory. Instead, the directory comprises the translation of 
the IG and TR germline V and J genes (V-REGION and 
J-REGION, respectively). The IMGT domain reference 
directory provides the IMGT® “gene” and “allele” names. 
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FIGURE 5 IMGT/DomainGapAlign alignment results. (A) VH. The nine strands (A, B, C, C′, C″, D, E, F, and G) (horizontal arrows) and the three 
loops (BC, C′C″, and FG) and, on the upper line, the FR-IMGT and CDR-IMGT and their delimitations (start and end positions) are shown according to 
the IMGT unique numbering for V domain [59–61,64] (Table 2). The closest genes and alleles are identified automatically by IMGT/DomainGapAlign by 
comparison with the IMGT domain reference directory (V and J genes and alleles for a V-DOMAIN). The analyzed VH sequence is identified as having 
79.6% identity with the germline Homo sapiens IGHV1-3*01 for its V-REGION and 93.8% identity with the germline Homo sapiens IGHJ6*03 for its 
J-REGION (the VH amino acid sequence is from b12 Fab, 1n0x_H, in IMGT/3Dstructure-DB, http://www.imgt.org, and was submitted ungapped). The 
VH CDR-IMGT lengths are [8.8.20] and the FR-IMGT lengths [25.17.38.11] = 91 AA (results online, below the alignment). The V-REGION of the b12 
VH sequence is heavily mutated as shown by the high number (20) of amino acid changes, shown in bold below the alignment, and online (not shown) 
detailed per strand and per loop online in the IMGT/DomainGapAlign results [9,24,25]. One AA change is also observed in the FR4-IMGT (T125 > I). 
Moving the mouse cursor on a letter in bold displays the AA change according to its IMGT AA classes [28], as shown for “K24 > Q (+ − −), dissimilar.” 
Horizontal green and yellow lines identify the V-REGION and J-REGION, respectively. The region localized in the CDR3-IMGT, which results from the 
V-(D)-J rearrangement and which cannot be identified as being V or J, is the (N-D)-REGION (shown with a horizontal red line). Below the alignment, 
the domain sequence, delimited by the tool, is also visualized with the identified V-REGION (green), (N-D)-REGION (red), and J-REGION (yellow) 
(IMGT®, http://www.imgt.org, IMGT Scientific chart > IMGT color menu). (B) CH1 domain. The analyzed CH1 domain is identified as having 100% 
identity at the amino acid level with the Homo sapiens IGHG1*01, IGHG1*02, and IGHG1*04 CH1 (the CH1 amino acid sequence is from b12 Fab, 
1n0x_H, in IMGT/3Dstructure-DB, http://www.imgt.org, and was submitted ungapped). IMGT/DomainGapAlign displays the C domain amino acid 
sequence of the user, with IMGT gaps and delimitations of the strands (shown with arrows, except for the transversal CD strand), turns (AB, DE, and EF), 
and loops (BC and FG), according to the IMGT unique numbering [62] (Table 4). A horizontal blue line identifies the C-DOMAIN. The lower alignment 
is by comparison with the IGHG1*03 CH1 to highlight the AA change R120 > K, which corresponds to a different Gm allotype [74], as detailed later in 
the text and in Table 7. The four conserved AA between the V and C domains are in bold and in color online: C23 (pink), W41 (blue), hydrophobic 89 
(blue, here M and V, respectively), and C104 (pink) (IMGT®, http://www.imgt.org, IMGT Scientific chart > IMGT color menu).

Data are comprehensive for human and mouse IG (and also 
TR), whereas for other species and other IgSF and MhSF 
they are added progressively. The IMGT domain reference 
directory comprises domain sequences of functional (F), 
ORF (open reading frame), and in-frame pseudogene (P) 
genes. As IMGT® alleles are characterized at the nucleotide 
level, identical sequences at the amino acid level may there-
fore correspond to different alleles in the IMGT domain 

reference directory. The sequences can be displayed by que-
rying IMGT/DomainDisplay (http://www.imgt.org).

4.2  IMGT/3Dstructure-DB

IMGT/3Dstructure-DB [8–10], the IMGT® structure data-
base, provides IMGT® annotation and contact analysis of 
IG 3D structures and paratope/epitope description of IG/

http://www.imgt.org
http://www.imgt.org
http://www.imgt.org
http://www.imgt.org
http://www.imgt.org
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antigen complexes (Table 5). There is one “IMGT/3D 
structure-DB card” per IMGT/3Dstructure-DB entry and 
this card provides access to all data related to that entry. The 
“PDB code” (4 letters and/or numbers, e.g., 1n0x) is used 
as “IMGT entry ID” for the 3D structures obtained from 
the Research Collaboratory for Structural Bioinformat-
ics (RCSB) Protein Data Bank (PDB) [94]. The IMGT/3D 
structure-DB card provides eight search/display options: 
“Chain details,” “Contact analysis,” “Paratope and epit-
ope,” “3D visualization Jmol or QuickPDB,” “Renumbered 
IMGT files,” “IMGT numbering comparison,” “References 
and links,” and “Printable card” [8–10].

4.2.1  IMGT Chain and Domain Annotation

The “Chain details” section comprises information first on 
the chain itself, then per domain [8–10]. Chain and domain 
annotation includes the IMGT gene and allele names 
(CLASSIFICATION), region and domain delimitations 

(DESCRIPTION), and domain AA positions according to 
the IMGT unique numbering (NUMEROTATION) [59–64] 
(Figure 6(A)). The closest IMGT® genes and alleles (found 
expressed in each domain of a chain) are identified with 
the integrated IMGT/DomainGapAlign [9,24,25], which 
aligns the amino acid sequences of the 3D structures with 
the IMGT domain reference directory.

4.2.2  Contact Analysis

“Contact analysis” gives access to a table with the different 
“Domain pair contacts” of the 3D structure (this table is also 
accessed from “Chain details” by clicking on “Domain con-
tact (overview)”). “Domain pair contacts” refer to contacts 
between a pair of domains or between a domain and a ligand. 
Clicking on “DomPair” gives access to the contacts between 
amino acids for a given “Domain pair contacts.” Contacts 
between VH and the Ligand (antigen, Ag) and the V-KAPPA 
and the Ligand (Ag) of an IG/Ag complex are shown in 

FIGURE 5 Cont’d
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FIGURE 6 IMGT/3Dstructure-DB. (A) IMGT/3Dstructure-DB card. The “IMGT/3Dstructure-DB card” is available for each entry of the database. 
The “Chain details” shows, first, information on the chain (Chain ID, Chain length, IMGT chain description, Chain sequence), then a detailed description 
of each domain of the chain. The description of the V-DOMAIN (VH) and C-DOMAIN (CH1) of the VH-CH1 chain (1n0x_H) of the b12 Fab is shown. A 
similar result display interface is provided in IMGT/2Dstructure-DB cards but without “Contact analysis” (and without hydrogen bonds in IMGT Collier 
de Perles on two layers). (B) IMGT/3Dstructure-DB Domain pair contacts between the “VH” and the “Ligand” (antigen, Ag) of an IG/Ag complex. The 
VH is from the VH-CH1 chain (1n0x_H) of the b12 Fab and the ligand is a synthetic peptide (1n0x_P). The VH is in contact with the ligand by three AA 
of the CDR2-IMGT (orange online) (N62, N64, and K65) and two AA of the CDR3-IMGT (purple online) (P112.3 and Q112.2). The two AA that interact 
with the ligand but do not belong to the CDR-IMGT are the anchors W55 and E66. These contacts are not unexpected given the small size (peptide) of 
the ligand. (C) IMGT/3Dstructure-DB Domain pair contacts between the “V-KAPPA” and the “Ligand” (Ag) of an IG/Ag complex. The V-KAPPA is 
from the L-KAPPA chain (1n0x_L) of the b12 Fab and the ligand is the peptide (1n0x_P), as in (B). The V-KAPPA is in contact with the ligand by seven 
AA of the CDR1-IMGT (blue online) (H27, S28, I29, R30, S36, R37, and R38) and three AA of the CDR3-IMGT (green-blue online) (A109, S114, and 
S115). “Polar,” “Hydrogen bond,” and “Nonpolar” are selected by default in “Atom pair contact types” options at the bottom of the page (not shown). 
The user can also choose to display these contacts by “Atom pair contact categories” (BB), (SS), (BS), and (SB). Clicking on R@P gives access to the 
IMGT Residue@Position card (not shown). (D) “IMGT paratope and epitope details” of an IG/Ag complex. Each AA that belongs to the IG paratope is 
characterized by its position in the V-DOMAIN according to the IMGT unique numbering [59–62,64] (AA are listed first for the VH, then for the VL). As 
examples, “N(62_H)” is the asparagine (N) at position 62 of the VH of the 1n0x_H chain whereas S(28_L) is the serine (S) at position 28 of the V-KAPPA 
of the 1n0x_L chain. Each AA that belongs to the antigenic determinant (epitope) is characterized by its position in the ligand chain, in the 3D structure. 
For example, “N(12_P)” means that the asparagine (N) is at position 12 of the 1n0x_P chain. The “IMGT paratope and epitope” analysis of the IG/Ag 3D 
structure (1n0x) is from IMGT/3Dstructure-DB, http://www.imgt.org.

Figure 6(B) and (C), respectively. These contact analysis rep-
resentations are important as they demonstrate that most, if 
not all, contacts with the ligands involved the amino acids of 
the CDR-IMGT. They definitively confirmed the CDR-IMGT 
delimitations as the official reference standards [64,68,91].

In IMGT/3Dstructure-DB, all contacts are described as 
atom pair contacts. Atom pair contacts are obtained by a 

local program in which atoms are considered to be in con-
tact when no water molecule can take place between them 
[8,9]. Atom pair contacts are provided by atom contact 
types (noncovalent, polar, hydrogen bond, nonpolar, cova-
lent, disulfide) and/or atom contact categories (BB, back-
bone/backbone; SS, side chain/side chain; BS, backbone/
side chain; SB, side chain/backbone) [8,9,88,89].

http://www.imgt.org/
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FIGURE 6 Cont’d

Clicking on “R@P” gives access to the IMGT iden-
tity card of a given residue (usually an amino acid) at a 
given position or Residue@Position. The IMGT R@P 
card can also be accessed from the amino acid sequences 
of the IMGT/3Dstructure-DB card or from the IMGT 
Collier de Perles, by clicking on one amino acid. In an 
IMGT R@P card, the Residue@Position is defined by the 
IMGT position numbering in a domain, or if not charac-
terized, in the chain, the amino acid name (3-letter and, 
between parentheses, 1-letter abbreviations), the IMGT 
domain description, and the IMGT chain ID, e.g., “103 - 
TYR (Y) - VH - 1hzh_H” [8–10]. The IMGT R@P card 
includes: (1) general information (PDB file numbering, 
IMGT file numbering, residue full name and formula); (2) 

structural information “IMGT LocalStructure@Position” 
(secondary structure, Phi and Psi angles (in degrees), and 
accessible surface area (ASA) (in square angstrom)); and 
(3) detailed contact analysis with amino acids of other 
domains [8–10].

4.2.3  Paratope and Epitope

In an IG/Ag complex, the amino acids in contact at the 
interface between the IG and the Ag constitute the para-
tope on the IG V-DOMAIN surface and the epitope on the 
Ag surface. For IG/Ag, the paratope and epitope are dis-
played in Contact analysis (Figure 6(B) and (C)), but for 
each V domain separately. Clicking on the “Paratope and 
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epitope” tag (displayed in the IMGT/3Dstructure-DB card, 
only if relevant) gives access to “IMGT paratope and epi-
tope details,” which are described in a standardized way  
(Figure 6(D)). Each amino acid that belongs to the paratope 
is defined by its position in an IG V-DOMAIN (e.g., VH and 
V-KAPPA of 1n0x in Figure 6(D)). Each amino acid that 
belongs to the epitope is defined by its position in the chain 
in the 3D structure or, if the antigen belongs to an IgSF or 
MhSF protein and if the epitope is part of a characterized V, 

C, or G domain, by its position in the domain according to 
the IMGT unique numbering.

4.2.4  Renumbered Flat File and IMGT 
Numbering Comparison

“Renumbered IMGT file” allows viewing (or downloading) 
of an IMGT coordinate file renumbered according to the 
IMGT unique numbering, and with added IMGT specific 

FIGURE 6 Cont’d
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information on chains and domains (added in the “REMARK 
410” lines [blue online] and identical to the “Chain details” 
annotation).

“IMGT numbering comparison” provides, per domain, 
the IMGT DOMAIN numbering by comparison with 
the PDB numbering and the residue (3-letter and 1-letter 
names), which allows standardized IMGT representations 
using generic tools (Figures 1(A) and 2(A)).

4.2.5  IMGT/3Dstructure-DB Associated Tools

Tools associated with IMGT/3Dstructure-DB include 
IMGT/StructuralQuery [8] and IMGT/DomainSuper-
impose, available online. IMGT/StructuralQuery allows 
retrieval of the IMGT/3Dstructure-DB entries, based on 
specific structural characteristics of the intramolecular inter-
actions: phi and psi angles, accessible surface area, type of 
atom contacts, distance in angstrom between amino acids, 
IMGT Residue@Position contacts, and, for V-DOMAIN, 
CDR-IMGT length or pattern [8]. IMGT/DomainSuper-
impose allows superimposing of the 3D structures of two 
domains from IMGT/3Dstructure-DB.

4.3  IMGT/2Dstructure-DB

IMGT/2Dstructure-DB was created as an extension of 
IMGT/3Dstructure-DB [8–10] to describe and analyze 
amino acid sequences of chains and domains for which no 
3D structures were available (Table 5). IMGT/2Dstructure-
DB uses the IMGT/3Dstructure-DB informatics frame and 
interface, which allow one to analyze, manage, and query IG 
(and also TR and MH, as well as other IgSF and MhSF) and 
engineered proteins (FPIA, CPCA) as polymeric receptors 
made of several chains, in contrast to the IMGT/LIGM-DB 
sequence database that analyzes and manages sequences 

individually [6]. The amino acid sequences are analyzed 
with the IMGT® criteria of standardized identification [56], 
description [57], nomenclature [58], and numerotation  
[59–64]. The current IMGT/2Dstructure-DB entries include 
amino acid sequences of antibodies from Kabat [92] (those 
for which there were no available nucleotide sequences) 
and amino acid sequences of mAb and FPIA from the 
WHO-INN program [11,47,48]. Queries can be made on an 
individual entry using the entry ID or the molecule name. 
The same query interface is used for IMGT/2Dstructure-
DB and IMGT/3Dstructure-DB. Thus a “trastuzumab” 
query in “Molecule name” allows retrieval of three results: 
two INN (“trastuzumab” and “trastuzumab emtansine”) 
from IMGT/2Dstructure-DB and one 3D structure (“1nz8”) 
from IMGT/3Dstructure-DB. The IMGT/2Dstructure-DB 
cards provide standardized IMGT information on chains 
and domains and IMGT Collier de Perles on one or two lay-
ers, identical to that provided for the sequence analysis in 
IMGT/3Dstructure-DB; however, the information on exper-
imental structural data (hydrogen bonds in IMGT Collier de 
Perles on two layers, Contact analysis) is only available in 
the corresponding IMGT/3Dstructure-DB cards if the anti-
bodies have been crystallized.

4.4  IMGT® V and C Domain Annotation for 
Antibody Humanization, Engineering, 
and Evolution

4.4.1  Antibody Humanization

4.4.1.1  CDR-IMGT Delimitation for Grafting

The objective of antibody humanization is to graft at the 
DNA level the CDR of an antibody V domain, from mouse 
(or other species) and of a given specificity, onto a human 

FIGURE 6 Cont’d
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V domain framework, thus preserving the specificity of the 
original (murine or other species) antibody while decreas-
ing its immunogenicity [95]. IMGT/DomainGapAlign 
[9,24,25] is the reference tool for antibody humanization 
design based on CDR grafting. Indeed, it precisely defines 
the CDR-IMGT to be grafted and helps in selecting the 
most appropriate human FR-IMGT by providing the align-
ment of the amino acid sequences between the mouse (or 
other species) and the closest human V-DOMAIN.

Analyses performed on humanized therapeutic anti-
bodies underline the importance of a correct delimita-
tion of the CDR and FR. As an example, two amino acid 
changes were required in the first version of the human-
ized VH of alemtuzumab, in order to restore the specific-
ity and affinity of the original rat antibody. The positions 
of these amino acid changes (S28 > F and S35 > F) are 
now known to be located in the CDR1-IMGT and should 
have been directly grafted, but at the time of this mAb 
humanization they were considered as belonging to the 
FR according to the Kabat numbering [92]. In contrast, 
positions 66–74 were, at the same time, considered as 
belonging to the CDR according to the Kabat numbering, 
whereas they clearly belong to the FR2-IMGT and the cor-
responding sequence should have been “human” instead 
of being grafted from the “rat” sequence (IMGT®, http://
www.imgt.org, The IMGT Biotechnology page > Anti-
body humanization > Alemtuzumab).

4.4.1.2  Amino Acid Interactions between FR-IMGT 
and CDR-IMGT

IMGT Colliers de Perles from crystallized 3D structures 
in IMGT/3Dstructure-DB [8–10] highlight two conserved 
hydrogen bonds between FR-IMGT and CDR-IMGT 
positions: FR2-IMGT 39 with CDR2-IMGT 56 (or 57) 
and FR2-IMGT 40 with CDR3-IMGT 105 (Figure 1(B)). 
Antibody engineering and humanization should there-
fore preserve these bondings, which stabilize the loops. 
It is also worthwhile to note that, in VH CDR3, the stem 
of the CDR3 loop is stabilized by a conserved salt bridge 
between R106 (arginine contributed by the 3′V-REGION) 
and D116 (aspartate contributed by the 5′J-REGION of the 
Homo sapiens IGHJ2, IGHJ3, IGHJ4, IGHJ5, or IGHJ6) 
(IMGT®, http://www.imgt.org, IMGT Repertoire > Proteins 
and alleles > Alignments of alleles).

4.4.2  IGHG1 Alleles and G1m Allotypes

Allotypes are polymorphic markers of an IG subclass that 
correspond to amino acid changes and are detected serologi-
cally by antibody reagents [74]. In therapeutic antibodies 
(human, humanized, or chimeric) [11], allotypes may repre-
sent potential immunogenic residues [73], as demonstrated 
by the presence of antibodies in individuals immunized 
against these allotypes [74]. The allotypes of the human 

heavy gamma chains of the IgG are designated as Gm (for 
gamma marker). The allotypes G1m, G2m, and G3m are 
carried by the constant region of the gamma1, gamma2, 
and gamma3 chains, encoded by the IGHG1, IGHG2, and 
IGHG3 genes, respectively [74]. The gamma1 chains may 
express four G1m alleles (combinations of G1m allotypes): 
G1m3, G1m3,1, G1m17,1, and G1m17,1,2 (and in Negroid 
populations two additional G1m alleles, Gm17,1,28 and 
Gm17,1,27,28) [74] (Table 7). The C region of the G1m3,1, 
G1m17,1, and G1m17,1,2 chains differs from that of the 
G1m3 chains by two, three, and four amino acids, respec-
tively [74]. The correspondence between the G1m alleles 
and IGHG1 alleles is shown in Table 7. Thus, IGHG1*01 
and IGHG1*02 are G1m17,1, IGHG1*03 is G1m3, 
IGHG1*04 is G1m17,1,2, and IGHG1*05 is G1m3,1. 
In the IGHG1 CH1, the lysine at position 120 (K120) in 
strand G corresponds to the G1m17 allotype [74] (Figures 
2(D) and 5(B)). The isoleucine I103 (strand F) is specific 
of the gamma1 chain isotype. If an arginine is expressed at 
position 120 (R120), the simultaneous presence of R120 
and I103 corresponds to the expression of the G1m3 allo-
type [74]. For the gamma3 and gamma4 isotypes (which 
also have R120 but T in 103), R120 only corresponds to 
the expression of the nG1m17 isoallotype (an isoallotype 
or nGm is detected by antibody reagents that identify this 
marker as an allotype in one IgG subclass and as an isotype 
for other subclasses) [74]. In the IGHG1 CH3, the aspar-
tate D12 and leucine L14 (strand A) correspond to G1m1, 
whereas glutamate E12 and methionine M14 correspond 
to the nG1m1 isoallotype [74] (Table 7). A glycine at posi-
tion 110 corresponds to G1m2, whereas an alanine does not  
correspond to any allotype (G1m2-negative chain) (Table 7).  
Therapeutic antibodies are most frequently of the IgG1 iso-
type, and to avoid a potential immunogenicity, the constant 
region of the gamma1 chains are often engineered to replace 
the G1m3 allotype by the “less immunogenic” G1m17 (CH1 
R120 > K) (G1m17 is more extensively found in different 
populations) [74].

4.4.3  Only-Heavy-Chain Antibodies

4.4.3.1  Dromedary IgG2 and IgG3 Only-Heavy-
Chain Antibodies

Two IgG antibody formats are expressed in the dromedary 
or Arabian camel (Camelus dromedarius) and in Cam-
elidae in general: the conventional IG (with two identi-
cal heavy gamma chains associated with two identical 
light chains) and the “only-heavy-chain” IG (no light 
chain, and only two identical heavy gamma chains lacking 
CH1) [96]. The Camdro (for Camelus dromedarius in the  
6-letter species abbreviation) IGHV1 genes belong to two 
sets based on four amino acid changes that are charac-
teristic of each set [97]. The first set of IGHV1 genes is 
expressed in conventional tetrameric IgG1 that constitute 

http://www.imgt.org
http://www.imgt.org
http://www.imgt.org
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25% of circulating antibodies. The second set is expressed 
in the only-heavy-chain antibodies, IgG2 and IgG3, which 
constitute 75% of the circulating antibodies [96]. The four 
amino acid changes are located in the FR2-IMGT at posi-
tions 42, 49, 50, and 52; the first position, 42, is in the C 
strand and the three others, 49, 50 and 52, are in the C′ 
strand (Figure 1, Table 8). They belong to the [GFCC′C″] 
sheet at the hydrophobic VH-VL interface in conventional 
antibodies of Camelidae as well as of any vertebrate spe-
cies, whereas in camelid only-heavy-chain antibodies (no 
light chains, and therefore no VL), these positions are 
exposed to the environment with, through evolution, a 
selection of hydrophilic amino acids.

The respective heavy gamma2 and gamma3 chains 
are both characterized by the absence of the CH1 domain 
owing to a splicing defect [98]. It is the absence of CH1 
that is responsible for the lack of association of the light 
chains. Only-heavy-chain antibodies is a feature of the 
Camelidae IG as they have also been found in the Bactrian 
camel (Camelus bactrianus) of Central Asia and in the 
llama (Lama glama) and alpaca (Vicugna pacos) of South 
America. The genetic event (splicing defect) responsible for 
the lack of CH1 occurred in their common ancestor before 
the radiation between the “camelini” and “lamini,” dating 
approximately 11 million years ago.

The V domains of Camelidae only-heavy-chain anti-
bodies have characteristics for potential pharmaceutical 
applications (e.g., easy production and selection of single-
domain format, extended CDR3 with novel specificities, 

TABLE 7 Correspondence Between the IGHG1 Alleles and G1m Alleles

IGHG1 Alleles

G1m Allelesa IMGT Amino Acidsb and Positions

Populations 
[74]Allotypes Isoallotypesc

CH1 CH3

103 120 12 14 110

G1m17/  
nG1m1

G1m1/ 
nG1m1 G1m2/-G1m3d

IGHG1*01e

IGHG1*02e
G1m17,1 I K D L A Caucasoid

Negroid
Mongoloid

IGHG1*03 G1m3 nG1m1, nG1m17 I R E M A Caucasoid

IGHG1*07f G1m17,1,2 I K D L G Caucasoid
Mongoloid

IGHG1*08f G1m3,1 nG1m17 I R D L A Mongoloid

aIn Negroid populations, the G1m17,1 allele frequently includes G1m27 and G1m28, leading to two additional G1m alleles, G1m17,1,27 and 
G1m17,1,27,28 [74].
bAmino acids corresponding to G1m allotypes are shown in bold.
cThe nG1m1 and nG1m17 isoallotypes present on the Gm1-negative and Gm17-negative gamma-1 chains (and on other gamma chains) are shown in 
italics.
dThe presence of R120 is detected by anti-nG1m17 antibodies, whereas the simultaneous presence of I103 and R120 in the gamma1 chains is detected by 
anti-Gm3 antibodies [74].
eThe IGHG1*01 and IGHG1*02 alleles only differ at the nucleotide level (codon 85.1 in CH2). The C region of the b12 gamma1 chain (1hzh_H) is encoded 
by the IGHG1*01 or IGHG1*02 alleles and expresses the G1m17,1 allotypes, based on sequence analysis (CH1 K120 (Figure 2(D)), CH3 D12 and L14) 
[74]. The presence of an A (Ala) in CH1 121 of 1hzh_H is a PDB file error. It should be a V (Val), as in 1n0x_H (Figure 2(D)) (see IMGT note in IMGT/3D 
structure-DB, code PDB:1hzh, http://www.imgt.org).
fIGHG1*07 and IGHG1*08 amino acids are expected [74] but not yet sequenced at the nucleotide level, and therefore the IGHG1*04 and IGHG1*05 alleles 
are not shown in IMGT Repertoire, Alignments of alleles: Homo sapiens IGHG1 (http://www.imgt.org).

TABLE 8 Amino Acid Changes at FR2-IMGT Positions 
42, 49, 50, and 52, between the Two Sets of Camelus 
dromedarius IGHV1 Subgroup Genes

V-REGION

Camelus dromedarius

IGHV1 Set 1 IGHV1 Set 2

Strand FR2-IMGT Amino 
Acid Positions

IGHV1S1 to  
IGHV1S41a

IGHV1S42 to 
IGHV1S74a

C 42 V F, Y

C′ 49 G E, Q

50 L C, R

52 W F, G, L, W

It is not excluded that some of these amino acid changes in set 2 may 
result from somatic mutations. Indeed, sequences may be described as 
genomic in publications, but most of the time it is not known if they are 
germline or rearranged (IMGT®, http://www.imgt.org, IMGT Gene tables).
aTemporary nomenclature, waiting for the complete genomic Camelus 
dromedarius IGH locus.

pdb:1hzh
http://www.imgt.org
http://www.imgt.org
http://www.imgt.org
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and binding to protein clefts). They are designated as VHH 
when they have to be distinguished from conventional VH 
(the sequence criteria are based on the four amino acids 
at positions 42, 49, 50, and 52). The term “nanobody,” 
initially used for describing a single-domain format anti-
body, is not equivalent to VHH, as it has been used for V 
domains other than VHH and for constructs containing 
more than one V domain (VH and/or VHH) (e.g., capla-
cizumab, ozoralizumab) (IMGT®, http://www.imgt.org, 
IMGT Repertoire > Locus and Genes > Gene tables; ibid., 
IMGT Biotechnology page > Characteristics of the cameli-
dae (camel, llama) antibody synthesis; ibid. IMGT/mAb-
DB > caplacizumab; ibid. IMGT/mAb-DB > ozoralizumab).

4.4.3.2  Human Heavy Chain Diseases

The camelidae only-heavy-chain antibodies synthesis is 
remarkably reminiscent of what is observed in human 
heavy chain diseases (HCD). These proliferative disor-
ders of B lymphoid cells produce truncated monoclonal 
immunoglobulin heavy chains, which lack associated light 
chains. In most HCD, the absence of the heavy chain CH1 
domain by deletion or splicing defect may be responsible 
for the lack of assembly of the light chain [99]. Similar 
observations have also been reported in mouse variants [99] 
(IMGT®, http://www.imgt.org, IMGT Education > Pathol-
ogy of the immune system > Molecular defects in Immu-
noglobulin Heavy Chain Diseases [HCD]; ibid., IMGT 
Lexique > Heavy Chain Diseases [HCD]).

4.4.3.3  Nurse Shark IgN

A convergence mechanism in evolution is observed in nurse 
shark (Ginglymostoma cirratum, “Gincir” in the 6-letter 
species abbreviation) IgN antibodies (previously IgNAR, 
“immunoglobulin new antigen receptor”) [100], which are 
only-heavy-chain antibodies (homodimeric heavy nu chains 
without CH1, and no associated light chains). The IGHV 
genes expressed in the Gincir heavy nu chains belong to 
the IGHV2 subgroup and are characterized by the absence 
of the CDR2-IMGT owing to a deletion that encompasses 
position 54–67. The Gincir IGH genes are organized in 
duplicated cassettes, and those that express IgN comprise 
Gincir IGHV2 subgroup genes and an IGHN constant gene 
(IMGT®, http://www.imgt.org, IMGT Repertoire > Pro-
teins and alleles > Protein display > IGHV > nurse shark  
(G. cirratum); ibid., IMGT Repertoire > Locus and 
genes > Gene tables > IGHV > Chondrichthyes).

4.4.4  IGHG CH Properties and Antibody 
Engineering

4.4.4.1  N-Linked Glycosylation Site CH2 N84.4

An N-linked glycosylation site is present in the CH2 domain 
of the constant region of the human IG heavy chains of the 

four IgG isotypes. The N-linked glycosylation site belongs 
to the classical N-glycosylation motif N-X-S/T (where N is 
asparagine, X is any amino acid except proline, S is serine, 
T is threonine) and is defined as CH2 N84.4. As shown in 
the IMGT Collier de Perles, this asparagine is localized at 
the DE turn. The IMGT unique numbering has the advan-
tage of identifying the C domain (here, CH2) and, in the 
domain, the amino acid and its localization (here, N84.4), 
which can be visualized in the IMGT Collier de Perles and 
correlated with the 3D structure [80].

4.4.4.2  Interface Ball-and-Socket-like Joints

The interface between the CH2 and CH3 domains in 3D struc-
tures of Homo sapiens IGHG2 Fc was recently analyzed and 
compared with the interface in 3D structures of IGHG1 Fc 
[101]. This study revealed that in all Fc of gamma chains the 
movement of the CH2 results from a pivoting around a highly 
conserved ball-and-socket-like joint [101], in which, using the 
IMGT numbering, the CH2 L15 side chain (last position of 
the A strand, next to the AB turn) (the ball) interacts with a 
pocket (the socket) formed by CH3 M107, H108, E109, and 
H115 (FG loop) [80]. These amino acids are well conserved 
between the gamma isotypes and the IGHG genes and alleles 
except for IGHG3 H115, which shows a polymorphism 
associated with different G3m allotypes [74]. This ball-and-
socket-like joint is a structural feature similar but reversed to 
that previously described at the VH and CH1 domain interface 
[102], in which the VH L12, T125, and S127 form the socket, 
whereas the CH1 F29 and P30 (BC loop) form the ball.

4.4.4.3  Knobs-into-Holes CH3 T22 and Y86

The knobs-into-holes methodology has been proposed for 
obtaining bispecific antibodies [103]. The aim is to increase 
interactions between the CH3 domain of two gamma1 
chains that belong to antibodies with a different specificity. 
Two amino acids, CH3 T22 (B strand) and Y86 (E strand), 
which belong to the [ABED] sheet, at the interface of the two 
Homo sapiens IGHG1 CH3 domains [80], were selected for 
amino acid changes. Interactions of these two amino acids 
are described in “Contact analysis” in IMGT/3Dstructure-
DB [8–10]. The knobs-into-holes methodology consists of 
an amino acid change on one CH3 domain (T22 > Y) that cre-
ates a knob, and another amino acid change on the other CH3 
domain (Y86 > T) that creates a hole, thus favoring increased 
interactions between the CH3 of the two gamma1 chains at 
both positions 22 and 86 [103] (IMGT®, http://www.imgt.
org, IMGT Biotechnology page > Knobs-into-holes).

5.  CONCLUSION

IMGT-ONTOLOGY and the IMGT® information system, 
which are at the origin of immunoinformatics, have pro-
vided the concepts and the knowledge environment and 

http://www.imgt.org
http://www.imgt.org
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http://www.imgt.org
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informatics frame for a standardized and integrated analysis 
of IG, from gene to structure and function [29–44]. IG rep-
ertoire analysis and therapeutic antibody engineering and 
humanization represent two major current fields of immu-
noinformatics at the forefront of fundamental, clinical and 
pharmaceutical research owing to major methodological 
advances and medical implications.

The IMGT® standards for IG are used in clinical applica-
tions. Thus, IMGT/V-QUEST is frequently used by clinicians 
for the analysis of somatic hypermutations in leukemia, lym-
phoma, and myeloma, and more particularly in chronic lym-
phocytic leukemia (CLL) [15,70–72], in which the percentage 
of mutations of the rearranged IGHV gene in the VH of the 
leukemic clone has a prognostic value for the patients. IMGT/
V-QUEST is the recommended standard recommended by 
the European Research Initiative on CLL (ERIC) for com-
parative analysis between laboratories [70]. The sequences of 
the V-(D)-J junctions determined by IMGT/JunctionAnalysis 
[18,19] are also used in the characterization of stereotypic 
patterns in CLL [71,72] and for the synthesis of probes spe-
cific to the junction for the detection and follow-up of mini-
mal residual diseases (MRD) in leukemias and lymphomas. A 
new era is opening in hemato-oncology with the use of NGS 
for analysis of the clonality and MRD identification, making 
IMGT® standards use more needed than ever. More gener-
ally, the IMGT/HighV-QUEST web portal is a paradigm for 
identification of IMGT clonotype diversity and expression 
in NGS immune repertoire analysis of the adaptive immune 
response in infectious diseases, in vaccination, and for next-
generation repertoire immunoprofiling [23].

The therapeutic monoclonal antibody engineering field 
represents the most promising potential in medicine. Stan-
dardized genomic and expressed sequence, structure, and 
interaction analysis of IG is crucial for a better molecular 
understanding and comparison of the mAb specificity, affin-
ity, half-life, Fc effector properties, and potential immu-
nogenicity. IMGT-ONTOLOGY concepts have become 
a necessity for IG loci description of newly sequenced 
genomes [104,105], antibody structure/function character-
ization, antibody engineering (single chain Fragment vari-
able, phage displays, combinatorial libraries) and antibody 
humanization (chimeric, humanized, and human antibodies) 
[32,39,41,43,73–75,80]. IMGT® standardization allows rep-
ertoire analysis and antibody humanization studies to move 
to novel high-throughput methodologies with the same high-
quality criteria. The CDR-IMGT lengths are now required for 
mAb INN applications and are included in the WHO-INN 
definitions [48], bringing a new level of standardized infor-
mation to the comparative analysis of therapeutic antibodies.

6.  AVAILABILITY AND CITATION

Authors who use IMGT® databases and tools are encour-
aged to cite this article and to quote the IMGT® Home 

page, http://www.imgt.org. Online access to IMGT® data-
bases and tools are freely available for academics and under 
licenses and contracts for companies.
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Chapter 27

1.  INTERLEUKIN-6 AND ITS RECEPTOR 
SYSTEM

The growth and differentiation of B-cells into immu-
noglobulin (Ig)-producing cells require soluble fac-
tors from T-cells and macrophages. In 1986, the factor 
that induces the final differentiation of activated B-cells 
was cloned as B-cell stimulatory factor-2 (BSF-2) 
[1,2]. Originally, human BSF-2 was purified from the 
culture supernatant of a human T-cell leukemia virus 
type 1 (HTLV-1) transformed T-cell line by monitor-
ing the enhancement of Ig production by Epstein Barr 
virus (EBV)-transformed B-cell lines. In vivo, B-cells 
activated with antigen become responsive to BSF-2 
and differentiate into Ig-producing cells (Figure 1).  
B-cell stimulatory factor-2 is produced by activated 
T-cells as a nonspecific T-cell factor. Almost at the same 
time, molecules that were later found to be the same as 
BSF-2 were being studied and were given distinct names 
based on their biological activity. For example, the factor 
that induces acute-phase protein synthesis in hepatocytes 
was called hepatocyte-stimulating factor (HSF), the factor 
that enhances the growth of fusion cells between plasma 
cells and myeloma cells was called hybridoma growth 
factor (HGF), and interferon (IFN)-beta-2 was named for 
its antiviral activity, although it was later found not to 
have antiviral activity. However, researchers determined 
that molecules with different names that were studied by 
various groups were identical, and the single name inter-
leukin-6 (IL-6) was established [3]. We now know that the 
function of IL-6 is not restricted to B-cells, but that IL-6 

exerts a wide variety of effects on the immune response, 
inflammation, and hematopoiesis. The human IL-6 gene 
has been mapped to chromosome 7p21. Human IL-6 con-
sists of 184 amino acids with two N-glycosylation sites 
and two cysteine–cysteine bridges in the molecule. The 
core protein is about 20 kDa, but glycosylation accounts 
for the 21- to 26-kDa size of natural IL-6.

The functional IL-6 receptor (IL-6R) is composed 
of two chains (Figure 2) [4]. The IL-6R constitutes the 
IL-6-binding chain [5], whereas gp130 constitutes the 
signal-transducing chain [6]. After binding of IL-6 to 
IL-6R, the IL-6/IL-6R complex induces homodimeriza-
tion of gp130 and activates a downstream signaling cas-
cade [7]. The soluble form of IL-6R (sIL-6R) without 
the cytoplasmic region is found in healthy human serum 
at around 76 ng/mL. Interleukin-6 binds to sIL-6R, and 
the resulting IL-6/sIL-6R complex also induces the IL-6 
signaling on gp130-expressing cells, even cells without 
expression of membrane IL-6R [8]. Thus, the pleiotro-
pic effect of IL-6 is explained by the fact that gp130 is 
expressed on various types of cells, and serum sIL-6R 
binds to IL-6 and activates gp130-expressing cells [9]. 
The activated IL-6R complex forms a hexameric structure 
composed of two molecules each of IL-6, IL-6R (or sIL-
6R), and gp130 [10]. Although IL-6R is a unique receptor 
for IL-6, the signal-transducing chain, gp130, is shared 
by members of the IL-6 family of cytokines: leukemia 
inhibitory factor, oncostatin M, ciliary neurotrophic fac-
tor, IL-11, cardiotrophin 1, cardiotrophin-like cytokine, 
IL-27, and IL-35. Although all of these cytokines bind to 
their specific receptors, they use the same gp130 for their 
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signals [11,12]. The only exception is virus-encoded 
IL-6, which is the product of Kaposi sarcoma–associated 
herpes virus (KSHV), also known as human herpes virus 
8. Virus-encoded IL-6 can directly bind to and activate 
gp130 [13]. The mechanism by which members of the 
IL-6 cytokine family use the common signal-transducer, 
gp130, clarifies why IL-6 family cytokines show func-
tional redundancy. The molecular elucidation of the IL-6 
receptor system finally solved the longstanding mystery 
of why cytokines are pleiotropic and redundant.

2.  PLEIOTROPIC ACTIVITY OF IL-6

2.1  Activity on Hepatocytes

After IL-6 is produced in the inflammatory region, IL-6 
reaches the liver through the bloodstream, followed by the 
rapid induction of acute-phase proteins such as C-reactive 
protein (CRP), serum amyloid A (SAA), fibrinogen, hap-
toglobin, and α1-antichymotrypsin (Figure 3) [14]. On the 

other hand, IL-6 reduces the production of fibronectin, albu-
min, and transferrin. Interleukin-6 induces high concentra-
tions of SAA for a long time, leading to the development 
of amyloid A amyloidosis, which is a serious complica-
tion of chronic inflammatory diseases [15]. This results in 
amyloid fibril deposition in various organs, which causes 
progressive deterioration of these organs. Interleukin-6 is 
also involved in the metabolism of serum iron and zinc 
through regulation of their transporters. Regarding serum 
iron, IL-6 induces hepcidin production, which blocks the 
action of the iron transporter ferroportin-1 in the gut and 
thus reduces serum iron and hemoglobin levels [16]. This 
means that IL-6 is responsible for the anemia related to 
chronic inflammation. Interleukin-6 also enhances expres-
sion of the zinc importer, ZIP14, on hepatocytes and thus 
induces the hypozincemia that accompanies inflammation 
[17].

2.2  Activity in the Innate and Acquired 
Immune Systems

Interleukin-6 is promptly and transiently produced as an 
SOS signal in response to infections and tissue injury. In 
the innate immune system, IL-6 is generated in infectious 
lesions and sends out a signal to the entire body. The sig-
nature of exogenous pathogens, known as pathogen-associ-
ated molecular patterns, is recognized by immune cells such 
as monocytes and macrophages via pathogen recognition 
receptors [18], which include Toll-like receptors (TLRs), 
retinoic acid-inducible gene-1–like receptors, nucleotide-
binding oligomerization domain–like receptors, and DNA 
receptors. These receptors initiate signaling pathways to 
activate the transcriptional factor, nuclear factor (NF)-κB, 
and promote the transcription of mRNA for inflammatory 
cytokines such as IL-6, tumor necrosis factor (TNF)α, and 
IL-1β, whereas TNFα and IL-1β also activate transcription 
factors to produce IL-6.

FIGURE 1 Differentiation of activated B-cells to plasma cells by IL-6. 
In the innate immune response, pathogen-associated molecular patterns 
stimulate macrophage to produce IL-6. In the acquired immune response, 
the T-cell activated by macrophage in an antigen-specific manner produces 
IL-6. A specific antigen binds to the B-cell receptor and activates B-cells 
that differentiate into immunoglobulin-producing plasma cells in the pres-
ence of IL-6.

FIGURE 2 The IL-6 receptor system and a humanized anti-IL-6 receptor antibody, tocilizumab. Interleukin-6 binds to transmembrane IL-6 recep-
tor (IL-6R) or soluble IL-6R (sIL-6R) and then induces homodimerization of the signal transducer gp130, leading to activation of downstream signaling. 
A humanized anti-IL-6R antibody, tocilizumab, inhibits IL-6 binding to both types of IL-6R and blocks IL-6–mediated signaling.
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Interleukin-6 also provides a warning signal in the event 
of tissue damage. Damage-associated molecular patterns, 
which are released from damaged or dying cells in noninfec-
tious types of inflammation, such as burns or trauma, directly 
or indirectly promote inflammation. During sterile surgi-
cal operations, the level of serum IL-6 increases before the 
elevation in body temperature and serum acute-phase protein 
concentrations [19]. Damage-associated molecular patterns 
from injured cells contain a variety of molecules such as 
mitochondrial DNA, high mobility group box 1 (HMGB1), 
and S100 proteins [20]. Serum mitochondrial DNA levels in 
trauma patients are reportedly thousands of times higher than 
in controls, which leads to TLR9 stimulation and NF-κB acti-
vation [21], whereas binding of HMGB1 to TLR2, TLR4, or 
the receptor of advanced glycation end products (RAGE) can 
promote inflammation. The S100 family of proteins is com-
posed of more than 25 members, some of which also interact 
with RAGE to evoke sterile inflammation [22].

In the acquired immune response, IL-6 performs an 
important function. As suggested by its previous name, 
BSF-2, IL-6 induces the differentiation of activated B-cells 
into Ig-producing plasma cells, so that continuous overex-
pression of IL-6 results in hypergammaglobulinemia and 
autoantibody production. Interleukin-6 is a growth factor for 
hybridoma cells and myeloma cell lines. The phenotype of 
IL-6 transgenic mice supports the pathological role of IL-6 
in inflammatory symptoms including polyclonal plasma-
cytosis in spleen, lymph nodes, and thymus, and increased 
megakaryocytes in bone marrow [23]. The polyclonal plas-
macytosis in IL-6 transgenic mice changes to monoclonal 
plasmacytomas with chromosomal translocation in mice on 
a certain genetic background such as BALB/c [24]. Injection 
of pristane or mineral oil induces plasma cell neoplasms in 
BALB/c mice [25], which can be explained by the produc-
tion of IL-6 after mineral oil–induced chronic inflamma-
tion. Myeloma cells freshly isolated from myeloma patients 

FIGURE 3 Pleiotropic activity of IL-6 and its pathological implications in disease development. Interleukin-6 has pleiotropic effects on the liver, 
immune system, hematopoiesis, and others. Dysregulation of IL-6 production is implicated in the development of various pathological conditions. In 
hepatocytes, IL-6 induces acute-phase proteins including CRP, serum amyloid A, fibrinogen, and hepcidin, whereas it inhibits production of albumin. 
Interleukin-6 also has an important role in the immune response by stimulating antibody production by B-cells and inducing development of effec-
tor T-cells. Moreover, IL-6 can promote differentiation or proliferation of several non-immune cells. CRP: C-reactive protein; Treg: regulatory T-cell; 
RANKL: receptor activator of nuclear factor of kappa B (NF-κB) ligand; VEGF; vascular endothelial growth factor.
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responded to IL-6 for growth, whereas some myeloma cells 
themselves can produce IL-6. Thus, IL-6 is an autocrine 
growth factor in some types of myelomas [26].

Interleukin-6 affects not only B-cells, but also T-cells. 
Interleukin-6 promotes specific differentiation of naive 
CD4-positive T-cells. In combination with transforming 
growth factor (TGF)-β, IL-6 is indispensable for Th17 dif-
ferentiation from naive CD4-positive T-cells [27], whereas 
IL-6 inhibits TGF-β–induced regulatory T-cell (Treg) devel-
opment [27,28]. Disruption of Th17/Treg balance is thought 
to be responsible for the disruption of immunological tol-
erance, and is thus pathologically involved in the develop-
ment of autoimmune and chronic inflammatory diseases 
[29]. Interleukin-6 also promotes T-follicular helper cell 
differentiation as well as production of IL-21 [30], which 
regulates Ig synthesis and IgG4 production in particular. 
Interleukin-6 also induces the differentiation of CD8-positive 
T-cells into cytotoxic T-cells (Figure 3) [31].

2.3  Activity in Other Cells

As described earlier, because gp130 is expressed in various 
cells, the complex consisting of IL-6 and soluble IL-6R can 
activate the gp130-mediated signaling cascade in a variety 
of cell types. When IL-6 is generated in bone marrow stro-
mal cells, it stimulates the receptor activator of the NF-κB 
ligand (RANKL) [32], which induces the differentiation 
and activation of osteoclasts [33], linking chronic inflam-
mation with osteoporosis [34]. Interleukin-6 also induces 
excess production of vascular endothelial growth factor 
(VEGF), leading to increased vascular permeability and 
angiogenesis, which are pathological features of inflam-
matory lesions that are observed in, for example, synovial 
tissues of rheumatoid arthritis (RA) or edema of remitting 
seronegative symmetrical synovitis with pitting edema syn-
drome [35,36]. Interleukin-6 aids keratinocyte proliferation 
[37] or the generation of collagen in dermal fibroblasts and 
their differentiation into myofibroblasts that may account 
for changes in the skin of patients with systemic sclerosis 
[38]. Moreover, IL-6 interacts with vascular endothelial 
cells, the endocrine system including the hypothalamic–
pituitary–adrenal axis, neuropsychological systems, and 
others.

3.  REGULATION OF IL-6 SYNTHESIS

As mentioned, IL-6 contributes to host defense against 
environmental stress by stimulating acute-phase responses, 
hematopoiesis, and immune reactions. The fact that IL-6 
issues a warning signal to indicate the occurrence of an 
emergency accounts for the strict regulation of IL-6 syn-
thesis both transcriptionally and posttranscriptionally. A 
number of transcription factors have been shown to posi-
tively and negatively regulate IL-6 gene transcription. The 

functional cis-regulatory elements in the 5′ flanking region 
of the human IL-6 gene are binding sites for several pro-
teins including NF-κB, specificity protein-1, nuclear fac-
tor IL6 (NF-IL6) (also known as CAAT/enhancer-binding 
protein beta), activator protein-1, and interferon regulatory 
factor-1 [39,40]. An interesting finding is that some viral 
products interact with NF-κB and/or NF-IL6 and enhance 
their DNA binding activity. These viral products include the 
transactivator protein (Tax) derived from HTLV-1 [41,42], 
the transactivator of the transcription (TAT) protein of the 
human immunodeficiency virus-1 (HIV-1) [43,44], and the 
human hepatitis-B virus X protein [45,46]. On the other 
hand, some transcription factors and hormone receptors 
suppress IL-6 expression. These include fibrates-activated 
peroxisome proliferator-activated receptor-α [47], estro-
gen receptor [48], and glucocorticoid receptor [49]. In 
addition, retinoblastoma protein and p53 repress the IL-6 
gene promoter, whereas it is upregulated by mutant p53 
[50]. In addition to transcriptional regulation by proteins, 
some microRNAs directly or indirectly regulate transcrip-
tion activity. MicroRNA-155 suppresses NF-IL-6 expres-
sion by interacting with the 3′-untranslated regions (UTR) 
of NF-IL6 [51], whereas microRNA-146a/b and −223 
indirectly suppress transcription of IL-6 by targeting IL-1 
receptor-associated kinase-1 and signal transducer and acti-
vator of transcription-3, respectively [52,53].

Regarding posttranscriptional regulation, IL-6 mRNA 
is controlled through both the 5′- and 3′-UTR [54,55]. The 
5′-UTR determines the initiation of mRNA translation, 
whereas the 3′-UTR controls the stability of the mRNA. 
A number of RNA binding proteins and microRNAs bind 
to the 3′-UTRs and regulate the stability of IL-6 mRNA 
For example, IL-6 mRNA stabilization is promoted by 
the MAP kinase p38α via 3′-UTRs of IL-6 [56]. Stabiliza-
tion of both viral and human IL-6 mRNA by the KSHV 
open reading frame occurs by competing with the binding 
of microRNA-1293 to viral IL-6 or microRNA-608 to the 
human IL-6 mRNA [57]. On the other hand, RNA-binding 
proteins such as tristetraprolin and butyrate response fac-
tor-1 and −2 promote IL-6 mRNA degradation [58]. Inter-
leukin-6 mRNA levels are also reduced by microRNAs 
such as microRNA-365 and -608 through direct interaction 
with the IL-6 3′-UTR [57,59].

A nuclease known as regulatory RNase-1, Regnase-1, 
has a role in the destabilization of IL-6 mRNA, and the rel-
evant knockout mice spontaneously develop autoimmune 
diseases accompanied by splenomegaly and lymphade-
nopathy [60]. The inhibitor of NF-κB (IκB) kinase (IKK) 
complex controls IL-6 mRNA stability by phosphory-
lating Regnase-1 in response to IL-1R/TLR stimulation 
[61]. Phosphorylated Regnase-1 undergoes ubiquitination 
and degradation. Regnase-1 that is re-expressed in IL-1R/
TLR-activated cells shows delayed kinetics, and Regnase-1 
mRNA is negatively regulated by Regnase-1 itself via a 
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stem-loop region present in the Regnase-1 3′-UTR. These 
findings demonstrate that the IKK complex phosphory-
lates IκBα to activate transcription, but also that Regnase-1 
releases the brake on IL-6 mRNA expression. Regnase-1 
also regulates the mRNAs of a set of genes, including c-Rel, 
Ox40, and IL-2 by cleaving their 3′-UTRs in T-cells. T-cell 
receptor engagement then leads to cleavage of Regnase-1, 
which frees T-cells from Regnase 1–mediated suppression, 
indicating that Regnase-1 may have a crucial role not only 
in IL-6 expression but also in T-cell activation [62].

We recently identified a novel RNA-binding protein, 
AT-rich interactive domain-containing protein 5a (Arid5a), 
which also binds to the 3′-UTR of IL-6 mRNA, but results 
in the selective stabilization of IL-6 but not of TNFα or 
IL-12 mRNA [63]. Arid5a expression is upregulated in 
macrophages after stimulation with lipopolysaccharide 
(LPS), IL-1β, or IL-6, and is induced in T-cells under Th17- 
polarizing conditions. We also found that Arid5a gene defi-
ciency inhibits elevation of IL-6 levels in LPS-injected mice 
and preferential Th17 cell development in experimental auto-
immune encephalomyelitis. Moreover, Arid5a counteracts 

the destabilizing function of Regnase-1 on IL-6 mRNA  
(Figure 4), which indicates that the balance between Arid5a 
and Regnase-1 has an important role in IL-6 mRNA stabil-
ity. All of these results suggest that posttranscriptional regu-
lation of IL-6 mRNA by Arid5a and Regnase-1 may have 
an important role in the expression of IL-6. We hypothesize 
that the predominance of Arid5a over Regnase-1 causes 
persistent IL-6 production, leading to the development of 
autoimmune inflammatory diseases.

4.  DYSREGULATED PERSISTENT IL-6 
SYNTHESIS HAS A PATHOLOGIC ROLE 
IN THE DEVELOPMENT OF VARIOUS 
DISEASES

The immediate and transient expression of IL-6 is gen-
erated in response to environmental stress factors such 
as infection with microbial pathogens and tissue dam-
age. When the source of stress is removed from the host, 
IL-6 production is terminated. However, dysregulated 

FIGURE 4 Transcriptional and post-transcriptional regulation of IL-6 synthesis. In the innate immune response, pathogen-associated molecular 
patterns are recognized by pathogen recognition receptors to induce proinflammatory cytokines. For example, in this figure, TLR4 recognizes LPS, which 
is a component of the outer membrane of gram-negative bacteria. MD-2 links TLR4 with LPS. Through MyD88, TLR4 activates the IKKα/β complex 
and phosphorylates IκBα, leading to the degradation of IκBα and activation of NF-κB, which promotes the transcription of IL-6 mRNA. The activated 
IKKα/β complex also phosphorylates Regnase-1, leading to the degradation of Regnase-1. Regnase-1 promotes IL-6 mRNA degradation, whereas Arid5a 
inhibits the destabilizing effect of Regnase-1. The balance between Arid5a and Regnase-1 is important for the regulation of IL-6 mRNA. TLR4: Toll-like 
receptor 4; LPS: lipopolysaccharide; MD-2: myeloid differentiation protein 2; MyD88: myeloid differentiation primary response 88; UTR: untranslated 
region; IKK; I-kappa-B kinase; NF-κB: nuclear factor of kappa B; IκBα: inhibitor of NF-κB; Arid5a: AT-rich interactive domain-containing protein 5a.
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and persistent IL-6 production leads to the development 
of various diseases. The association of IL-6 with devel-
opment of a human disease was first demonstrated in a 
case of cardiac myxoma. Myxoma is a benign tumor in 
the heart atrium, but one-third of such patients present 
with inflammatory and autoimmune symptoms such as 
fever, polyarthritis, thrombocytosis, elevated CRP level, 
hypergammaglobulinemia, and, occasionally, positivity 
for antinuclear antibody. Removal of the tumor resolves 
all of these symptoms. Culturing of the fluid obtained 
from myxoma tissues produces a large quantity of IL-6, 
which suggests that IL-6 may contribute to inflammation 
and autoimmunity [64]. Subsequent studies have demon-
strated that elevated levels of IL-6 are found in the syno-
vial fluids of patients with RA [65]. In addition, excess 
IL-6 production has been observed in the swollen lymph 
nodes of patients with Castleman disease [66], and in 
myeloma cells [26] and peripheral blood cells, as well as 
involved tissues in various other autoimmune and chronic 
inflammatory diseases, and even malignant cells in can-
cers [67,68].

Moreover, the pathological role of IL-6 in disease 
development has been demonstrated in numerous animal 
models of diseases, as have the findings that IL-6 block-
ade by gene knockout or administration of anti-IL-6 or 
anti-IL-6R antibody (Ab) can result in preventive or thera-
peutic suppression of disease development. For example, 
IL-6 blockade results in a noticeable reduction in suscep-
tibility to Castleman disease–like symptoms in IL-6 trans-
genic mice [69]. Similar ameliorative effects are observed 
in models of RA [70–72], systemic lupus erythematosus 
[73], systemic sclerosis [74], inflammatory myopathies 
[75], experimental autoimmune uveoretinitis [76], experi-
mental autoimmune encephalomyelitis [77], and many 
other diseases.

5.  A HUMANIZED ANTI-IL-6 RECEPTOR 
ANTIBODY FOR TREATMENT OF 
AUTOIMMUNE INFLAMMATORY 
DISEASES

At the end of the nineteenth century, a German physi-
ologist named Emil Adolf von Behring developed serum 
therapy against diphtheria toxin. He injected serum 
obtained from animals immunized with diphtheria toxin 
into patients with diphtheria and effectively cured the 
disease. The serum included antitoxin Abs, and the Abs 
themselves were the active components mediating this 
effect. For this pioneer achievement in the medical sci-
ence, he received the first Nobel Prize in Physiology or 
Medicine in 1901. In 1975, Georges Köhler and César 
Milstein successfully created a hybridoma by fusing a 
specific Ab-secreting B cell with a myeloma cell, and thus 

produced a large amount of specific monoclonal Ab [78]. 
Because of this prominent discovery, they received the 
Nobel Prize in 1984. Using hybridoma technology, vari-
ous mouse antihuman monoclonal Abs have been made 
that are specific for target molecules responsible for the 
development of inflammatory and infectious diseases and 
cancers. Although they possess high sensitivity and speci-
ficity for target antigens, the use of mouse monoclonal 
Abs was initially hampered owing to their low functional 
activity as well as high immunogenicity in humans. How-
ever, advances in genetic engineering have facilitated the 
development of monoclonal Abs with lower immunoge-
nicity and higher activity, including chimeric, human-
ized, or fully human Abs [79]. The target molecule can be 
either a toxin or a specific molecule that has a critical role 
in the pathogenesis of diseases. One targeted molecule 
was IL-6 because of its pathological role in various dis-
eases as described previously. Thus, tocilizumab, which 
is a humanized anti-IL-6R monoclonal Ab of the IgG1 
class, was generated by grafting the complementarity 
determining regions of a mouse antihuman IL-6R Ab onto 
human IgG1 [80]. Tocilizumab blocks IL-6–mediated  
signal transduction by inhibiting IL-6 binding to trans-
membrane and soluble IL-6R (Figure 2). The first clinical 
trial was performed in a patient with intractable Castle-
man disease at Osaka University Hospital. The finding 
that tocilizumab injection ameliorated systemic inflam-
matory symptoms and serological parameters led to 
worldwide clinical trials. The outstanding efficacy, toler-
ability, and safety profile of tocilizumab were verified in 
numerous clinical trials, resulting in the current approval 
of this biologic for the treatment of RA in more than 100 
countries [81]. Tocilizumab is also approved for systemic 
juvenile idiopathic arthritis in Japan, the United States, 
the European Union, and India [82,83] and for Castleman 
disease in Japan and India [84]. Although other biolog-
ics including TNF inhibitors, a T-cell stimulation blocker, 
a B-cell depletory, and an IL-1R antagonist are available 
for the treatment of RA, tocilizumab is the only effec-
tive biologic as monotherapy for moderate to severe active 
RA [85] and is now recommended as one of the first-line 
biologics [86]. Moreover, the prominent efficacy of tocili-
zumab for systemic juvenile idiopathic arthritis has led to 
the recognition that a new era has arrived for the treatment 
of this disease, which had long been considered one of the 
most intractable juvenile diseases [87].

Furthermore, based on favorable results detailed in 
numerous recent case reports, series, and pilot studies of 
off-label use of tocilizumab, this drug may be applicable for 
the treatment of various autoimmune inflammatory diseases 
including autoimmune, chronic inflammatory, autoinflam-
matory, and allergic diseases, as well as type 2 diabetes mel-
litus and even cancers [88,89]. Clinical trials are in progress 
to identify additional indications for tocilizumab.
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6.  INTERLEUKIN-6 BLOCKADE AFFECTS 
B- AND T-CELL FUNCTION IN VIVO; 
LESSONS FROM TOCILIZUMAB 
TREATMENT

As described elsewhere, evidence obtained from in vitro 
studies and animal models indicates that IL-6 is a central 
cytokine affecting B- and T-cell function. Recent analy-
ses of changes in immunological parameters during tocili-
zumab treatment appear to confirm its effects on these 
lymphocytes. During treatment for Castleman disease, a 
marked reduction in the serum IgG level and a decrease in 
IgM, IgA, and IgE concentrations were observed [84].

Moreover, IL-6 blockade therapy causes a significant 
decrease in the serum levels of pathological autoantibod-
ies. In patients with systemic lupus erythematosus, the per-
centage of CD38highCD19lowIgDnegative plasma cells in the 
peripheral blood is increased compared with normal con-
trols (mean, 5.3% versus 1.2%), but 6 weeks of treatment 
with tocilizumab administered every 2 weeks reduced the 
percentage from 5.3% to 3.1% in association with a reduc-
tion in anti–double stranded DNA Abs [90]. In vitro analy-
ses of plasmablasts in patients with neuromyelitis optica 
(NMO) showed that IL-6 enhances the survival of the popu-
lation of CD19intCD27highCD38highCD180negative plasma-
blasts, which secrete pathological anti-aquaporin 4 (AQP4) 
Abs in NMO [91]. Furthermore, blockade of IL-6R signal-
ing reduces the survival of the plasmablasts. Tocilizumab 
treatment resulted in clinical improvement in a patient with 
NMO and reduced the elevated numbers of plasmablasts 
and the serum titer of anti-AQP4 autoantibody [92]. These 
findings indicate that IL-6, which was originally described 
as BSF-2 or HGF, interferes with the late phase of B-cells. 
Thus, tocilizumab treatment decreases the elevated serum 
Ig concentrations, the number of plasma cells, and patho-
logical autoantibodies.

Interleukin-6 inhibition also results in changes within 
the B-cell compartment. Sixteen patients with RA were 
treated with tocilizumab, and immunophenotyping was 
performed. Frequencies of both CD27positiveIgDnegative post-
switch memory B-cells and CD27positiveIgDpositive preswitch 
memory B-cells were increased in RA patients compared 
with healthy controls, whereas the percentages of CD27nega-

tiveIgDpositive naive B-cells were significantly reduced in 
RA patients. Twenty-four weeks of tocilizumab treatment 
reduced the frequency of preswitch memory B-cells from 
a median of 19.6% to 12.3%, and of postswitch memory 
B-cells from a frequency of 18.6% to 15.0% [93]. CD19posi-

tiveIgApositive and CD19positiveIgGpositive B-cells were also 
significantly decreased. These results indicate that IL-6 
blockade suppresses B-cell hyperreactivity. In animal stud-
ies, IL-6 produced by immune complex-activated follicu-
lar dendritic cells promotes germinal center reactions, IgG 
responses, and somatic hypermutation [94]. Analysis of Ig 

receptors (IgR) of single cell-sorted preswitch and post-
switch memory B-cells from 11 RA patients demonstrated a 
reduced mutational frequency in IgR of preswitch memory 
B-cells during tocilizumab therapy [95], but whether this 
effect was mediated by direct actions on B-cells or by inhib-
iting T-helper cell activity remains unknown.

As mentioned earlier, IL-6 is an important differentia-
tion factor for converting naive CD4-positive T-cells into 
effector T-cell subsets. In particular, persistent production 
of IL-6 causes the predominance of Th17 over Treg, which 
is considered a key immunological abnormality in several 
autoimmune and chronic inflammatory diseases, whereas 
IL-6 blockade may rectify this imbalance [29,96]. Indeed, 
two recent reports demonstrated that tocilizumab restores 
Th17/Treg balance in T cells in the peripheral blood of 
RA patients [97,98]. Using a mouse model, a recent arti-
cle showed that the induction of Ab production by IL-6 is 
indirectly mediated by IL-21 produced by CD4-positive 
T-cells [99]. Interleukin-6 is necessary to induce IL-21 pro-
duction by naive and memory CD4-positive T-cells upon 
T-cell receptor stimulation, whereas IL-21 production by 
CD4-positive T-cells is required to promote B-cell Ab pro-
duction in vitro. Furthermore, administration of IL-6 with 
inactive influenza virus enhances virus-specific Ab in vivo, 
and this effect is dependent on IL-21. The authors con-
cluded that IL-6 enhances Ab production by promoting the 
B-cell helper capabilities of CD4-positive T-cells through 
increased IL-21 production rather than via a direct effect 
on activated B-cells. In eight RA patients, treatment with 
tocilizumab reduced IL-21 production by activated/memory 
CD4-positive T-cells as well as serum levels of IgG4 sub-
class anti-citrullinated peptide Ab [100]. Further evaluation 
is required to clarify the effects of tocilizumab in vivo.

7.  CONCLUDING REMARKS

The first report of the existence of soluble factors for the 
enhancement of the IgG and IgE Ab response was published 
by Kishimoto and Ishizaka in 1973 [101], and 13 years 
elapsed until the successful cloning of the IL-6 gene [1]. 
Since then, the fundamental research has progressed rap-
idly, and the entire picture of the IL-6 signaling system was 
completed in the early 1990s [11], leading to clarification 
of the molecular basis of the characteristic features of cyto-
kines of redundancy and pleiotropy. In parallel with this 
development, the pathological involvement of IL-6 in vari-
ous diseases was also established [19,66,88]. Then, clini-
cal trials with tocilizumab began in the late 1990s, and this 
humanized monoclonal Ab was approved for the treatment 
of Castleman disease in 2005 in Japan, nearly 20 years after 
successful molecular cloning of the IL-6 gene (Figure 5) 
[102]. In following years, tocilizumab has become one of 
the first-line biologics and the only one that is effective as 
monotherapy for the treatment of moderate to severe active 
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RA. Tocilizumab is also approved for the treatment of sys-
temic juvenile idiopathic arthritis. We anticipate that during 
the next decade, this IL-6 blocker will be widely used for 
the treatment of various currently intractable diseases and 
that its use will overcome the refractory nature of such dis-
eases and may replace corticosteroids.

However, to achieve this goal, further clinical trials are 
essential. Although IL-6–related research has solved several 
mysteries, the question remains as to why IL-6 is persistently 
expressed in distinct cell populations in various diseases. 
Accurate and detailed analyses of proteins such as Arid5a 
and Regnase-1 and of microRNAs that regulate IL-6 syn-
thesis will be helpful for solving this mystery. Furthermore, 
clarification of the mechanism(s) involved will certainly 
facilitate the identification of more specific target molecules 
and investigations into the pathogenesis of specific diseases.
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Chapter 28

1.  INTRODUCTION

Significant progress has been made over the past 15 years in 
our understanding of the pathophysiology in autoimmune 
disease. Earlier studies in animal models led to the detection 
of the ubiquitous interleukin (IL)-17 cytokine family, which 
was shown to be vital in the crosstalk between innate and 
adaptive immunity. Thereafter, the discovery of a specific 
T-cell subset termed T helper 17 (TH17) cells resulted in a 
paradigm shift in our perception that autoimmune disease 
was traditionally caused by T helper 1 (TH1) cells. Several 
murine and human studies have demonstrated the important 
role IL-17 cytokines and TH17 cells play in the initiation and 
propagation of inflammation as well as the pathogenesis of 
autoimmune processes. This pathway is in turn driven by a 
group of upstream cytokines, principally IL-1, IL-6, IL-21, 
transforming growth factor (TGF)-β, and IL-23. The IL-17/
IL-23 (TH17) axis has been implicated as a principal effec-
tor in several chronic inflammatory disease such as rheu-
matoid arthritis (RA), psoriasis, psoriatic arthritis (PsA), 
ankylosing spondylitis (AS), inflammatory bowel disease 
(IBD), and multiple sclerosis (MS), making it a valuable 
target for therapeutic manipulation. Rapid progress in the 
development of immunotherapeutics targeting this axis has 
given both scientists and clinicians insight into the com-
plex interaction between these cytokines and their receptors 
in various disease states. Recent clinical trials have given 
impressive results in the treatment of psoriasis and psoriatic 
arthritis using therapeutic monoclonal antibodies targeting 
IL-17A, IL-23p40, and IL-17A receptor. Although still in 
early development, several clinical trials have shown the 
potential for immunotherapy of other chronic inflamma-
tory conditions. This chapter will discuss the mechanisms 
by which immune therapies target the IL-17/IL-23 axis and 
later focus on clinical trials conducted in several autoim-
mune and inflammatory diseases.

2.  THE IL-17 FAMILY

The IL-17 protein was first discovered in 1993 while iden-
tifying inducible T-cell products in a murine cytotoxic 
T-cell hybridoma cDNA library, and was originally named 
cytotoxic T lymphocyte-associated antigen 8 (CTLA8) 
[1]. It was subsequently cloned from human T cells, 
and renamed IL-17 [2]. Early biological assays in syn-
oviocytes from patients with rheumatoid arthritis showed 
IL-17 to have proinflammatory properties, as it induced 
prostaglandin E2 (PGE2), granulocyte colony-stimulat-
ing factor (G-CSF), IL-6, and IL-8 in a dose-dependent 
manner, suggesting it may serve in the quick nonspecific 
immune response to infectious agents [3]. Although it did 
not increase tumor necrosis factor (TNF)-α, there seemed 
to be a synergistic effect of TNF-α, IL-1, and interferon 
(IFN)-γ on IL-17 induced secretion of IL-6. Furthermore, 
when monoclonal antibodies to IL-17 were added to cul-
tures on synoviocytes obtained from patients suffering 
from RA, levels of IL-6 fell by 70% [4]. The IL-17 path-
way was recognized as a coordinating link between innate 
and adaptive immunity.

IL-17 was later retermed IL-17A after five additional 
homologous cytokines were discovered, IL-17B, IL-17C, 
IL-17D, IL-17E (IL-25), and IL-17F. These glycoprotein 
molecules are composed of two monomers that are linked 
by disulfide bridges to form homodimers, with IL-17A 
also being able to form a heterodimer with IL-17F [5]. 
IL-17A and IL-17F are syntenic, 50% identical in struc-
ture, and bind the same receptor [5]. They are the clos-
est related members within the family; however, there 
are distinct functional differences. The strength of down-
stream gene activation by IL-17F is 10–30 times weaker 
than that of IL-17A, with heterodimer IL-17A/F acting 
at an intermediate level [6,7]. In animal models, there 
were distinct pathophysiological effects of each cytokine. 
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IL-17F knockout mice had reduced colitis after dextran 
sulfate sodium challenge, compared to IL-17A knockout 
mice that developed more severe disease [8]. In addition, 
IL-17A, but not IL-17F, was required for the initiation of 
experimental autoimmune encephalomyelitis, and mice 
deficient in IL-17F, but not IL-17A, had defective airway 
neutrophilia in response to allergen challenge [8]. Differ-
ences in response may have to do with differential expres-
sion of IL-17 cytokines by effector cells, and diversity of 
target receptor location and function.

IL-17B–D have lower homology, and IL-17E the least. 
IL-17C promotes innate defense in epithelial cells, regu-
lates TH17 cell differentiation, and may be implicated 
in the development of human psoriasiform skin lesions, 
where lesional biopsies showed levels significantly higher 
than other IL-17 isoforms and decreased with TNF-a 
inhibition and improved skin phenotype [9–11]. In exper-
imental colitis, IL-17C knockouts had exacerbated dis-
ease, suggesting that IL-17C may play a critical role in 
maintaining mucosal barrier integrity [12]. IL-17B is less 
well characterized. It has been shown to have a role in 
collagen-induced arthritis in mouse models, and its neu-
tralization by a monoclonal antibody significantly sup-
pressed the progression of arthritis and bone destruction 
[13]. Recently, IL-17B has been shown to be present in 
human RA synovium at a higher level than other isoforms, 
likely derives from neutrophils, and acts on fibroblasts 
to promote transformation from acute to chronic disease 
[14]. Less studied, IL-17D has also been shown to be pro-
inflammatory, leading to increased expression of IL-6, 
IL-8, and GM-CSF, and may also have an inhibitory effect 
on hematopoiesis of myeloid progenitor cells [15]. IL-
17E, also known as IL-25, is a TH2 cell-promoting cyto-
kine implicated in allergic responses [16]. It may inhibit 
the function of TH17 cells, and hence have indirect anti-
inflammatory effects [6].

3.  IL-17 RECEPTOR/PATHWAY

Five single transmembrane domain-containing receptor 
subunits have been identified, IL-17RA to IL-17RE, which 
combine to form functional receptor complexes. IL-17RA 
is the largest subunit and may serve as a common recep-
tor chain since it is used by at least four IL-17 ligands [6]. 
Oligomerization of IL-17RA with IL-17RC (possibly tri-
meric combination) is required for cell signaling from both 
IL-17A and IL-17F [17,18]. IL-17E mediated signaling 
occurs through an IL-17RA/IL-17RB complex, and IL-17C 
mediated signaling may occur through an IL-17RA and IL-
17RE complex [10,19,20].

IL-17RA receptor mediated signaling differs from other 
known interleukin pathways as it does not involve Janus 
kinase (JAK) and signal transducer and activator of tran-
scription (STAT) activation, but rather resembles IL-1R 

and Toll-like receptors (TLR), resulting in activating of the 
transcription factor NF-κB and mitogen-activated protein 
kinases (MAPK) [5,21]. However unlike TLRs, IL-17Rs  
bind with the novel adaptor protein Act1 through a SEF– 
IL-17R domain, followed by recruitment of the kinase TAK1 
and TNF receptor-associated factor 6 (TRAF6), which medi-
ate activation of nuclear factor kappa-light-chain-enhancer 
of activated B cells (NF-κB), a chief transcription factor 
associated with the induction of inflammation [22,23]. IL-
17RA pathways upregulate CCAAT/enhancer-binding pro-
tein (C/EBP) transcription factors C/EBP-β and C/EBP-δ, 
which are linked to IL-17A dependent induction of IL-6 and 
lipocalin-2 expression [24]. In addition to proinflammatory 
cytokine production, IL-17A stimulation in human fibro-
blasts and epithelial cells results in increased G-CSF and 
chemokine CXCR2, CXCL1, CXCL2, and CXCL8 produc-
tion due to increased mRNA stability by Act1 [25,26]. The 
ultimate characterization of this response to IL-17 depends 
on the cellular sources of the cytokines and the diversity of 
IL-17 receptors on the target cells. Responses may also dif-
fer during various time points during the interplay of innate 
and adaptive immunity.

3.1  Type 17 T Cells

The innate immune system produces cytokines that cause 
the differentiation of naive CD4+ T cells into various 
T-helper (TH) cell subsets. Classically, the naive T cells 
divide into TH1 cells, which secrete high levels of IFN-γ 
and IL-2, activate macrophages, and are required for cell-
mediated immunity against intracellular pathogens, and 
TH2 cells, which predominantly secrete IL-4, IL-5, and 
IL-13 and are required for clearing extracellular pathogen, 
particularly parasitic infections [27]. These IL-12-induced 
proinflammatory TH1 cells were originally postulated to be 
critical in the pathogenesis of certain autoimmune diseases. 
However, later studies show that lymphocyte-rich, experi-
mental autoimmune encephalitis (EAE; a murine multiple 
sclerosis model) can be induced in IFN-γ and IL-12 knock-
out mice [28,29]. This suggested the presence of a different 
non-TH1 subset of T cells infiltrating the lesions [28,29]. 
These activated CD4+ cells were induced by IL-23 and 
not IFN-γ or IL-4. Upon antigenic stimulation in the pres-
ence of IL-23, this subset produced large quantities of IL-
17A, IL-17F, and therefore termed TH17 cells, as well as 
IL-22, IL-6, and TNFα [30]. The passive transfer of these 
IL-17 producing T cells into other mice, and expanded 
with IL-23, induced severe EAE (in vitro) [30]. Further-
more, a deficiency in either p40 or p19, subunits that form 
IL-23, resulted in a decreased quantity of TH17 cells and 
protection from EAE and collagen-induced arthritis (CIA) 
[29,31]. Cartilage destruction and bony erosion in a CIA 
mouse model showed that the IL-23/IL-17 axis, rather than 
the IL-12-IFN-γ axis, is critical not only for the onset phase, 
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but also for the bone destruction phase of autoimmune 
arthritis by inducing RANKL [32]. In recent years, the role 
of the IL-23/IL-17 axis has been expanded to a variety of 
autoimmune and autoinflammatory disorders in humans as 
described in further sections.

4.  TH17 CELL DIFFERENTIATION

Since IL-23 receptor is not naturally present on naive CD4+ 
T cells, their differentiation into TH17 cells occurs through 
a distinct pathway to that of TH1 and TH2 cells [33]. In 
murine models, it was shown that transforming growth 
factor β (TGF- β) in combination with IL-6 initiated dif-
ferentiation of naive CD4+ T cells to TH17 cells [34–36]. 
These cytokines activate the transcription factor retinoid-
related orphan receptor (ROR)γt, which in conjunction with 
RORα and other transcription factors, initiates expression 
of IL-17A and IL-23R on developing TH17 cells [37,38]. In 
addition, IL-1β can augment proliferation of TH17 cells and 
ultimately increase production of IL-17 by TH17 cells and 
γδ cells [20,39,40]. Developing TH17 cells require further 
exposure to IL-23 to stabilize their phenotype, help them 
acquire effector functions, and enhance their production of 
IL-17A, IL-17F, IL-22, and IL-21, an autocrine cytokine 
augmenting differentiation [41]. Therefore, loss of any one 
of cytokines IL-6, IL-21, or IL-23 limits the TH17 response.

Human TH17 cells are similar in that they produce IL-
17A, IL-17F, IL-22, IL-23, IL-26, and CCL20 and require 
ROR transcription factors (RORc in humans) for their dif-
ferentiation [42–44]. However, while murine TH17 cells 
originate in the presence of TGF-β and IL-6, human TH17 
cells originate in the presence of IL-1β and IL-23 [35,45]. 
Whether TGF-β is a requirement has been controversial, 
with studies showing mixed results [44].

TH17 cell differentiation is regulated through recipro-
cal relationship with CD4+ regulatory T cells (Tregs) whose 
main function is to suppress T-cell responses against self and 
foreign antigens. TGF-β induces forkhead box protein P3 
(Foxp3)+ Treg cells from naive CD4+ T cells in the absence 
of IL-6. This causes suppression of RORγt and leads naive 
CD4+ T cells in developing into Tregs [46,47]. The inverse 
occurs in the presence of IL-6, where Foxp3 gets downregu-
lated and RORγt gets upregulated [48,49]. Therefore, Tregs 
show plasticity in the presence of inflammatory cytokines 
and can differentiate into IL-17A producing TH17 cells.

Manipulation of the differentiation pathway between 
TH17 and Treg cells may allow a shift in balance between 
proinflammatory and regulatory mechanisms and result in 
new treatment targets in chronic inflammatory disorders.

5.  CELLULAR SOURCES AND TARGETS

IL-17A and IL-17F are major contributors to host defense 
against bacterial and fungal pathogens, primarily through 

neutrophil recruitment and production of anti-microbial 
peptides, chemokines, and acute phase reactants. This is par-
ticularly important at mucosal surfaces and other environ-
mental interfaces. In quiescent states, IL-17A is expressed 
in the gut (mainly lamina propria), and to a lesser degree 
in lymphoid follicles and progenitor cells of the spleen (in 
mouse models) [50].

In early response to infection or immunization with an 
adjuvant, IL-17A levels can rapidly increase within hours, 
suggesting additional sources of its production since differ-
entiation of naive T cells to TH17 cells can take days [20]. 
This may be due to tissue-based γδ T cells that have been 
shown to express IL-23R and RORγt and produce IL-17, 
21, and 22 in response to IL-1β and IL-23, without T-cell 
receptor engagement [39]. IL-21 was also shown to amplify 
subsequent TH17 response [39]. Although CD4+ TH17 cells 
are the chief source of IL-17 cytokines, they can also be 
expressed in a subset of natural killer (NK) cells known 
as NK1.1, myeloid cells, CD8+ T cells, innate lymphoid 
cells (type 3), and possibly neutrophils and mast cells 
[20,33,51,52]. IL-23 appears to be an important activating 
factor in these cell lines; however, mast cells can express 
IL-17 directly through activation by various TLR-2 ligands 
as well [52].

Given its involvement at mucosal sites, IL-17A can 
act on a variety of cells of the immune system such as 
dendritic cells, macrophages, neutrophils, and lympho-
cytes, as well as mesenchymal cells such as fibroblasts, 
osteoblasts, chondrocytes, endothelial, and epithelial cells 
[20,53]. As an acute proinflammatory cytokine, IL-17A 
has several dynamic functions. First, IL-17A mediated 
release of IL-6 and IL-8 (granulocyte chemokine) from 
local mesenchymal cells and not only initiates an acute 
phase reaction but also allows naive T cells to differen-
tiate into TH17 cells [20]. IL-17 upregulates production 
of neutrophilic chemokines (CXCL1, CXCL2, CXCL5) 
and G-CSF, leading to an influx and maturation of gran-
ulocytes, as well as chemokine CCL20, which induces 
migration of TH17 and dendritic cells to the site of inflam-
mation or microbial invasion. Lastly, acute phase proteins, 
β-defensins, and S100A members are induced to directly 
kill microbes [37].

Although IL-17F plays a similar functional role by bind-
ing the same receptor, its signaling strength is 10–30 times 
weaker than IL-17A. Murine gene knockout studies have 
shown redundancy of IL-17A and IL-17F against mucocu-
taneous Staphylococcus aureus, where knockout of both 
genes (but not each individual gene) leads to increased dis-
ease, whereas it has synergy to colonic Citrobacter roden-
tium, where knockout of either gene leads to similar disease 
activity as to the knockout of both [54]. This contrasts with 
murine models of autoimmunity (EAE and autoimmune 
arthritis). In the same study, IL-17A-deficient mice show 
reduced autoimmune tissue inflammation compared to 
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IL-17F-deficient mice. In mice deficient in both IL-17A and 
IL-17F, there was no additional protection in EAE or arthri-
tis compared to IL-17A-only deficient mice, leading the 
authors to postulate that while important in infection, the 
absence of IL-17F is neither protective nor harmful in their 
autoimmune models [54]. Ongoing studies with immuno-
therapeutics targeting both IL-17A and IL-17F (e.g., bro-
dalumab through IL-17RA) in humans may provide more 
insight into these two cytokines’ individual roles in autoim-
munity and infection.

6.  THE ROLE OF THE IL-17/23 AXIS IN 
IMMUNE-MEDIATED INFLAMMATORY 
DISEASES

6.1  Rheumatoid Arthritis

Rheumatoid arthritis (RA) is increasingly recognized to 
be an autoimmune-mediated disorder in which dysregu-
lated immunity to citrullinated self proteins leads to a 
perpetual cycle of synovial inflammation in addition to 
attendant distant inflammatory comorbidity in vascular, 
bone, and neurologic tissues (Figure 1). Animal arthritis 
inflammatory models clearly implicate the IL-17 path-
way in initiation and chronicity implicit in those models. 
Synovial tissue expression of IL-17A, IL-17B, and IL-
17F is reported. In vitro studies suggest that IL-17A and 
with less potency IL-17F can activate a variety of relevant 
cell lineages. Thus, in particular, synovial fibroblasts are 
induced to release metalloproteinases, chemokines, cyto-
kines, and prostanoids upon addition of IL-17 in vitro, 
particularly when synergy is sought with, e.g., TNF and 
IL-1. IL-17 is also implicated in chondrocyte activation 

toward catabolism and osteoclastogenesis, thus promoting 
erosion and articular damage over time. Further data also 
suggest particular proinflammatory properties in the acti-
vation and recruitment of neutrophils. Thus IL-17A and its 
receptor system are attractive targets in RA.

In passing we note that there are rather fewer data sup-
porting the role of IL-23 in RA pathogenesis—it has a 
potent role demonstrated in several inflammatory arthritis 
models, but reliable expression in synovial tissues has been 
rather more difficult to define. For this reason we will focus 
on clinical trial sets that define a potential role for IL-17A.

6.1.1  Secukinumab

Secukinumab is a highly selective, fully human monoclo-
nal anti-IL-17A antibody (IgG1κ) that showed preliminary 
efficacy in proof-of-concept studies. In a phase II double-
blind, placebo-controlled study, 237 patients with active RA 
on stable doses of methotrexate (MTX) were randomized 
to receive subcutaneous injections of secukinumab (25, 75, 
150, and 300 mg), or placebo every 4 weeks for 48 weeks. 
The primary endpoint was 20% improvement in Ameri-
can College of Rheumatology response criteria (ACR20) 
at week 16. If patients achieved an ACR20 response, they 
continued on the same dose, while those who did not were 
dose-escalated at week 20, so that the 25 and 75 mg groups 
received 150 mg, and the 150 mg group received 300 mg 
(the 300 mg remained on the same dose). The placebo group 
was also reassigned to 150 mg, and all groups were fol-
lowed through week 52. At week 16, ACR20 responses for 
the three highest secukinumab dosing groups (75 mg, 47%; 
150 mg, 47%; 300 mg, 54%; placebo, 36%) were increased 
compared to placebo but did not achieve statistical signifi-
cance. Over 52 weeks, ACR20 non-responders at week 16 

FIGURE 1 The IL-23/IL-17 axis in inflammatory disease. The initiation of inflammatory disease is multifactorial and unique to each individual dis-
ease. In various diseases these initiation pathways lead to activation of many compartments included myeloid cells (dendritic cells, macrophages and 
monocytes). The resulting activation leads to increased production of IL-23 from these cells, which in concert with IL-1β can subsequently lead to TH17 
(RORc+) T cell differentiation and maintenance. These T cells can produce numerous cytokines and chemokines including but not limited to IL-17A, 
IL-17F, IL-22 & IL-26. Each of these cytokines can stimulate multiple signaling cascades in various cell types that leads to disease pathology. IL-17A  
for example can mediate it effects through the interaction with macrophages, DCs, neutrophils, osteoblasts, fibroblasts and endothelial cells. In the case  
of fibroblasts this can lead to up-regulation of MMP secretion. In all instances the resulting interaction contributes to disease pathology.
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did not gain additional benefit from dose escalation. How-
ever significant improvement was seen in the initial week 
16 responders on the 150 mg dose (n = 20), who achieved 
ACR20 responses of 75% and 90% at weeks 24 and 52, 
and ACR70 response rates of 20% and 40%, respectively. 
In addition, the secukinumab 150 mg group achieved Euro-
pean League Against Rheumatism (EULAR) remission 
rates of 12% at week 16, 30% at week 24, and 40% at week 
52. At 52 weeks, there were no safety or tolerability issues, 
and no dose-dependent adverse effects were noted [55]. 
Two phase III trials are already in progress, one of which is 
using abatacept as a comparator arm.

6.1.2  Ixekizumab

Ixekizumab, a highly specific, humanized monoclonal anti-
IL-17A antibody (IgG4), underwent a phase I proof-of-
concept trial in which RA patients (n = 77) were randomized 
into escalating intravenous dosage groups with an efficacy 
endpoint at 10 weeks [56]. At week 10, response rate was 
most improved in the highest (2.0 mg/kg) group, with an 
ACR20 response of 90% (vs. 56% placebo group; p ≤ 0.05) 
and an ACR70 response of 24% (vs. 5.6% placebo group; 
p ≤ 0.05).

A phase II randomized controlled trial was subsequently 
conducted in RA patients already on disease-modifying 
anti-rheumatic drugs (DMARDs) and divided into two 
groups: those naive to biological therapy (n = 260) and those 
resistant to TNF-a inhibitor therapy (n = 188) [57]. Patients 
received placebo or subcutaneous ixekizumab 3, 10, 30, 80 
or 180 mg at weeks 0, 1, 2, 4, 6, 8, and 10. Ixekizumab pro-
duced a statistically significant dose-related response based 
on logistic regression of ACR20 at week 12 in patients who 
were biologic naïve (p = 0.03), achieving their primary end-
point. Concomitant decreases in CRP, DAS28-CRP, and 
Crohn’s disease activity index (CDAI) were also noted. In 
addition, ACR20 responses were significantly better in the 
ixekizumab 80 and 180 mg group in TNF-α inhibitor resis-
tant patients compared to placebo. In some dosage groups, 
responses were seen as early as day 3. There were no major 
safety or adverse effects in either trial.

6.1.3  Brodalumab

Brodalumab is a highly specific, human monoclonal antibody 
(IgG2) that binds IL-17RA, and effectively blocks biologi-
cal activity of IL-17A, IL-17F, and IL-17E. A single phase I 
randomized controlled study was conducted in patients with 
moderate to severe RA (n = 40) who received brodalumab 
(subcutaneous or intravenous) at ascending dosage groups 
[58]. At week 13, there was no significant response in any sub-
group and a dose–response relationship was not established. 
This was followed with a phase II randomized control trial 
of 252 biological naive patients with active RA who received 
subcutaneous brodalumab at ascending dosage groups [59]. 

At 12 weeks, there was no significant improvement in ACR 
response rate or change in DAS28 in any subgroup. There were 
no major safety signals or adverse effects between groups.

7.  CROHN’S DISEASE

Crohn’s disease is a chronic intestinal inflammatory-
mediated disorder where the dysregulation of the intestinal 
immune response, in the context of a specific commensal 
environment, results in inflammatory lesions [60]. A criti-
cal player in disease pathogenesis is thought to be the TH17 
CD4+ T cell, which is expanded in Crohn’s disease-asso-
ciated inflammatory lesions [61]. Interestingly, it has been 
found that patients have a circulating population of IL-23 
responsive gut-homing TH17 CD4+ T cells [62]. In support 
of the concept that the intestinal environment can drive the 
IL-17/IL-23 axis, evaluation of lesional intestinal tissue from 
Crohn’s patients has also demonstrated that both IL-17 and 
IL-23 are raised in areas with active inflammation [63,64]. 
Furthermore, the expression of IL-23 has been associated 
with lesional macrophage, whilst the IL-23R has been pre-
dominately observed on infiltrating CD4+ and CD8+ T cells 
and NK cells [65]. In vitro stimulation of mononuclear cells 
from the lamina propria of patients results in the secretion of 
increased amounts of IL-17. In addition, studies have dem-
onstrated that the TH17-related effector cytokines have the 
capacity to induce a proinflammatory cascade (induction of 
TNF-α, IL-1β, and IL-6), neutrophil recruitment via IL-8, 
and the secretion of metalloproteinases by intestinal fibro-
blasts, which emulates disease pathogenesis. It should also 
be appreciated that in support of the human studies, animal 
models of intestinal inflammation clearly show that when the 
IL-17/IL-23 axis is perturbed, disease severity is ameliorated. 
Thus both IL-17 and IL-23, and their respective receptor sys-
tems, are attractive targets in Crohn’s disease.

7.1  Clinical Trials

7.1.1  Secukinumab

Secukinumab was evaluated in a phase IIa randomized 
controlled trial of 59 adult patients with moderate to severe 
Crohn’s disease who were on stable doses of azathio-
prine, MTX, steroids (≤40 mg/dl), or 6-mercaptopurine  
(excluded if recently on TNFα inhibitor therapy) [66]. 
Patients were assigned to receive intravenous secukinumab 
10 mg/kg versus placebo on days 1 and 22, and frequent 
safety and efficacy assessments were done up to 18 months. 
The primary end point was change in mean CDAI at week 
6. The difference in mean CDAI change from baseline 
between secukinumab and placebo at 6 weeks was insig-
nificant as reduction in the placebo group was greater than 
in the secukinumab group, and the study was prematurely 
discontinued. Fourteen serious adverse events occurred 
in 10 patients (seven secukinumab, three placebo); of 
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these, “worsening of disease” occurred in four patients 
receiving secukinumab versus one on placebo. In addi-
tion, 20 infections (four fungal) were reported in the 
secukinumab group versus none in the placebo group. 
This trial demonstrates the complexity of targeting the 
IL-17 (TH17) pathway in IBD, and may even suggest a 
worsening of disease with secukinumab. Given the higher 
rates of mucocutaneous candidiasis in this trial (unusual 
with other biologics), disease exacerbation may be linked  
to proliferation of C. albicans, but this is yet to be  
proven [67].

7.1.2  Brodalumab

Brodalumab was evaluated in a phase II randomized con-
trolled trial in moderate to severe Crohn’s disease divided 
into three ascending dosing groups versus placebo [68]. The 
primary endpoint was the proportion of subjects achieving 
CDAI remission at week 6. After 130 of the planned 216 
patients were randomized, an independent data review team 
unblinded the safety data and found a worsening of Crohn’s 
disease in the active treatment groups. Although the study 
was stopped early, no safety risks beyond worsening of 
symptoms was noted among the groups.

7.1.3  Ustekinumab

Ustekinumab, an anti-IL-12/23 monoclonal antibody, 
was initially investigated for efficacy in a phase IIa dou-
ble-blinded, randomized controlled crossover trial of 104 
patients with moderate to severe Crohn’s disease [69]. 
Clinical response rates were significantly higher among 
patients receiving ustekinumab (sc or iv) than placebo (53% 
vs. 30%; p = 0.02) at weeks 4 and 6, but then diminished 
by week 8 (49% vs. 40%, p = 0.34). Within this study, a 
subgroup of 49 patients who were previously given inflix-
imab (a monoclonal anti-TNFα antibody) (neither primary 
or secondary nonresponders) had a clinical response rate 
to ustekinumab significantly greater than placebo through 
week 8 (p < 0.05). This early efficacy led to further inves-
tigation of ustekinumab in patients with Crohn’s disease, 
particularly those refractory to anti-TNF therapy.

A phase IIb double-blinded, randomized controlled 
trial was conducted comparing ustekinumab to placebo 
in patients with moderate to severe Crohn’s disease who 
had previously failed anti-TNF therapy [70]. This fail-
ure was defined by primary or secondary nonresponse, or 
unacceptable side effects after receiving a TNF antago-
nist ≥8 weeks before enrollment. Patients were able to 
continue immunomodulators, oral steroids, or antibiotics 
during the trial. During the induction phase, 526 patients 
were randomized to receive 1, 3, or 6 mg/kg intravenous 
ustekinumab or placebo, and the primary endpoint was 
clinical response (≥100 point decrease from the baseline 
CDAI score) at week 6. The proportions of patients who 

met the primary endpoint were 37%, 34%, and 40% for 
1, 3, and 6 mg of ustekinumab, respectively, and 24% 
for placebo (all p ≤ 0.05), although there was no statis-
tically significant clinical remission between groups at 
week 6. In the maintenance phase, 145 patients who had 
a response to ustekinumab at week 6 were randomly 
assigned to receive subcutaneous ustekinumab or placebo 
at weeks 8 (270 mg) and 16 (90 mg). At week 22, those 
receiving ustekinumab had a significantly increased 
response rate (70% vs. 43%, p < 0.001) compared to pla-
cebo, as well as increased clinical remission rates (42% 
vs. 27 %, p = 0.03).

No serious opportunistic infections, major adverse 
cardiovascular events, or deaths were reported up to 
the 36 week safety analysis; however, there was a small 
increase in serious non-opportunistic infections in the 
6 mg/kg ustekinumab group. Phase III trials (UNITI pro-
gram) are ongoing, which will provide important addi-
tional objective efficacy and safety data, and determine 
whether it is a viable first-line therapy in patients with 
Crohn’s disease.

8.  PSORIASIS

Although initially though to be driven by hyperprolifera-
tion of keratinocytes, it is now appreciated that psoriasis is 
a chronic immune-mediated inflammatory disorder with the 
IL-17/IL-23 axis as one of the main components in disease 
immunopathology. This is supported by genetic, experi-
mental, and clinical data, which clearly demonstrate that the 
IL-17/IL-23 axis is a key feature of disease initiation and 
chronicity. Murine models of psoriasis-like disease support 
the IL-23-driven IL-17A-induced changes in skin [71]. In 
conjugation, the interrogation of lesional and non-lesional 
skin has shown that IL-23 and IL-17A are highly expressed 
in diseased tissue, with activated dendritic cells being one 
of the main sources of IL-23. The current dogma dictates 
that early activation of dendritic cells that subsequently 
express IL-23 drive a TH17 response and the resulting IL-
17A, further activating keratinocytes, thereby establishing 
an inflammatory loop [72]. Thus, IL-17, IL-23, and their 
respective receptor systems are attractive targets in psoriasis 
(Table 1).

It should also be noted that in addition to the overt 
skin disease, psoriasis is associated with an increased risk 
of comorbidities, including psoriatic arthritis (Section 9), 
inflammatory bowel disease (Section 7), cardiovascular dis-
ease, and metabolic syndrome.

8.1  Clinical Trials

8.1.1  Secukinumab

In a phase IIa double-blind, proof-of-concept trial, 
secukinumab (given as a single 3 mg/kg intravenous dose) 
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demonstrated categorical reductions in investigator global 
assessment score (83% vs. 11%; p = 0.0004) and signifi-
cant reductions in mean psoriasis area and severity index 
(PASI) score compared to placebo at week 4 (58% vs. 4%; 
p = 0.0001), both of which were maintained through week 
12 [73]. Immunohistological analysis of psoriatic skin sam-
ples (week 4) showed significant reduction in dermal IL-
17A T cells, and molecular profiling demonstrated selective 
modulation of a variety of cytokines, including IL-12B, 
IL-17A, IL-17F, IL-21, IL-22, IL-26, CCL20, and DEFB4 
(encodes β-defensin), as well IL-6 and IFN-γ to a lesser 
degree [37,73](Table 2).

This was followed by a phase IIb dose-ranging (SC) dou-
ble-blind, randomized controlled trial in which 125 patients 
with moderate to severe plaque psoriasis were randomized 
to ascending subcutaneous dosage groups or placebo [74]. 
Secukinumab 75 and 150 mg (each administered at weeks 
0, 4, and 8) were associated with significantly greater rates 
of PASI 75 response at week 12 compared with placebo 
(57% and 81% vs. 9%; p = 0.002 and p < 0.001), meeting 
the primary endpoint. The 150 mg dose also significantly 

improved the PASI 90 rate compared to placebo (52% vs. 
5%; p = 0.005). Patients with prior exposure to anti-TNFα 
therapies had similar responses, and PASI scores remained 
improved (albeit diminished) compared to placebo 12 weeks 
after treatment had ceased.

Given the good results in the highest dose group, 
a phase IIb regimen-finding study was conducted to 
assess three different regimens of secukinumab 150 mg 
in patients with moderate to severe plaque psoria-
sis [75]. Patients (n = 404) were randomized to receive 
secukinumab 150 mg SC weekly (weeks 0, 1, 2, and 4), 
monthly (weeks 0, 4, and 8) or placebo. The weekly and 
monthly induction regimens with secukinumab resulted 
in significantly improved PASI 75 (55% and 42% vs. 2%; 
both p < 0.001) and PASI 90 (32% and 17% vs. 2%; both 
p < 0.001) response rates than placebo at week 12. Pri-
mary responders were re-randomized into maintenance 
treatment with 150 mg at weeks 12 and 24 versus treating 
at time of relapse. The fixed-interval maintenance strat-
egy showed significantly higher PASI responses from 
week 20 to week 28. A third phase IIb regimen-finding 

TABLE 1 Main Sources and Effects of IL-23 and IL-17

Cytokine Cellular Sources Receptor Responder Cells
Activated Signaling  
Cascades

Functional 
Outcome

IL-23 Dendritic cells
Macrophages
Monocytes

IL-23R TH17
Entheseal T cells
CD8+ T cells
NK cells

JAK2
STAT3

IL-6
TNFα
IL-17

IL-17A TH17
CD8+ T cells
Mast cells
Monocytes
Neutrophils
Eosinophils
γδ T cells
NK cells
Innate lymphoid cells

IL-17RA Dendritic cells
Macrophages
Neutrophils
Osteoblasts
Fibroblasts
Chondrocytes
Endothelial cells
Epithelial cells

NF-κB
MAPKinase

IL-1β
IL-6
TNFα
PGE2
NO
Metalloproteinases
Chemokines (i.e., 
IL-8, CXCL1, 
CXCL2, CXCL5)

TABLE 2 Summary of Clinical Trials Targeting IL-23 or IL-17 in Inflammatory Disease

Drug Target

Stage of Clinical Trails

Rheumatoid  
Arthritis Crohn’s Disease Psoriasis

Psoriatic  
Arthritis

Ankylosing 
Spondylitis

Secukinumab IL-17A Phase III Phase II (stopped) Phase III Phase III Phase III

Ixekizumab IL-17A Phase II - Phase III Phase III -

Brodalumab IL-17RA Phase II (stopped) Phase II (stopped) Phase III Phase III -

Ustekinumab IL-12/23 - Phase III Phase III Phase III Proof-of-concept
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study using intravenous secukinumab showed similar 
results, albeit with six serious adverse events, none of 
which were deemed specific to treatment [76]. In all 
phase II trials there appeared to be comparable, low rates 
of serious adverse events between secukinumab and pla-
cebo cohorts, and no signals for increased infection risk. 
Several phase III trials have commenced.

8.1.2  Ixekizumab

The safety and efficacy of ixekizumab were evaluated in 
a double-blind, randomized controlled phase IIb trial in 
moderate to severe psoriasis [77]. Patients (n = 142) were 
randomized to receive subcutaneous injections of 10, 25, 
75, or 150 mg of ixekizumab or placebo at 0, 2, 4, 8, 12, 
and 16 weeks. The primary end point was the proportion 
of patients with a PASI 75 score at week 12. The three 
highest doses of ixekizumab were associated with signifi-
cantly greater rates of PASI 75 response at 12 weeks com-
pared to placebo (150 mg, 82%; 75 mg, 83%; 25 mg, 77%; 
placebo, 8%; p < 0.001 for each comparator). Increased 
PASI 90 scores were also seen (71%, 59%, and 50% vs. 
0%, respectively; p < 0.001). Responses were maintained 
through week 20. Phase III studies are ongoing, with etan-
ercept comparator arms (UNCOVER program). Overall, 
anti-IL-17A therapies show excellent efficacy in chronic 
plaque psoriasis, with good tolerability and few docu-
mented adverse events.

8.1.3  Brodalumab

Brodalumab was evaluated for safety and efficacy in a dou-
ble-blind, randomized controlled trial of 198 patients with 
moderate-to-severe plaque psoriasis [78]. Patients were 
assigned to receive brodalumab (70, 140, or 210 mg, at day 
1 and weeks 1, 2, 4, 6, 8, and 10, or 280 mg monthly) or pla-
cebo. The primary endpoint was the percentage improve-
ment from baseline in the PASI score at week 12. At week 
12, brodalumab significantly reduced mean PASI scores by 
45%, 86%, 86%, and 76%, respectively, compared to 16% 
in the placebo group (p < 0.001 for all comparators), with 
PASI 75 responses achieved in 77% and 82% of patients 
(in the 140-mg and 210-mg dose groups), and PASI 90 
responses in 72% and 75% of patients, respectively. Qual-
ity of life scores were consistently improved. In the broda-
lumab 210 mg arm two cases of grade 3 neutropenia were 
reported. PASI 75 responses with brodalumab (82%) com-
pared to secukinumab (81%) and ixekizumab (83%), as pre-
viously described.

8.1.4  Ustekinumab

IL-23, involved in TH17 function, seems a potentially 
interesting pharmacological target in the treatment of 
psoriasis, and several trials have been conducted since 

2005. Ustekinumab was initially shown to be efficacious 
in a phase II trial that demonstrated PASI 75 responses 
of up to 81% (90 mg doses × 4 weeks) compared to 2% in 
the placebo group (p < 0.001) [79]. This was followed by 
two phase III trials. In PHOENIX I, 766 patients were ran-
domly assigned to receive ustekinumab 45 mg or 90 mg at 
weeks 0 and 4 and then every 12 weeks or placebo, with 
subsequent crossover to ustekinumab at week 12 [80]. The 
primary endpoint was the proportion of patients achiev-
ing PASI 75 response at week 12, which was achieved in 
67% (45 mg), 66% (90 mg), and 3% (placebo) (p < 0.0001 
for all comparators). Those who were re-randomized to 
maintenance ustekinumab at week 40 showed better PASI 
75 scores at 1 year compared to those taken off therapy. 
PHOENIX II demonstrated that more frequent administra-
tion (8 weeks versus 12 weeks) at higher doses (90 mg) can 
be beneficial for patients experiencing a partial response 
[81]. Another trial of 903 patients randomized to receive 
ustekinumab 45 or 90 mg (0 and 4 weeks) or high-dose 
etanercept (50 mg twice weekly for 12 weeks) showed 
superiority of ustekinumab in achieving PASI 75 rates 
(68–74% versus 57%; p ≤ 0.01), and safety patterns were 
similar [82]. After 5 years of exposure to ustekinumab, 
no dose-related or cumulative toxicity was observed, and 
malignancy rates were similar to the general population. 
Adverse events were generally comparable to other bio-
logics [83].

9.  PSORIATIC ARTHRITIS

Psoriatic arthritis (PsA) is an immune-mediated chronic 
inflammatory disease with complex, and incompletely 
understood, immunopathogenesis. The clinical manifes-
tations of both skin and joint disease make it difficult to 
experimentally model both aspects simultaneously, and 
thus animal models to define the contribution of IL-17 and 
IL-23 disease pathology tend to overlap with those stud-
ies outlined in the RA and psoriasis (PsO) sections. Such 
animal models clearly support the IL-17/IL-23 axis in both 
aspects of disease pathology. More important, the evalua-
tion of clinical samples has clearly demonstrated that ele-
vated IL-17 and IL-23 are present in the psoriatic skin and 
synovial fluid of PsA patients [84]. However, although 
more research needs to be done to tease apart the cellular 
and molecular mechanisms that are specific for this disease, 
and how they overlap between the skin and joint pathology, 
sufficient information is available to justify the targeting of 
the IL-17/IL-23 axis in PsA.

9.1  Trials

9.1.1  Secukinumab

The safety and efficacy of secukinumab in PsA were 
evaluated in a double-blind, randomized controlled phase 
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IIa proof-of-concept trial in which patients (n = 42) with 
moderate to severe PsA were randomized (2:1) to treat-
ment with two doses of secukinumab 10 mg/kg SC, given 
3 weeks apart, or placebo [85]. The primary endpoint was 
ACR20 response rate at week 6. There was no statistically 
significant difference in ACR20 response rates at 6 weeks 
between secukinumab and placebo (39% vs. 23%; p = 0.27). 
However, there were significant reductions in acute phase 
reactants (CRP and ESR), and improvement in quality of 
life measures from baseline to week 6 in the secukinumab 
group. Given the trend in positive outcomes, a phase III trial 
is planned.

9.1.2  Ixekizumab

No directed trials for Ixekizumab in PsA have been con-
ducted. However, results extrapolated from patients report-
ing PsA in the phase II psoriasis trial showed statistically 
significant improvement on the joint pain visual analog 
scale (VAS) at 12 weeks compared with baseline only in 
the 150 mg ixekizumab group (8 patients out of 28 in that 
group) [77]. This prompted a phase III safety and efficacy 
trial, which is ongoing.

9.1.3  Brodalumab

A double-blind, randomized controlled phase II trial was 
conducted in 168 patients with PsA, with a primary end-
point of ACR20 response rate at 12 weeks [86]. Patients 
receiving brodalumab 140 mg, 280 mg, or placebo had an 
ACR20 response rate of 37%, 39%, and 18%, respectively 
(p < 0.05 for all comparators), with significant improvement 
in CRP, DAS28, and ACR50 response rates as well. A phase 
III trial has commenced.

9.1.4  Ustekinumab

The safety and efficacy of ustekinumab were initially evalu-
ated in a phase II double-blind, randomized controlled 
crossover trial that enrolled 146 patients with active PsA 
(defined as three or more swollen and tender joints and 
either CRP ≥15 mg/L or morning stiffness ≤45 min) who 
had active plaque psoriasis and had been poor responders 
to NSAIDS, DMARDs, or anti-TNF therapy [87]. The pri-
mary endpoint, ACR20 at week 12, was achieved in 42% 
in the ustekinumab group versus 14% in the placebo group 
(p = 0.0002). Secondary outcomes showed superior ACR 50 
(25% vs. 7%; p = 0.003), ACR 70 (11% vs. 0%; p = 0.005), 
and improvement in Health Assessment Questionnaire 
(HAQ) scores.

Subsequently, the P-SUMMIT I trial was a phase III 
double-blind, randomized controlled trial of 615 patients 
with biological-naive, active psoriatic arthritis (≥5 tender 
and ≥5 swollen joints, C-reactive protein ≥3.0 mg/L, and 
past or present plaque psoriasis) who were randomized to 

receive ustekinumab 45 mg, 90 mg, or placebo at weeks 
0, 4, and every 12 weeks thereafter [88]. At week 16, 
poor responders (<5% improvement) entered a masked 
early-escape option and were given 45 mg ustekinumab 
(if in the placebo group) or 90 mg ustekinumab (if in the 
45 mg group). The primary endpoint was proportion with 
ACR20 response at week 24. At that time, all remain-
ing patients in the placebo group received ustekinumab 
45 mg, which they continued thereafter. At week 24, there 
was a significantly higher proportion in the ustekinumab 
groups that achieved the primary endpoint (42% in the 
45 mg group, 50% in the 90 mg group, 23% in the placebo 
group; all comparators p < 0.0001). In addition, improve-
ments were seen in DAS28-CRP, HAQ, BASDAI, and 
dactylitis, enthesitis, and PASI scores. Improvements 
persisted through to 52 weeks. The P-SUMMIT II trial 
was comparable, in which patients (n = 312) with active 
PsA had an ACR20 response rate of 44% compared to 
20.2% in the placebo group [89]. Among 180 patients 
previously treated with ≥1 TNF inhibitor (most had 
received two or more agents with lack of effect), effi-
cacy with ustekinumab was observed (week 24: 36% vs. 
15%; p < 0.01). A pooling of radiographic data from both  
trials showed statistically significant inhibition of 
radiographic progression of joint damage at weeks 24  
and 52 [90].

10.  ANKYLOSING SPONDYLITIS

Our understanding of the spinal and peripheral joint 
pathogenesis of ankylosing spondylitis (AS) is limited. 
It has been known for several decades that HLA-B27 
is associated with disease, but it is only within the last 
decade that genome-wide association studies have identi-
fied new disease-associated loci. One of the most inter-
esting comes in the form of the IL-23 receptor, which 
importantly has been associated with other disorders, 
including Crohn’s disease and psoriasis. This is not the 
only line of investigation that has implicated the IL-23/
IL-17 axis in ankylosing spondylitis, as it is known that 
the unfolded protein response (HLA-B27 misfolding) 
enhances IL-23 production. Furthermore, circulating 
CD4+ TH17 T cells are increased in AS and a significant 
infiltration of IL-17 producing innate immune cells is 
observed in inflamed tissue. These clinical findings are 
supported by numerous animal studies, which have, for 
example, illustrated that the overexpression of IL-23 can 
drive entheseal inflammation and bone remodeling, rem-
iniscent of spondyloarthritis-like disease. The current 
consensus on the pathology of AS is that of a compli-
cated relationship between the expression of HLA-B27 
(unfolded protein response), biomechanical stress, and 
the gut microbiome. This drives increased IL-23 expres-
sion, which could enhance both CD4+ and CD4−/CD8- T 
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cells to produce IL-17, thus driving inflammation and 
bone loss. In essence the existing data support the need 
for IL-17/IL-23 targeting clinical trials in AS.

10.1  Clinical Trials

10.1.1  Secukinumab

The safety and efficacy of secukinumab in ankylos-
ing spondylitis were evaluated in a double-blind, ran-
domized controlled trial in which 30 patients with AS 
(defined by 1984 modified New York criteria) received 
secukinumab (10 mg/kg IV at weeks 0 and 3) or placebo 
[91]. The primary endpoint was the rate of Assessment of 
SpondyloArthritis International Society-20 (ASAS-20) 
response at week 6. At that time, 59% on secukinumab 
versus 24% on placebo achieved an ASAS-20 response 
(99.8% probability that secukinumab is superior to pla-
cebo). An MRI sub-study was done in 27 patients with 
AS who had a spinal MRI at baseline [92]. After two 
doses of secukinumab (10 mg/kg IV at weeks 0 and 3), 
spinal inflammation as measured through MRI scores 
(modified Berlin score) improved as early as week 6, and 
was maintained to week 28.

10.1.2  Ustekinumab

Ustekinumab was evaluated in a recent open-label, single-
arm, proof-of-concept clinical trial (TOPAS) in patients 
with active AS, defined by the modified New York crite-
ria and a Bath Ankylosing Spondylitis Disease Activity 
Index (BASDAI) score ≥4 [93]. Patients (n = 20) received 
ustekinumab 90 mg SC at baseline, week 4, and week 16 
and were followed through to week 28. Primary end point 
was a 40% improvement in disease activity (ASAS-40) 
at week 24, which was reached by 65% of the patients. 
ASAS-20 response was reached in 75%, ASDAS (AS Dis-
ease Activity Score) inactive disease in 35%, and a ≥50% 
improvement of the BASDAI (BASDAI-50) was seen in 
55% of the patients. There was a significant improvement in 
quality of life indicators, MRI scores, and decline in acute 
phase reactants. There was no issue in safety or tolerability. 
These excellent results make it a promising future therapeu-
tic option.

10.2  Other Conditions

In addition to the foregoing, there are many studies either 
ongoing or being considered in many other conditions, 
including, for example, asthma, multiple sclerosis, uve-
itis, sarcoid, and Sjogren’s. The potential therefore for 
these pathways offering benefit beyond the detailed dis-
cussions above is well recognized; however, these remain 
to be determined.

10.3  Adverse Effects/Safety/Potential Risks

The IL-17 family is implicated in host defense, particu-
larly against mucosal site infections and fungal pathogens. 
Individuals with genetic deficiencies in IL-17A and IL-
17F are prone to chronic mucocutaneous candidiasis and 
possibly Staphylococcus aureus [94]. However, in phase 
II trials, anti-IL-17 therapies demonstrated infection rates 
(particularly candidal) only slightly higher than those 
seen with placebo. Larger trials with longer duration are 
necessary. As previously mentioned, worsening of bowel 
inflammation in those treated with secukinumab and bro-
dalumab may represent superimposed Candida infec-
tion; however, this has yet to be proven [67]. In addition, 
IL-17 cytokines affect neutrophil biology. Several cases 
of neutropenia were noted with all IL-17 inhibitors (albeit 
asymptomatic and unrelated to infection) and may be due 
to defective neutrophil trafficking in blood; however, this 
needs to be further characterized.

As they are on the same axis, there is also a theoreti-
cal risk of infection with anti-IL-12/IL-23 therapy, par-
ticularly in those who are genetically deficient in IL-12/
IL-23p40 and IL-12Rβ1. This group has an inherent sus-
ceptibility to weakly virulent mycobacterial and Salmo-
nella infections [95,96]. The safety of ustekinumab has 
been evaluated in several phase II and III trials in psoria-
sis, PsA, and Crohn’s disease. While the serious infection 
risk is similar to other biologics, there does not appear 
to be an increased risk of mycobacterial diseases, dis-
seminated salmonellosis, or systemic fungal infections. 
In addition, no particular infections related to IL-12/
IL-23 deficiency were identified [83], and in pooled data 
from five psoriasis trials, no cases of latent tuberculosis 
infection (LTBI) reactivation were observed in patients 
receiving concomitant INH prophylaxis for LTBI [97]. 
It is possible that IL-12/IL-23 inhibition is incomplete 
and does not hinder host defense toward these opportu-
nistic infections [83]. A 4 year safety analysis of 3117 
patients with psoriasis who received at least one dose 
of ustekinumab showed no increased incidence of seri-
ous infections, malignancies (other than non-melanoma 
skin cancer), and major adverse cardiovascular events 
[98]. Their incidences were consistent with expected lev-
els based on population-matched rates. An extension of 
this to 5 years showed consistency [83]. Safety profiles 
in PsA and Crohn’s disease are similar to patients with 
psoriasis. However, follow-up for long-term complica-
tions such as cardiac events and malignancy is necessary 
before conclusions can be drawn.

11.  SUMMARY

Table 3 summarizes all trials and their phase for the various 
medications and antibody types and targets.
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Antibody Type Target Route Disease Phase Ongoing Trials

Secukinumab Human IgG1-κ IL-17A SC RA III NCT01377012

IV Psoriasis III NCT01406938

Psoriatic Arthritis III NCT01392326

AS III NCT02008916

Ixekizumab Humanized IgG4 IL-17A SC RA II NCT00966875

Psoriasis III NCT01646177

AS III NCT01695239

Brodalumab Human IgG2 IL-17RA SC Psoriasis III NCT01708590

(receptor of  
IL-17A, C, E, F)

Psoriatic Arthritis III NCT02024646

Ustekinumab Human IgG1-κ p40 subunit of  
IL-12 & 23

SC Psoriasis III NCT00267969

IV Psoriatic Arthritis III NCT01009086

IBD III NCT01369342

AS II NCT01330901
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GLOSSARY
CD Cluster of differentiation
CRP C-reactive protein
CsA Cyclosporin A
CTLA4 Cytotoxic T-lymphocyte-associated protein 4
GM-CSF Granulocyte–macrophage colony-stimulating factor
HIV Human immunodeficiency virus
Ig Immunoglobulin
IL Interleukin
MHC Major histocompatibility complex
MTX Methotrexate
OA Osteoarthritis
R Receptor
RA Rheumatoid arthritis
TGF Transforming growth factor
TNF Tumor necrosis factor

1.  INTRODUCTION

The need for healing and therapy is ingrained in the human 
race, probably predating civilization. In the past few centu-
ries traditional medicines, mostly herbal, have been supple-
mented by the products of the chemical industry, which in 
the past century have become increasingly sophisticated, 
but also hugely costly to develop. With the beginning of the 
twenty-first century, we have seen the birth of a new era of 
“biologicals,” chiefly monoclonal antibodies and their ana-
logs and derivatives.

It is beyond the scope of this chapter to discuss all the 
possible aspects of this biologicals therapeutic stream. We 
concentrate here on how our contribution, defining tumor 
necrosis factor (TNF) as a target and developing anti-TNF 
treatment through to therapeutic success, has helped drive 
this therapeutic revolution.

The 1970s were an exciting time to be a scientist. New 
technologies were emerging that promised to revolutionize 

scientific progress in medicine. Recombinant DNA technol-
ogy enabled the cloning of cDNA and subsequently explor-
ing the nature of genes and the expression of recombinant 
proteins. Molecular biology has become the foundation of a 
new biology, providing ever-expanding molecular insights, 
extending to genome mapping and whole genome sequenc-
ing, and sequencing of all the expressed RNAs.

Immunology was revolutionized by the generation of 
monoclonal antibodies, first in mice by Kohler and Mil-
stein [1]. This enabled the generation of unlimited quanti-
ties of antibodies to any given structure and specificity and 
enabled the detailed characterization of the proteins on the 
surface of cells, among other successes. But these mouse 
monoclonal antibodies were highly immunogenic and so 
only one mouse monoclonal antibody was commercialized 
as a therapeutic, Orthoclone OKT3 [2], reacting with CD3 
and useful in patients with graft rejection.

With the involvement of molecular biology in monoclo-
nal antibody technology, monoclonal antibodies evolved 
from research tools into potential therapeutics. First the 
backbone of the mouse antibodies was replaced, generat-
ing chimeric antibodies with only the binding site, the Fv 
region, remaining murine. This was the work of Morrison, 
Oi, and Herzenberg [3]. This then evolved to fully human 
antibodies generated in a variety of ways, of which Greg 
Winter’s [4,5] contribution of phage display has been 
highly significant, and now human anti-TNF tops the charts 
of best-selling medicines (Adalimumab, Humira).

2.  HOW WAS TNF DEFINED  
AS A THERAPEUTIC TARGET?

After my colleagues and I proposed a new hypothesis [6] for 
how autoimmune diseases might be triggered by upregu-
lated antigen presentation and cytokine production, testing 
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this concept with human Graves’s disease [7], it was logi-
cal to pursue a major disease with significant unmet medi-
cal need, with local features. Rheumatoid arthritis (RA) is 
a very common (∼1%) and, if not appropriately treated, 
crippling and life-shortening disease [8]. Thus in the 1980s 
numerous patients were in wheelchairs or walking frames. 
RA was a suitable disease for study, as the disease tissues 
are readily accessible, by biopsy or by surgery, and were 
thus amenable to detailed cellular and molecular analysis, 
using well-characterized patients in a collaboration with 
Ravinder Maini.

The only known upregulators of antigen presentation 
in the mid-1980s were cytokines, such as the interferons 
defined by Steeg and Oppenheim [9]. Both Ravinder Maini, 
from his work with Dudley Dumonde on mitogenic superna-
tants of lymphoid cells [10], and I, from my work in soluble 
mediators of cell collaboration with Tony Basten [11], were 
deeply interested in soluble mediators of activation. So we 
decided to explore which cytokines might be of importance 
in RA, using newly developed tools of molecular biology, 
but also of immune cell culture.

The key to understanding the molecular mechanism of 
a chiefly local disease is to know what is being produced at 
the disease site. We thus chose to monitor cytokine synthe-
sis, monitoring mRNA expression in the disease site using 
cDNA probes. These were generous gifts from academics 
(Kishimoto, Taniguchi) [12,13] as well as biotechnology 
companies (Genentech, etc.) [14,15]. From biopsy or surgi-
cal samples of RA synovium (the lining layer of the joints), 
mRNAs for all the cytokines for which we had appropri-
ate probes were detected in essentially all samples [16–18]. 
This initial observation was of great interest. Normally cyto-
kines are transiently expressed in response to stimuli, so it 
would be expected that not all samples would express any 
given cytokine mRNA. But we found all the cytokines in all 
the samples, which indicated that in disease tissue, cytokine 
synthesis was continuous: clearly this is highly consistent 
with a chronic disease and augured well for potentially find-
ing a cytokine therapeutic target [16–18].

The reasons for this cytokine overexpression were 
explored; mRNA stability was not altered, and so it was due 
to continuous induction of mRNA in the cell milieu of the 
disease tissue. Culturing synovial cells from RA joints pro-
vided confirmation of this. The technique used for this work 
was different from those of prior experiments reported. 
Most “synovial” cultures comprised just the fibroblast-like 
synovial cells, representing about 10% of the synovium. 
The rest, the great majority, are immune and inflammatory 
cells. Prior culture techniques discarded the inflammatory/
immune cells and kept the fibroblast-like cells. To an immu-
nologist like myself this made no sense. Our analyses were 
of the supernatant products of this complex cell mixture, 
comprising ∼20–40% lymphocytes and 40% macrophages, 
with smaller numbers of plasma cells, dendritic cells, and 

endothelial cells [19]. We found that there was long-term 
production into culture supernatants of proinflammatory 
mediators such as IL-1, GM-CSF, and IL-6, consistent with 
mRNA analysis [20,21].

Progressively we were cataloging the expression of 
multiple proinflammatory cytokines, e.g., TNFα, IL-1, 
IL-6, interferon-γ, GM-CSF, and IL-2, as well as several 
antiinflammatory cytokines, e.g., IL-10, TGFβ [22]. Other 
groups using different techniques were also cataloging 
cytokine expression in joints, e.g., Jean-Michel Dayer, 
Gordon Duff, Gary Firestein, etc., and yielding similar 
conclusions [23–25].

The expression of multiple cytokines raised a challenge. 
The key question was which, if any of the proinflammatory 
cytokines might be therapeutic targets. Based on the evi-
dence that injected or in vitro recombinant proinflammatory 
cytokines, e.g., IL-1, TNF, GM-CSF, and IL-6, have mark-
edly overlapping biologies, a property known as “cytokine 
redundancy” [26], many groups abandoned the possibility 
that cytokines might be good therapeutic targets for RA, 
as clearly the new products of biotechnology, engineered 
monoclonal antibodies [27] or receptor Ig fusion proteins 
[28], would target only a single mediator. The remaining 
cytokines would be able to drive disease.

Our approach was to delve deeper into cytokine regu-
lation in the joints, using our mixed synovial cultures, to 
investigate the molecules driving the production of proin-
flammatory mediators. As immunologists, the tools we used 
were antibodies to potential activators, including cytokines 
[20], but also immune complexes [29].

Because the synovial culture production of IL-1 was 
prolonged in our cultures, and many experts believed based 
chiefly on a rabbit joint injection model that IL-1 was the 
major driver of RA, we explored the regulation of synovial 
IL-1 production.

The key experiment that opened up the therapeutic path 
was performed in 1988 by Fionula Brennan, a postdoctoral 
student of mine at the time, who subsequently became a 
professor and a lead scientist at the Kennedy Institute. The 
results were striking [20].

Anti-TNF antibody rapidly switched off the produc-
tion of IL-1, reducing it in most cases to baseline. This 
was not the case in osteoarthritis synovial cultures, and so 
there was the first clue that TNF might be a therapeutic 
target, as it regulated the production of other proinflamma-
tory cytokines, IL-1, and subsequently GM-CSF and IL-6, 
in human disease tissue culture, used as a model of what 
might be happening in vivo [22]. With other antibodies 
tested, including antibodies to TNF’s close sibling, lym-
photoxin, which binds to the same cell surface receptor 
as TNF, the results were negative. So blocking TNF was 
special.

In the late 1980s animal models of RA were not believed 
to be highly predictive. That of course has not changed. 
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Collagen-induced arthritis (CIA) has a genetic predisposi-
tion in the major histocompatibility complex and many his-
tological similarities to RA [30]. But T cell depletion with 
anti-CD4 monoclonal antibodies, which was highly effec-
tive in this mouse model [31], was not successful in human 
patients [32]. These findings emerged at the time we were 
considering testing our hypothesis that TNF was a therapeu-
tic target in an in vivo situation.

Hamster antimouse TNFα antibody was generously 
given to us by Bob Schreiber [33] and this was very 
effective if administered after the disease onset, reduc-
ing inflammation leukocyte infiltration and preventing  
damage to cartilage and bone in the joints of the treated 
mice [34]. Concurrently other groups also showed that 
TNF blockade ameliorated CIA [35] and also that human 
TNF-overexpressing transgenic mice developed severe 
erosive arthritis [36].

Thus we had generated a scientific rationale for anti-
TNF therapy for RA based on three aspects: first, TNF and 
TNF receptor are upregulated in the joint [37]; second, TNF 
is dysregulated and at the apex of a cytokine cascade driv-
ing IL-1, IL-6, and GM-CSF [20,21,38]; and third, anti-
TNF therapy postonset was efficacious in an animal model 
of arthritis [34,35].

The next and major challenge was to obtain anti-TNF 
monoclonal antibody for testing our hypothesis by treating 
active RA patients. In the 1980s Tony Cerami and his col-
leagues Bruce Beutler and Kevin Tracey had established 
that animal models of bacterial septic shock were driven by 
TNF, with successful anti-TNF therapy administered very 
early after the bacteria [39,40]. The major unmet medical 
need of septic shock (300,000 deaths per year) led many 
biotechnology and pharmaceutical companies to generate 
TNF-inhibitory monoclonals or Ig–TNF receptor fusion 
proteins. Thus there were multiple companies that had gen-
erated anti-TNF biologicals that were being used in patients 
with sepsis.

There was thus no need to generate one’s own anti-
TNF for the specific purpose of treating RA. This would 
have delayed us by several years. However, a key chal-
lenge was to convince these companies to work with us to 
test our hypothesis, which at the time appeared “heretical.” 
Many more thought IL-1 was the better target, but prob-
ably the majority thought that it was unlikely that blocking 
a single mediator would have major clinical benefit in a 
complex multigenic disease with many proinflammatory 
mediators [41].

We were fortunate when an ex-colleague, Dr James 
Woody, joined one of the companies (Centocor) that had 
made an anti-TNF monoclonal antibody. This was a chime-
ric antibody with a human backbone [42]. He was readily 
convinced to work with us while his own rheumatologists at 
Centocor continued to work on anti-CD4 antibodies, which 
was a much more favored approach.

3.  ESTABLISHING THE CLINICAL UTILITY 
OF ANTI-TNF THERAPY

Despite the fact that anti-TNF had been used in hundreds, if 
not thousands, of patients with very, very severe infection, 
bacterial sepsis, we were unable to go straight to a placebo-
controlled clinical trial, because of the potential infectious 
risk of blocking an important host defense molecule, TNF, 
with anti-TNF.

So we had to start (in May 1992) with an open-label trial 
(all patients treated with active agent) to evaluate what hap-
pened, with Maini and Feldmann as the principal investiga-
tors. Because of the potential risk, as patients with severe 
RA have a compromised immune system, the infusions 
of anti-TNF were performed on the subjects as inpatients 
(in hospital), and our nurse stayed with the patients over-
night to ensure that any problems or discomfort could be 
promptly dealt with.

The results were dramatic. Patients who had active dis-
ease for 10 or more years, after having failed all available 
treatments, now rapidly started to feel better: there was 
less fatigue within hours, joint pain was reduced in a few 
days, and the patients were very pleased with the response. 
For many weeks some thought they may have been cured, 
but all relapsed between 12 and 18 weeks after the onset of 
treatment (20 mg/kg over 2 weeks) [43]. But as all patients 
had responded, although to varying degrees, and serum 
inflammatory mediators (CRP, IL-6, etc.) rapidly dimin-
ished, we were convinced this was not a placebo response, 
but a genuine therapeutic effect, and we wanted to scale up 
as quickly as possible.

Another 10 patients were then successfully treated, and 
based on the degree of clinical responses, patient enthusi-
asm, and apparent safety, permission was obtained to re-
treat some of these patients for several courses after they 
had clinically relapsed. Because they had responded well 
to 10 mg/kg, this was the dose used for re-treatment. Again 
there was a very good clinical and serological response, 
although the degree of response and its duration varied [44].

With the half-dose, and the very small number of 
patients retreated (seven patients) it was difficult to know 
whether an apparently briefer duration of clinical response 
might be due to the immunogenicity of the therapeutic, 
which is chimeric, ¼ mouse, ¾ human, or whether it was 
the lower dose. But an important fact had been established, 
that patients who had stopped responding to anti-TNF as the 
drug was metabolized could nevertheless respond to up to 
three further courses. This appeared to validate the concept 
of a TNF-dependent cytokine cascade.

So the next challenges were to formally prove that 
anti-TNF was effective: many open clinical trials in RA, 
e.g., anti-CD4 and anti-CD5, which were encouraging as 
open studies, failed as proper placebo-controlled random-
ized clinical trials were performed. If that hurdle could be 
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passed, the net challenge was to define a strategy for long-
term use of anti-TNF and to minimize potential risks and 
immunogenicity.

4.  PROOF OF EFFICACY

Based on the rapid effectiveness of 10 mg/kg anti-TNF, the 
placebo-controlled randomized trial was performed in 1993 
with two doses of anti-TNF, 10 mg/kg and 1 mg/kg, and a 
placebo control that was human serum albumin. Albumin 
was used, as it seemed unethical to potentially immunize 
patients to mouse immunoglobulin; that could be deleteri-
ous in the future.

This was a multicenter European trial, with the Kennedy 
Institute working with Professor Joachim Kalden in Erlan-
gen, Professor Ferdinand Breedveld in Leiden, and Profes-
sor Josef Smolen in Vienna [45].

This trial was performed after a minimum 4-week 
washout of other antirheumatic drugs, although low-dose 
steroids and nonsteroidal antiinflammatory drugs, both at a 
stable doses, were permitted.

The results, analyzed at 4 weeks using the Paulus com-
posite criteria (the precursor of the ACR criteria response), 
were very clear. Seventy-nine percent responded at 10 mg/
kg, 44% to 1 mg/kg, and 7% to placebo. Clinical trials, 
especially small ones like this (73 patients), do not come 
clearer than this [45].

5.  OPTIMIZING LONG-TERM USE

Because of the risk of immunogenicity to anti-TNF used for 
long-term therapy in a chronic disease, we went back to the 
laboratory to investigate approaches to enhance the thera-
peutic benefit and reduce immunogenicity. The CIA model 
was used and Richard Williams showed the dramatic effect 
of combining anti-TNF, at therapeutic or subtherapeu-
tic doses, which were not efficacious if used after disease 
onset, with anti-CD4 [46]. This enhanced therapeutic effect 
was also noted with other anti-T cell agents, the immuno-
suppressant drug cyclosporin A (CsA) or CTLA4–Ig [47]. 
Most notably the duration of response was augmented, and 
the dose of anti-TNF could be reduced.

Despite the fact that Centocor had a chimeric anti-CD4, 
which it had used in RA clinical trials, it was not possible, 
for regulatory (and safety) reasons, to use two experimental 
drugs together in a clinical trial. So with the complexity of 
titrating doses of CsA and its potential toxicity excluding 
it from serious consideration, it was a challenge to decide 
what therapeutics to combine with anti-TNF to enhance its 
efficacy. Many candidates were considered, and we settled 
on methotrexate (MTX), which reduces interferon-γ pro-
duction and hence has some anti-T cell effects. With very 
low dose MTX being increasingly used in RA, testing anti-
TNF in patients not doing well in MTX was the longer term 

trial that we eventually performed, and it was focused on an 
unmet medical need, what to do with patients not respond-
ing well to MTX [48].

This clinical trial, as we were concerned about the risks of 
infection with combination, was hampered by Centocor’s par-
lous financial state, so groups of only 15 patients were used 
for exploring the interaction of ultra-low-dose MTX (7.5 mg/
week) with various doses of anti-TNF (1, 3, 10 mg/kg). This 
European clinical trial began in 1995 and finished in 1996.

The results of five doses given over 12 weeks, followed 
subsequently to week 26, were striking. There was a greater 
and more durable response in the presence of “almost 
homeopathic” very low dose MTX. The dose at 7.5 mg/
week was much lower than most patients had “failed” on, 
but was used for safety reasons as we were concerned about 
the risks of infection with combination.

Since then all anti-TNFs have been tested in combina-
tion with MTX [48,49] and the majority of RA patients are 
on the combination. This combination is a pointer for the 
future: combination treatment is the way to get augmented 
benefits, as very clearly shown in HIV [50,51].

Despite the positive effect of the MTX combination in 
a small number of patients with Crohn disease, this combi-
nation is not used, which may explain the less predictable 
results for Crohn disease [52].

6.  PHASE III CLINICAL TRIALS

Because of the enhanced clinical effect with low-dose 
MTX, phase III was performed (3 mg/kg and 10 mg/kg) on 
top of existing MTX therapy given every 4 or 8 weeks. The 
duration of treatment was prolonged and the data were ana-
lyzed at 1 and 2 years.

This was performed in both Europe and the United 
States and amply confirmed the result of the small phase II 
trial. Based on the relatively good efficacy of 3 mg/kg every 
8 weeks after a loading regimen this became the approved 
starting dose for cost and supply reasons. Because of the 
prolonged treatment it was possible to also analyze the 
effects of therapy on joint protection. There was a marked 
degree of both bone and cartilage protection at all anti-TNF 
doses compared to MTX alone [53,54].

7.  CONCLUSIONS

The development of anti-TNF therapy was atypical at the 
time. The therapeutic target was discovered by academics, 
and as is usual for academics, but not for industry, it was put 
into the public domain.

The clinical trials were performed by industry, but were 
academically led first by Ravinder Maini and then joined by 
Peter Lipsky for the phase III trial.

Once the pilot of 10 patients, the clinical proof of prin-
ciple, was performed in April/May of 1992, permission 
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was requested to present the data at a translational research 
conference, “From the Laboratory to the Clinic,” which we 
have run since 1984. In 1992, it was held in Arad, Israel, by 
the Dead Sea, in September.

Centocor gave us permission to present the data. Were 
they aware of its potential importance? Rapid disclosure of 
what seemed to be an effective target resulted in many other 
companies, e.g., Roche and Immunex, that had already 
generated anti-TNF therapeutics for sepsis, changing their 
strategy to initiate RA clinical studies.

The rest of the story is well known in rheumatology. 
Anti-TNF therapy is now the standard of care, once patients 
have not responded well enough to MTX. What had been 
a very pleasant surprise has become the degree of efficacy 
and relative safety.

Prior to anti-TNF the existing therapies did not arrest 
joint destruction. Anti-TNF did, and it is interesting that 
bone damage protection occurs even in patients who, by 
conventional criteria, which assess chiefly inflammation, 
are “nonresponders” to anti-TNF. Cartilage damage is also 
reduced, but to a lesser degree. So it is of considerable inter-
est that blocking a single molecule can lead to such wide-
ranging effects, ameliorating all aspects of the disease.

The mechanisms of action and of the clinical benefit 
have been extensively studied and are partially understood 
[55,56]. Less well understood is why certain patients, about 
20–30%, respond very little, and perhaps 50% respond 
insufficiently. It is clearly not genetic, as nonresponders can 
respond to some or another anti-TNF a few months later. 
Understanding the nature of low responsiveness to anti-
TNF is a major challenge, which if solved will have signifi-
cant clinical benefit [57].

For companies involved in TNF blockade the results 
are dramatic, as the sales of anti-TNFs have now reached 
$25 billion per year. So anti-TNF is the best-selling drug 
class since some time in 2012. For many big pharmaceuti-
cal companies, Abbott, J&J, Amgen, their anti-TNF is their 
best-selling drug, and thus the credibility of antibodies as 
therapeutics is beyond challenge. Not so many years ago, 
the chemists working in many pharmaceutical companies 
considered antibodies as “tools,” which would be rapidly 
replaced by small chemicals.

But antibodies, the evolutionary products of millions of 
years of selection for effective multipurpose defense mol-
ecules, are very effective and very specific.

The safety of antibodies, including anti-TNF, has been 
very good. If properly selected and effectively manufac-
tured, there are no off-target effects, which so bedevil small-
molecule therapeutics.

Antibodies have come of age as a therapeutic revolution. 
Apart from “naked” antibodies, there is in clinical develop-
ment a horde of potential improvements, cut-down antibodies, 
single-chain-domain antibodies, and bifunctional antibodies, 
which can allow antibodies to be made more cheaply.

But there are still challenges. Anti-TNF therapy ame-
liorates RA and many other diseases. Approved indications 
apart from RA also include Crohn disease, ulcerative coli-
tis, psoriasis, psoriatic arthritis, ankylosing spondylitis, and 
juvenile RA [58–61].

And anti-TNF could be very beneficial in other diseases, 
e.g., fibrosis of the hand and postoperative cognitive dys-
function, for which my colleagues and I have abundant pre-
clinical data [62–64].

Anti-TNF is not a cure for RA, however. Only a very 
few patients, treated very early, are close to a drug-free cure. 
The real challenge is how to get closer to a cure. I believe 
this will, like the now very effective therapy for HIV and 
some leukemias, depend on combination therapy. Defining 
which targets to block to safely get closer to a cure will be a 
difficult task. But with the tools and knowledge available, it 
is not an unreachable goal.
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Antibody production and response
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Fc (FcγRIIB) and complement receptors in, 

180–183
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plasma cells, memory and, 236–238, 241
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plasma cells, memory and, 240–241, 
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system in B cells

in disease, 257–261
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ATM-dependent DNA repair response, 354
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mediated by, 429–431
natural, 417–420
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418–420

protective properties of, 417–418, 419f
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mediated by, 428–429
origin of, 417–425
pathogenic, 420
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effector mechanisms of, 428–431
features of, 426–428

pathogenicity of, 426–427
Autoimmune disorders

B cells as therapeutic target in, 431–432
CD21 deficiency and, 174f
CD35 and, 180
complement and complement receptor  
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Fc and complement receptors in, 184
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Autoimmune inflammatory diseases,  

humanized anti-IL-6 receptor antibody 
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genes affecting, 424–425
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370
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B cells, regulatory role of, 220–221

BAD, pro-B cell proliferation and, 78, 82–83
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dU:dG mismatch

resolution of, 379
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human mutations, 379–380
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B cell activating factor of tumor necrosis factor 
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B cell maturation and, 57, 88
follicular dendritic cells (FDC) and, 281
germinal center and, 282
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245–246, 247f
sources of production, 252–254, 253t
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B cell activation
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genes affecting, 423–424
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B cell development
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